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Abstract
It has been long established that the phenomenon of superconductivity is
administered by lattice deformations (phonons) which act to pair electrons
into spinless bosons free to condense into a coherent ground state. This
superconducting phase is protected up to a critical temperature above which
thermal fluctuations are potent enough to destroy the resistance free phase.
The strength of this phonon mediation has been calculated by strong coupling
theory and found to be capable of accommodating pairing up to near 40
K. So with the advent of copper-oxide (cuprate) superconductors boasting
transitions temperatures exceeding 90 K it was clear that these material
represented a new breed of superconducting physics.
More than twenty years after the initial discovery of these high-transition
temperatures the most basic questions are yet to be answered, the most
fundamental of which is by what mechanism does pairing occur? The field
splits between those who feel that a boson mediator is still necessary to act
as the virtual glue which binds electrons into cooper pairs while others insist
that really the Coulomb force alone is enough to induce pairing physics. Even
within the boson-seeker community there is no consensus on what particular
type of boson is contained in this system whether it be a lattice excitation
or spin excitation. This answer has been clouded by previous experimental
results on the hole-doped cuprates which have made strong cases for every
scenario rendering them largely inconclusive.
For this answer though it is possible to explore materials that have not
yet been clouded by conflicting results by performing the first high resolution
ultra-high-vacuum low-temperature scanning tunneling microscopy (STM)
study of an electron-doped cuprate. A distinct and unambiguous bosonic
mode is found at energy near 10.5 meV. Through comparison with other
experimental data it is found that this mode does not fit the characteris-
tics of a phonon. It is found, through comparison with neutron scattering
experiments on the same sample, that this mode is consistent with a spin
collective mode. Further more it is found that this mode is linked with the
strength of superconductivity nominating it as the possible electron pairing
mechanism. Doping and temperature dependence studies are performed to
investigate this possibility.
Finally the same procedures developed can be applied to the newly dis-
covered iron based superconductors which may represent yet another type of
new superconductor physics. Initial results on the first bosonic mode STM
study of SrFe2−xCoxAs2 and BaFe2−xCoxAs2 are presented.
For my family
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Chapter 1
Overview of Scanning
Tunneling Microscopy
1.1 What is an STM?
The scanning tunneling microscope (STM) is a novel tool which can count
the number of quantum anomalies per unit of time. To expand on this
definition it first must be explained what is meant by quantum anomalies.
In the classical world, (the world that we live in) it is impossible to traverse
a potential barrier with insufficient energy. An example of this is trying to
throw a ball over a wall. If a person does not give enough energy to throw
the ball over the wall than it cannot, of course, end up on the opposite side
of the wall. It is over or nothing. Examining a more scientific setting this is
also the case for field emission. If two electrodes are separated in air electrons
cannot necessarily jump from one electrode to the other. The electrodes have
a work function which represents an amount of energy needed for electrons
to jump across. If that work function limit is not surpassed nothing happens.
If it is surpassed electrons can jump from one electrode to the other.
It has been known now for some time though that as objects and length
scales get extremely small their phenomenology can no longer be explained
by classical theories entirely. There are anomalies to be explained which fall
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under the general umbrella of quantum mechanics. One such anomaly is the
phenomenon that in quantum physics a quantum ball can end up on the
other side of the quantum wall without going over. There is a chance, albeit
extremely small, that the quantum ball can just go through the quantum wall.
When a quantum particle traverses a potential barrier with less energy than
required by the barrier this phenomenon is known as quantum tunneling
or tunneling for short. In the case of the electrodes (which are still quite
large) we can separate them by an extremely small distance ( on the order
of angstroms). Since this length scale falls under the quantum regime some
quantum anomalies can be expected. Indeed it is true that even though
the electrons do not possess enough energy to make the jump there is an
infinitesimal chance that one of these low energy electrons will magically or
better stated quantum mechanically end up on the other side. This is the
basis for tunneling experiments. A scanning tunneling microscope is a tool
which counts quantum tunneling events by bringing a sharpened tip quantum
mechanically close to a clean surface.
1.2 History of Quantum Tunneling
From a history by C. Kleint it is claimed that the first investigations of
field emission with needle tips on clean surfaces were made in the mid 18th
century by Johann Heinrich Winckler of Leipzig University. Then, more
than a hundred years later, Julius Lilienfeld pushed this notion further with
the general idea of electron transmission between two cathodes. Lilienfield,
who also may be the originator of what today is called ultra-high vacuum
(which will later be discussed more), did a systematic study of cold electron
emission from a metallic tips to a surface driven by nothing but electric
field. He studied tip geometry, separation distances, tip materials and other
factors. He concluded that a needle geometry which terminates in a sharp
single point is the most effective geometry for the tip and a clean flat surface
2
is the most effective geometry for the flat plate. Secondly, he concluded that
the tip material does not influence the amount of emission, but, in order to
preserve the sharp tip, materials with high melting points like Tungsten work
best. Finally, he also concluded that the distance between the tip and sample
should be minimized. [1] It is known to those who perform STM experiments
that these same rules are currently in effect for modern day experiments of
this type.
The first person to demonstrate repeatable, controlled and understood
quantum tunneling experiments was Leo Esaki who received the Nobel Prize
in 1973. Esaki himself points out that is hard to pin down who actually
first observed the tunneling phenomena since, in that time, any unexplained
phenomena was attributed to tunneling. Possible contenders for the first ever
instance of tunneling are Lilienfeld and the team of Holmes and Meissner.
Esaki though is attributed with the first controlled tunneling experiments
in his tunnel diode transistor which represents the first quantum electron
device. [2]
The superconductor community probably most recognizes I. Giaever as
the first true architect on using tunneling experiments as a material probe.
Giaever shared the Nobel prize with Esaki (and Josephson) in 1973. His con-
tribution was labeled as electron tunneling and superconductivity. Giaever
gives a full anectodal account of the events leading up to his Nobel prize in
I. Rev. Mod. Phys. 46, 245 (1974).[3] It is too amusing to paraphrase and
should be enjoyed first hand. The importance of his results though will be
discusses in a later section.
1.3 The Scanning Tunneling Microscope
The scanning tunneling microscope, which is the focal experiment of this
thesis, is the culmination of the previous tunneling experiments. It consists
of using piezo motors to physically maintain the tip directly over an atom and
3
Figure 1.1: A drawing of the Pan-style STM[4] used. The piezo tube is held by
piezo stacks which walk the tip close to the sample.
count the corresponding number of quantum tunneling events. The invention
of the modern STM is credited to Gerd Binnig and Heinrich Rohrer who
received the Nobel prize in 1986, but I should note the important ideas the
preceded it. In his Nobel lecture, Binnig notes that when discussing ways
to take local spectroscopy he was referred to W. A. Thompson’s project of
vacuum tunneling with a positionable tip. Also in existence was a topography
machine by Young, Ward and Scire which also scans a tip across a surface
using field emission at larger than tunneling distances. It can be seen that the
STM was already in existence in some capacity prior to Binnig and Rohrer.
The brilliance of the Binnig and Rohrer design was in the inclusion of the
feedback loop which was the crucial piece that earlier ideas were missing.
The idea may have been floating around in some regards but Binning and
Rohrer were first to make it really work. [5]
The STM by Binnig and Rohrer is fairly similar to the STM in general use
today in 2009. (See figure 1.1). The same problems that were around in 1986
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are still of major concerns to STM operators today. These challenges are try-
ing to mechanically isolate vibrations from the experiment, maintaining the
ideal vacuum conditions, achieving low temperatures and finding repeatable
procedures for obtaining atomically sharp tips and atomically flat samples.
And while the last couple decades of work have resulted in great solutions
to these problems, better solutions will always be on the horizon. Proba-
bly the most obvious difference between the present STM and the STM of
the mid eighties is the inclusion of the personal computer. It is of course a
tremendous advantage to digitally record, store and analyze data on the PC
rather than to use scissors and glue to ”collage” single scan lines recorded by
a plotting device. This was the standard operating procedure for the original
experiment.[6]
1.4 Theory
It is concise and easily understandable to say that the STM counts the num-
ber of quantum anomalies per unit time but the true measurement is in
reading the electrical current across the tunneling junction. Now I will try to
put this into a more rigorous framework. To begin, the current is the number
of electrons that tunnel per second multiplied by e, the electric charge. So it
is necessary to know how many electrons tunnel per second. An important
fact to know about this tunneling is that it is an elastic process (most of the
time, inelastic tunneling will be discussed in detail later in the thesis) which
means the electrons do not lose energy during the tunneling process. The
other important fact to note is that even though this thesis is focused on
tunneling into superconducting materials the tunneling process only involves
electrons (and not cooper pairs.) Electrons are fermions that obey the Pauli
exclusion principle. Therefore an electron cannot tunnel from the sample to
the tip if the same energy electron is already at the tip. What is needed is an
empty state in the tip and the correspondingly filled state in the sample (or
5
Figure 1.2: A. Schematic energy diagram of the scanning tunneling microscope.
It is shown in a cartoon discretized form for clarity. The number of electrons per
energy slice n(E) are shown on the vertical axis with the horizontal axis showing
energy. A bias is applied to the sample shifting the Fermi energy of the sample(top)
with reference to the tip (bottom). A tunneling event may occur if an electron
from the sample has the same energy as a hole in the tip. From this tip the excess
electrons will flow through an ammeter to be counted before going back to the supply.
The counts per second is the current. A small increase in current in response to a
small increase in voltage is the relevant quantity dI/dV. B. Same schematic with
tip and sample drawn in the basic circuit.
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visa versa).(See figure 1.2) Starting with Fermi’s golden rule a Hamiltonian
is used to calculate the transmission rate. This is the probability per unit
time in which a tunneling event will occur.
T =
2pi
~
∑
|〈Ψf |H|Ψi)|2δ(Ef − Ei) (1.1)
Then, to calculate the tunneling current, it is necessary to note that each
tunneling event corresponds to the charge of one electron and that there are
2 possible spin orientations for each electron.
I =
4pi
~
e
∑
|〈Ψf |H|Ψi)|2δ(Ef − Ei) (1.2)
For the moment the bra-ket will be rewritten as M which is referred to
as the tunneling matrix.
I =
4pi
~
e
∑
M2δ(Ef − Ei) (1.3)
Next the discrete notation can be converted into the continuum of states
noting that the number of filled states the sample occupies is the integral of
the electron density multiplied by the Fermi function. Equally the number
of empty states the tip occupies is 1 minus the Fermi function multiplied by
the electron density. The role of the tip and sample can be reversed so it
will be written as material 1 and material 2. This leaves the matter of which
directions the electrons will tunnel open.
I =
4pi
~
e
∫
M2ρ1f1ρ2(1− f2)d (1.4)
Noting that electrons can tunnel in both directions the equation can be
rewritten in the form
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I =
4pi
~
e
∫
M2ρ1ρ2(f1 − f2)d
(1.5)
Now what is left is a very complicated equation. The complexity has
been somewhat masked by calling the tunneling matrix M. It must be ac-
knowledged that the tunneling matrix can be extremely complicated and can
depend on energies, temperatures, geometries even momenta. An approxi-
mation is made ( a somewhat gross approximation at that) that the entire
tunneling matrix can be reduced to a constant. This may seem overzealous
but it makes the equation solvable and, thus far, it seems that this is valid
experimentally. (In the future it may be found that certain factors may be
necessary to take the approximation to the next level of accuracy.) If the
tunneling matrix is a constant it is free to be moved to outside of the integral.
I =
4pi
~
eM2
∫
ρ1ρ2(f1 − f2)d
(1.6)
Now I will call the first material the tip and the second material the
sample. ( Though it is not really important which.)
ρ1 = ρt = tip = constant
ρ2 = ρs = superconductor = C
||√
2 −∆2
(1.7)
Since the density of the states of the tip is constant it comes outside
the integral as well. This is a reasonably good approximation for Tungsten,
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Platinum alloys and gold which is what is commonly used for the tip. If both
the sample and the tip are at the same bias no net current will flow. To see
constant tunneling current the sample or the tip must be biased. (In the case
of my experiments it is the sample which is biased)
I =
4pi
~
eM2ρt
∫
ρs(f()− f(+ V ))d
(1.8)
The equation above is the expression for the tunneling current.
1.5 Topography, Spectra and Energy Map-
ping
So an expression for the current across the tunnel junction has now been
derived but I have yet to show how this can be translated into taking useful
measurements. The first type of useful measurement one can take is a spectra.
The tip is fixed at a constant real space position and height. The bias
is swept to different values and recorded with the corresponding tunneling
current. This creates an I/V curve. It is much more informative to look at
the derivate of this spectra, that is to say dI/dV, because it is reflective of
the density of states. To verify this statement we start with the tunneling
current:
I =
4pi
~
eM2ρt
∫
ρs(f()− f(+ V ))d
(1.9)
This equation can be differentiated with respect to the applied bias (V)
9
Figure 1.3: Data on Bi2Sr1.6La0.4CuO6+δ A. A single spectrum is given an
arbitrary color mapping based on the y-axis value (dI/dV). For a given spectrum
each energy will have only one color value. B. A real space area is divided into a
grid and as the tip scans each box a dI/dV spectrum is taken. A particular energy
value is chosen and each box assigned a color based on dI/dV(E) C. Large size
grids result in high resolution images referred to as energy maps or energy slices
D. It is emphasized that every energy map is a discretized grid.
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dI
dV
=
4pi
~
eM2ρt
∫
ρs
βexp(β(+ V ))
(1 + exp(β(+ V )))2
(1.10)
For the low temperature limit (which is appropriate for 4 K measure-
ments) the integral becomes a delta function and the final equation is left:
dI
dV
=
4pi
~
eM2ρtρs (1.11)
The constants can be lumped together as a single constant and it becomes
transparent that the spectra dI/dV is proportional to the density of states
of the sample.
dI
dV
(V ) = Cρs(V ) (1.12)
For the case of the STMs discussed in this thesis the bias is applied to the
sample (rather than the tip). So a positive bias refers to an excess positive
charge on the sample, this means holes will tunnel from the sample to the
tip. For negative bias the sample is negatively charged so then electrons
will tunnel from the sample to the tip. Since ARPES can only probe filled
states, ARPES data should be compared to the negative bias side of the data
presented.
The next question is whether just one spectrum is good enough? The
answer, suprisingly, is yes. For the majority of materials one dI/dV spectra
should give the same result as another dI/dV spectrum, even if the spec-
trum is taken in a different real space location. This can be seen on STM
measurements taken on metals, seminconductors and low-temperature super-
conductors. [7] [8] [9] It was found, though, for certain strongly correlated
materials (superconductors as one example) different locations in real spaces
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Figure 1.4: A. A cartoon of the scanning tip with it’s current position between
two atoms. The tip is not inside the atom’s protruding wavefunction resulting in
a small tunneling probability which, in turn, results in a smaller tunnel current.
B. The scanning tip is directly inside the atom’s wavefunction resulting in a larger
tunneling probability and thus a larger tunnel current. C. The atoms can be imaged
by measuring tunnel current as the tip scans real space. This scan line shows real
data on the atoms in Fe1+ySe1−xTex . D. A 2-d image can be created by assigning
black to low signal and fading to white with increasing signal. This is a 10 nm x 10
nm color mapped image of Fe1+ySe1−xTex . (In this figure we avoid the technical
point of the feedback loop which is unnecessary for this pedalogical example.)
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can yield different results. [10] [11] [12] Therefore, so the real space motion
and spectroscopic capabilities don’t go to waste, STM experiments are often
focused on materials where some spatial change does occur. The key job
then becomes to learn how these spectra change spatially. This is usually
done in terms of linecuts which consists of multiple spectra taken at periodic
locations along a straight line. Also maps are taken which consists of square
grids of spectra being taken over various scan sizes. These maps generate
thousands of spectra. It can be hard though to understand the data simply
by looking at a large number of spectra one at a time. It is seen that the data
can take on meaning when given a color coding. If one energy is examined
per image and each dI/dV value is given a color the data can be more easily
visualized. This can be seen in figure 1.3.
The tunneling matrix is given by the following equation: [13]
M =
~
2me
∫
dS · (Ψ∗t∇Ψs −Ψ∗s∇Ψt) (1.13)
With wave functions expressed by the WKB approximation:
Ψ ∼ Ce−
∫ z0
z=0 |Pz |dz with pz =
√
2me(φ− E)
~
(1.14)
where φ is the work function describing the tunnel barrier and is usually
between 3 and 4 eV. These equations can be combined and reduced to see
the exponential dependence of M on the tip-sample distance Z.
|M |2 ∝ e−2κz with κ =
√
2meφ
~
(1.15)
Topography can be taken by scanning the tip and watching the resultant
current change. This is found to be able to resolve atoms. (See Figure 1.4
)It should be noted that unlike an AFM the STM is only reading electronic
signals or essentially the electronic wave function. This wave function pro-
trudes in the z direction some distance outwards. Directly on top of the atom
the wavefunction extends further out than in between atoms. This can be
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imaged. If you finding it shocking that a macroscopic needle can resolved
atoms you are in good company. It is rather miraculous that this works.
The key ingredient to the success of the STM is this exponential dependence
on the tunneling current. Imagine a different universe with different laws
of physics where the tunnel current changed linearly with distance. In this
universe, all other things being equal, the difference between an on-site and
an off-site would be a small percentage of the signal (less than 10 percent
perhaps). In our current universe, where there is an exponential difference in
tunneling current to small changes in height the change in signal is usually
close to ten times as large between an on-site and an off-site. It is clear that
changes of 1000 percent are more ideal to measure than changes of 10 percent
or less. (Lucky for those of us who live in this universe) With this exponential
dependence, the miraculous feat of imaging atoms possible is and now easily
performed.
1.6 The Lock-in Amplifier
When an IV curve is measured by STM the resultant curve of the current
consists of data and noise. Depending on the quality of vibration isolation
and design of the STM this noise’s effect can range from completely debili-
tating to mildly annoying. In the best case scenario multiple repeats of each
IV curve must be taken in order to average out the erroneous signals of noise
so that a numerical derivative can be taken and the data can be appropri-
ately interpreted. So then the goal is to reduce noise as much as possible in
order to make the derivate quicker. This has led to great efforts in vibration
and electrical isolation. Rather than work harder on mechanical vibration
isolation it is possible to reduce the noise through the built-in fourier filtering
of the lock-in amplifier. It is of course known that any signal can be broken
into its fourier components and this is especially true for noise. A FFT can
be performed to measure the various components of noise that exist. It will
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naturally be seen that some frequencies have much more noise than others.
Armed with this information it is possible, with the use of a lock-in amplifier,
to reject all noise other than a single frequency. A smart operator will choose
the frequency which inherently has the least noise so that the net result is a
very low noise situation. With a lock-in the derivative dI/dV measurement
can be made while minimizing the noise. This technique is standard practice
and has been for many years. (See figure 1.5)
When taking a spectra the measured current consists of the original cur-
rent signal plus the oscillating current resulting from a kilohertz frequency
voltage modulation.
I(V ) = I(Bias+ ACos(ωt)) (1.16)
Then the general form of a Taylor’s Series Expansion is:
f(a) + f ′(a)/1!(x− a) + f ′′(a)/2!(x− a)2 + ... (1.17)
Expanding the current results in:
I(V ) = I(bias) +
dI
dV
∣∣∣∣
V=bias
∗ Acos(ω ∗ t) + ... (1.18)
If only the frequency ω is filtered out than measuring the amplitude of
that signal with respect to the bias will result in dI/dV in some arbitrary
units.
The benefit of the lock-in is simply that a single spectrum can be taken
without resorting to multiple repeats to drown out noise. Now naively it
may seem that saving time isn’t as much crucial as it is convenient, but
one must remember for low temperature STM measurements time is of the
essence. Since helium boils off at a rapid rate experiments must be done in
reference to the amount of time left before all the helium has been boiled
to oblivion. High resolution mapping and statistical analysis requires on the
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Figure 1.5: A schematic demonstrating the use of the lockin-amplifier to take
spectroscopy on a sample. With the tip held steady with feedback off a sweep in
the bias results in a changing current which gets recorded. This current can be
numerically differentiated with respect to V in order to get a dI/dV curve which,
as can be seen, has a low signal to noise ratio. Attaching a lockin amplifier adds a
small sine wave to the sample bias. This signal can be demodulated in the recorded
current to give a high signal to noise ratio dI/dV spectrum. This is a real example
done with the material BSCCO 2212.
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order of 10,000 spectra to be taken with a given helium cycle. So if each
spectra is repeated for one hour to reduce noise than a dewar with a 50 hour
boiloff time is only capable of 50 high resolution spectra. With the use of
lockin spectra can be completed in 10 seconds or less. Since 50 hours/ 10
seconds per spectrum results in 20,000 spectrum it can be seen that with
the lockin full, high resolution, dI/dV maps are possible.
The drawback to the lock-in amplifier is that it perturbs the actual data
slightly. The input signal which can vary from 0.5 - 5+ mV will broaden
out the resultant data. The output of the lockin will essentially be the con-
volution of the ideal signal and a gaussian with width proportional to the
modulation signal. For an STM at milikelvin temperatures such a convo-
lution can show a profound effect. This can be combated by lowering the
size of the modulation, but then the resultant signal grows in noise (which is
of course what one is trying to reduce in the first place). The result is that
there must be a balance between preferred noise levels, broadening levels and
spectrum time. At He-4 temperatures lock-in modulations up to 1 mV are
found to have small effects. In some experiments modulation of 2.5- 4 mV is
used because empirically it is found that the data cannot be taken properly
with anything less.
1.7 The STM Machines
There is a bit of a stigma associated with purchasing an STM and a common
belief that the results will never be as good as a homebuilt one. This may
have been true in the past but to me it seems that our commercial system has
the ability to take data comparable to that of any other instrument currently
operating. The design consists of an STM with Pan style [4] walker and the
ability to both in-situ tip and sample exchange via a vertical manipulator.
(See figure 1.6) The STM is placed in UHV space which is further insulated
by exchange gas and surrounded by a dewar equipped with a 7 T magnet.
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Figure 1.6: Schematic of the STM with the in-situ exchangable sample and tip
and outfitted with Pan style walker.
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Figure 1.7: Photograph of the STM with schematic drawings included
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(See figure 1.7) Base temperature is around 5 Kelvin (depending on the
exchange gas pressure) and the UHV is maintained by multiple ion pumps
with a turbo pump for initial evacuation. The cleaving system is capable
of both nitrogen temperature and room temperature cleaves. The STM is
variable temperature and I have operated at temperatures between 2 K and
50 K. It can also be run in room temperature mode. Temperatures lower
than 4 K are achieved by continuously flowing liquid helium from the dewar
into a pot which is under light vacuum. Evacuating the exchange gas creates
an isolated enviornment such that the system can be cooled to 2 K without
the outside dewar of atmoshperic liquid helium ”warming” it up. This STM
also has the useful feature of having a coarse walker attached to the sample
holder such that the majority of a sample can be explored (unlike the more
standard STMs which are confined to their scan area) This coarse walking has
proven extremely valuable in finding suitable spots to perform experiments.
Because of this fact, the commercial STM was the STM of choice for most of
the experiments. This STM is responsible for all of the data on the electron
doped cuprates and the iron pnictides. It also took a large amount of the
data on both the single and double layer cuprates. The STM is controlled
by a commercial controller unit with commercial software. Data analysis
is completed with software written by myself. To verify that the STM is
working properly calibrations were performed on graphite, gold, NbSe2 and
BSCCO 2212. (See Figure 1.8)
The lab also houses a homebuilt low temperature STM constructed largely
by Mandar Pararjape and also by myself, Shankar Kunwar and Jihua Ma. It
also utilizes a Pan style walker with a similar setup. It lacks a magnet or a
variable temperature insert. It also lacks the ability to exchange tip in situ
but does allow samples to be exchanged in situ and cleaved in UHV. It also
lacks coarse sample motion. It utilizes a dual air spring system and a heavy
granite table to reduce vibrations to the minimum. In practice it was not
clear that the added vibration isolation created a lower noise environment.
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(See figure 1.9 ) This STM was used to take data on both single layer and
double layer BSCCO.
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Figure 1.8: Top: A single spectra showing a s-wave gap heavily thermally broad-
enend by the 5 K operating temperature Middle: A slice of topography of NbSe2
Bottom: a single topographic linecut showing the corrugation from the above to-
pography
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Figure 1.9: Photograph of the home-built STM
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Chapter 2
Overview of other
Experimental Methods
2.1 ARPES
As radiation buffets a surface electrons are emitted as described by the photo-
electric effect. It was found that polling these electrons could yield important
information about the density of states of the bombarded material. (See fig-
ure 2.1) Consider a solid with electrons filled to the Fermi Energy described
by conventional band theory. Each electrons has a particular binding energy
which is the amount of energy needed to liberate that electron from the solid.
Applying a radiation, like visible light, can supply that energy and release an
electron. The kinetic energy of that electron can be measured. Now it can be
asked what does this measured energy represent? Firstly, as always, energy
must be conserved. So at the most rough approximation the measured energy
should be the energy of the incoming photons. Some of that energy though
is lost to move an electron from its energy level up to the Fermi energy. Also,
the electron does not ”want” to be removed from the solid and even if the
electron has been removed slightly from the surface energy minimization will
try to suck it back in. The work function is the amount of energy needed
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to remove the electron from the surface and place it in the distant universe
where the solid cannot interfere with it anymore. This quantity must also
be deducted from the photon energy. (In practice the electron is not really
brought into deep space but rather a detector so the true work function is
φ(sample) - φ(detector) ). [14] Also, the electron was detected travelling in
a particular direction. The momentum of interest, which is the momentum
parallel to the surface, kparallel, is conserved.
Now the important thing to note is ARPES produces some output that
reflects the material being probed. The precise definition of this output is
quite complex. In the simplified version of solids sometimes we’d like to forget
that every electron is interacting with every other electron. Of course this
is not reality. Electrons aren’t merely electrons, but dressed. To understand
this I usually consider my friend Clinton who has a lovely bulldog by the
name of Daisy. Clinton usually has to come home at lunch to feed Daisy,
take her on evening walks, and if you leave her home to long she starts to
get into mischief. So in some way Clinton and Daisy are a linked entity, or
in the language of condensed matter physics have become a quasiparticle. It
doesn’t make sense to think about what Clinton is doing at 8 PM tomorrow
without considering his dog first. Whatever he would have done as a free
man/ free electron is greatly changed by dressing him with English bulldog.
Analogously, we can’t just consider electrons as free electrons. We now have
quasiparticles consisting of electrons plus extra (the extra being the effect
of all other particles on this particle). To that end we don’t just want the
information about the electrons before the ejection we want the information
about the system with the hole left behind by the missing electron. To do
this something called the spectral function can be calculated. This is the
imaginary part of the Green’s function which gives information about the
response of a perturbation. Depending on how this is calculated it can involve
various assumptions and approximations. It is not necessary to go into these
details at this time. The take home message is that ARPES produces very
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useful information, but it is necessary to understand the steps which were
taken in the interpretation of the collected data.
Figure 2.1: A. Figure from [15] showing a typical ARPES setup B. Figure from
[16] showing a schematic ARPES measurement from a model system C. Figure
from [17] showing energy and momentum resolved data that can be simplified by
looking at the so-called MDC and EDC spectra
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2.2 Neutron Scattering
Having finished the section on ARPES it was seen that useful information
can be obtained from shining light on a surface. In this chapter it will be
seen that useful information can be obtained by attacking the sample with
neutrons and carefully measuring the consequences. The neutron works well
as a probe because it does not have an electric charge. This allows it to
penetrate deep in the sample and deliver information about the bulk state
without destructive effects on the sample itself. The fact that it has no charge
means that generally it interacts weakly (if it all) with electrons. This allows
it to probe alternate information. Additionally beneficial the neutron has
an appropriate ”scale” for studies in solid state physics. The neutron wave-
length is comparable to the atomic spacing in solids and the neutron energy
is comparable to phonon and magnetic excitations. Also, the dipole moment
of the neutron lends itself well to magnetic and spin studies. As with other
experimental methods neutron scattering has its drawbacks too. Probably,
the main drawback is that creating a continuous flow of neutron beams re-
quires a nuclear reactor. This means that, unlike STM, neutron scattering is
not something which can be accomplished in the basement of Higgins Hall.
It instead requires not only a nuclear reactor, but specifically a nuclear re-
actor dedicated to research and not power production. Excess heat causes
noise and inconsistencies in the neutron beam so it is most inconvenient that
excess heat is the goal of nuclear power generation. No need to worry about
the relative difficulty of creating a neutron beam, its already done and many
people have been working on these neutron experiments for a long time get-
ting excellent results. Similar conceptually to STM as a counter of electrons,
the essence of neutron data is counting neutrons after they have left the sam-
ple. Like ARPES, neutron data can be collected in an angle resolved way.
In addition to recording the angle energy and momentum transfer can be
measured as well.
The neutron data can be collected from multiple types of spectrometers.
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One type is known as the triple axis spectrometer. This type of spectrom-
eter can precisely be positioned to record different parts in k-space. The
neutron will go through the first axis which can control the incident neutron
wavelength. The next step is its interaction with the sample which can be
rotating to the desired orientation followed by the final axis which picks out
the desired final neutron wavelength. This allows for the measurement of the
dynamic susceptibility with momentum and energy dependence. It should
be noted that getting a particular momentum value requires precise geomet-
rical considerations. Also the range of energy is dependent on the neutron
source. Different sources use different moderating materials which result in
an energy ranging from around 4 meV to 60 meV.
A second type of spectrometer is the time-of-flight variety which usually
accompanies a spallation source. This spallation source is a short time pulsed
neutron generation technique. This pulse of neutrons will first go through
a velocity selector to choose the initial speed. After striking the sample the
neutron will be collected by a multitude of positioned detectors. The final
energies and time information is recorded and a full mapping can be created.
With both these spectrometers it is important to note that the char-
acteristics of the collected neutrons are caused from a number of different
factors. These neutrons have been affected by both elastic and inelastic pro-
cesses from the sample, the sample holder, the detector materials and from
the source including it’s environment and housing. A tough job is squeez-
ing out the neutron data of interest and ignoring the background. This can
routinely be done by repeating the experiment with and without an actual
sample loaded. Sometimes retrieving the desired information can be a true
art-form and very difficult.
In 1987, then later in other materials, neutron scattering was used to
show that parent compound of the high Tc superconductor LSCO was anti-
ferromagnetic. [18] Magnetic peaks could be identified from finding data that
did not match the x-ray counterpart. Other interesting neutron scattering
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results are focused on stripe behavior found in the underdoped cuprates. [19]
This thesis though is most concerned with the discovery coined the magnetic
neutron resonance mode in which a later chapter is dedicated.
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Chapter 3
Introduction to
Superconductivity
3.1 BCS Superconductivity
Heike Kamerlingh Onnes made two discoveries in the early twentieth centurty
that would revolutionize the entire field of condensed matter physics. The
first was the liquid helium refrigerator which he called the helium ’liquifac-
tor.’ This machine was able, for the first time, to liquify helium to its 4.2
K transition temperature. The ability to create, store and utilize liquid he-
lium as a coolant would allow for new kinds of low temperature experiments
that were previously impossible. One such experiment would be low tem-
perature resistivity on materials like Mercury. During an experiment the
research group suddenly found that the resistance strangely and abruptly
disappeared below 4.2 K. Now I personally have heard the story two differ-
ent ways: the first where Kamerlingh Onnes had expected this in advance,
the other that he was so outraged at the mistake that he fired his graduate
student. Probably neither version is accurate but what is definitely true is
that this discovery would revolutionize physics. In the years to follow many
more materials would be measured and characterized and the general con-
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cept of a superconductor, a material which below a critical temperature has
vanishing resistance, was born. This definition was enhanced in 1933 when
it was found that these superconducting materials expel magnetic field (the
Meissner effect.)
Elementary physics teaches that like charges repel and opposite charges
attract. In a material, electrons, all being negatively charged, naturally repel
one another. It is possible though for one electron to attract a positive charge
which, in turn, has the ability to attract an additional electron. The net
effect would be an electron pulling another electron with the use of a positive
intermediary. Utilizing some positive charge, two electrons can form a bound
state that has less energy than two free electrons alone. In superconductivity
this was found to happen with the the intermediary being the lattice. One
negatively charged travelling electron can deform the proton lattice creating
an imbalance in positive charge. This excess positive charge will then pull
a second electron toward the point where the electron used to be. This
teaming of electrons is known as the cooper pair and the lattice deformation
or phonon is known as the pairing glue. It is this virtual exchange or ”gluing”
of electrons which facilitates superconductivity.
The microscopic theory of how these cooper pairs form and interact is
known as BCS theory named for the founders: Bardeen, Cooper and Schreif-
fer. The physics of what transpires can be broken down into a few key points.
Cooper pairs are two electrons bound by a pairing glue which was determined
to be a phonon. The cooper pair energy is less than that of two free elec-
trons. Thus pairing is something that the system will want to naturally do
to lower the overall energy. Cooper pairs have no net momentum since they
are formed from two electrons with opposite k values. Cooper pairs are com-
posed of two electrons with opposite spin so the overall spin of the cooper
pair is zero. Because the spin of the particle is zero it is a boson. Bosons
are not ruled by the Pauli exclusion principle meaning bosons are free to
all share the lowest energy state (known as condensation). The energy of
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the condensed state is less than that of the non condensed state, the system
would prefer to condense to lower its energy. The condensed state of cooper
pairs is the superconductive state and since it is a condensation of bosons
into a ground state it can be described by a single wave function which allows
for total system coherence. If the system is coherent than electrons do not
collide or scatter off of one another. Electrons which don’t scatter have no
electrical resistance. This is the essence of superconductivity, but this elec-
tron harmony can only occur in a condensed system of bosons which makes
this pairing the prerequisite.
So how, quantitatively, can one measure superconductivity? The most
helpful indicator of superconductivity is the superconducting transition tem-
perature Tc. This is the maximum temperature at which superconductivity
can exist. There are also other conditions to be met in order for supercon-
ductivity to exist. As was discussed earlier, superconducting materials do
not allow magnetic penetration. There is a limit to this though. Most super-
conductors (type I) have a maximum amount of magnetic field that it can
tolerate before superconductivity is destroyed. This value is called Hc. In a
special class of superconductors (type II) there exists an intermediary state
where patches of normal phase open up inside the bulk superconducting state
to allow magnetic flux to penetrate. These are called vortices. In this class
of superconductor vortices will begin to appear at the magnetic field valued
Hc1 and vortices will continue to grow with increasing field until the limit Hc2
at which point the entire material has been converted into the normal phase.
Related to the concept of Hc is Ic. This is the maximum amount of current
that can traverse the superconducting material before the superconductivity
is destroyed. So Tc, Hc and Ic define the environmental limits for supercon-
ductivity in a particular material. One more important value is that of the
superconducting gap size. In the superconducting state all the low energy
electrons have been paired up into cooper pairs up to a certain range. This
energy range is called 2∆ and all the quasiparticles between EF + ∆ and
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EF -∆ have been exhausted to the cooper pair process. This is known as the
superconducting gap (and it is one of STM’s favorite things) So no longer
can one tunnel any arbitrary quasiparticle out of the sample, there is nothing
to tunnel below that ∆ energy.
In the BCS case, higher ∆ corresponds to higher critical temperatures.
This leads to the general statement that the superconducting gap should
be proportional to Tc. McMillan was able to use strong coupling theory, a
deviation on this BCS theory to predict the maximum Tc a superconductor
could have. In the equations he found that he could vary phonon energies,
coupling strengths and various other parameters but the maximum Tc the
theory would allow was around 40 K in the most ideal hypothetical material.
[20]
3.2 High Tc- Superconductivity
In 1986 there was tremendous excitement over the discovery of LaBaCuO
(LBCO) [21] which could be doped to achieve superconducting transition
temperatures above 30 k. Since this was only 7 degrees larger than the
transition temperature of a Nb3Ge alloy [22] and the current predictions for
the maximum Tc were around 40 K [20] this buzz was not based solely on this
Tc. It was also the ”strangeness” of the material. Superconductors had all
been metals and metal alloys with conducting normal properties. Suddenly
there is a new material which is not only layered, but a ceramic insulator!
The community recognized the potential for totally new physics in this new
ceramic layered system. Soon later in 1987 the previous enthusiasm was
more than well just justified when Wu et al. created a similar material, this
time with the transition temperature shooting up to above 90 K [23] (well
above liquid nitrogen temperatures). This was more than twice than what
was predicted to be possible. (See figure 3.1)
As more and more of these now called high-temperature superconductors
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Figure 3.1: Figure showing the discover dates and the transi-
tion temperatures of various superconductors. Image from http://www.ccas-
web.org/img/superconductivity/sc0.gif
were discovered it was realized that they had some common features. The
most blatant is that the materials are all copper oxide based (cuprates).
(See figure 3.2) This square lattice on the copper oxygen plane seems to
be where the relevant physics happens. It consists of the copper 3d-orbital
hybridized with the oxygen p-orbital. The region between these planes is
known as the charge reservoir region. In the undoped or ”parent” compound
of a cuprate the system is an antiferromagnet with long range order. This
system has an odd number of electrons per unit cell so it should behave like
metal. Suprisingly, it is found to behave like an insulator. Strong Coulomb
repulsion locks the electrons in place preventing conduction. This is known as
a Mott insulating state. This new state can be modeled by the splitting of the
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Figure 3.2: Figure from [24] Structure of the various high-Tc cuprate compounds
expected conduction band into the upper and lower Hubbard band separated
by a gap. This Mott insulating state though is destroyed with the addition or
removal of extra charge into the reservoir. This is accomplished with chemical
substitutions. For LBCO this is accomplished by substituting La atoms with
Ba. The net result is extra holes in the copper oxygen plane. Doping holes
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into the system drives the material out of an antiferromagnetic state and into
an eventual superconducting state. Tc increases with doping up to a critical
point called optimal doping when further doping begins to then lower the Tc.
This creates a dome like shape in a phase diagram with doping as the x-axis.
Doping beyond the critical point is referred to as overdoping while doping
less than the critical point is known as underdoping. All cuprates seem to
share the general dome shape although it is important to mention that not
all values of doping are possible due to material synthesis constraints. Too
much overdoping eventually drives the Tc lower and lower until the system
is no longer superconducting. (See figure 3.3)
Figure 3.3: Figure from [25] Phase diagram of doping holes or electrons into a
Mott insulator and the phase evolution with temperature
So what is known about these high temperature superconductors? Well
it first is suspected that this superconductivity is still based on cooper pairs.
Readings from the RF Squid magnemometer show the flux quantum is pro-
portional to 2 electrons. [28] From the DC squid and ARPES data it is seen
that the gap has a momentum dependence such that different angles in k-
space exhibit different size gaps.[26] [29] (See figures 3.4 and 3.5) Near the
nodal direction (which is the vector pointing from Γ to (pi,pi) the supercon-
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Figure 3.4: Figure from [26] Left: ARPES data showing the EDC at various
angles in BSCCO 2212 Right: the size of the gap plotted against the Fermi surface
angle. Maximum gap is seen at the antinodes and zero gap is seen at the node.
ducting gap vanishes and directly on the nodal point it is zero. Near the
antinodal direction (which is the vector pointing from Γ to (pi,0) or (0,pi) )
the gap is at it’s maximum size. This particular angular gap dependence
is known as dx2−y2 symmetry. This is in contrast to the s-wave symmetry
of BCS superconductors where the gap is the same size regardless of the
travelling direction.
Now to address the three biggest problems in superconductivity. The
first problem is that of the pairing mechanism. It is known that cooper pairs
exist but the mechanism in which they are paired is still a mystery. The most
prominent possibilities are lattice excitations (again), magnetic excitation or
pairing without a mediator. This pairing without a boson glue is central to
the Resonating Valence Bond (RVB) idea first proposed by Anderson where
a liquid of preformed pairs are responsible for the superconducting state. [30]
The second biggest problem in high temperature superconductivity is that
of the mysterious pseudogap. In BCS superconductors the superconducting
gap disappears at the temperature approaches Tc. In high temperature su-
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Figure 3.5: Figure from [27] Top: 3D rendering of scanning SQUID measurement
of YBCO tri-crystal. The center ring shows a half flux quantum consistent with
d-wave pairing. Bottom: Orientation of crystal structure. The central ring should
have half-integer flux quantization for dx2−y2 pairing.
perconductors this is not the case. Above Tc some amount of the gap still
remains and sometimes this amount is surprisingly large. This remnant gap
is referred to as the pseudogap. There are two main schools of thought on
what the pseudogap can be. The first is that the pseudogap is helpful to su-
perconductivity and originates from electrons that have been paired up like
cooper pairs but do not achieve coherence and cannot condense. This gen-
eral scheme has been termed preformed pairing. Some evidence of preformed
pairing includes torque magnetometry studies which have found mobile vor-
tices in various dopings at temperatures above Tc. (See figure 3.6) It is not
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Figure 3.6: Figure from [31] The phase diagram illustrating the Nernst region
where there are indications that vortices (and by extension possibly some form
of superconductivity) exists above Tc in the pseudogap (or part of the pseudogap
region)
clear though if this effect can describe the whole of the pseudogap or just
part of it. Further evidence for pairing above Tc comes from high frequency
conductivity measurements performed by Corson et al. which again find vor-
tex behavior in some parts of the pseudogap regime [32] In the next chapter
it will be shown that STM as well can add some evidence to this preformed
pair scenario.
An alternative explanation is the competing orders idea where there is a
second phenomena coexisting and perhaps competing with superconductiv-
ity. In recent experiments, evidence has been building that the pseudogap
may represent a competing order or a second gap arising from some alter-
nate physics (that is to say physics not related to the pairing mechanism).
In a raman scattering study Tacon et al were able to demonstrate a second
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Figure 3.7: Figure from [33] showing different doping dependences for potentially
two different gaps in underdoped BSCCO 2212. The size of these two gaps can be
used to reconstruct a phase diagram showing both Tc and the pseudogap limit T*.
energy scale extracted from the slope of the gap near the nodes. This was
found to decrease with doping. A dichotomy was also seen between the nodes
and antinodes in terms of coherence. Electronic coherence was found in low
doping at the nodes but the antinodal area showed a lack of coherence. They
concluded that the nodal excitations may control superconductivity since it
was the low-frequency nodal response that followed the same doping depen-
dence as the superfluid density [34]. (See figure 3.8) Further evidence of a
two order or two gap scenario is seen ARPES. In heavily underdoped BSSCO
2212 two gaps were found that had different dependences on doping. From
analyzing these gaps in momentum space they have constructed a two gap
picture[33]. (See figure 3.7) Strong evidence supports both this competing
orders scenario as well as the preformed pairs scenario and, at present, no
consensus has been reached.
The third problem which is, in my opinion, the biggest problem in high-
Tc superconductivity is the introduction physicists write in their papers. A
sample introduction is ”Now more than 5 years passed the initial discovery
of high temperature superconductivity things like the pairing mechanism
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Figure 3.8: Figure from [34] showing evidence of two separate order parameters
in the Antinodal (B1g) and nodal (B2g) directions
and the pseudogap still elude us.” In 1991 this was a fine introduction but
unfortunately the years have progressed but the level of understanding has
not. This had led to further introductions starting ”Now more than 10
years passed the discovery of LBCO . . . .”, ”15 years after the discover of
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Bednorz and Muller. . . ” , ”20 years since the first high Tc sample . . . ”.
Now it is the goal of this study and many other studies to end the ”Now n
years after the initial discovery” terror. It can be asked how anyone could
be optimistic about making progress? What keeps us most hopeful is that
sample quality is constantly improving and techniques like STM, ARPES and
neutron scattering are becoming both more powerful and more precise. So
while it is likely that we will see plenty of the n=25 introductions hopefully
the world will never see an n=50 introduction. Hopefully this thesis and
the companion publications contributes in some small but significant way
towards achieving this goal.
3.3 Previous STM Results on High Tc- Su-
perconductivity
Much work has already been done on high temperature superconductors us-
ing scanning tunneling microscopy. In this chapter I go over some previous
results from different groups as well as results I have obtained personally in
collaboration with others.
One of the most useful measurements STM can take on superconductors
is to graph the low energy density of states in order to visualize the supercon-
ducting gap. Unfortunately this, the most simple of experiments, has caused
a great amount of complication. From the BCS case it is well known that the
gap size should be related to Tc and Tc follows a dome shape with doping.
Then logic dictates that if the gap follows Tc then the gap too should show
a dome shape with doping. This does not occur though[35]. (See figure 3.9
). In BSCCO 2212 many sets of independent STM measurements performed
by different machines on samples grown by different people show universally
that the gap does not form a dome shape with doping but rather a straight
line.
What about the doping dependence of other high Tc superconducting
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Figure 3.9: Figure from [35] Left: Shows sample spectra on BSCCO 2212 with
increasing doping. Right: A compilation of many STM groups and their recorded
gap sizes for various dopings of BSCCO 2212. A dome is not seen but rather a
straight line.
samples? This turns out to be a more complicated question than it sounds.
STM is a finicky instrument and it has certain requirements on the samples
it measures. The main prerequisite is that the sample should have a flat
surface. It has been found that the only reliable way to end up with a
clean flat surface is to cleave in vacuum. Now, either luckily or unluckily,
(depending on your optimism) BSCCO is the only material which has been
found to cleave easily. The cleave results in an atomically flat surface and
spectra which show the superconducting gap. LSCO and YBCO (which
people would love to have more STM data on) have proven to be too difficult
to work with. High quality results comparable to BSCCO have not been seen
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on these samples. So, until new materials are/were invented it seemed that
STM had a monogamous relationship with BSCCO.
Figure 3.10: Left: Figure from [36] exemplifying the inhomogeneity that can be
seen in the superconducting BSCCO 2212 spectra. Right: Figure from [37] showing
this inhomogeneity continues to temperatures above Tc,in different spatial clusters
the gap will close at different temperatures.
Despite the anomalous gap dependence on doping many good results have
been obtained on BSCCO 2212. It has been seen that the gap measured is
inhomogeneous and that it is variable in real space. [38] It also seen that this
inhomogeneity persists to higher temperatures[37]. (See figure 3.10) There
can be many reasons for the inhomogeneity but one which is well supported
by experimental and theoretical predictions is that of inhomogeneity in oxy-
gen dopants. In a study by McElroy et al. they attempt to find the location
of the oxygen dopants by finding the atoms appropriate electronic impurity
state. (Like the Hudson et al[39]. study but this time with oxygen dopants
not Nickel or Zinc) The nonstoichiometric oxygen dopants are expected to
show such an impurity state at energies below the Fermi energy. Indeed such
an impurity state is found at 0.96 eV. The energy of this impurity is found
to correlate with the superconducting gap value [40]. (See figure 3.11) The
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cause behind this is that in BSCCO 2212 there may be two types of oxygen
dopants: some that act in the role of charge donors and other apical oxygen
(the oxygen position geometrically at the top of the oxygen pyramid in the
unit cell) which add carriers but also provide some non linear charge screen-
ing effects. This screening causes the inhomogeneity and thus shows a strong
correlation between the size of the pairing gap and the position of the apical
oxygen dopants. [41]
Figure 3.11: Figure from [40] showing the impact of the oxygen dopants on the
superconducting gap size
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Figure 3.12: Topography of BSSCO 2212 showing the typically seen supermodu-
lation
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3.4 My Own STM Results on High Tc- Su-
perconductivity
3.4.1 BSCCO-2212
The archetypal material of STM has turned out to be BSCCO 2212. It is
a very cleavable material which creates inhomogeneous and atomic surfaces
very pleasing to the eye. Taking atomic topographies and spectra maps isn’t
so difficult that it is a major inconvenience yet it is not so easy that it can
be done with an instrument that is inferior to the current standards. This
makes it a good material to test the STM with. Also, since the vast majority
of high-Tc STM work is done on BSCCO 2212 a person can’t help but feel
isolated from the pop culture until he himself has gotten his hands dirty with
this material. It is found that topographies can be best taken with junction
bias of +/-150 to 300 and with setpoints of 0.1 to 1 nA. A nice example of
a topography of BSCCO is seen in figure 3.12.
3.4.2 Vortices in BSCCO
It has been previously mentioned that in type II superconductors magnetic
fields are allowed to penetrate the sample in small clusters known as vortices
above the samples characteristic temperature Hc1. Sometimes it is found
that these vortices will have some spectral signature. Theoretically this is
plausible since in these clusters the material is no longer superconductive
and the spectra should reflect that. In certain materials like NbSe2, MgB2,
etc. this is found to be the case. With these materials STM vortex mapping
is possible. In conventional superconducting materials the vortices form an
ordered pattern called an Abrikosov lattice. [43] [44] In BSCCO 2212 vortices
appear as well but only at high magnetic fields with a comparatively weaker
signal. [42] The number of vortices are found to scale with magnetic field.
[45] In a high resolution study Hoffman et al found 8 vortices in a 560 A˚
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Figure 3.13: Left: Figure showing different types of dI/dV spectra found in
BSCCO 2212 under a 5 T magnetic field. The blue spectra are standard super-
conducting spectra. The green spectrum shows a quasiparticle scattering resonance
and the red spectra show the vortex spectral signature. Right: Figure from [42]
showing these same spectral shapes have been seen under magnetic field before.
region in 7 Tesla field. [46] Though I too have 7 T capability I choose to be
conservative at the moment and perform the experiment at 5 T. In a similar
sized region one would expect to find 6-8 vortices due to at this slightly
decreased field. Figure 3.14 shows that indeed 7-8 vortices are found in a
slightly bigger field of view confirming these past results and confirming this
STM’s vortex resolving capabilities.
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Figure 3.14: Left: Energy slicing map of BSCCO 2212 at energy near 5 mV
taken at 5 T showing vortices in a 500 A˚ region. Right: Similar energy slicing
map at 5 mV but this time taken with no magnetic field (0 T) . No high intensity
areas signifying vortices can be seen.
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3.4.3 BSCCO-2201
It has been previously claimed that BSCCO represents the most easily cleav-
able and STM ready sample. Most of the STM data has been taken on
BSCCO 2212 which is has two copper-oxygen planes in it’s unit cell. Also
in existence are BSCCO with one copper-oxygen plane per unit cell as well
as three copper-oxygen planes per unit cell version. In general the Tc of the
single layer material is much lower than that of the double layer material.
Equally, the Tc of the triple layer material is much larger than that of the
double layer. One might suspect that since large values of Tc is the ultimate
goal of the field there would be a huge interest in the triple layer material.
At the moment though, there is a much larger interest in the single layer
materials. Though the goal of the field is for large Tc we can learn alot
by performing experiments with small Tc. The main reason is that we can
perform controlled temperature experiments and watch the gap change with
increasing temperature. It is logistically difficult to raise the temperature
above 100 K in a liquid helium environment. It is however not difficult to
raise this temperature to above 10, 20, or 30 K in a liquid helium environ-
ment. Therefore materials with Tc values in the range of 10-20 Kelvin can
provide ideal experimental conditions.
Superconducting gaps have previously been found on Bi2+xSr2−xCuO6+δ
samples at various temperatures[47]. Looking at Bi2+xSr2−xCuO6+δ (Tc=12
k) taken at 2.7 K I searched for gap inhomogeneity in these single layer
materials. Figure 3.15 shows my initial results of two spatially separated
spectra representing the range of variation seen in spectra in this sample.
50
Figure 3.15: Two representative sprectra on near optimally doped
Bi2+xSr2−xCuO6+δ (Tc=12 k) taken at 2.7 K with topography in the inset. The
topography of single layer BSCCO looks like the standard BSCCO 2212 topography
in these samples.
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3.4.4 Bi2Sr2−xLaxCuO6 + δ
Though the single layer BSCCO represents a more complex and seemingly
more disordered system than that of BSCCO 2212 it still is found to give
new information that can be used to further our understanding of gap and
pseudogap phenomena. In a study on Lanthanum substituted single layer
BSSCO (Bi2Sr2−xLaxCuO6+δ), I, in collaboration with labmates, performed
an STM study side by side with an ARPES study to try to get the fullest
picture of the gaps and pseudogaps. The experiments were performed at
multiple temperatures with multiple dopings and polling multiple directions
in k-space (which is where ARPES is crucial)[48]. Figure 3.16 shows the
topography of a cleaved surface. Though the surface topography of the single
layer BSCCO-La-2201 seems identical to that of the BSCCO 2212 the spectra
had drastically different shapes and variations. Our discussion begins with
the optimally doped sample. The shape of the spectra can either appear like
a distorted single gap or like a small gap inside a larger gap. (See figure 3.17)
To understand the nature of these gaps thousands of spectra were taken and
the gap of each spectrum was analyzed. The gap sizes of each spectrum
was recorded into a histogram. This histogram shows two prominent peaks
representing the two most occurring gap sizes at ∆=10.5 and ∆=27. Over-
doping caused these peaks to shift downward to lower energies. So it is clear
that two gaps exist in real space but what can be said about momentum
space? Earlier ARPES results find a large antinodal gap which exists both
above and below Tc. [49] This size of this antinodal gap is comparable to
the size of the larger gap as seen by our STM. Is it then in fact the case that
the antinodal gap corresponds to the large gap recorded by our STM and the
small gap recorded by our STM corresponds to the near nodal area? This is a
reasonable hypothesis that was found to be wrong. An examination by high
resolution ARPES found that a gap similar to the size of the small STM
gap was found in both the nodal and antinodal region. Temperature and
doping dependence confirmed the small gap to be the superconducting gap.
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Figure 3.16: A 200 A˚ topography of Bi2Sr2−xLaxCuO6 + δ at near optimal
doping. The image looks qualitatively similar to the more familiar BSSCO 2212.
In this single layer material the supermodulation is still seen.
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Figure 3.17: Left: Example dI/dV spectra highlighting the two gap behavior
Right: 140 A˚ x 140 A˚ spectral energy map taken at energy 2 mV
This leaves the question of the origin of the larger gap. Electron mapping
in the optimally doped sample reveals a modulation pattern with peridiocity
around 5 ao. Our ARPES reveals a nesting vector of similar size connecting
the tips of the observed ”arcs” in the ARPES data. (Fermi arcs will not
be discussed further. See Lee et al. [50] ) This nesting vector is similar
in magnitude to the modulation seen in the STM energy maps as obtained
by Fourier transforming the mapping data. Electron modulations linked to
nesting vectors suggests a charge density wave (CDW). As the sample is more
over doped both the CDW and the large gap are suppressed. We can connect
this to the pseudogap which is known to weaken and eventually disappear
with overdoping. Finally a correlation is found between the size of the large
gap and the small gap in each spectra. This give reason to suspect that both
the large gap and small gap may be governed by the same physics. [48] These
results have been focused on in a recent theoretical study.[51]
This experimental study can definitely further the general understanding
of gaps and pseudogaps. Some of our findings have been addressed in a recent
theoretical study on the pseudogap in terms of the valence bond glass (VBG).
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Figure 3.18: Figure from [51] A. Simulated STM spectra using an approach based
on disorder of apical oxygen dopants. At low temperatures two distinct gaps can
be resolved. B. The size of these two gaps with increasing temperature. C. Phase
diagram derived from the theoretical study showing an area in the more underdoped
regime where competition between superconductivity and a glass state occur.
[51] Using a modified t-J model they find that the disordered arrangement
of dopants may cause inhomogeneity in the gap as well as creating a glassy
order in the pseudogap phase. Their STM simulations agree with our double
gap experimental data and their ARPES simulations seem to agree well with
the experimental ARPES data. (See figure 3.18) Below Tc the valence bond
glass coexits with the superconducting gap and is seen to show opposite
dependence on doping. This opposite dependence would label the pseudogap
state a competing state.
Our recent findings may point towards a competitive pseudogap, reaching
the same conclusions as many other studies before us, but this controversy is
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far from solved and much more experimental and theoretical work is needed
to further illuminate the true nature of the gap and pseudogap. More STM
data on BSCCO, provided both by myself and others, will continually be pre-
sented in the future. It is, after-all, STM’s favorite material. In the remaining
chapters of my thesis though I would like to show you that BSCCO is NOT
all that STM is capable of with regard to the high transition temperature
superconductors.
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Chapter 4
Introduction to PLCCO
4.1 Introduction
In 1989 Y. Tokura et al discovered that, in the cuprates, the carriers of su-
perconducting current need not be holes but rather can be electrons. [52]
These electron-doped cuprates share the formula Ln2−xCexCuO4−y where Ln
is a lanthanide. In contrast to the prototypical La2−xSrCuO4, the structure
has no apical oxygen and does not have the T-phase structure. In this section
I introduce the electron doped cuprate Pr1−xLaCexCuO4−d (PLCCO). Like
the related materials Nd2−xCexCuO4 (NCCO) and Pr2−xCexCuO4(PCCO),
PLCCO has a T structure which can be seen in figure 4.1. Since these ma-
terials are still relatively new and share near identical structures sometimes
they are grouped together and thought of as one single material for conve-
nience. Many experiments though show differences in the finer details of
these materials though. The lattice constants of NCCO are determined to
be a=b=3.94 A˚ and c= 12.1 A˚. [53]
PLCCO is a standard cuprate meaning that it has two-dimensional cop-
per oxygen planes where the main physics of superconductivity is thought to
occur. Since it is an electron doped cuprate though the copper-oxygen plane
is doped with electrons instead of holes as is the more usual case. The substi-
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Figure 4.1: A.Figure from [52] showing the unit cells of the electron-doped super-
conductors. B. Figure from [52] showing superconductivity in the electron-doped
superconductors. C. Figure from [53] showing lower resolution TEM of the impu-
rity phase embedded in NCCO crystals. D. Figure from [53] showing high resolu-
tion TEM of the impurity phase embedded in NCCO crystals. E. Figure from [54]
Phase diagram of PLCCO with doping and level of annealing.
tution of Ce adds extra electrons into the copper plane, but this alone does
not induce superconductivity. To achieve the SC state additional annealing
of the sample in an oxygen poor atmosphere is required. It is believed that
the growth process creates copper deficiencies in the CuO2 layers and these
defects create enough to disorder to block a superconducting transition. The
function of annealing is thought to be to repair the defective copper oxygen
plane and destroy excess disorder. [55] As a side effect of the process oxygen
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is removed which then can be monitored by a Thermometric-Gravitational
Analyzer (TGA) for controlled repeatable samples. [56] Because oxygen re-
moval is a biproduct of the annealing process it is often misconstrued that
the oxygen removal process itself is causing the superconductivity when this
may not, in fact, be the case. ARPES studies report a nodal gap induced
by AF hybridization in the parent compound which is destroyed by the an-
nealing process. [57] Also, It has been observed that this reduction process
is known to create a secondary phase sometimes called the impurity phase
which occupies some small percentage of the sample. This phase should be
avoided with surface sensitive experiments such as STM and ARPES. [53]
This extra annealing results in phase diagram more complex than the hole-
doped cuprates. It has a three-dimensional phase where both doping and
amount of annealing can affects the superconducting Tc and whether this
superconductivity coexists with any antiferromagnetic order.
I will now include a quick survey of some previous experimental results
on PLCCO and the related PCCO and NCCO. Matsui et al have performed
ARPES measurements on Pr0.89LaCe0.11CuO4 (PLCCO) and found angle
dependent superconducting gaps varying from 0-2.5 meV. (See figure 4.2)
They find angular dependence close to d-wave symmetry but with some non-
monatonic deviations. They offer a possible explanation that some spin cou-
pling is causing hot spots of anomalous intensity. [58] There is also further
evidence of a deviated d-wave symmetry from Raman scattering on NCCO.
[59] Point contact Tunneling data shows a superconducting gap with coher-
ence peaks in NCCO of size around 1 ∆ = 5 mV [60]. It is not clear why
the ARPES data and the point contact data do not agree better, but the
most probable cause is that the samples were exposed to different amounts
of annealing, making the samples ultimately different. Also in ARPES it
is not clear how one should define the absolute magnitude of the gap and
whether a leading edge shift may show scaled values.
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Figure 4.2: Figure from [58] Left: ARPES spectra above and below Tc showing a
leading edge shift of around 2 mV. Right: Angular dependence of the shift showing
the so called non-monotonic d-wave gap.
4.2 Scanning Tunneling Microscopy on PLCCO
In this section I will outline my own STM results on the electron doped
PLCCO. Samples were provided by Shiliang Li and Pengcheng Dai from
Oakridge National Lab/ UT Knoxville. They were the same batch of samples
used in the experiments where a neutron resonance mode was identified.[61]
[62] Since Scanning Tunneling Microscopy is a surface technique it has the
major requirement of a clean surface. In layered compounds like high Tc
superconductors this is accomplished by means of an in vacuum cleave. The
sample is glued to the sampled holder and a conductive link is established.
Then a rod is attached to the top of the material. When the material is
taken inside vacuum the rod is driven off by some mechanical means and, if
events transpired as planned, the rod will come off bringing with it the top
layers of the layered surface. (See figure 4.3) Some layer is exposed to the
enviornment, but since that enviornment is UHV the surface is clean and
stable for a long period of time. When this sample is inserted into the UHV
space, deep inside the liquid helium dewar, the pressure drops even further
to cryo UHV. Cryo UHV is assumed to be orders of magnitude less pressure
than standard UHV. Clean samples will remain clean in this area to periods
longer than one month.
For the prototypical BSCCO it is fantastically easy to cleave this mate-
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Figure 4.3: Here the difference in cleave between the prototypical BSCCO and
PLCCO is shown. BSCCO generally requires very little force and often results
in an atomically flat surface demonstrated by a smooth shiny face after cleave.
PLCCO also results in a smooth and shiny surface but is not a single atomic plane
and consists of multiple terraces and step edges.
rial. The layers are very loosely connected and the smallest sometimes even
unintentional amount of force can separate the top most layers from the bulk
sample. The top layers usually lift in a single flat piece and leave a flat ho-
mogeneous area. This is not the case for other hole doped superconductors
or electron doped superconductors. LSCO, for example, has no penchant
for being cleaved and a great amount of force is needed to break it. That
is why the original studies on LSCO were done without in vacuum cleavage
[63]. This leaves much doubt as to the cleanliness of the surface that is being
tunneled into. From my own experience when LSCO does cleave the surface
is irregular and flat surfaces seem to be sparse. Because of this, the number
of STM studies on BSCCO dwarfs that of LSCO. PLCCO is a newer mate-
rial that seems to be similar to the cleaving tendancies of LSCO. It is very
hard and does not necessarily cleave in a flat plane. Through experiment
though I have come to realize that the word flat has some scale associated
with it. BSCCO is macroscopically flat extending the entire piece which can
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be more than 1 mm which is 1,000,000 nm. Considering that the average
STM experiments takes place over a 200 nm area or .0001% of that area it
is realized that much of that flat surface goes unused. So really it is only
necessary for the area to be atomically flat in the area that I intend to study.
Of course, I can not control the flatness of an arbitrary area but I can use
the coarse motion lateral walker to poll spot after spot until a flat region
exists. On the atomic scale the cleaving procedure in PLCCO causes both
mesas,planes, slopes and other unclassifiable disordered areas. The working
procedure is to move and test enough spots until a flat mesa can be found
that has a size larger than 400 nm. These sites do indeed exist and I did
indeed find them. It is a time consuming venture to approach on a spot,
test it’s flatness, retract the tip, move laterally and re-approach. Given 100
attempts I found it is fairly likely that I would run into a suitable area. It
is essentially the same as closing ones eyes spinning the globe and trying
to stop your finger over a flat land area. Most of the time one would hit
ocean and occasionally one would hit heavy mountains or polar ice caps, but
given enough time one would eventually stop his finger over the plains over
the central US or the flat lands in Australia. This is the same concept as
my search pattern. Utilizing the coarse walker it can take a few weeks to
make 100 attempts in order to find a good spot. It should then hold true
that it would take 100 cleaves with an STM without a coarse walker to be
able to find a clean surface, and this could take a number of years. Before
the cleaving procedure was well understood the success rate of a sample was
below 20% but with practice on sample preparation and searching skills the
success rate was improved to close to 50%.
It was initially troubling that we were not able to resolve atoms on the
surface. The first thing to be done was to understand why. The surface
was flat and a UHV cleave should result in some atomic structure. The
first problem to address is that of an inconsistent tip. The tip in STM is
very important in resolving atoms. It has to be both stable and sharp to be
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Figure 4.4: Left: The topography is a 100 x 100 nm scan of the surface of
PLCCO. No atomic features can be seen. Right: A representative spectra is taken
inside the area. This spectra show an expected superconducting gap with small
coherence peaks of size 2 ∆ = 10 mV.
able to take high resolution topography showing atomic features. The tip
was verified by first using the tip on a known surface, BSCCO 2212, and
only after achieving atomic resolution was the tip deemed suitable. The tip
then could be pulled far backwards and the samples can be exchanged to
put PLCCO in the place of BSCCO. Now the tip being used was known to
be atomically sharp and should be capable of atoms. Later on, we did the
inverse of swapping PLCCO for BSCCO to make sure the tip was still sharp
and atomically viable after the experiments. Indeed it was. So the lack of
atomic patterns is still unclear but despite this question high quality spectra
were easily achieved as can be seen in figure 4.4.
The dI/dV spectrum has an over-all v-shape extending to energies around
150 mV and higher. (Since it was important to not degrade the quality of the
tip, spectra were not taken to energies over 150 mV. High biases are thought
to disturb the sample and release some impurities onto the tip compromising
its quality. It would be important to try to extend these energies higher in
63
Figure 4.5: a. A representative dI/dV spectra of PLCCO revealing a linear
background density of states which forms a V-shape. B. Figure from [64] showing
similar v-shapes in the dI/dV spectra of La2−xBaxCuO4 for x = 18 .
a later study) This v-shape has been seen in other tunneling experiments as
well as STM experiemts. [64] [65] Three possible reasons may explain this
linear DOS backgrounds: marginal Fermi Liquid theory, inelastic tunneling
and the possibility of a high energy gap. In a study on marginal Fermi
liquid theory STM spectra were simulated along the c-axis in the cuprates
and the result was a v-shape similar to what is observed by me. This linear
bias dependence is caused by a linear energy dependence on quasiparticle
lifetime and is a bulk effect. [66] Kirtley et al. take another approach to
describe this same linear effect. They use a simple model involving inelastic
antiferromagnetic spin-fluctuation scattering and simulate planar tunneling
data for La1.85Sr0.15CuO4. Both models (and others not discussed) seem to
give the same qualitative features.[67] From these studies I can conclude that
the v-shaped background is not surprising and that the explanations which
were applied to planar tunneling in LSCO may also be applied also to this
study of STM on PLCCO. The third possibility is that large energy spectra
might reveal that this v is part of a larger gap structure whose origin would
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Figure 4.6: Left: Average spectra showing the superconducting gap weakening
with increasing temperature and non-existent at temperatures much higher than
Tc = 24K Right: Selected spectra from showing the gap at various temperatures at
a zoomed in energy range.
have to be studied further.
At the bottom of this v-shape a superconducting gap appears. This gap
displays small coherence peaks and a gap of average value around ∆=6.5 mV.
Temperature dependence was performed as can be seen in figure 4.6. The gap
gets smaller with increaseing temperature and disappears right around Tc=24
K. This fact gives credence to my labelling this gap as superconducting.
(Some slight depressions remain a few degrees Kelvin above Tc but that
could be cause by fluctuations or local values of Tc differing from the reported
average) This gap value is in good agreement to a reported contact tunneling
study on single crystal PLCCO which identify the gap as 6 mV. [68] The next
coarse of business is to take the gap at multiple positions in real space and
see if any patterns, inhomogeneity, or grain like structures can be seen like in
BSCCO 2212. [12] In small areas it is found that the gap stays homogeneous,
but when using the coarse motion walker it is found that it can vary while
traversing large distances on the order of a fraction of a millimeter. (See
figure 4.7)
So a superconducting gap has been established, now the question is if any
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Figure 4.7: Left. A representative superconducting gap in PLCCO. The distance
from coherence peak to coherence peak is the size of the superconducting gap 2∆.
Right: Multiple histograms of the distribution of values in ∆ at different locations
(large distances) in real space
more information can be extracted from STS data?
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Chapter 5
The Neutron Resonance Mode
5.1 The Neutron Resonance Mode
It is known that inelastic neutron scattering experiments are capable of prob-
ing collective excitations of both the electronic system and the lattice. In high
temperature superconducting systems such an excitation was found in 1991.
First observed by J. Rossat-Mignod et al. [69] an anomalous excitation was
found in the neutron scattering data. This feature was coined as the neutron
resonance mode. After this initial discovery other materials were examined
to see if a similar neutron mode could be found. (See figure 5.1) Other ma-
terials show resonances with striking similarities to the original. This study
of this resonance has escalated to its current status where it can be claimed
that most high-temperature superconductors find this resonance at some en-
ergy. It seems to be universal. An important fact about this peak is that
it appears in the (pi, pi) direction. To understand the significance of this di-
rection consider the antiferromagnetic copper-oxygen lattice of cuprates. In
the (pi, 0) direction and the (0, pi) directions the spins alternate in direction.
It can further be verified that any arbitrary direction will include spins of
alternating direction. The one direction in which this is not the case is in the
(pi, pi) direction. Moving along this direction will contain only one spin direc-
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tion. Even on doping the spin direction will mostly be preserved (subtracting
the doping percentage). Since the mode is based along this aligned spin line
the mode is thought to be magnetic in nature. This mode reflects fluctuating
spin correlations with a coherence length of 50-80 A˚s. The mode is sharp
in energy and has a long lifetime. [56]. It is prudent to ask if this mode
could instead be a phonon. Explaining this mode in terms of a phonon was
ruled out in 2005 when Pailhes et al performed an oxygen isotope substitu-
tion and found a negligible energy shift in the neutron resonance mode. This
experiment also concluded that spin-phonon coupling is negligibly small. [70]
Figure 5.1: Figure from [71]. Neutron scattering constant energy scans (E=41
meV) on YBa2Cu3O7 showing the resonance mode at (pi,pi) at various tempera-
tures.
The characteristics of this magnetic mode are different when observed on
a sample above and below that sample’s superconducting transition temper-
ature. This is assumed to mean that the resonance mode has a strong tie to
superconductivity. [71] Basically speaking the neutron mode only exists be-
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low the critical temperature and disappears when the critical temperature is
exceeded. (This statement is only slightly clouded by some mid-range mode
intensities seen in the pseudogap regime ) The mode has been observed in
the hole doped cuprate materials: YBa2Cu3O6+x, [72] [73] BSCCO 2212, [74]
Tl2Ba2CuO6+δ, [75] as well as the electron doped cuprate material PLCCO
[61] with new data suggesting that even LSCO (which was thought to be ex-
cluded from the list previously) may also show similar magnetic feautres [76].
The signficance of the PLCCO is that this mode is seen in both electron and
hole doped materials signifying its universality in cuprates as a whole. The
significance of the Tl2Ba2CuO6+δ is that this single layer compound implies
that this resonance is a bulk property and not indicative of the spacing of
the layers [75]
There are two important facts that can be understood from the various
studies of the neutron modes in various high temperature superconductors.
First, it seems that the energy of the resonance mode seems to have some
universal scaling to Tc. This can be seen in figure 5.2. Both hole-doped and
electron-doped cuprates have been included and show a linear like relation-
ship with the slope value close to 5.9kBTc. The second important fact is that
universally the energy of the resonance seems to always fall below the pair
breaking value of the superconducting gap 2∆. [84] This will be addressed
again in the STM section on PLCCO.
5.2 Theory of Neutron Mode
Since this neutron mode is seen almost universally in cuprates it is no surprise
that much time has been dedicated in trying to uncover the significance
of this mode. In all the theories it can be generalized that the resonance
mode is an excited pair of quasiparticles with total lattice momentum Q
= (pi/a, pi/a)and spin S = 1 [85]. Also it is accepted that the mode has
some connection with superconductivity. Past this commonality the theories
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Figure 5.2: Figure from [61]. Figure showing the relationship between the reso-
nance mode energy and the superconducting transition temperature of the sample.
A linear fit can be produced with a slope close to 5.9kBT. This plot contains both
hole-doped and electron-doped cuprates indicating that this mode may be a universal
feature of cuprates. Data from [77] [78] [79] [80] [81] [82] [83]
.
diverge in different directions. There is argument as to whether it creates or
helps superconductivity, whether it competes with superconductivity or if it
is a bystander or result to superconductivity. Here are few examples:
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In SO(5) theory, which is a scheme to explain superconductivity, there
exists a competition between two nearly degenerate states: namely antiferro-
magnetism and d-wave superconductivity. It is predicted that there should
be a constant fluctuation between these two states because of the close prox-
imity of their energy values. Therefore the resonance would be the indication
of the constant fluctuation of the low energy spectrum due to this competitive
flip flopping. So in this case the neutron resonance mode marks a constant
flipping between d-wave superconductivity and antiferromagnetism. This is
an example as the mode relating to a competitive state fighting with super-
conductivity. [86] [87]
There are other examples where the mode doesn’t fight superconductivity
but rather helps it. The effect can even be much stronger than being helpful
as some go as far as to say superconductivity is caused by this spin fluctuation
and have labeled the collective spin mode the potential pairing mechanism.
[88] Critics question whether the spin fluctuation is large enough a phenom-
ena to be able to cause pairing. [89] Woo et. al respond to this critiscm with
an experiment designed to find the absolute value of the magnetic exchange
energy. Their result shows that the magnetic exchange energy is about 15
times larger than the superconducting energy indicating the spin-excitation
has the proper scales to be responsible for electron pairing. [90] This idea
is further propogated by Dahm et al who through calculation have shown
that spin-fluctuation interacting with the quasiparticles can generate d-wave
superconducting states with transition temperature higher than the maxi-
mum Tc currently observed in cuprates. They concede that it is possible
that other factors such as phonons or high-energy excitations contribute to
pairing but this spin mode observed by neutron scattering remains a ”major
factor driving the high-temperature superconducting state in cuprates” [91]
These ideas are best summarized as the equivalent of Eliashberg theory but
with spin fluctuation as the pairing glue instead of phonons. There are other
more exotic pairing mechanism that have no connection with the more tra-
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ditional Eliashberg style as well. Uemura likens cuprate superconductivity
to helium experiments and the magnetic mode to rotons. These rotons are
able to act as a very unconventional magnetic pairing mechanism. [92]
The final avenue to be explored is that the neutron mode neither helps
nor hurts superconductivity but merely is a consequence of it. A review
article by Eschrig catalogues the numerous techniques that have been used
to simulate the magnetic resonance mode data in terms of a spin excition.
Some of the methods which have been successful at modelling the response
of the mode are based on t-j models, hubbard models, BCS models and spin-
fermion models. [85] A recent take on the electron doped resonance mode is
that it is different that the hole-doped counterpart and should not be treated
universally. [93] This needs to be considered as well.
So the best that can be said at the moment is that different people in the
field prefer different theoretical explanations of this phenomena and since
a consensus cannot be reached it is important to gather more and better
experimental details on this mode and related phenomena.
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Chapter 6
Peak Dip Hump Phenomena
Background
6.1 Satellite Peaks and BCS Theory
When introducing superconductivity I discussed how the mechanics of this
phenomena revolve around a pair of electrons ”glued” together virtually by
a phonon. Now it is worth looking at some detail about how this idea came
to be proven and the role tunneling played in this discovery. In 1961 Giaever
et al. performed sandwich tunneling on Pb and found a superconducting
gap. He also found extra bumps in energies larger than the gap energy that
he could not immediately explain. [94] Later Rowell et al. performed the
same experiment in sandwich tunneling on Pb and found a similar result of
these unexplained bumps. He took the derivative of the data and found that
the wiggles in dI/dV corresponded to peaks in d2I/dV2. (See figure 6.1) He
found a linear relationship between the energy of each peak in d2I/dV2 and
found a slope associated with the energy increase which goes as 3.7 meV
per peak. This was compared to neutron scattering data which found that
the tranverse accoustic modes had a similar slope of 4.1 meV per peak. [96]
Rowell used this to associate the peaks in d2I/dV2 with phonon modes. [95]
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Figure 6.1: A. Symmetrized version of the tunneling spectra from [94] B. A
dI/dV spectra with accompanying derivative below from [95]. N. B. As is noted in
the original Rowell paper the derivative trace appears upside down because of the
instrument involved. So the arrows are not actually pointing to dips but peaks in
the derivative.
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Figure 6.2: Left: from [99] The top spectra shows the shape of the low tem-
perature curve divided by the high temperature curve and then differentiated. The
curve at the bottom shows the resultant phonon density of states which can be
calculated from the above graph Right: from [97] [98] Isotope dependence on the
superconducting transition temperature.
In conjunction with these results were the results from the isotope effect.
It was found that when using an isotope substitution, where elements are
exchanged for their more neutron rich equivalent, Tc increased [97] [98]. (See
figure 6.2) This implies that the weight of the atoms has some effect on the
amount of superconductivity. (in the case of mercury an isotope effect is
made more simplistic because of the fact that it is a single element and no
consideration needs to be made about which chemical substitution should be
made) So, to recap, tunneling found phonons in superconducting materials,
more data and calculation led to the knowledge that these phonons were
coupled to the electrons and the isotope effect confirmed that the heavier
lattice led to an increase in the transition temperature.
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6.2 The Controversy on Peak-Dip-Hump from
Tunneling Data in BSCCO 2212
Armed with the knowledge of how useful tunneling experiments can be on
the lower temperature superconductors the natural extension of this effort
is to use the same procedure on high temperature superconductors. This
task should, after all, be easier. Experimental physics at this point has the
advantage of close to thirty years of technological advancements. The sci-
ence of tunneling has been improved from sandwich tunnel junctions to even
more sophisticated break junctions and than on to even more sophisticated
scanning tunneling microscopes. Even with this more advanced equipment
taking this data was found not to be trivial and interpreting this data was
found to be wrought with controversy. In this chapter I will discuss this
controversy and the conflicting data.
As has been described earlier the favorite material of tunneling is BSCCO
2212. Comparable high quality results have not been achieved for the other
original high temperature superconductors like YBCO and LSCO. Therefore
it should be no surprise that the bulk of the data for these type of tunneling
experiments exist on BSCCO 2212. One of the first studies to focus on is that
of Miyakawa et al [100]. They focused on break junction tunneling which is
performed by breaking a sample in pieces inside vacuum and then bringing
the two pieces back together, just close enough to be in tunneling range.
This experiment was performed at low temperature with various dopings of
BSCCO 2212 from underdoped to overdoped with associated Tc’s ranging
from 48 K to 95 K. If these new high-Tc superconductors have any relation
to the older low temperature superconductors, the tunneling should show
similar phenomena beyond the established superconducting peak. They did
indeed see the shape broadly defined peak-dip-hump phenomena (see figure
6.3) past the coherence peaks evidencing the universality of this shape. When
they compared this data to a d-wave fit it was found that the data inside the
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gap agreed well. The coherence peaks were fatter than expected but with
no loss in coherence peak height. (Ruling out the possibility of quasiparticle
lifetime effects) Then, compared to the d-wave fit, the data dipped below the
theory and then gradually rose back ending in a hump. It was questioned
whether this implied a bosonic mode. Qualitatively the shape seemed familiar
to the BCS shape.
The feature was analyzed further.[101] The dips were focused on. The
enegy of the lowpoint of the dip is substracted from the gap and labeled
Ω. Having BCS physics in mind these features were analyzed in terms of
phonons to see if some correlation could be found. The question was whether
the energy of the dips corresponded to the energy of some phonon mode. The
envisioned phonon was the bond stretching mode between the copper and the
oxygen atoms in the copper oxygen plane which would couple strongly to the
electronic states from the mixing of oxygen p-orbitals and copper d-orbitals.
Since the mode involves the high frequency motion of oxygen a substitution
between O16 and O18 should affect the superconducting transition tempera-
ture. The experiment was completed by Batlogg et al and Bourne et al with
the results showing no shift in Tc with increasing oxygen mass for the various
high temperature superconductors. [102] [103] [104] With the data pointed
away from a phonon a vibrational pairing mechanism no longer seemed like
a likely candidate. Furthermore the tunneling data revealed an Ω limit of 2
∆. This is an important value since it is the amount of energy necessary to
break a cooper pair. This limiting ratio is not reasonable in terms of this
mode being a phonon. A phonon is not prohibited in anyway in breaking the
2 ∆ electronic limit.
Rather, this reveals the modes’ excitonic characteristic suggesting an elec-
tronic origin to this potential boson. Doping dependence on Ω is performed
and this mode energy seems to scale with 4.9kBT. This is the scaling factor
of the magnetic resonance mode previously discussed in the neutron scatter-
ing section. Could this mode be a spin excitation? Whatever the mode is it
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Figure 6.3: Figure from [101]. Multiple tunneling curves showing the strong dip
feature followed by the hump. It can be seen that these values shift with different
dopings and thus different Tc’s.
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definitely shows strong anticorrelation to the superconducting gap linking it,
in some way, with superconductivity. [101]
Figure 6.4: Figure from [105]. The spectra on the left hand side show the
hump with different shaped sample spectra. To the right of this is the derivative
peak offset by the gap. In the upper right corner the shift in Ω values can be seen
from the BSCC02212 with O16 in red to the same material with O18 in blue. The
histogram of this is seen in the graph below.
Not everyone was convinced of the validity in negating the phonon’s role
in high temperature superconductivity. Many studies still fought hard for
the importance of the phonon’s role in this high-Tc physics. One such ex-
ample is with the Seamus Davis group. They conducted a study designed
with the disorder of BSCCO in mind. Since the superconducting gap and
the quasiparticles seemed to be inhomogeneous in real space it might stand
to reason that the bosonic mode information might be disordered as well.
If the break junction tunneling represents an average over many real space
locations how can it accurately portray the inhomogeneous nature of the
material? It seemed that spatially resolved STM would be a more precise
instrument to conduct the study. So J. Lee et al[105] performed a study
designed to target the bosonic modes based on extracting the relevant peak-
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dip-hump information. In a manner following the tradition set before them
they found the modes by looking at the derivative and taking that value offset
by the local gap. They took a large number of statistics (over 10,000 which
is quite significant compared to the number of data points used previously
by Zasadinski[101] and the number of data points which would later be used
by Pasupathy. [106]) The statistics revealed two important facts. It seemed
that the mode energy did not shift with doping. This is strong evidence
against an electronic mode. Furthermore they performed an oxygen isotope
substitution. They found the mode energies shifted by about 6 percent which
is the expected amount for an isotope shift. It was further confirmed that the
energy between the mode and the gap was anticorrelated again implying the
connection between superconductivity and this bosonic mode. This STM ev-
idence definitely reopens the door for phonon interpretations and vibrational
pairing.[105]
Figure 6.5: Figure from [106]. The spectra on the left are normalized by dividing
a higher temperature spectra at the same real space position. B. The peak dip hump
shape when referenced to some gap seems to lie on top of one another. C. Some
points showing the different Ω value deviation in terms of the local gap.
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At least it can be said that these two major studies agreed that this peak-
dip-hump feature was strongly related to superconductivity despite the lack
of consensus on the origin. It would be seen though that even that fact is
put under question. In a study by Pasupathy et al. the process of STM
on BSCCO 2212 was given an additional layer of complexity. By carefully
designing a temperature dependent STM it is possible to track the same
lattice point up to temperatures well above BSCCO’s Tc. (Our commercial
STM is capable of this too, but only to a mid level temperature around 30
K). They find that dividing the low temperature spectra by the same location
spectra at a temperature above Tc leaves a more normalized spectra. By their
analysis they find that the Ω value does not correlate with gap value. This
calls into the question the motivation for equating the Ω with the relative
gap size [106]. The two points still unclear to me about this study is why
only 13 data points are used, this surely cannot be considered the statistical
limit. Also, judging from the figure it seems that they use a d-wave fit which
is matched to the inner gap but is not made to fit the tip of the coherence
peak. I would be interested in seeing the results using the location of the
maximum of the coherence peak as that is less assuming about the shape
of the spectra. It still is an informative study, but unfortunately the three
studies combined leave little in the way of concrete conclusions that can be
drawn from them collectively.
6.3 Peak Dip Hump in Arpes
Though the focus of this thesis is on the peak dip hump phenomena as seen
by tunneling experiments it is not the only experiment capable of seeing this
spectral shape. ARPES, which has the advantage of angle dependent spectra,
observes the same qualitative shape in the same BSCCO 2212 samples. A
good example of this is in the study performed by J. Campuzano, Hong
Ding et al. [107]. They have spectra from different directions in k-space
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Figure 6.6: Figure from [107]. Left A: The high temperature mode from (pi,0)
to (pi,pi). Left B: Temperature dependence of the (pi,0) point. Right A: The shift-
ing peak-dip value with doping. Right B: Collective mode data from ARPES and
Neutron Scattering combined.
that show a superconducting gap followed by a dip and then finished by
a hump. They study the evolution of this spectral feature while varying
doping, temperature and momentum. Near the (pi,0) of the Brillouin zone
underdoped spectra show a peak far above T* and for temperatures above Tc
and below T* the pseudogap is seen. With the pseudogap some higher energy
feature can be tracked. As the temperature is lowered below Tc the spectral
weight of this higher energy feature is shifted as the coherence peak grows
and the resultant shape is this ”peak-dip-hump” feature. They show similar
dispersions between the hump at low temperatures and the soft peak above
Tc. The ratio between the hump and the quasiparticle peak shows a weak
doping dependence which relates this hump to superconductivity and argues
against the hump being related to multiple bands. So they surmise that
peak-dip-hump act together and are part of a single spectral function. The
dip-hump is analyzed in terms of the neutron (pi,pi) resonance. They calculate
the mode energy as the difference between the dip which they label as Ω + ∆
subtracting the gap ∆. (This is similar to some break junctions study where
the dip is the most salient feature and opposed to other tunneling data where
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Figure 6.7: Figure from [108]. a-d. Peaks found in the STM data rebuilt from
gaussians to show the potential combination of magnetic and phonon data. e. Plot
emphasizing the doping the dependence of the magnetic component. f. Magnetic
mode scaling with average gap. This data falls below the pairbreaking limit.
the peaks seemed to be more pronounced and thus the energy is referenced
from there.) The mode energy scales with doping and can be likened to the
mode energies measured by neutron scattering on the same samples. The
dispersion of the hump is evidence of the modes (pi,pi) relationship. The
overall picture that they present is a peak-dip-hump feature related to the
strong coupling effect to the collective magnetic mode at (pi,pi) and they argue
that the mode is connected to the pairing mechanism and that fluctuations
in the magnetic order may govern this phenomena.
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6.4 The Magnetic Mode as seen by Optical
Spectroscopy
If the spin excitations are strongly coupled to charge carriers than they should
be seen in optical experiments. In 1999 Carbotte et al.[109] have studied this
idea to link this neutron resonance mode to data from optical spectroscopies.
One of the main goals of the study was to try to differentiate between dif-
ferent views of the neutron resonance mode. The first view is the mode as
a re-adjustment of the spin excitation spectrum which had been offset by
superconductivity. The second view is that the resonance is a result of a
superconductivity and magnetism combining in SO(5) theory. Their method
is based on the fact that α2F(Ω), the interaction spectral density, is about
equal to taking the second derivative of the inverse of the normal state op-
tical conductivity which is labeled W(Ω). While this method is designed for
phonons it has been found to be able to applied equally to spin excitations.
Using spin-polarized inelastic neutron scattering data from both the normal
state and superconducting state of YBCO Carbotte et al were able to cal-
culate the electron-spin excitation spectral density. The main importance of
this is that the maximum value of these peaks determine the strength of the
pairing. Said another way, the peaks determine the maximum Tc which can
be achieved with spin pairing based on the neutron mode. It was found for
this study that the maximum Tc was around 100K which can well account
for the Tc of that particular doping of YBCO. So from this optical study, it
is indeed possible that these spin excitations have enough coupling strength
to account for high-Tc superconductivity. [109]
As written earlier the beautiful isotope dependence data of the Davis
group done in 2006 revitalized the search for a phonon as the pairing mecha-
nism of the high-Tc cuprates. Many of the supporters of the spin-mode were
not yet won over. In particular the team of Carbotte and Timusk with their
co-worker Hwang[108] were able to re-analyze the data taken by Lee.[105]
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The result of Lee showed histograms tracking the counts of Ω for each dop-
ing. It was seen that these histograms did not disperse with doping. It
was seen by Hwang et al that the histogram of mode energies were not as
gaussian as they appear at first glance[108]. For various dopings, tails and
distortions to regular Gaussian distribution can be seen in the data. The au-
thor reconstructed each distorted Gaussian curve out of two new Gaussians:
one for phonons whose energy value did not shift with doping and a second
Gaussian to fit the remaining data which was attributed to spin excitations.
These peaks did move with doping and it could be seen that they followed
the same dependence as seen by other experiments. It was concluded by
Hwang et al that the spin modes still controlled superconductivity and the
phonon was a bystander.[108] (The phonon was also reclassified from a strong
coupling effect to an inelastic tunneling effect but this will be addressed in a
later chapter)
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6.5 The Current Status of Peak-Dip-Hump
in Hole-Doped Cuprates (especially BSCCO)
In review of this chapter there have been many experiments performed on
hole doped cuprates trying to extract the information on peak-dip-hump and
trying to assign it meaning (or dissociate the meaning from it). As hopefully
should be clear there is no single answer that remains unchallenged. Even
if one accept the argument of Hwang et al and the phonon is removed from
the debate it is still unclear why the mode energy does not change with local
gap size in the study by Pasupathy. What makes the issue more complex is
the fact, in my opinion, the BSCCO gap has become a very complex beast.
There is evidence that the underdoped BSCCO-2212 may consist of multiple
gaps which is in agreement with studies on the single layer BSCCO layers.
Wouldn’t it be nice if an STM experiment could be performed on a material
with a clear and uncomplicated single gap?
86
Chapter 7
Peak Dip Hump Phenomena in
PLCCO
7.1 Finding Satellite Peaks in PLCCO
Like the materials discussed in the previous chapter, the spectra of PLCCO
seem to best be classified by a superconducting peak with muted coherence
peaks followed by multiple set of satellite features in the latter energies.
(See figure 7.1) Depending on the particular spectra these bumps can appear
most like steps, bumps, dips, or peak-dip-hump. In some ways this may be
semantics to describe the same thing but I will discuss the precise shape in
more detail later on. I think it is important to state that these peaks are
not something that was a original goal of the project. I will go on further to
state that this peak-dip-hump phenomena was probably not something on
the forefront of my advisor’s thoughts and certainly was not something as an
incoming graduate student I was overly aware of.
I mention this because since you have read the introduction as a primer
(I assume) you have peak-dip hump shape fresh in the brain and the pattern
is very obvious in the spectra you are about to see. However, I would like
to state that when you don’t have peak-dip-hump on the brain (as we origi-
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Figure 7.1: A single representative spectra of PLCCO Tc=24 k. Aside from the
d-wave gap extra bumps beyond the coherence peak exist. The first bump is clear
and at energies close to 40 mV the beginnings of a second bump can be seen. This
spectra has had the v-shaped background divided out to enhance the clarity of the
features but this is not necessary to resolve these bumps.
nally did not) it took much convincing unto ourselves that these shapes were
unambiguously present in the data and represented a large commitment in
time and effort. Somewhat analogous to the way that when viewing random
people it may not strike you that the vast majority of people have an arm
span equal to their body height, but if you are armed with this knowledge a
priori, it is easily verifiable in almost any person you can see. So with that
non sequitur I refer you to figure 7.1 to examine a single spectrum which has
had a v-shape division to emphasize the shape and position of the peaks.
This is a representative spectrum albeit purposely chosen for it’s visual ap-
peal. To further show this as a general feature in figure 7.2 I show many
raw spectra with bumps/steps pointed out. In total I have collected close to
20,000 spectra mainly in blocks of 1000 which correspond to 32x32 grids of
data. Though there is not an extremely systematic way to relay this informa-
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tion I think it can be said that the majority of the data show these features
such that they can be found and catalogued by a computer algorithm and
that probably near 25 percent of them have beautifully pronounced satellite
features while some other 50 percent have features that can scarcely be made
out without the use of a division. In the remaining 25 percent the bumps
cannot be well resolved. This may be due to them being lost in noise and
unresolved or that they might not exist in those particular spectra.
Now to further discuss these spectra it is necessary to start classifying
them in quantitative way. As previously discussed the first measure of a
superconducting gap is the width of the gap itself. The width is obtained by
measuring the distance from coherence peak to coherence peak and equating
that with 2∆. In this study, since I occasionally work in half data sets from
the Fermi Energy outwards in either the positive or negative bias direction,
I call the distance from the positive bias coherence peak to the Fermi energy
∆R (for ∆Right) and the distance from the Fermi Energy to the negative bias
coherence peak ∆L (for ∆Left). Now following the convention of Rowell [95]
(which is was later adopted by Lee [105]) each spectrum is differentiated
with respect to the bias to create d2I/dV 2. This can be performed on the
raw spectra or after a v-shape slope division (The v-shape slope division
does not effect the derivative as the derivative of a slope is a constant value.
Because of this, making or not making a v-shape division just results in a
constant offset to the differentiated data which has arbitrary units anyway).
Of course experimental data has to be carefully differentiated since the point
to point noise has a small dV making it a large contribution to dI/dV in
total. The important check in smoothing is to make sure the smoothing does
not interfere with the shape of the raw data. It is crucial to visually inspect
that the smoothed data and the raw data can be superimposed on top of each
other without any distortion or shifting of features. It is seen that a nearest
neighbor averaging with modest spacing of points DOES actually alter the
data by shifting features (albeit by small amounts). It was found that a
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Figure 7.2: Some representative raw spectra to show the diversity in the satellite
peaks. It can be seen that sometimes only one peak on each side can be resolved
and sometimes two peaks on each side are clearly visible. The peaks show various
widths and occur at somewhat varying position but always closely following the
coherence peak. The peaks are indicated by arrows but the arrows are not centered
above the peaks. The reason for this will be explained later in this chapter.
better way is to linearly interpolate the data first. Then multiple sweeps of
nearest neighbor averaging smooths the data into a continuous function that
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when superimposed on top of the raw data fits well with minimum amounts
of distortion. Since some data sets use different settings either purposely (by
varying the tunneling setpoint and junction bias) or naturally (since each tip
is inherently different and gives different amounts of signal to noise ratios)
each data set must be individually tuned to make sure the derivative can
cleanly be taken without compromising the original data. (See figure 7.3)
Figure 7.3: The light blue spectrum is the same spectra from earlier having
undergone a v-shape division for clarity. The black line indicates a smoothed spec-
tra created from interpolation and adjacent point averaging as discussed in this
chapter. It can be verified that the smoothing scheme preserves the integrity of
the original spectrum. The green curve is the derivative of the spectra (d2I/dV2).
The peak in the positive side and the negative peak on the negative side are clearly
resolved as are the second peaks.
When the derivative is complete a characteristic value Ω can be deter-
mined for each bump. This is done by referencing the positive peak in
d2I/dV 2 with the gap as referenced by the positive coherence peak.Ω1R =
E1R −∆R (See figure 7.4) The same can be done for any later bumps in the
spectra and still referencing this to the gap. Ω2R = E2R −∆R The same can
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be done for the negative (left) side of the spectra. In this case it is impor-
tant to remember though that peaks on the left side are actually manifest
by negative peaks. (This is true because differentiation is a left to right op-
eration but in the negative side of the spectrum we are really interested in
the data starting from the Fermi energy and moving outwards. Thought of
another way, the argument to be made soon about these modes is that they
are symmetric about the Fermi energy so on reflection about zero they still
should give the same result. ) So the end result is that four values can be
extracted on each spectrum (in addition to two coherence peak values)
Ω1R = E1R −∆R (7.1)
Ω2R = E2R −∆R (7.2)
Ω1L = E1L −∆L (7.3)
Ω2L = E2L −∆L (7.4)
The best way to obtain these values is to look at the raw data and the
differentiated data and calculate them by hand. One can use his eye to find
the peaks and then just perform the subtraction. It can be seen that generally
the amount of systematic error in doing so is fairly small but indeed present.
This error stems from the fact that the coherence peaks and the derivative
peaks do not always terminate in a single ultra sharp point but a slightly
rounded apex which can be open to a small amount of interpretation about
the true center of a peak. Since each spectra is unique it is found that certain
flatness in the peak will sometimes favor an overestimation in choosing the
peak energy and equally sometimes show an underestimation. Since there
is no bias towards over or underestimating I feel that the average value of
all the similar Ωs will give a very low error and accurate value. While it is
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worthwhile and helpful to extract the Ω values from hundreds of spectra by
hand it is not practical to do that for the order of 10,000 spectra. For this I
have developed a computer program which smoothes, differentiates and finds
the peaks in dI/dV (coherence peaks) and d2I/dV 2 (satellite peaks). Two
different programs were used which delivered comparable results. The first
program identified peaks through differentiation. A curve that resembles a
peak has a sign change in its derivative at the leveling off point at the top
of the peak. Then, using the well known rules of maxima and minima, the
second derivative is checked to see if it has a positive, negative or zero value.
A positive second derivative indicates a trough, a negative second derivative
indicates a peak and a zero second derivative indicates an inflection point.
Now it is important to note that second derivative refers to two derivatives of
the curve in question. Many times that curve in question is already d2I/dV 2
so two more derivatives would be looking at d4I/dV 4. The second program
accomplished the same task by fitting polynomials in a least squares setting
to match the shapes and then finding the peak of the fit data. The first
method works better as it can find multiple peaks that have diverse shapes,
but both methods can find the peaks. The only true test is to do random
spot checks of the computer results with the hand done results and make sure
the agreement is strong which is indeed found to be true. If a single spectra
is especially noisy or the tip toggles states it can create some artifacts in the
spectra that can fool the program into finding bumps that are not there, but
these are few and far between. To counter this one can look at the height
information of the peaks found and make sure the magnitude is consistent
with the others and remove data points with anomalous height information.
The end result is that I obtain the statistics for over 10,000 spectra. Binning
this data into histogram form gives a very accurate pictures of the true nature
of these satellite peaks as can be seen in figure 7.5.
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Figure 7.4: Left: Another single representative dI/dV spectrum is seen. Right:
The positive half of the same spectrum is shown after a V-shape division (red).
Above that is the relevant part of the derivate of the spectrum d2I/dV2 (blue). The
center of the peaks in d2I/dV2 are highlighted and seen to match the beginning parts
of the step or bump in the original spectra. The coherence peak is labeled ∆R for
Delta Right and the points E1 and E2 correspond to these peaks in the derivative
spectrum. Figures from [110]
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Figure 7.5: Top: Histogram counting the energy value of every occurrence of
a positive coherence peak (purple) and the energy of the first and second peaks
(E1 and E2) in the d2I/dV2 spectrum for a single data set Bottom Left: Histogram
counting the occurrences of each energy value of Ω1 and Ω2 for all data sets Bottom
Right: Histogram counting the occurrences of the energy values of Ω1 superimposed
with the energy values of E2- E1. The two quantities show strong statistical overlap.
Figures from [110]
95
7.2 Identifying these Peaks as a Mode
When considering these extra peaks the first thing that comes to mind is
NOT a collective bosonic mode. The STM measures density of states and
the density of states of any material contains many varying peaks and dips
dependent on the materials band structure. So at any given energy for any
specific material peaks and dips are expected and they do have necessarily
any connection to a mode. The superconducting gap opens symmetrically
around the Fermi Energy and displays some muted coherence peaks. Beyond
this gap we have bumps, but not just one set of bumps but two sets of bumps.
The fact that there is two bumps is the first clue that we may not have a
general density of states feature but a mode. Presupposing that this is a mode
I have classified the energy as Ω1 =E1-∆ for the first peak and Ω2=E2-∆ for
the second piece. The average for all data taken is Ω1=10.5 mV and Ω2=21
mV. It should be noticed that Ω2 is 2Ω1. Similarly, the individual spectra
seem to have the pattern that Ω2 seems to always be close to Ω1. This feature
suggests some sort of harmonic behavior showing multiple occurrences of a
mode. We can quantize this similarity by plotting the distance between E2-
E1 with the distance of E1-∆. This is seen in figure 7.5. Amazingly, there is
a strong overlap between the counts of E2-E1 compared to Ω1. This means
that on both positive and negative biases the distance between the first and
second mode peak is the same as the distance between the coherence peak
and the first mode peak.
Now it is important to make sure this claim makes sense and is sound by
arguing against it. I can argue that the first mode peak is a second gap or
pseudo gap. This is a very good argument. In the underdoped BSCCO 2212
and the single layer BSCCO 2201 there have been many experimental works
[48] [111] [112] as well as theory work that point to multiple gap phenomena
[51] . Can I not say that the first peak is a manifestation of a second gap?
Indeed I can. The mode peaks can be thought of as a gap and since the
mode peaks are offset from the coherence peak by symmetric and close to
96
equal amounts I would have another larger symmetric gap around the Fermi
Energy. Now my explanation would involve a superconducting peak and
a larger gap representing either preformed pairs or some competing order
(perhaps charge ordering). This is fine, but unfortunately now I have to
explain a third gap because I still have another set of peaks. This gap would
also be centered symmetrically around the Fermi Energy and be 2Ω larger
than the previous second gap. To the best of my knowledge there is no other
experimental or theoretical data to support a three gap picture. If there
was, the two gaps would have to be related to each other and to the number
Ω=10.5. No evidence can be found in this front.
7.3 Analyzing these Modes as a Phonon
So while there is no great evidence to interpret these bumps as band structure
or electronic gaps the previous peak-dip-hump background has shown it is
definitely possible to interpret these as modes. The same similar shape was
seen in Pb and ultimately identified to be a phonon (one type of boson).
Similar shapes have been seen in ARPES and sandwich tunneling and labeled
as a spin excitation (another type of boson). So now it seems relevant to
analyze these satellite peaks in terms of a bosonic mode. The question is
which one?
I first try to analyze this mode as a phonon, the bosonic mode responsible
for BCS type superconductivity and arguably the mode which might cause
the peak dip hump structure in BSCCO 2212. Homes et al. has conducted
some optical experiments on the mode phonon modes in NCCO a similar
material to PLCCO and found the following energies. (Of course it would
make more sense to consider the mode energies of PLCCO but this data is
not yet available)
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a2u 65 mV Infared
a1g 28 mV Raman
B1g 44 mV Raman
Eu 15 mV Infared
Accoustic 10 mV Infared
Data From: [113] [114]
From Lee et al. they have suggested the B1g mode as the phonon responsi-
ble for the peak-dip-hump behavior in BSCCO. [105] So it is important to
consider the B1g mode as the cause of this behavior in these electron doped
cuprates. It is seen right away that the energy of the B1g mode is too high
(B1g=44 mV PLCCO mode Ω = 10mV ). This is not a good match. Check-
ing the rest of the energies it seen that a2u,a1g,B1g and Eu all have too high
energies, as well, to make a good match. The one exception is the acoustic
mode in NCCO which seems to have a good match in energies. This option
is left open for now.
With this option left open it might seem like the right experiment to
perform is the isotope dependence in the style of what was done with BCS
superconductors[97] [98] and later BSCCO[105]. Isotope dependence unfor-
tunately has a significant problem associated with it. Of course it always
necessary to have a controlled experiment and the idea behind the controlled
isotope experiment is to have two identical samples one with an isotope sub-
stituted material so that the exact effect of the heavier lattice mass can be
studied. With PLCCO one could substitute oxygen with an isotope. The
problem is that there exists an extra step in the sample preparation process,
this post processing annealing which may repair the lattice and definitely
results in a reduction of oxygen. It is impossible to say if the same amount
of annealing time is needed for two different isotopes. As neutron points out
and this study shows (to be addressed later), the amount of annealing time is
a factor in determining this mode energy. So if both the isotope substitution
and the annealing time effect the mode energy one no longer has a controlled
fixed variable experiment. No matter what the results of the experiment
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would be conclusions could never be properly drawn since it could never be
clear the precise way in which the isotope was effecting the sample. This is
a direct consequence of the three-dimensional phase diagram inherent to the
electron doped. So, at the moment, their can be no meaningful isotope effect
experiments done on PLCCO.
7.4 Analyzing these Modes as a Spin Excita-
tion
Equally, I can attempt to label these satellite peaks as a spin excitation as
oppose to a lattice excitation. An important step in analyzing these peak
statistics is to study the correlation between gap value and Ω value (see figure
7.6). One important thing to check for is if the excitation (mode) has enough
energy to break a superconducting pair. The amount of energy to break a
pair is 2∆. The amount of energy inherent in the mode is its Ω value. So
Ω/2∆ has a special meaning, if this value is below one the excitation does
not contain enough energy to break the superconducting pair.
It can be seen in figure 7.6 that Ω1 stays below the pair breaking ratio 1
and Ω2 stays below 2 or 2*the pair breaking ratio. This is the first indication
that this mode has something to do with superconductivity. The statistical
weight of the data seems to be pushed up against the limit of one but is not
crossing this boundary. The next thing to notice in figure 7.6 is that Ω/2∆
and ∆ seem to be anticorrelated to each other. (Actually ∆ is anticorrelated
to Ω alone as well as Ω/2∆) This correlation seems to imply that there is
some relationship between Ω and ∆. It could be that superconductivity is
related somehow to this mode and it’s energy.
In figure 7.7 the amplitude of a peak is compared to it’s characteristic
Ω/2∆ number. It is seen that peaks look more damped as they approach
the Ω/2∆=1 limit. This is seen statistically as well in the same figure. Now
what can be said about this trend towards damping with increasing Ω value?
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Figure 7.6: This figure represents a 2-d histogram counting the number of
occurrences of each Ω value which has occured in conjuction with a given ∆ value.
The color scale is such that yellow corresponds to a high number of counts and
the blues correpsond to less counts. Instead of counting Ω though the special pair
breaking ratio of Ω/2∆ is used. The values corresponding to Ω1 and Ω2 have been
circled. Two things should be noticed: 1. Both Ωs are anticorrelated to ∆. 2. Ω1
never goes over the pair breaking limit i.e. never crosses unity. Equally Ω2 never
crossed 2. Figure from [110]
It is seen that the excitation is strongest as it nears the coherence peak. This
idea that an excitations strength is proportional to it’s proximity from the
start of the continuum of states seems most fitting towards an electronic type
of excitation. This behavior is less likely for a phonon. It is not clear why a
phonon mode appear more damped as it approaches the pair breaking limit.
Since the analysis is pointing to an electronic excitation that is what
the focus is turned to. Examples of electronic modes are spin fluctuations,
charge fluctuations, a combination of charge and spin fluctuations sometimes
termed ”stripes”, and a combination of all these modes with deformation of
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Figure 7.7: The figure on the left shows cutouts of d2I/dV2 showing the rela-
tive sharpness of representative peaks which have different charachteristic values
of Ω/2∆. The data appears that as Ω/2∆ increases the peaks in d2I/dV2 get more
broad and lose amplitude. On the right this is more quantitatively shown with a
scatter plot comparing peaking height to the value of the peak’s Ω/2∆ characteri-
zation number. A trend is seen anticorrelating peak height to Ω/2∆ Figures from
[110]
the lattice termed ”polarons.” [85] From these possibilities charge density
fluctuations which would be excitations in the charge density wave can be
ruled out as no charge density wave has been found by STM. So it can
be asked if there any other electronic excitations in this material? In an
earlier chapter the resonance mode found by inelastic neutron scattering was
examined. The characteristic energy of the collective spin mode found in the
same batch of samples was found to be peaked around 10 mV. This matches
the energy found by this STM study.
The energies of the neutron and STM modes match and the evidence
points to an electronic excitation. Now it must be asked whether it makes
sense for STM to be able to image spin excitations. It is known that what
the STM measures is the tunneling current across the vacuum barrier. How
can this relate to measuring a spin excitation? Remember that in the BCS
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case phonons and electrons are seen to exhibit strong coupling. This means
that phonon quasiparticle has higher electron density surrounding it. Said in
another way, the electronic density of states will be affected by the phonon
density of states and electronic density of states is precisely what the STM
measures. Now with this electron doped cuprate one can analyze the situ-
ation in terms of spin-excitation strongly coupling to electrons to induce a
change in the electronic density of states. In a study by Lavrov et al. magne-
toresistace measurements were performed on PLCCO and it was found that
a changing spin structure greatly affects the transport properties. They con-
cluded that in this material (possibly in electron doped cuprates in general)
the spin charge coupling is exceedingly strong. [115] So it is possible that the
spin excitation has indeed altered the local density of states enough to be vis-
ible to an STM experiment. An alternate explanation is provided by Xhu et
al. Besides strong coupling the situation is possible that electrons can scatter
off a spin collective mode and, depending on the frequency of the mode, gain
self energy. In STM this would be seen as a step in the DOS features that
would be thermally broadened to give a rounded hump. [116] Then, depend-
ing of the logistics of the v-shaped background and the coherence peak this
would take the qualitative shape of peak-dip-hump or rather just peak-hump
with a negligible dip. So, with these two possible mechanisms, it is indeed
feasible that the STM could measure such an excitation.
7.5 Labeling these Modes a Spin Excitation
So it has been established that an electronic mode is expected and found and
that the energies from STM and neutron scattering agree. It has also been
established that it is theoretically sound to attribute a feature in the density
of states as read by STM to the famous neutron spin resonance mode. The
one question that should still linger is the question of the accoustic phonon.
The energy of this mode matches the STM feature as well and the electronic
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mode line of reasoning may not be enough to convince proponents of phonon.
To put this situation to rest Dai et al performed neutron scattering on the
oxygen reduced sample (the same sample in which STM will be discussed on
the upcoming pages). Data was taken in both the spin flip and the non spin
flip channel. The spin flip channel detects excitations which are magnetic
in nature, like a collective spin mode and the non spin flip channel would
register phonon modes. The result is simple. In the spin flip channel the data
has a peak close to 10 mV. In the non spin flip channel no peak is seen at
10 mV or any energy.[117] If there was a 10 mV phonon (acoustic or optical)
causing this excitation it is necessary to be seen in the non-spin flip channel.
But this is not the case. I think this fact settles that the satellite peak must
be a mode and cannot be a phonon with strong possibility of the origin being
a spin collective mode. Magnetic field dependent STM measurements should
be performed to further strengthen this argument. Results from neutron
scattering show a shift in the resonance mode with increasing field [118]. It
should be seen if this can be replicated by STM.
7.6 Temperature Dependence of the Modes
Accepting this satellite feature as the spin collective mode opens up many
questions. One of the most intriguing is in proposing this as the pairing
mechanism. This would be asserting that this spin mode is causing super-
conductivity. Now this leads to the question of these collective modes above
Tc. One path of reasoning would demand that something that causes super-
conductivity exist in the normal state. (so that it already exists to actually
affect the creation of pairs) This is of course true for phonons which, as lat-
tice vibrations, will exist above and below Tc. This is not necessarily the
only view point though. In Zasadinski’s sandwich tunneling study he notes
that the collective mode in BSCCO 2212 seems to only develop below Tc.
He attributes this to what he describes as a feedback effect: superconductiv-
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Figure 7.8: A simulation of a single spectrum with satellite modes responding to
a raising temperature. The gap should shrink and fill up pushing the modes closer
to the Fermi energy. It is not clear what would happen when the gap disappears,
but one possibility is the modes remain and push in until they merge together
forming something that resembles a gap. One can mentally ”grab” the points in the
spectrum by the yellow dots and push them together such that the gap is removed.
This shape would now appear gap like.
ity creates a gap in the spin excitation spectrum allowing the collective spin
excitation to exist, this further creates more cooper pairs. [101] To this end
it now must be addressed what happens to these modes above Tc.
Simulating the data in figure 7.8 I have shown one possibility of what
could happen to these modes above Tc. Below Tc the mode exists offset by
the superconducting gap. As the temperature is raised the gap should both
get shallower due to thermal filling and get smaller (if it follows some BCS like
dependence). As the gap gets smaller the mode energy should not change.
The modes should be pulled closer to the the Fermi Energy. When the gap
fully shuts the question is now whether the modes disappear or whether the
modes still remain without any superconducting gap. Since the gaps do not
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Figure 7.9: Two different types of high temperature spectra seen at 32 K.
Red is a typical spectrum which comes close to a unaltered v-shape. Black is a
spectrum with two potential modes at low energy compressed together by the lack
of a superconducting gap. The inset shows a zoom in with a v-shape division to
better see that mode with respect to the background. The arrows indicate where the
peak in the derivative would be.
exist the mode is offset by nothing, the beginning of the step features would
begin close to the Fermi Energy. As shown by figure 7.8 the resultant shape
of two peak/steps sandwiched together should appear gap like. (Just as two
steps in opposite directions pushed together would form the shape of a square
well). The second possibility is that the modes disappear and do not exist
above Tc, similar to the argument made by Zasadiniski. [101]
Upon performing the experiment and taking spectra well above Tc (at
30 K and higher) it is seen that sometimes in fact these modes may exist.
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(See figure 7.8 ) Some small gap like features are seen which could be the
modes coming together to form this shape. Unfortunately, since the size of
the gap is around the same order as the superconducting gap, this could
also be a pseudogap of some sort. Some pseudogap type behavior has been
seen by point contact tunneling under high magnetic fields but it is still not
well understood. [119] Perhaps the best way to test this is to confirm on
an heavily overdoped sample where no pseudogap should theoretically exist
(at least for the hole-doped cuprates, the theories are not yet established for
pseudogap in electron doped cuprates) [51].
7.7 Doping Dependence of the Modes
Figure 7.10: a. Representative spectra for PLCCO24 b. corresponding Ω analysis
c. Representative spectra for PLCCO21 d. corresponding Ω analysis e. Phase
diagram of PLCCO at various oxygen reduction values showing multiple phases
including SC + AF coexistance for PLCCO 21 adapted from Wilson [56]
Though the temperature dependence of the modes leads to some incon-
clusive results many important conclusions can be drawn from the doping
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dependence of this material. Remember PLCCO doping can be done in two
ways. Cerium can be substituted for lanthanum but recall this alone is not
enough to induce superconductivity. An extra annealing must take place
which as a result reduces the oxygen value. This is oxygen reduction process
can push the sample from a non-superconducting to superconducting sample
or also into an antiferromagnetic phase. So, in this study, only one concen-
tration of cerium (12 percent) and two different oxygen reduction values were
studied. I shall use the phrase doping to refer to oxygen reduction since both
mechanisms alter the materials chemical and physical properties.
Though only two dopings were tested these dopings represent two very
different physics. The Tc=21 k sample (PLCCO21) has a superconduct-
ing transition at Tc, but also a Neel temperature of 45 K. The Tc=24 K
(PLCCO24) has no Neel transition. Figure 7.10 part C shows the phase dia-
gram of PLCCO at various oxygen dopings. It can be seen that the PLCCO24
sample has a pure superconducting phase while PLCCO21 has a coexisting
phase with antiferromagnetic order and superconductivity. It is not yet clear
if this is a true coexistence or if there is phase segregation.
Since these two samples have such different physics there was much hope
that the tunneling spectra would reflect these differences. Figure 7.10 A
and B show the spectra from PLCCO24 and PLCCO21. At first glance the
spectra seem qualitatively similar both having superconducting spectra with
muted coherence peaks and satellite features in the traditional peak-dip-
hump shape. The same analysis can be performed on PLCCO21 to extract
the Ω values for these modes. It can be seen in 7.11 that some modes agree
with PLCCO24 while some modes are much smaller than PLCCO24.
The histogram of the modes is needed to reveal the full story. (See figure
7.12. This figure depicts a smoothed histogram similar to figure 7.5. Each
data set shows a histogram from a single map of the named doping. For
PLCCO24 the data is consistent with previous data showing a main peak
around 10 mV and a harmonic peak close to 20 mV. The PLCCO21 sample
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Figure 7.11: Representative spectra of PLCCO21 highlighting the bumps on the
postive bias side. The line can guide your eye to two sets of bumps one close to
the energies of PLCCO24 on the top and towards the bottoms bumps at energies
much lower than that of PLCCO24.
shows a peak around 10 mV too although this energy has been shifted down-
wards so now it closer to 8 mV. The second harmonic peak of PLCCO21 has
shifted downward with a center close to 16 mV strengthening the argument
further for Ω2=2*Ω1. This shifting of the energy modes was expected from
neutron scattering results. [120] In addition a strong peak is now present at
energy near Ω=3 mV.
In figure 7.13 it is seen that this same behavior of a 3 mV mode ap-
pearing in the PLCCO21 is seen by neutron scattering. Considering that
the main difference between PLCCO24 and PLCCO21 is the coexisting AF
order it is natural to link the 3mV mode to antiferromagnetism. The rela-
tionship between ARPES spectra and antiferromagnetism has already been
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Figure 7.12: Smoothed histograms counting the energy of each mode found in
the STM spectra of PLCCO24k and PLCCO21K. It should be noticed that the 10
mV peak exists in both samples although the mode energy is shifted downwards in
PLCCO21. It can also be seen that in PLCCO21 a large peak around 3mV can now
be found. In PLCCO24 a small peak close to 3 mV can be seen that was not shown
in the published version. This small peak was assumed to be noise and thought to
be negligible since its count amplituide was much smaller than the other features.
Due to the shape of PLCCO21 it is now thought that the small peak around 3 mV
in PLCCO24 may be relevant.
seen. [122] Besides linking AF with a 2-3 mV spin resonance the new data
combined from neutron scattering paints a convincing picture of the physics.
The peak-dip-hump mode found by STM in both PLCCO24 and PLCCO21
match the energy scales of the resonance mode as found by neutron scatter-
ing on the same batch of samples. Also the appearance of 3 mV resonance
in neutron scattering data is in perfect agreement with the STM data. The
neutron scattering experiment’s use of the spin flip and non spin flip channel
indicates that these modes seen by these two experiments do have some con-
nection with spin. This is strong evidence that these resonances are magnetic
in nature (ruling out the phonon). Combining this with the STM data of
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Figure 7.13: From a soon to be published work [121]. In this figure the neutron
scattering spectrum for PLCCO21 is seen utilizing both the spin flip (SF) channel
and the non-spin flip channel (NSF) The data shows peaks at (pi,pi) for scans at
energy at 10 meV and at 3 meV, but only in the SF channel
the strong anticorrelation between superconducting gap and mode energy it
seems that this magnetic mode is intimately related to superconductivity.
7.8 Strong Coupling Vs. Inelastic Tunneling
The exact shape of the tunneling spectra is a point of great interest. Up until
now I have been lumping the terms satellite peaks, bumps, peak-dip-hump
and step like feature as an interchangeable label describing the occurrences
around Ω=10 mV. It helps to use multiple labels because some readers are
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already very familiar with the coined term peak-dip-hump and the use of the
phrase gives them instant perspective on the shape I am talking about. I
do not always call it peak-dip-hump though because sometimes, visually, it
appears more like a bump or a step then a hump and a dip can’t really be
seen. So sometimes it just easier to communicate the term steps or bumps
for good communication purposes. Now, though, it is time to discuss further
the shape of this spectrum which will lead into the discussion of labeling this
mode strong coupling or inelastic tunneling.
The original spectra taken by Giaever 6.1 to me visually looks like a
coherence peak followed by bumps. More precisely defined I will call these
bumps a local increase in density of states around specified energies on top
of the BCS spectral shape. [94] This spectra was differentiated and the
peaks in dI/dV are seen just as in my spectra. The study of Mcmillan and
Rowell though [99] emphasize a division of the normal state spectra and then
differentiated the divided spectra. Their result was a combination of both
peaks and dips. This leads many to believe that the dips as well as the peaks
are crucial to the analysis.
The division performed by McMillan et al [99] served a very important
purpose. In the sandwich tunneling study an insulating oxide layer is sand-
wiched in between the other superconducting electrodes. The spectrum rep-
resent electrons traveling through the both superconductor and the insulating
material. The first question then, in this case, is how is it known whether
any features come from the superconductor and not the insulating barrier.
It is possible that the tunneling electron can gain or lose energy while trav-
eling through the insulating barrier. The electron then would tunnel into a
different state then it would have with a different insulating substrate. This
phenomena can be labeled inelastic scattering. Now, in this sense, inelastic
scattering is very bad. Information is being received from a source other than
superconductor. McMillan and Rowell figured out that the best thing to do
was to divide the superconducting state by the normal state and differentiate
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that to remove any effects of inelastic tunneling through the barrier.[99] The
end result is a spectrum which features both peaks and dips which are used
to calculate the phonon density of states.
Figure 7.14: On the right side several representative high temperature spectra are
seen. These represent the v-shape background seen with no other visible features.
The superconducting/normal division requires that the same position be divided at
two temperatures. For this material this is currently not possible. Left: It can be
seen that this division would only divide by a straight line which will do nothing
except remove the slope. The one technical point is the precise vertical offset of the
v-shape (which is unknown) would differentiate between peak-dip-hump and peak-
step i.e. the question is whether the density of states dips below the normal state
after the coherence peak and then rises or does a rise in density of states follow
the coherence peak
So now a distinction of critical importance to make is that STM has no
insulating layer. The insulating layer is ultra high vacuum. There is nothing
in between the tip and the sample. So the mention of inelastic tunneling
in STM really should not have the same negative connotation. There is
no insulating layer, there is only vacuum and superconductor. The term
inelastic tunneling in STM refers to different contributions from different
layers of the same material. One layer may absorb or emit a phonon and
cause an energy shift in tunneling electrons. This processes is done though
within the superconducting material and not an outside agent. So this must
be made clear in advance since members of the physics community who are
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more aware of the old tunneling experiments immediately dismiss things
called inelastic tunneling events as being non relevant and erroneous. This
is not the case. The following section will have a discussion of the shape and
how it can be related to either strong coupling or inelastic scattering. Again,
I re-emphasize that inelastic scattering does not imply any ambiguities in the
data or erroneous information it merely settles the technical point of whether
electrons that tunnel always conserve energy in the process or whether there
times when energy is transferred within the superconducting sample.
Figure 7.15: from Reference [123]. Simulated STM spectra from inelastic
tunneling in a non Copper-Oxygen plane from a phonon with varying degrees of
electron-boson coupling.
So is a division necessary? Definitely not as necessary as in the sandwich
tunneling case but it would still allow us to gain some important information.
The spectra above Tc can display a v-shape devoid of any features except
two straight lines. ( It can also show the gap that has been interpreted as
the high temperature bosons but for this section of the thesis I am only
interested in the spectra that show a pure v-shape.) Of course dividing two
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sloped lines out of a spectra is not going to change the position of the modes.
V-shaped divisions are done to clarify the spectra. So this division will not
give any new information on mode energies. It might give some information
about the spectral units though. For calculation purposes it is important
to know whether these satellite features constitute an increase or decrease
in density of states (or any combination of the two). It can be seen from
figure 7.14 that the knowing the exact offset of the V-shape can determine
if the modes rise above or go below the normal density of states. It should
be noted that the difference between peak dip hump and peak step is just
based on the offset value of the v-shape. Since currently with this material
individual spectra cannot be tracked over multiple temperatures it is not
know the precise answer of this offset so the precise shape of satellite feature
remain elusive.
Pilgram at el. perform a study modeling the BSCCO STM data using an
inelastic tunneling event. A phonon that is above the copper-oxygen plane
in the Strontium and Bismuth plane can scatter the tunneled electron. [123]
This analysis, where the primary phonon is outside the copper plane, should
not be confused with the apical oxygen’s role in inhomogeneity. [41] It is
interesting though to see the shape of the simulation created by Pilgram
et al. (See figure 7.15 This figure shows the possibility of more harmonics
being visible in the STM spectra with increasing electron-boson coupling.
This study is centered around phonon modes but may be applicable to spin
excitations as well. Judging from the figure the STM data on PLCCO most
closely matches the simulation for a lambda=0.6 coupling constant. This
interpretation may also explain the v-shape background as their simulation
shows a v-shape being created for stronger and stronger coupling. It would
be important to find out how this simulation would depend on temperature
and if the v-shape and the bosons would disappear above Tc. Inelastic tun-
neling is not the only possibility however. The original data on Pb show
multiple harmonics of a single mode phonon mode which was explained en-
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tirely by strong coupling of phonons to the electrons. So the answer to the
question of strong-coupling vs inelastic tunneling as the reason behind these
modes is unclear. Unveiling the answer would result in classifying whether
this collective spin mode is inside the copper oxygen plane or in one of the
neighboring planes (or both). Either way it seems that the identification of
this mode as a collective spin mode which matches the neutron resonance is
much more important than classifying the factors behind its appearance.
7.9 Conclusion
Using scanning tunneling microscopy I have found a satellite feature offset
from the superconducting gap at multiple dopings and multiple temperatures.
Based on the energies of the harmonics of this resonance it was concluded
that this feature is not a generic peak in the density of states but a collective
mode of some type. The energy value of this mode matches the neutron
resonance mode at every doping level tested. Through analysis of the modes
it was able to be determined that this mode is most probably electronic in
nature. Neutron scattering data has confirmed this mode is not a phonon but
is magnetic. STM data reveals that this mode is anti-correlated to the gap.
The resultant picture is that a spin-collective mode exists in this material and
it is very much tied to the phenomena of superconductivity. This study has
prompted the search for modes in other materials and as more materials and
studies become available this study and studies of this type should play an
integral role in answering more question about high-transition-temperature
superconductivity.
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Chapter 8
Introduction to Pnictides
As I started my PhD work in 2003 all high temperature superconductors
were layered perovskites that contained copper-oxygen planes. There were
continual efforts in creating non-copper superconductors but their Tc was
always very low. A few weeks after the publication of my first report on STM
of PLCCO a paper was published describing a layered iron based material,
LaOFeAs, that undergoes a superconducting transition when doped with
Fluorine. The Tc of this material was 26 K. This wasn’t shockingly high but
it was high enough to gain the attention of those who could see the potential
in this material as the next high-temperature superconductor. [124] Again,
in a chain of events similar to the discovery of high Tc in 1986, several other
materials were found with higher Tc’s currently reaching as high as 56 K
[125]. (See figure 8.1) Initial suspicions were correct. This was a new family
of high temperature superconductors. Clearly now a statement can be made
the couldn’t be made before. Copper is NOT essential for high temperature
superconductivity. Fairly soon after that a slightly different iron and arsenide
structure was discovered with the chemical composition (Ba1−xKx)Fe2As2
with a Tc of 38 K. [126] Almost simultaneously a similar material with Ba
replaced by Sr was discovered with a similar Tc. [127] The story became
more interesting. Not only is copper not necessary for high temperature
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superconductivity oxygen is not required either. In the follwing months it
was further found that under high pressure the material FeSe could achieve
a Tc of 27 K. [128] Finally it is seen that arsenic is not the key ingredient
either. The commonality of all these materials is iron. These materials had
been called pnictides because the arsenic belonged to the pnictogen group.
It can now be seen this was a misnomer. Tradition may persist though and
these materials may continue to be called pnictides.
Figure 8.1: A. Figure from [125] Resistance plot showing superconductivity over
50 K. B. Figure from [129] showing the various structures of the (1111) and (122)
pnictide materials.
The foundation of the parent cuprate is a doped Mott insulator which
has antiferromagnetic order. In cuprates, doping the compound destroys the
antiferromagnetism leading into a superconducting phase. Do the pnictides
behave in the same way? It was initially seen that some similarities in behav-
ior existed, doping the pnictides creates a new ”dome” of superconductivity.
(See figure 8.2b) The shape of the transition temperature with increasing
doping is a negative parabola. [124] But what about AF origins? Neutron
scattering studies began to look for such an antiferromagnetic state. The
first thing discovered is that LaOFeAs transforms structurally when cooled
below 155 k. This structure creates asymmetry between the a-b length. (See
figure 8.2a) It turns the unit cell from tetragonal to monoclinic. Lowering
the temperature further it was found that long range antiferromagnetic order
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does arise but this time in spin density wave form. This state is found NOT
to be a Mott insulating state. First off, it is not insulating and secondly, it
is found that, in this case, the electrons can be quite non local. [130] This is
an important revelation. It can be seen that suddenly cuprates have become
a control experiment to which everything can be compared to. Already it
is known that copper is not necessary, oxygen is not necessary, the mott-
insulating state is not crucial but long range magnetic order still may be
pertinent to generalized high temperature superconductivity.
Figure 8.2: A. Figure from [131] Data showing a structural transition which
creates a,b asymmetry and a change in the unit cell B. Figure from [132] Phase di-
agram showing the somewhat similar phase diagram of pnictide (122) as compared
to cuprates. Spin ordering is suppressed to create a dome of superconductivity with
doping
A survey of all the known pncitide materials shows similarity in the behav-
ior of the parent compounds materials. This behavior consists of a structural
transition taking place and then is followed, upon cooling to a lower tem-
perature, by the appearance of magnetic order. In the (122) systems, which
this thesis is most concerned with, the magnetic structure consists of rows of
alternating iron spins. These materials are thought to be itinerant electron
magnets which may be rooted in Fermi surface nesting.[133]
Another comparative statement to be made about the cuprates and pnic-
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tides is in their dimensionality. The cuprates copper atoms have a symmetry
with strong planar coordination this is in opposition to the iron in the (122)
materials. Pnictides seem to be largely three dimensional. [129] This idea
can be further demonstrated by the fact that the pnictides do not show the
same c-axis anisotropy with respect to magnetic fields. It is found that Hc2
on (Ba,K)Fe2As2 approaches 70 T regardless of the field direction. [134]
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Chapter 9
STM on Pnictides
9.1 Bosonics in Pnictide Superconductors
Having completed a full STM analysis on PLCCO it seemed like a natural
and convenient idea to take the knowledge accrued in finding bosons in that
electron doped cuprate and extend it to the new pnictide superconductors.
While the most natural idea would have been to have looked at a supercon-
ducting sample first sometimes experimentalists are compromised by the fact
they do not always have access to the resources they need (like liquid helium
and single crystal samples) In this case I did not have immediate access to
superconducting samples and started this study on the samples which were
available, the parent compound SrFe2As2. When performing dI/dV spectra
on these surface it can be seen that the parent compound represents some
complicated spectra with great amounts of inhomogeneity and complexity.
It can immediately be seen that a boson analysis cannot be completed un-
til all the features in the complex parent compound are understood. This
must be accomplished before a superconducting gap is added to this equa-
tion. So perhaps starting with the parent compound was serendipitous. In
this material the spectra seem too complex to start with a superconducting
sample.
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9.2 The Surface
During the initial stages of my study some initial STM results were pub-
lished on these (122) materials. In my opinion, the first couple of published
results are somewhat dissimilar. This is unlike the current standard with
BSCCO-2212 where the same qualitative topography is seen by many. (This
is accomplished despite the use of different STM instruments and the use
of different samples grown with different recipes.) In order for the mea-
surements to be meaningful it necessary for them to be repeated by others.
The topography from the Hudson group shows bands of striped like patterns
where the Hoffman group results have less obvious a striped pattern ( See
figure 9.1). [135] [136] This discrepancy may be caused by the fact that these
early samples were made before the craft was truly perfected. So it is still
to be seen if these initial results on early samples are representative of the
material in general.
Figure 9.1: Left in Gray: topography of SrFe2As2 from Reference [135] Right
in Blue: topography of BaFe2As2 (Co doped) from Reference [136]
I began this study with the parent compound SrFe2As2 grown by J. Gillet
and Suchitra Sebastian from Cavendish Laboratory. The first course of busi-
ness was to check the topography. Having seen the results of the Hudson
group already there was much curiosity on what type of surface would be
seen and if the MIT groups result would be repeated by us. Initial results
yielded a surface unlike what had been previously. The surface was flat
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without step edges embedded with small thin ribbons that, to me, looked
like train tracks going across the sample. Along with the train tracks are
blobs of impurities that rise above the flat surface. This surface would be
come to be known by me as Type I or the
√
2×√2 region (to be seen why
soon) See Figure 9.5. In the surrounding perimeter of the Type I topgraphy a
second type of topography was found that looks dissimilar to the first. It was
a flat topography with no step edges where long ordered stripes encompassed
the entire region. These stripes had impurities lightly scattered within the
length of the stripes and large blobs of impurities on top of the stripes. The
blobs are occasionally aligned in the stripe direction and occasionally amor-
phous. See Figure 9.2. These same two types of regions are seen in multiple
samples and in multiple areas along with an additional type of region which
seems to represent just general disorder with no small atomic features to be
seen.
For these striped type II regions it is found that the stripes show close
to an 8 A˚ periodicity in the direction perpendicular to the parallel lines of
the stripes. Zooming in on the stripes and examining the data in derivative
mode a 4 A˚ periodicity is seen down the length of the stripes. Comparing
this to the unit cell of the material it is seen that there is no natural 8 A˚
spacing present. There is however, multiple 4 A˚ spacings. This spacing is
shared by both the Sr and the As planes in a square lattice which is layered
on top of each other (mixed with the strontium). The next question to ask
is if this 2 x 1 striped pattern represents a true atomic structure. (See figure
9.3) The surface of this material is a metal (as opposed to BSCCO which is
an insulator). Metals are known to be more difficult to see the true atomic
pattern. Sometime it is necessary to use order of magnitude larger currents
then would be used for a more standard study (This is of course should be
generally avoided as too much current will cause a bond to form between
the tip and the sample ending tunneling and ruining the tip/sample.) [137]
Pushing the setpoint to 10.0 nA ( 100 times greater than the normal setting)
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Figure 9.2: This is the topgraphy that I have come to label as striped or type II
(done in order of discovery). The key characteristic is the persistence of stripes
peppered with impurities.
can resolve that the repeating 4 A˚ features along the stripes are not single
atoms but 2 atom dimers. (See figure 9.4) Either the Sr or As (which both
have 4 A˚spacing) must have dimerized to form these stripes in this particular
region.
For the second region a 5.6A˚ × 5.6A˚ periodicity is seen. This does
not correspond with any known lattice spacings. It can be noted that
4A˚×√2 = 5.6A˚. So how can one utilize this information to understand
this topography? Since the 4 A˚ atoms form a 1 × 1 grid then removing
alternating atoms (like in the pattern of a checkerboard) would cause the
remaining atoms to from a new square lattice, rotated 45 from the original,
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Figure 9.3: Left: Topgraphy of striped region zoomed in on the stripes. Right:
Derivative plot of the same topgraphy showing the ordering along the stripes. The
green dots are set to match a 4 A˚ periodicity which matches the derivative plot
well.
with a
√
2 × √2 structure. It is not necessary though to have to remove
these atoms. It can just be said that these atoms are in some way invisible.
This has been seen with STM (by us and others) on graphite, certain atoms
are invisible while the others appear clearly. This same phenomena of seeing
only certain atoms seems to be the root behind the
√
2×√2 surface.
So why the two different regions? Well, the first natural assumption is
that these two different regions represent two different planes exposed in
a multi-plane clave. This may seem likely, certainly step edges have been
found in this sample while coarse walking laterally. The data, however, rules
this out as a possibility. Topography is found where the regions of type
II (stripes) move into the region of type I (
√
2 × √2) with no step edge
seen. (See figure 9.8-e) It is quite unambiguous as to whether a step edges
exists or not. Steps consist of multiple angstrom vertical jumps in data that
is otherwise varying by tenths of Angstoms. Multiple Angstroms are not
witnessed in this transition topography. This topography can be repeated as
well ruling out any strange tip or surface dynamically changing. So, clearly,
two different surface types can exists on the same plane. It is also seen that
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Figure 9.4: Zoomed in view of the striped region. Towards the right hand side
the 2 × 1 ordering can be faintly seen. To the left the inset shows an overlay of
the same area taken with a much higher setpoint current. The dimer nature can
be resolved. The blue dots mark the dimer position and then are schematically
extended to show where they’d exist in the lower current image
the surfaces smoothly merge into each other homotopically. These regions
do not represent different terminations.
Though STM cannot confirm whether this top layer is As or Sr this can
be examined by LEED. The intensity voltage curves can be compared to the
calculated expectation for the various possible terminations of this SrFe2As2
material. The closest match is found to be the As layer. (See figure 9.7) This
is confirmed by a different LEED study which performed this experiment
on the related doped BaFe2As2 [138]. Since STM can conclude that the
two visible regions are the same surface and LEED can conclude that the
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Figure 9.5: This is the topography that I have come to label as type I or
√
2. This
particular topography is shown in derivative mode to emphasize the ”train-track”
like features running across the sample. Upon zooming in outside the train-tracks
a
√
2×√2 atomic lattice can be resolved.
surface best fits ordered As than it seems clear that the exposed plane is
the As plane. Now is the fact that the surface is As instead of Sr strongly
affect this study? The answer is not really, though many other studies will
find it useful. It is, however, very helpful to know that the data deals with
the same surface exposure. This means that all spectroscopy is equivalent
(which is experimentally seen to be true) regardless of the region ”type.”
It is interesting to study further how the two regions relate. In the striped
region it is seen that stripes occur in a certain direction. Searching the
entire sample the stripes are always found to be in the same direction or 90
degrees rotated from that direction. (See figure 9.6) This is assumed to be
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Figure 9.6: A. 256 A˚ topography of the
√
2 × √2 region. If you really squint
you can see the atomic lattice in the blue when not overtaken by the impurities or
the ”train track” features B. Zoom in of the lattice seen in
√
2×√2 region C. 256
A˚ topgoraphy of the striped region. These two regions are imaged from the same
sample and it can be seen that the atoms form a 45 degree angle with the stripes.
Also the ”train tracks” always align with the stripes or align with 90 degrees from
the stripe direction.
indicative of the a-b plane. If the
√
2×√2 area has a square lattice formed
by alternating invisible atoms than the resultant lattice is rotated 45 degrees
from both stripes direction. This is precisely what is observed. Furthermore
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Figure 9.7: Figure showing the IV curves taken by LEED at different spots.
Black is the experimental data and red is the theoretical prediction for an ordered As
terminated surface. Visually the match is quite strong and indeed mathematically
this is the closest fit.
the train tracks from the
√
2×√2 area can be connected to the striped region.
This sample surface represents a delicate balance of energy. In the
√
2×√2
area this configuration must be energy favorable over the stripes. Given the
proper order of defects, however, local atoms can dimerize and form stripes
in a local area. This illustrates how close in energy the two states must
be. Certain configurations of impurities can drive the configuration from
one type to another in real space. This is what is seen in that transition
topography. Also, the energy balance must be such that if train tracks are
formed in a given area it is energetically favorable to continue until reaching
another impurity. Experimentally this is found to be true, the train tracks
only start and stop at an impurity point. The train tracks also follow this 45
degree angular offset to the root
√
2×√2 lattice connecting the two regions
further.
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Figure 9.8: A. 4 A˚ x 4 A˚ lattice to represent the unreconstructed As layer
B. Cartoon to represent the dimerization of the square lattice in a. to form the
stripe like pattern seen in region II C. Alternate reconstruction of the lattice where
alternating atoms are visible to form the
√
2 × √2 ordering seen in region I D.
Cartoon illustrating how impurities can induces the dimerization in the
√
2 ×√2
region. E. Topography showing a transition from a striped region on the left to the√
2 × √2 region on the right without a well-defined step edge. F. Topography in
the
√
2×√2 exemplifying the concept depicted in d.
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9.3 Spectroscopy
Figure 9.9: A. A high energy range dI/dV spectrum. B. Smaller energy range
spectra demonstrating a 10 mV gap like feature.
Next I will discuss the STM dI/dV spectroscopy I have performed on this
sample. It is found that both the
√
2×√2 region and the striped region share
similar spectroscopies. The high energy spectra have steep rises at -500 meV
and +400 meV. (See figure 9.9) This is in agreement with the LDA predictions
from the As 4p electrons and the Fe 3d electrons. [139] [140] (See figure 9.12)
Also the general shape of these spectra are in good agreement with the DMFT
calculation for the As band. [141] Also there is a further suppression from
-200 mV to + 200 mV. This might be due to some charge density wave or
spin density wave but also could be related to the band structure. At this
time it is not possible to make a clear identification. Energy slicing maps
reveal much structure varying with energy. Classification and meaning of
these patterns needs to be further examined. (See figure 9.10) Comparing
the medium energy spectra with energy slicing maps it is found that the
stripes (in the striped area) corresponds to a density of states modulation at
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near +150 mV. (See figure 9.11) At small intervals around the Fermi energy
a varying gap like feature with 2∆ ranging from less than 20 mV to 40 mV is
seen in the dI/dV spectroscopies. This feature is centered around the Fermi
energy and mostly has a symmetric shape. This may be associated with a
structural transition or perhaps an spin density wave gap. [142] Variable
temperature measurements may better help identify this tentative gap.
Figure 9.10: a. Topography of striped region. b. c. d., dI/dV slicing at -150
mV, 20 mV and +150 mV for the topgraphy at (a) b. Topography of
√
2 region. f.
g. h., dI/dV slicing at -150 mV, 20 mV and +150 mV for the topography at (b).
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Figure 9.11: Left: A dI/dV energy slicing map at +150 mV. Right: The cor-
responding linecut as shown on the energy map. The stripes in the map can be
associated with modulation in height in the linecut at energy around 150 - 200
mV.
Figure 9.12: A. Figure from [139]. LDA calculated DOS for BaFe2As2. B
Figure from[141] DMFT calculations of the DOS which emphasize the effect of
strong correlations.
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9.4 Revisiting Peak Dip-Hump in the Pnic-
tides
Figure 9.13: Left: Representative dI/dV spectra highlighting some symmetric
features around +/- 50 mV in addition to a gap like feature around 10 mV. Right:
Sample dI/dV spectrum in red with corresponding derivative spectrum (d2I/dV2)
below in green. The positive peaks on the positive side and negative peaks on the
negative side are highlighted in the derivative spectra. Offset with the gap like
feature yields around Ω = 30 mV
While it is true that the undoped parent compound represents a disor-
dered surface with many dopants and disordered spectra it is still possible
to begin searching for spectral signatures of bosonic modes in this mate-
rial. To review, it is known that a signal around +150 mV corresponds to
stripes modulation and that a low-energy gap like feature exists at around
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∆ = 10− 20mV (Depending on how one defines the gap). There are though
many bumps and steps in the energies between these two areas which may
contain some boson information. It is expected that a bosonic mode should
be symmetric about the Fermi energy so features which show symmetry about
zero are targeted.
In clean areas, with not so much evident disorder, often a symmetric
bump is seen around 50 mV. This can be seen in Figure 9.14. The step fea-
ture on the positive side seems to be more prominent in this figure but other
data shows the negative side being more prominent as well. Histograms of
the peaks in dI/dV spectra and d2I/dV 2 spectra show no clear single sig-
nal, but a mixture of peaks at varying real space locations. When carefully
studying the histograms, though, certain patterns do emerge. There seems
to be some consistent behavior in the area of 50 mV. Taking a sample spectra
one can differentiate and find the peaks around 40-50 mV in both positive
and negative biases. So a particular energy is found, but how should one
assign an Ω value to it. It is known that Ω = E1 − ∆ but this ∆ corre-
sponds to a superconducting gap. If no gap exists than Ω = E1 where E1
is the energy value of the peak in d2I/dV 2. But what about a pseudogap
or ambiguous gap? Since the pseduogap represents a depletion of density of
states possibility related to pairing it may also make sense to reference the
Ω value by the pseudogap size. Another option to be explored is if the gap
is caused by coupling to a spin density wave. Since the idea of the offset
is to begin the scale at the beginning of the continuum of states it may or
may not be sensible to offset this value by a SDW gap. The theoretical basis
for this needs to be explored more. Assuming that, for whatever reason, it
is correct to offset the peak value by the gap in the example spectra I find
using ∆ = 10mV that Ω = 28 and Ω = 27 for the negative and positive
bias values respectively. (See figure 9.13) It is encouraging that these values
are symmetric (Though of course that had to be the case subtracting one
symmetric feature by another). So as an initial value I can report Ω = 27,
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but this is a very rough finding. It is also currently complicated by the fact
that the offsetting gap-like feature lacks coherence peak so it’s size is open
to interpretation. ∆ = 10mV seems like the appropriate value by eye but
different schemes can be used to extract the gap without a coherence peak.
This is often seen in ARPES studies.
Figure 9.14: Figure from [143]. Displacement patterns from the Raman active
modes. The energies found by the Raman scattering study associated with this
mode are A1g= 23 meV, B1g= 26 meV, Eg= 14 meV and E2g= 33 meV.
After an energy scale for this ”candidate” mode has been established it
can be investigated whether this tentative value of 27 meV corresponds to
anything physical. In a Raman scattering study several phonon modes where
found displaying various unit cell symmetries. (See figure 9.14) The main
values found were A1g= 23 meV, B1g= 26 meV, Eg= 14 meV and E2g= 33
meV. Initially it seems that this B1g mode consisting of vibrating iron may
be a possibility. Now at this point it is important to note that finding a mode
in a parent compound does not necessarily link this to superconductivity. It
will take much more data on the superconducting sample to see if a B1g mode
indeed relates to any gap. [143]
Of course it also natural (especially in terms of this thesis) to ask if
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any neutron resonance modes have been found in the pnictide materials.
Lumsden et al performed a neutron scattering study on BaFe1.84Co0.16As2
with a critical temperature of Tc=22 K. A magnetic resonance is found in
the direction (pi, pi) (in tetragonal notation) The mode energy is found to be
9.5. [144] This Ω offset by a SDW gap of 10 mV in the parent compound
would lead to a feature of around 19.5. This has not been clearly observed.
The true test of course will be to look at the same material as the Neu-
tron scattering report studied, BaFe1.84Co0.16As2, which is superconducting.
Perhaps a mode around 27 meV will exist signifying a B1g phonon mode or
perhaps a magnetic resonance will exist showing a STM feature at Ω = 10.
Hopefully the superconducting state will exhibit sharp coherence peaks so
that an unambiguous identification of ∆ is possible.
Finally it is most interesting to note that our study is based on an electron
doped cuprate (Tc = 24 K) that has a resonance around 10 mV and now
this new knowledge has come to light that an electron-doped pnictide with
a similar Tc has a similar resonance at a similar mode energy (9.5 mV).
[144] This similarity in two vastly different high - Tc systems is definitely an
invitation to further thoughts on universality in superconducting systems.
136
Bibliography
[1] C. Kleint, Progress in Surface Science 57, 253 (1998).
[2] L. Esaki, Long journey into tunneling, Nobel Lecture, 1973.
[3] I. Giaever, Phys. Rev. Lett. 5, 147 (1960).
[4] S. H. Pan, E. W. Hudson, and J. C. Davis, Review of Scientific Instru-
ments 70, 1459 (1999).
[5] Binig and Rohrer, Surface Science 152-153, 17 (1985).
[6] G. Binnig, Scanning tunneling microscopy - from birth to adolescence,
Nobel Lecture, 1986.
[7] S. H. Pan, E. W. Hudson, and J. C. Davis, Applied Physics Letters
73, 2992 (1998).
[8] W. Chen, V. Madhavan, T. Jamneala, and M. F. Crommie, Phys. Rev.
Lett. 80, 1469 (1998).
[9] V. Ramachandran and R. M. Feenstra, Phys. Rev. Lett. 82, 1000
(1999).
[10] T. Cren et al., Phys. Rev. Lett. 84, 147 (2000).
[11] C. Howald, P. Fournier, and A. Kapitulnik, Phys. Rev. B 64, 100504
(2001).
[12] K. M. Lang et al., Nature 415 (2002).
[13] J. Bardeen, Phys. Rev. Lett. 6, 57 (1961).
[14] K. Shen, Angle-Resolved Photoemission Spectroscopy Studies of the
Mott Insulator to Superconductor evolution in, PhD thesis, Stanford,
2005.
[15] A. Damascelli, Z. Hussain, and Z.-X. Shen, Rev. Mod. Phys. 75, 473
(2003).
[16] Photoelectron Spectroscopy (Springer-Verlag, 1995).
[17] H. Yang, Angle-Resolved Photoemission Spectroscopy Study on
NaxCoO2, PhD thesis, Boston College, 2005.
[18] D. Vaknin et al., Phys. Rev. Lett. 58, 2802 (1987).
137
[19] J. M. Tranquada et al., Phys. Rev. B 54, 7489 (1996).
[20] W. L. McMillan, Phys. Rev. 167, 331 (1968).
[21] J. G. Bednorz and K. A. Muller, Z. Phys. B 64 (1986).
[22] B. T. Matthias, T. H. Geballe, R. H. Willens, E. Corenzwit, and G. W.
Hull, Phys. Rev. 139, A1501 (1965).
[23] M. K. Wu et al., Phys. Rev. Lett. 58, 908 (1987).
[24] H. Eisaki et al., Phys. Rev. B 69, 064512 (2004).
[25] A. Damascelli, Z. Hussain, and Z.-X. Shen, Rev. Mod. Phys. 75, 473
(2003).
[26] H. Ding et al., Phys. Rev. B 54, R9678 (1996).
[27] C. C. Tsuei and J. R. Kirtley, Rev. Mod. Phys. 72, 969 (2000).
[28] C. E. Gough et al., Nature 326, 855 (1987).
[29] D. A. Wollman, D. J. Van Harlingen, W. C. Lee, D. M. Ginsberg, and
A. J. Leggett, Phys. Rev. Lett. 71, 2134 (1993).
[30] P. W. Anderson, Science 235, 1196 (1987).
[31] Y. Wang, L. Li, and N. P. Ong, Physical Review B (Condensed Matter
and Materials Physics) 73, 024510 (2006).
[32] J. Corson, R. Mallozzi, J. Orenstein, J. N. Eckstein, and I. Bozovic,
Nature 398 (1999).
[33] K. Tanaka et al., Science 314, 1910 (2006).
[34] M. L. Tacon et al., Nature Physics 2 (2006).
[35] O. ystein Fischer, M. Kugler, I. Maggio-Aprile, C. Berthod, and
C. Renner, Reviews of Modern Physics 79, 353 (2007).
[36] K. McElroy et al., Phys. Rev. Lett. 94, 197005 (2005).
[37] K. K. Gomes et al., Nature 447.
[38] S. H. Pan et al., Nature 413.
[39] E. Hudson et al., Nature 411 (2001).
[40] K. McElroy et al., Science 309, 1048 (2005).
[41] S. Zhou, H. Ding, and Z. Wang, Physical Review Letters 98, 076401
(2007).
[42] S. H. Pan et al., Phys. Rev. Lett. 85, 1536 (2000).
[43] C. Renner, A. D. Kent, P. Niedermann, O. Fischer, and F. Le´vy, Phys.
Rev. Lett. 67, 1650 (1991).
[44] Y. De Wilde et al., Phys. Rev. Lett. 78, 4273 (1997).
[45] B. W. Hoogenboom et al., Phys. Rev. Lett. 87, 267001 (2001).
[46] J. E. Hoffman et al., Science 295, 466 (2002).
[47] M. Kugler, O. Fischer, C. Renner, S. Ono, and Y. Ando, Phys. Rev.
Lett. 86, 4911 (2001).
138
[48] J.-H. Ma et al., Physical Review Letters 101, 207002 (2008).
[49] T. Kondo, T. Takeuchi, A. Kaminski, S. Tsuda, and S. Shin, Physical
Review Letters 98, 267004 (2007).
[50] W. S. Lee et al., Nature 450, 81 (2007).
[51] L. R. Niestemski and Z. Wang, Physical Review Letters 102, 107001
(2009).
[52] Y. Tokura, H. Takagi, and S. Uchida, Nature (1989).
[53] P. K. Mang et al., Phys. Rev. B 70, 094507 (2004).
[54] P. Dai, S. D. Wilson, and S. Li, Physica C: Superconductivity 460-
462, 52 (2007), Proceedings of the 8th International Conference on
Materials and Mechanisms of Superconductivity and High Temperature
Superconductors - M2S-HTSC VIII.
[55] H. J. Kang et al., Nature Materials 6, 224 (2007).
[56] S. D. Wilson, Static and dynamic magnetism in the electron-doped
high-temperature superconductor Pr0.88LaCe0.12CuO4−δ and in the f-
electron, non-Fermi liquid alloy Sc1−xUxPd3, PhD thesis, University of
Tennessee, Knoxville, 2007.
[57] P. Richard et al., Physica B: Condensed Matter 403, 1170 (2008),
Proceedings of the International Conference on Strongly Correlated
Electron Systems.
[58] H. Matsui et al., Phys. Rev. Lett. 95, 017003 (2005).
[59] G. Blumberg et al., Phys. Rev. Lett. 88, 107002 (2002).
[60] L. Shan et al., Phys. Rev. B 72, 144506 (2005).
[61] S. D. Wilson et al., Nature 442, 59 (2006).
[62] S. D. Wilson et al., Physical Review B (Condensed Matter and Mate-
rials Physics) 74, 144514 (2006).
[63] S. Pan, K. W. Ng, A. L. de Lozanne, J. M. Tarascon, and L. H. Greene,
Phys. Rev. B 35, 7220 (1987).
[64] T. Valla, A. V. Fedorov, J. Lee, J. C. Davis, and G. D. Gu, Science
314, 1914 (2006).
[65] M. Gurvitch et al., Phys. Rev. Lett. 63, 1008 (1989).
[66] P. B. Littlewood and C. M. Varma, Phys. Rev. B 45, 12636 (1992).
[67] J. R. Kirtley and D. J. Scalapino, Phys. Rev. Lett. 65, 798 (1990).
[68] N. Miyakawa, M. Minematsu, K. Ogata, M. Fujita, and K. Yamada,
Journal of Physics: Conference Series 150, 052163 (4pp) (2009).
[69] J. Rossat-Mignod et al., Physica C: Superconductivity 185-189, 86
(1991).
[70] S. Pailhe`s et al., Phys. Rev. B 71, 220507 (2005).
139
[71] H. A. Mook, M. Yethiraj, G. Aeppli, T. E. Mason, and T. Armstrong,
Phys. Rev. Lett. 70, 3490 (1993).
[72] H. F. Fong et al., Phys. Rev. B 61, 14773 (2000).
[73] P. Dai, H. A. Mook, R. D. Hunt, and F. Dog˘an, Phys. Rev. B 63,
054525 (2001).
[74] H. F. Fong et al., Nature 398.
[75] H. He et al., Science 295, 1045 (2002).
[76] B. Vignolle et al., Nature Physics 3, 163 (2007).
[77] H. F. Fong et al., Phys. Rev. B 61, 14773 (2000).
[78] P. Dai, H. A. Mook, R. D. Hunt, and F. Dog˘an, Phys. Rev. B 63,
054525 (2001).
[79] C. Stock et al., Phys. Rev. B 69, 014502 (2004).
[80] S. M. Hayden et al., Nature 429, 531 (2004).
[81] H. F. Fong et al., Nature 398, 588 (1999).
[82] H. He et al., Phys. Rev. Lett. 86, 1610 (2001).
[83] H. He et al., Science 295, 1045 (2002).
[84] O. Tchernyshyov, M. R. Norman, and A. V. Chubukov, Phys. Rev. B
63, 144507 (2001).
[85] M. Eschrig, Advances in Physics 55, 1 (2006).
[86] S. Zhang, Phys. Rev. Lett. 65, 120 (1990).
[87] E. Demler, W. Hanke, and S.-C. Zhang, Rev. Mod. Phys. 76, 909
(2004).
[88] S. D. Wilson et al., Proceedings of the National Academy of Sciences
104, 15259 (2007).
[89] H.-Y. Kee, S. A. Kivelson, and G. Aeppli, Phys. Rev. Lett. 88, 257002
(2002).
[90] H. Woo et al., Nature Physics 2, 600 (2006).
[91] T. Dahm et al., Nature Physics 5 (2009).
[92] Y. J. Uemura, Journal of Physics: Condensed Matter 16, S4515 (2004).
[93] J.-P. Ismer, I. Eremin, E. Rossi, and D. K. Morr, Physical Review
Letters 99, 047005 (2007).
[94] I. Giaever, H. R. Hart, and K. Megerle, Phys. Rev. 126, 941 (1962).
[95] J. M. Rowell, A. G. Chynoweth, and J. C. Phillips, Phys. Rev. Lett.
9, 59 (1962).
[96] B. N. Brockhouse et al., Chalk river report 946.
[97] E. Maxwell, Phys. Rev. 78, 477 (1950).
[98] C. A. Reynolds, B. Serin, W. H. Wright, and L. B. Nesbitt, Phys. Rev.
78, 487 (1950).
140
[99] W. L. McMillan and J. M. Rowell, Phys. Rev. Lett. 14, 108 (1965).
[100] N. Miyakawa, P. Guptasarma, J. F. Zasadzinski, D. G. Hinks, and
K. E. Gray, Phys. Rev. Lett. 80, 157 (1998).
[101] J. F. Zasadzinski et al., Phys. Rev. Lett. 87, 067005 (2001).
[102] B. Batlogg et al., Phys. Rev. Lett. 58, 2333 (1987).
[103] L. C. Bourne et al., Phys. Rev. Lett. 58, 2337 (1987).
[104] J. P. Franck, Physical Properties of High Temperature Superconductors
IV (World Scientific, 1994), pp. 189–293.
[105] J. Lee et al., Nature 442, 546 (2006).
[106] A. N. Pasupathy et al., Science 320, 196 (2008).
[107] J. C. Campuzano et al., Phys. Rev. Lett. 83, 3709 (1999).
[108] J. Hwang, T. Timusk, and J. Carbotte, Nature (2007).
[109] J. P. Carbotte, E. Schachiner, and D. N. Basov, Nature (1999).
[110] F. C. Niestemski et al., Nature 450, 1058 (2007).
[111] M. C. Boyer et al., Nature Physics 3, 802 (2007).
[112] A. Pushp et al., Science 324, 1689 (2009).
[113] C. C. Homes, B. P. Clayman, J. L. Peng, and R. L. Greene, Phys. Rev.
B 56, 5525 (1997).
[114] M. d’Astuto et al., Phys. Rev. Lett. 88, 167002 (2002).
[115] A. N. Lavrov et al., Phys. Rev. Lett. 92, 227003 (2004).
[116] J.-X. Zhu et al., Physical Review B (Condensed Matter and Materials
Physics) 73, 014511 (2006).
[117] P. Dai and S. Li, Unpublished.
[118] P. Dai, S. D. Wilson, S. Li, and H.-H. Wen, Journal of Physics and
Chemistry of Solids 69, 3096 (2008), SNS2007, Spectroscopies in Novel
Superconductors ’07.
[119] L. Shan et al., Physical Review B (Condensed Matter and Materials
Physics) 78, 014505 (2008).
[120] S. Li et al., Physical Review B (Condensed Matter and Materials
Physics) 78, 014520 (2008).
[121] P. Dai, S. Li, and S. D. Wilson, Unpublished manuscript.
[122] P. Richard et al., Physical Review Letters 99, 157002 (2007).
[123] S. Pilgram, T. M. Rice, and M. Sigrist, Physical Review Letters 97,
117003 (2006).
[124] Y. Kamihara, T. Watanabe, M. Hirano, and H. Hosono, J. Am. Chem.
Soc. 130, 3296 (2008).
[125] C. Wang et al., EPL (Europhysics Letters) 83, 67006 (4pp) (2008).
[126] M. Rotter, M. Tegel, and D. Johrendt, Physical Review Letters 101,
141
107006 (2008).
[127] K. Sasmal et al., Physical Review Letters 101, 107007 (2008).
[128] Y. Mizuguchi, F. Tomioka, S. Tsuda, T. Yamaguchi, and Y. Takano,
Applied Physics Letters 93, 152505 (2008).
[129] M. R. Norman, Physics 1, 21 (2008).
[130] C. de la Cruz et al., Nature 453.
[131] M. Tegel et al., Journal of Physics: Condensed Matter 20, 452201
(5pp) (2008).
[132] H. Chen et al., EPL (Europhysics Letters) 85, 17006 (5pp) (2009).
[133] J. W. Lynn and P. Dai, Physica C: Superconductivity 469, 469 (2009),
Superconductivity in Iron-Pnictides.
[134] H. Q. Yuan et al., Nature 457 (2009).
[135] M. C. Boyer et al., arXiv:0806.4400 (2008).
[136] Y. Yin et al., Physical Review Letters 102, 097002 (2009).
[137] W. Chen, V. Madhavan, T. Jamneala, and M. F. Crommie, Phys. Rev.
Lett. 80 (1998).
[138] V. Nascimento et al., arXiv:0905.3194 (2009).
[139] D. J. Singh, Physical Review B (Condensed Matter and Materials
Physics) 78, 094511 (2008).
[140] G. Xu et al., EPL (Europhysics Letters) 82, 67002 (5pp) (2008).
[141] K. Haule, J. H. Shim, and G. Kotliar, Physical Review Letters 100,
226402 (2008).
[142] W. Z. Hu et al., Physical Review Letters 101, 257005 (2008).
[143] A. P. Litvinchuk et al., Physical Review B (Condensed Matter and
Materials Physics) 78, 060503 (2008).
[144] M. D. Lumsden et al., Physical Review Letters 102, 107005 (2009).
? This document was created in LATEX?
142
