Electrically controllable spin filtering based on superconducting
  helical states by Bobkova, I. V. & Bobkov, A. M.
Electrically controllable spin filtering based on superconducting helical states
I. V. Bobkova1, 2 and A. M. Bobkov1
1Institute of Solid State Physics, Chernogolovka, Moscow reg., 142432 Russia
2Moscow Institute of Physics and Technology, Dolgoprudny, 141700 Russia
(Dated: July 11, 2018)
The magnetoelectric effects in the surface states of the 3D TI are extremely strong due to the
full spin-momentum locking. Here the microscopic theory of S/3D TI bilayer structures in terms of
quasiclassical Green’s functions is developed. On the basis of the developed formalism it is shown
that the DOS in the S/TI bilayer manifests giant magnetoelectric behavior and, as a result, S/3D
TI heterostructures can work as non-magnetic fully electrically controllable spin filters. It is shown
that due to the full spin-momentum locking the amplitudes of the odd-frequency singlet and triplet
components of the consensate wave function are equal. The same is valid for the even frequency
singlet and triplet components. We unveil the connection between the odd-frequency pairing in
S/3D TI heterostructures and magnetoelectric effects in the DOS.
I. INTRODUCTION
Spintronics is a research field, which combines mag-
netism and electronics1–4. Classically it is based on the
opportunity of ferromagnetic materials to provide spin-
polarized currents5–10. However, by now it is realized
that the non-magnetic materials with strong coupling be-
tween the electron momentum and its spin give a possi-
bility to build purely electrically controlled elements for
spintronics applications. It is predicted that an unpo-
larized bias current should create a net spin polarization
due to spin-momentum coupling for both the topologi-
cally protected TI surface states11–14 and the spin-orbit
coupled materials15–23. This is called by the direct mag-
netoelectric effect and takes place as in normal, so as in
superconducting systems, where is it dissipationless.
Manipulation by the spin degrees of freedom is best
when this spin polarization and spin splitting of the elec-
tron energy bands are very strong. If one thinks about
globally magnetic system, the strongest spin differentia-
tion is detected in halfmetals24–30. But if we are inter-
ested in non-magnetic materials, which are able to pro-
duce the strongest magnetoelectic effects, the candidates
can be found among the surfaces of semiconductors31–33,
metals34–36, metalalloys37, topological insulators and
semimetals38,39, also the bulk non-magnetic half-metals
have been reported in the literature40.
Here we focus on the surface states of the 3D topologi-
cal insulator (TI). The most important for us property of
this system is the spin-momentum locking: the spin of the
TI Dirac surface state lies in-plane, and is locked at right
angles to the carrier momentum, see Fig. 1(a). Therefore,
the surface states of 3D TI can be viewed as an example of
the non-magnetic half-metal or a helical metal. Examples
of TI materials include Bi1xSbx
41, Bi2Se3, Bi2Te3 and
Sb2Te3
42–44. Spin-momentum locking has been probed
by spin-resolved photoemission43,45,46 and polarized op-
tical spectroscopic techniques47.
An electric current in TI creates a net spin polar-
ization, the amplitude and orientation of which are
controlled by the current. This property has been
predicted by theory11–13 and measured in transport
experiments48,49.
Recently, proximity-induced superconductivity in sur-
face states of a TI has been realized and demonstrated in
electronic transport measurements of several heterostruc-
tures involving a TI and superconductor50–55.
Here we demonstrate that due to the spin-momentum
locking nature of the quasiparticle spectrum the
proximity-induced superconducting state in TI can be
a source of highly spin-polarized electric currents. The
superconductors in the Zeeman-split regime have al-
ready been proposed as sources of highly spin polarized
currents56,57. For our system the great advantage is that
the value and the direction of the current polarization
can be fully controlled electrically by the applied super-
current without need to apply an external magnetic field.
The paper is organized as follows. In Sec. II on the ba-
sis of the simplified model we discuss how the applied
supercurrent leads to the spin-split DOS in the S/TI
heterostructure and in Sec. III it is proposed how this
property can be exploited to create the supercurrent-
controllable spin filter. Sec. IV is devoted to a more
strict consideration in the framework of a microscopic
model, where the superconductivity in the TI surface
states is induced by the proximity to the conventional
superconductor. In particular, the necessary theoreti-
cal framework is derived in subsection IV A, the DOS
and the supercurrent-controllable spin filtering effect are
discussed in subsection IV B and subsection IV C is de-
voted to the discussion of the spin structure and symme-
try of the proximity-induced condensate wave function in
the supercurrent driven regime and its connection to the
DOS. Our conclusions are presented in Sec. V.
II. SPIN-RESOLVED DOS IN
SUPERCURRENT-DRIVEN S/3D TI
HETEROSTRUCTURE
We consider a planar interface between a thin singlet
s-wave superconductor (S) film and the TI surface, as
depicted in Fig. 1(b). Such a hybrid system was first
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FIG. 1. (a) Fermi-surface of the TI surface states. The quasi-
particle spin S is locked at the right angle to its momentum
p. (b) Sketch of the system under consideration. The thick
top superconductor S induces the superconductivity in the
surface layer of the 3D topological insulator TI.
considered by Fu and Kane58. At first we follow their
approach, where the proximity effect on the TI surface is
described by a phenomenological singlet order parameter.
The corresponding hamiltonian of the TI surface states
takes the form
H =
∫
d2r
{
Ψ†(r)
[−ivF (∇r × zˆ)σ − µ+ Vimp(r)−
hσ
]
Ψ(r) + ∆(r)Ψ†↑(r)Ψ
†
↓(r) + ∆
∗(r)Ψ↓(r)Ψ↑(r)
}
, (1)
where Ψ†(r) = (Ψ†↑(r),Ψ
†
↓(r)) is the creation opera-
tor of an electron at the superconducting TI surface,
zˆ is the unit vector normal to the surface of TI, σ =
(σx, σy, σz) is a vector of Pauli matrices in spin space and
h = (hx, hy, 0) is an in-plane exchange field. We allow
for nonmagnetic impurity scattering potential Vimp =∑
ri
Viδ(r−ri), which is of a Gaussian form 〈V (r)V (r′)〉 =
(1/piντ)δ(r − r′) with ν = µ/(2piv2F ).
We consider a situation in which the chemical potential
µ is the largest energy scale in the system and hence a
quasiclassical approximation is the well-suited framework
to describe the system. The transport Eilenberger-type
equations for the quasiclassical Green’s function have
been derived in Refs. 59 and 14. We are only interested
in the retarded component, because we investigate only
DOS and the related physical quantities in the equilib-
rium situation. The full retarded quasiclassical Green’s
function gˇR(nF , r, ε) is a 4×4 matrix in the direct prod-
uct of the spin and particle-hole spaces, but its spin struc-
ture is determined by the projection onto the conduction
band of the TI surface states and, therefore, one can
write:
gˇR(nF , r, ε) = gˆ
R(nF , r, ε)
(1 + n⊥σ)
2
, (2)
where nF = pF /pF = (nF,x, nF,y, 0) is a unit vector
directed along the quasiparticle trajectory and n⊥ =
(nF,y,−nF,x, 0) is a unit vector perpendicular to the
quasiparticle trajectory and directed along the quasipar-
ticle spin, which is locked to the quasiparticle momentum
for the helical conducting band of the TI surface states.
Then the quasiclassical Green’s function gˆR(nF , r, ε) is
a 2× 2 in the particle-hole space and obeys the following
equation:
−ivFnF∇gˆR =
[
ετz − ∆ˆ + hn⊥τz + i〈gˆ〉
2τ
, gˆ
]
, (3)
where τx,y,z are Pauli matrices in the particle-hole space
and ∆ˆ is a matrix in the particle-hole space with the
following explicit structure
∆ˆ =
(
0 ∆eiχ
−∆e−iχ 0
)
(4)
with χ standing for the phase of the superconducting
order parameter.
We analyze and compare the ballistic and diffusive
cases here. The Green’s function in the ballistic limit can
be found from Eq. (3) at τ → ∞, while in the diffusive
limit ε,∆, h  τ−1 the quasiparticle motion is random-
ized by the impurity scattering and the Green’s function
can be expanded through the first two harmonics:
gˆR(nF ) = gˆ
R
0 + nF gˆ
R
a , (5)
where the zeroth (isotropic) harmonic obeys the Usadel
equation14,59:
iD∇ˆ(gˆR0 ∇ˆgˆR0 ) =
[
ετz − ∆ˆ, gˆR0
]
, (6)
where D is the diffusion coefficient and ∇ˆXˆ = ∇Xˆ −
(i/vF )(hxyˆ − hyxˆ)[τz, Xˆ].
The first harmonic term can be expressed via gˆR0 as
follows:
gˆRa = −2vF τ gˆR0 ∇ˆgˆR0 . (7)
Further our goal is to investigate the DOS and spin-
resolved DOS in the S/TI bilayer system in the presence
of the supercurrent flowing through the system along the
arbitrary direction in the (x, y)-plane. For this purpose
we find the retarded Green’s function. In the ballistic
case the solution of Eq. (3) takes the form:
gˆR =
−i√|∆|2 − (ε+ heff )2
(
ε+ heff −∆eiχ
∆e−iχ −(ε+ heff )
)
, (8)
where we introduce heff = hn⊥ − vF (nF∇χ)/2. Physi-
cally it is a projection of the effective exchange field onto
the direction of the quasiparticle spin for a given quasi-
particle trajectory (see below).
In the diffusive case it is convenient to express
the Green’s function in terms of the so-called θ-
parametrization60:
gˆR0 = e
iχτz/2
[
τz cosh θ + iτy sinh θ
]
e−iχτz/2, (9)
3gˆRa nF = 2iτheffe
iχτz/2
[
2τz sinh
2 θ+iτy sinh 2θ
]
e−iχτz/2,
(10)
and θ should be found from the following equation:
ε sinh θ+∆ cosh θ+iD
(∇χ
2
− 1
vF
(hxyˆ−hyxˆ)
)2
sinh 2θ = 0.
(11)
The DOS can be calculated via the upper left element
(normal part) of
gˆR =
(
gR fR
f˜R −gR
)
(12)
as follows:
N(ε) = Re〈gR〉. (13)
The spin-resolved DOS corresponding to the spin along
the direction lˆ takes the form:
Nlˆ(ε) =
1
2
Re
[
〈gR〉+ lx〈gRnF,y〉 − ly〈gRnF,x〉
]
. (14)
It is worth noting here that this quantity does not rep-
resent a true density of states for a given spin, because
the spin direction is different for different momentum di-
rections and, moreover, is not conserved in the presence
of impurities. Nevertheless, it is this quantity that enters
the transport properties of the system as the usual spin-
resolved DOS does. Therefore it can be viewed as an
effective spin-resolved DOS and it makes sense to discuss
it.
Further we investigate DOS and the spin-resolved
DOS, which is of major interest for us. We assume that
the supercurrent js is applied to the system. This super-
current results in the corresponding phase gradient ∇χ
of the effective order parameter, which is the only essen-
tial parameter for our consideration. Although the su-
percurrent flows mainly in the top superconductor, the
resulting phase gradient is the same as for the top su-
perconductor, so as for the effective order parameter in
the TI surface layer, as it is shown in Sec. IV A. We
assume no applied exchange field in the system. How-
ever, as it can be seen from Eqs. (8), (10) and (11), in
case of the helical metal, realized in the surface states
of the TI, the effect of the supercurrent on the Green’s
function and, therefore, on the DOS is fully equivalent
to the effect of the exchange field, applied in the per-
pendicular to the current direction. They enter all the
equations only via the effective exchange field Heff =
(hx − vF (∂yχ)/2, hy + vF (∂xχ)/2), 0): as zˆ × Heff =
hxyˆ − hyxˆ− vF∇χ/2 in Eq. (11) or as heff = Heffn⊥.
Consequently, all the effects, discussed below, can be
caused as by the supercurrent, so as by the exchange
field. We focus on the supercurrent here because it al-
lows for the fully electrical control of the effects without
need to apply a magnetic field to the system. The effec-
tive exchange field Heff = (−vF (∂yχ)/2, vF (∂xχ)/2, 0),
produced by the supercurrent, is perpendicular to it. It
can reach the value, comparable to the value of the gap of
the top superconductor for the currents close to the de-
pairing current. The equivalence between the exchange
field and the supercurrent is violated beyond the sim-
ple phenomenological model, discussed here, but for the
low-energy physics it is practically not important. We
address this issue in Sec. IV.
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FIG. 2. DOS for the ballistic system. (a) Momentum-resolved
DOS. The circle means the Fermi surface and the energy axis
is directed out of this Fermi surface and normally to it at each
momentum direction. (b) Momentum-averaged DOS as a
function of the quasiparticle energy. Heff/∆ = 0 (black line);
0.3 (red); 0.6 (blue); 0.9 (green); 1.2 (pink). (c) Spin-resolved
DOS as a function of the quasiparticle energy. Heff/∆ = 0.6
(blue); 0.9 (green); 1.2 (pink). The quantization axis is along
the y-axis, while js = jsxˆ. The spin-up DOS N↑ is plotted
by solid lines, and the spin-down DOS N↓ - by dashed lines.
The DOS, calculated for the ballistic system according
to Eqs. (13) and (8), is presented in Fig. 2(b). But at first
it is instructive to look at the momentum-resolved DOS,
shown in Fig. 2(a). It is seen that for a given momentum
direction the DOS is just shifted with respect to zero en-
ergy, analogously to the case of a definite spin subband in
conventional Zeeman-split superconductors. The value of
4the shift is determined by the momentum direction and
is maximal for the momenta parallel to the supercurrent,
while the DOS is symmetric for the momenta perpendic-
ular to it. The momentum averaging of the DOS leads to
the results presented in Fig. 2(b). The gradual shrinking
and closing the gap upon the increase of Heff is simi-
lar to the case of the Zeeman-split superconductor. We
would like to note that in bulk superconductors the su-
perconductivity at zero temperature is suppressed by the
exchange field higher than the Clogston-Chandrasekhar
limit of superconductivity h > ∆/
√
2. But here the su-
perconductivity is induced by proximity to the bulk su-
perconductor with the large gap ∆0. Then the proximity
induced order parameter ∆ depends of the S/TI interface
transparency (see Sec. IV) and typically is considerably
smaller than ∆0. In this situation it makes sense to in-
vestigate the case Heff > ∆, as it is done in our work
and is presented in Fig. 2.
The spin-resolved DOS for the ballistic system is plot-
ted in Fig. 2(c). The quantization axis is chosen along
the y-axis and is directed perpendicular to the super-
current (which flows along the the x-axis) The y-axis is
just the direction of the effective exchange field in this
case and the spin polarization of the DOS is maximal
along this direction. We see that analogously to the case
of a conventional Zeeman-split superconductor61 there is
an energy window, where the difference N↑ −N↓ is very
high. The reversal of the supercurrent direction leads to
the interchange N↑ ↔ N↓.
This polarization is generated by the nonmagnetic su-
percurrent. The effect is not possible in conventional su-
perconductors and S/N bilayers. It only takes place due
to the spin-momentum locking property of the TI surface
state. This magneto-electric behavior of the DOS should
also be observed for any spin-orbit coupled superconduc-
tors and superconducting hybrid systems, but it is much
weaker there, because two different helical subbands are
present in such materials and partially compensate the
effects of each other.
In order to investigate the influence of the impuri-
ties on this magneto-electric behavior of the DOS, we
have calculated the DOS and the spin-resolved DOS in
the diffusive case. It appears that the current-induced
spin polarization of the DOS is robust against impuri-
ties. The DOS and spin-resolved DOS for the diffusive
case, calculated according to Eqs. (13), (14), (5), (9),
(10) and (11), are presented in Fig. 3. It is seen that
qualitatively the results for the spin-resolved DOS are
the same as for the ballistic case and the energy windows
of very high DOS polarization survive. It is worth to
note here that in the ballistic case the gap in the energy
spectrum is closed at Heff = ∆, as it is well-known for
conventional Zeeman-split superconductors. At the same
time for the diffusive case the gap can still be opened at
Heff > ∆ because, as it follows from Eq. 11, the param-
eter, which controls the smearing of the gap in this case,
is ∼ DH2eff/v2F ∼ τH2eff . This parameter can be smaller
than ∆ even at Heff/∆ > 1 provided that the impurity
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FIG. 3. DOS for the diffusive system. ∆τ = 0.15. (a) DOS
as a function of the quasiparticle energy. Heff/∆ = 0 (black
line); 0.6 (red); 1.2 (green); 1.8 (blue); 2.4 (tan); 3.0 (pink).
(b) Spin-resolved DOS as a function of the quasiparticle en-
ergy. Heff/∆ = 0.6 (red); 1.8 (blue); 3.0 (pink). The spin-up
DOS N↑ is plotted by solid lines, and the spin-down DOS N↓
- by dashed lines.
scattering is strong ∆τ  1.
The results discussed here are closely connected
to the supercurrent-induced electron spin polarization,
predicted14 for the homogeneous superconduting TI sur-
face states and S/TI/S Josephson junctions. Here we
demonstrate that the origin of this spin polarization is
the rebuilding of the quasiparticle DOS under the ap-
plied supercurrent.
III. N/3D TI/S HETEROSTRUCTURE AS AN
ELECTRICALLY CONTROLLABLE SPIN FILTER
In this section we demonstrate that the discussed above
magneto-electric behavior of the DOS can be exploited
for the creation of fully electrically controllable spin fil-
ters on the basis of S/TI bilayers.
The system under investigation is shown in Fig. 4. The
additional normal electrode is attached via the tunnel
junction to the surface states of the TI in the close vicin-
ity of the top superconductor, forming a N/TI junction.
The distance between the edge of the superconductor and
the electrode should not exceed the superconducting co-
herence length in order to have the proximity-induced
superconductivity in the contact region. To simplify cal-
culations we assume that the DOS in the TI surface
states in the region of the N/TI junction has just the
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FIG. 4. Sketch of the possible setup for the realization of
the electrically controllable spin filter. The spin polarized
current flows though the TI/N interface in response to the
voltage bias V applied between the normal electrode N and
the S/TI bilayer.
same form as in the homogeneous S/TI bilayer, consid-
ered above. Surely, this assumption is not quite correct,
because there is a decay of the proximity-induced super-
conductivity upon going away from the S/TI interface.
But at the distances smaller than the superconducting
coherence length the qualitative behavior of the Green’s
function survives.
We assume that the transparency of the N/TI junc-
tion is very low in order to suppress the Andreev re-
flection processes at the N/TI interface. These processes
are detrimental for the considered spin-filtering effect be-
cause they transfer electric current via the interface in the
form of opposite-spin Cooper pairs. In this tunnel limit
we calculate the electric current via the N/TI interface
Iσ, corresponding to the spin σ = ±1 along the chosen
quantization axis (y-axis), in the framework of the stan-
dard tunneling hamiltonian approach:
Iσ =
G
e
∞∫
−∞
dεNσ(ε)(fN (ε− eV )− fTI(ε)), (15)
where G is the conductance through the junction in the
normal state, and fN/TI(ε) are the Fermi distribution
functions of electrons inside the normal electrode and the
TI surface states, respectively.
The electric currents I↑,↓ as functions of the volt-
age V , applied to the N/TI junction, are shown in
Figs. 5(a)-(c) for the ballistic system. Fig. 5(d) demon-
strates the degree of the spin polarization of this current
P = (j↑ − j↓)/(j↑ + j↓). It is seen that the degree of the
current polarization is rather high for the voltage corre-
sponding to the energy window of highly-polarized DOS.
When the value of the supercurrent and, therefore, the
effective exchange field is increased, the corresponding
energy window shrinks. As a result, the degree of the
current polarization declines for larger supercurrents.
The results for the diffusive case are qualitatively the
same and are presented in Fig. 6. It is seen that high
degree of the current polarization can be only achieved
in case if the gap in the quasiparticle spectrun is not
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FIG. 5. Ballistic system. (a)-(c) I↑ (solid lines) and I↓
(dashed lines) as functions of eV/∆ for Heff/∆ = 0.5 (a);
1.0 (b) and 1.5 (c). (d) Degree of the current polarization for
all Heff , considered in panels (a)-(c). Different colors corre-
spond to the same Heff , as in panels (a)-(c).
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FIG. 6. Diffusive system. ∆τ = 0.15. (a)-(c) I↑ (solid lines)
and I↓ (dashed lines) as functions of eV/∆ for Heff/∆ = 0.6
(a); 1.8 (b) and 3.0 (c). (d) Degree of the current polarization
for all Heff , considered in panels (a)-(c).
smeared. This is valid as for the ballistic, so as for the
diffusive case. For the diffusive case it is also interest-
ing to investigate the degree of the current polarization
as a function of the impurity strength at a fixed value
of Heff . The results are presented in Fig. 7. It is seen
that the degree of the current polarization declines as the
impurity strength grows. This is because the spin polar-
ization of the DOS in the diffusive case is only due to
odd in momentum part of the Green’s function gRa nF ,
and this odd in momentum part vanishes as τ → 0 ac-
cording to Eq. (7). In other words, the strong impurity
scattering makes the Green’s function to become more
and more isotropic, and the nonzero spin dependence of
the DOS is impossible for the fully isotropic Green’s func-
tion under the condition of full spin-momentum locking
6in the quasiparticle spectrum.
In the opposite limit of larger ∆τ the Usadel approx-
imation fails. The intermediate limit ∆τ ∼ 1 is more
difficult for calculations, and in the clean limit ∆τ  1
the results were discussed above. We do not expect any
qualitative differences in spin filtering properties for the
intermediate impurity strength regime ∆τ ∼ 1 because
the current polarizations, calculated as for the clean, so
as for the diffusive cases are very similar.
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FIG. 7. Degree of the current polarization as a function of
eV/∆. Different curves correspond to different values of impu-
rity strength ∆τ = 0.03 (tan line), 0.06 (pink), 0.09 (green),
0.12 (red), 0.15 (blue), 0.18 (black). Heff = 1.0∆.
Since the spin-up and spin-down DOS interchange if
the direction of the supercurrent is reversed, one can
reverse the direction of the current polarization electri-
cally. The setup discussed above does not allow for ob-
taining the highly spin-polarized electric current with an
arbitrary direction of the polarization. But this can be
achieved on the basis of a little bit more complicated
system. From the engineering point of view it is possi-
ble to make a setup, which allows for the supercurrent
in the vicinity of the TI/N interface to flow in an ar-
bitrary required direction. Then it is possible to obtain
an arbitrary directed (perpendicular to the supercurrent)
polarization of the TI/N tunnel current.
The reservoir for the spins, which are transferred from
the TI to the N electrode, is the bulk top superconduc-
tor. We assume that the spin relaxation rate in the TI is
faster then the rate of the tunneling through the N/TI in-
terface. In this case the spin relaxation processes are able
to maintain the equilibrium distribution of the quasipar-
ticles in the TI surface states and our approach is appli-
cable. If the spin relaxation is slower than the tunneling
rate, the distribution function in the TI becomes nonequi-
librium and spin-dependent. In this case an additional
consideration of the kinetic equation is required to find
the distribution function and describe the spin-filtering
effect correctly.
IV. PROXIMITY INDUCED
SUPERCONDUCTIVITY IN THE
SUPERCURRENT DRIVEN REGIME
All the consideration of the previous sections is based
on the phenomenological model of the proximity-induced
superconductivity, where it is assumed that in the sur-
face states of the TI there is a singlet order parameter ∆.
On the other hand, microscopic approaches allow for a
more general description of the proximity effect in terms
of the Green functions of the superconductor. The corre-
sponding microscopic approaches in terms of the Gor’kov
Green’s functions technique were developed as for the TI
surface states tunnel coupled to the superconductor62–64,
so as for various low-dimensional systems63,65–72. Here
we derived quasiclassical Eilenberger type equations for
the surface states of the TI, where the proximity effect is
taken into account in terms of the Green functions of the
superconductor. This approach allows for calculation of
the real-space quasiclassical Green’s function in the sur-
face states of the TI as for a homogeneous S/TI bilayer,
described above phenomenologically, so as for an inho-
mogeneous system, which includes parts with proximity-
induced superconductivity.
A. Theoretical framework
We treat the TI surface states as a 2D system, while
the top superconductor is assumed to be conventional
3D material. Assuming tunneling coupling between the
systems, we can write the Hamiltonian of such a bilayer
as follows
H = HI +HS +HT , (16)
where
HI =
∫
d2r
{
Ψ†(r)
[−ivF (∇r × zˆ)σ − µ
+Vimp(r)− hσ
]
Ψ(r)
}
(17)
is the hamiltonian of the TI surface state,
HS =
∫
d2rdz
{
cˆ†
[−∇2r + ∂2z
2mS
+ Vimp(r)− µS − hσ
]
cˆ
+∆(r, z)c†↑c
†
↓ + ∆
∗(r, z)c↓c↑
}
(18)
is the hamiltonian of the top superconductor and
HT =
∫
d2rd2r′
{
cˆ†(r, z = 0)tˆ(r, r′)Ψ(r′) +
Ψ†(r′)tˆ(r′, r)cˆ(r, z = 0)
}
(19)
7describes the tunneling coupling between the two sys-
tems. Here Ψ†(r) = (Ψ†↑(r),Ψ
†
↓(r)) is the creation
operator of an electron at the TI surface, as before.
cˆ†(r, z) = (c†↑(r, z), c
†
↓(r, z)) is the creation operator of
an electron in the superconductor. r is a 2D vector in
plane of the TI surface and z is the out-of-plane coordi-
nate. tˆ(r, r′) is a hopping element between the TI and
the superconductor. It is a 2 × 2 matrix in spin space
and its particular form is discussed below.
Introducing the matrix Gor’kov Green’s function
GˇR(r, r′, ε) for the TI surface states, as it has been done
in Ref. 14, and following the derivation scheme, presented
in Ref. 70, we obtain the following equation for GˇR:[
ετz + ivF (∇r × zˆ)σ + µ+ hστz − Σˇimp − ΣˇT
]
GˇR =
δ(r − r′)1ˇ, (20)
where Σˇimp is the impurity self-energy, which in the
Born approximation can be written as Σˇimp(r) =
(1/piτν)GˇR(r, r). ΣˇT is the tunneling self-energy, which
comes from the coupling term between the TI and the
superconductor and
ΣˇT Gˇ
R =
∫
d2r1d
2r2d
2r3tˇ
†(r, r1)×
GˇRS(0)(r1, r2, z1 = z2 = 0)tˇ(r2, r3)Gˇ
R(r3, r
′). (21)
Here tˇ is the following matrix in the particle-hole space,
composed of the tunneling matrices for electron and hole
components:
tˇ(r, r′) =
(
tˆ(r, r′) 0
0 σy tˆ
∗(r′, r)σy
)
. (22)
The Green’s function GˇRS(0) is the Green’s function of the
top superconductor calculated for zero coupling tˆ = 0,
but with the exact self-energy terms. It should be found
from the equation:[
ετz +
∇2r + ∂2z
2mS
+ µ+ hστz − Σˇimp,S −∆eiχτ+ +
∆e−iχτ−
]
GˇRS(0) = δ(r − r′)δ(z − z′)1ˇ. (23)
Eqs. (20) and (23) are exact, but, in principle, they are
not enough for the full solution of the problem. Eq. (23)
contains self-energy terms ∆ and Σˇimp,S , which should
be found via the full Green’s function GˇRS of the super-
conductor. This Green’s function should be calculated
from the equation like Eq. (23), but including the tunnel-
ing self-energies. Here we neglect the inverse proximity
effect, that is the influence of the TI on the supercon-
ductor. In this case the self-energy terms ∆ and Σˇimp,S
are equal to their values in the bulk superconductor and
Eqs. (20) and (23) represent the full set of equations to
solve the considered problem.
Further we consider the superconductor in the pres-
ence of the applied electric supercurrent, otherwise it is
homogeneous. In this case the solution of Eq. (23) takes
the form:
GˇRS(0)(r, r
′, z = z′ = 0) =
∫
dpz
2pi
d2p
(2pi)2
eip(r−r
′) ×
eiχ(r)τz/2GˇRS(0)(p, pz)e
−iχ(r′)τz/2, (24)
where
GˇRS(0)(p, pz) = e
−ipi4Mσ
(
Gˆ+
1 + σz
2
+ Gˆ−
1− σz
2
)
ei
pi
4Mσ,
Gˆ± =
(ε− (∇χ)p2mS ± h)τz − ξ −∆iτy
(ε± h)2 − ξ2 −∆2 , (25)
and ξ = (p2 + p2z)/2mS − µ, M = (−hy, hx, 0)/h.
Further we assume that the S/TI interface is planar
and the momentum component, parallel to the interface
is conserved in the hopping event. In this case the hop-
ping element tˆ(r, r′) = tˆ(r − r′) only depends on r − r′.
Then the tunneling self-energy term Eq. (21) can be sim-
plified as follows:
ΣˇT Gˇ
R =
∫
d2p
(2pi)2
eip(r−r
′)tˇ†(p)GˇRS(0)(p,R)×
tˇ(p)GˇR(p,R), (26)
where we have turned to the mixed representation (r −
r′), [(r+r′)/2 ≡ R]→ p,R and neglect the terms of the
order∇RGˇ(p,R)/pF ,∇RGˇRS(0)(p,R)/pF and higher or-
ders. To the same accuracy
GˇRS(0)(p,R) = e
iχ(R)τz
2 ×∫
dpz
2pi
GˇRS(0)(p, pz)e
− iχ(R)τz2 , (27)
where GˇRS(0)(p, pz) is expressed by Eq. (25). Performing
integrating over pz we obtain:
GˇRS(0)(p,R) = −
i
2|vF,z(p)|e
iχ(R)τz
2 e−i
pi
4Mσ ×
(
gˆ+
1 + σz
2
+ gˆ−
1− σz
2
)
ei
pi
4Mσe−
iχ(R)τz
2 , (28)
and
gˆ± =
−i
[
(ε− (∇χ)p2mS ± h)τz −∆iτy
]
√
∆2 − (ε− (∇χ)p2mS ± h)2
. (29)
is the standard quasiclassical matrix Green’s function of
the bulk superconductor. Here vF,z(p) = pF,z/mS , where
(p2F,z + p
2)/(2mS) = µ.
Further we turn to the mixed representation in
Eq. (20), subtract the analogous equation, where the
Green’s function GˇR(p,R) is on left and perform the
ξ-integration. Following this standard procedure of
the quasiclassical derivation59, we obtain the following
8Eilenberger-type equation for the quasiclassical Green’s
function gˇR(nF ,R, ε):
−ivF
2
{
ηˆ,∇gˇR} = [(ε+ hσ)τz −
µn⊥σ − 〈gˇ
R〉
iτ
− ΣˇT,q, gˇR
]
, (30)
where ηˆ = (−σy, σx, 0).
ΣˇT,q = tˇ
†(pF )GˇRS(0)(pF ,R)tˇ(pF ), (31)
and pF is the Fermi momentum at the TI surface, as
before.
In order to proceed further we choose the simplest and
natural model for the spin structure of the hopping ma-
trix tˆ(p):
tˆ(p) = t
1 + n⊥σ
2
. (32)
This means that only the quasiparticles with the spin
directions corresponding to the helical conducting band
of the TI surface state [see Fig. 1(a)] can tunnel through
the S/TI interface. In addition we choose t to be real.
The spin structure of gˇR is determined by the projec-
tion onto the conduction band of the TI, Eq. (2). Taking
this into account we obtain from Eq. (30) the following
equation for the spinless quasiclassical Green’s function
gˆR:
−ivFnF∇gˆR =
[
(ε˜+ h˜n⊥)τz − ˆ˜∆ + i〈gˆ〉
2τ
, gˆ
]
(33)
This equation has the same form as Eq. (3), obtained
in the framework of the simple phenomenological model,
but the quasiparticle energy term and the exchange en-
ergy term are renormalized by the diagonal in particle-
hole space parts of the tunneling self-energy term:
ε˜ = ε+
t2
4|vF,z(pF )|
[ ε− (∇χ)p2mS + h√
∆2 − (ε− (∇χ)p2mS + h)2
+
ε− (∇χ)p2mS − h√
∆2 − (ε− (∇χ)p2mS − h)2
]
, (34)
h˜ = h+
t2
4|vF,z(pF )|
[ ε− (∇χ)p2mS + h√
∆2 − (ε− (∇χ)p2mS + h)2
−
ε− (∇χ)p2mS − h√
∆2 − (ε− (∇χ)p2mS − h)2
]h
h
. (35)
The phenomenological order parameter in Eq. (3) is
also substituted by the effective order parameter ˆ˜∆,
which originates from the Cooper pair wave function of
the top superconductor and takes the form:
ˆ˜∆ =
(
0 ∆˜eiχ
−∆˜e−iχ 0
)
(36)
∆˜ =
t2
4|vF,z(pF )|
[( ∆√
∆2 − (ε− (∇χ)p2mS + h)2
+
∆√
∆2 − (ε− (∇χ)p2mS − h)2
)
+
[( ∆√
∆2 − (ε− (∇χ)p2mS + h)2
− ∆√
∆2 − (ε− (∇χ)p2mS − h)2
)hn⊥
h
]
. (37)
It is seen that in the framework of the considered mi-
croscopic model the full equivalence between the Zee-
man term and the supercurrent is lost. This is because
it is absent in the top superconductor, which is not a
helical metal. The Zeeman term simply shifts the en-
ergy there, while the supercurrent acts as a momentum-
dependent Doppler shift and smears all the DOS fea-
tures. However, at low energies ε,Heff  ∆ to the
zeroth order in (ε,Heff )/∆, our microscopic model re-
duces to the phenomenological one, discussed above, with
ε˜→ ε, h˜→ h and the proximity-induced order parameter
∆˜ε→0 ≈ t2/2|vF,z|. In this low-energy region the equiva-
lence between the Zeeman term and the supercurrent is
preserved.
B. Spin-resolved DOS and spin-filtering effect
We focus on the ballistic limit here. The Green’s func-
tion is expressed by Eq. (8) with the substitution ε˜, h˜
and ∆˜ for ε, h and ∆, respectively. The DOS and spin-
resolved DOS are calculated according to Eqs. (13) and
(14), respectively. The results for the DOS are plotted in
Fig. 8. All the energies are normalized to the gap value
of the top superconductor ∆. The results, presented in
Fig. 8 correspond to the case of low-transparency S/TI in-
terface t2/2|vF,z| = 0.2∆. Panel (a) represents the DOS
when the true Zeeman field is zero and only a super-
current is applied to the system. Different curves are
for different values of the supercurrent. It is seen that
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FIG. 8. (a) DOS calculated in the framework of the micro-
scopic model. Different curves correspond to different values
of the supercurrent with Heff = 0 (black), 0.1 (red), 0.2
(blue), 0.3 (pink), 0.4 (green) in units of ∆, the true ex-
change field h = 0. (b) DOS at jS 6= 0 (corresponding to
Heff = 0.1∆) and h = 0 (blue line) in comparison to DOS at
jS = 0 and h = 0.1∆ (red line). t
2/(2|vF,z|) = 0.2∆ for the
both panels.
the DOS behavior in the low-energy region is practically
the same as in the framework of the phenomenological
model. The differences between the phenomenological
and the microscopic models are only in the high energy
region ε ∼ ∆, where the additional peaks, arising from
the gap of the top superconductor, appear. The spin-
resolved DOS manifests qualitatively the same behavior
and we do not show the corresponding figures.
Panel (b) of Fig. 8 demonstrates the DOS for nonzero
supercurrent, corresponding to Heff = 0.1∆ (blue
curve), in comparison to the DOS for the true Zeeman
field h = 0.1∆ and no applied supercurrent (red curve).
It is seen that there is a full equivalence between the
supercurrent-driven and field-driven results in the low-
energy region. The difference can be seen only for ener-
gies ε ∼ ∆, where the peaks, induced by the top super-
conductor gap are smeared by the supercurrent as com-
pared to the case of the applied Zeeman field.
Further we investigate the spin-filtering properties of
the system in the framework of this microscopic model.
The results are summarized in Fig. 9. Comparing this
Figure to Fig. 5, which presents the same quantities, cal-
culated on the basis of the phenomenological model, we
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FIG. 9. Spin-filtering properties, calculated in the framework
of the microscopic model. t2/(2|vF,z|) = 0.2∆. Supercurrent-
driven regime. (a) I↑ (solid line) and I↓ (dashed line) as
functions of V/∆ for Heff = 0.1∆. (b) Degree of the current
polarization for the same Heff .
see that they are practically the same, the additional fea-
tures at eV ≈ ∆ are too small to be seen in Fig. 9.
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FIG. 10. Results, calculated in the framework of the mi-
croscopic model, high-transparency case t2/(2|vF,z|) = 2.0∆.
(a) DOS for Heff = 0 (black line), 0.15 (red), 0.3 (blue), 0.45
(pink), 0.6 (green). (b) Spin-resolved DOS for the same Heff .
As before, the spin-up DOS is plotted by solid lines and the
spin-down DOS - by dashed lines. (c) I↑ (solid lines) and I↓
(dashed lines) as functions of V/∆ for the same Heff . (d)
Degree of the current polarization for the same Heff .
All the results, presented above, are calculated for
a low-transparent S/TI interface with t2/2|vF,z|  ∆.
Further we demonstrate the behavior of the DOS, spin-
resolved DOS and the spin-filtering properties for the
opposite case of high-transparent S/TI interface with
t2/2|vF,z| = 2∆. It is known that for such a high-
transparent case in non-helical systems the proximity-
induced gap becomes very close to the gap of the top
superconductor, but still slightly smaller than it70. Here
we observe the same picture. The DOS and spin-resolved
DOS are shown in panels (a) and (b) of Fig. 10, respec-
tively. Qualitatively their behavior is close to the re-
sults obtained in the framework of the phenomenological
model, but the quantitative fit by this phenomenological
model is not possible.
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The spin-polarized current for the high-transparent
case is shown in Fig. 10(c) for different Heff , and the cor-
responding current polarization is plotted in Fig. 10(d).
Again, qualitatively the results are very close to the re-
sults of the phenomenological model, but quantitatively
here there are two clearly visible characteristic features
in the current-voltage characteristics, which come from
the proximity-induced gap and the top superconductor
gap, respectively.
C. Spin structure and symmetry of the
proximity-induced condensate wave function
Cooper pair amplitudes are classified into four types
according to their behavior with respect to frequency,
momentum (parity), and spin73–75. Using a ”fre-
quency/spin/momentum” notation: ESE (even fre-
quency, spin singlet, even momentum), OSO (odd fre-
quency, spin singlet, odd momentum), ETO (even fre-
quency, spin triplet, odd momentum) and OTE (odd fre-
quency, spin triplet, even momentum).
The four symmetry states above exhaust all possi-
bilities compatible with Fermi statistics and the Pauli
exclusion principle. The usual spin singlet, s-wave
BSC superconductor is of ESE type, while the spin
triplet, p-wave superfluid formed in 3He76,77 or in
Rashba superconductors78,79 is of ETO type. OTE
type was first considered by Berezinskii80 in connec-
tion with early research on superfluid 3He. OSO
type was introduced in connection with unconventional
superconductors81–83. There are also suggestions for re-
alization of odd-frequency superconductivity (OSO or
OTE) in different models3.
But up to now an odd-frequency superconductor with
global spontaneous symmetry breaking has not been
found in nature. At the same time, the odd-frequency
superconductivity frequently takes place locally in some
spatial regions, e.g. near interfaces, line defects, or
inclusions3,84. As concerns the proximity-induced odd-
frequency superconductivity at the TI surface states,
the Zeeman term-induced OTE85 as well as the electric
current-induced OTE component86 were predicted. The
OSO component was also discussed in the presence of
the perpendicular exchange field and taking into account
the hexagonal warping of the Fermi surface87. The odd-
frequency superconductivity was also predicted due to
the combination of spin-momentum locking and transla-
tional symmetry breaking in S/N heterostructures based
on the edge channels of 2D TI88.
Here we demonstrate that in case if the chemical po-
tential is placed far from the Dirac point and the Fermi
surface consists of only one helical band, the property of
spin-momentum locking dictates that the amplitudes of
the odd-frequency singlet OSO and triplet OTE compo-
nents are equal. The same is valid for the even frequency
components ESE and ETO.
Indeed, the spin structure of the anomalous Green’s
function fˆR(nF ,R, ε) is determined by Eq. (2). The
momentum-dependent spinless amplitude fR(nF ,R, ε)
of this Green’s function should be found from Eq. (33).
For an arbitrary impurity strength it can be written
as fR(nF ) = f
R
s (nF ) + f
R
a (nF ), where f
R
s,a(nF ) =
(fR(nF )± fR(−nF ))/2 are its symmetric and antisym-
metric parts with respect to nF → −nF . Then for the
full anomalous Green’s function fˆR(nF ,R, ε), which is
a wave function of the Cooper pair and determines its
symmetry, we obtain:
fˆ(nF ,R, ε) =
fs
2
+
fs
2
n⊥σ +
fa
2
+
fa
2
n⊥σ. (38)
Further, the symmetry of fs,a with respect to Mat-
subara frequency ωn follows from the general symme-
try relations for the quasiclassical Green’s functions:
fˆ tr(nF , ωn) = σy fˆ(−nF ,−ωn)σy89. Substituting into
this relation the spin structure of fˆ Eq. (2) and turn-
ing to momentum-symmetric and antisymmetric compo-
nents fs,a we obtain that fs(nF , ωn) = fs(nF ,−ωn) and
fa(nF , ωn) = −fa(nF ,−ωn).
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FIG. 11. (a)Averaged over momentum directions 〈RefRs 〉 as a
function of ε. (b) 〈ImfRs 〉. For the both panels ε is normalized
to the gap of the top superconductor ∆. Different curves
correspond to different Heff = 0 (black), 0.1∆ (red), 0.2
(green), 0.3 (pink), 0.5 (tan), 0.75 (green). Microscopic model
with t2/(2|vF,z|) = 0.2∆.
Therefore, we can conclude that the first two terms in
Eq. (38) represent the ESE and ETO amplitudes, respec-
tively, while the second two terms correspond to OSO and
OTE amplitudes. It is seen that fa, which is nonzero only
in presence of heff 6= 0 in our system, is the measure of
the both types of the odd-frequency correlations simulta-
neously. For the ballistic case the particular expressions
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FIG. 12. (a) Averaged over momentum directions
−〈nF,xRefRa 〉 as a function of ε. (b) −〈nF,xImfRa 〉. The col-
ors marking Heff and the other parameters are the same as
in Fig. 11.
for the even-frequency amplitude fs and odd-frequency
amplitude fa can be obtained immediately from Eq. (8)
with the substitution ε˜, h˜ and ∆˜ for ε, h and ∆, re-
spectively. In order to demonstrate the behavior of even-
frequency and odd-frequency components panels (a) and
(b) of Fig. 11 represent the real and imaginary parts of
〈fRs 〉 (averaged over momentum directions) as functions
of ε for different effective exchange fields, while the real
and imaginary parts of −〈nf,xfRa 〉 are demonstrated in
panels (a) and (b) of Fig. 12. At Heff = 0 the antisym-
metric part fRa = 0 (black line coinciding with zero level).
Upon increasing Heff the antisymmetric part fa appears
at first in the vicinity of the coherence peaks, and after
that spreads over all the energies. It is seen that RefRs
is antisymmetric with respect to the energy, and ImfRs
is symmetric. For fa the situation is the opposite. It is
equivalent to the fact that in Matsubara frequencies fs
is the even function and fa is the odd one.
It is interesting that the proximity-induced supercon-
ductor, discussed here, allows for investigation of the su-
perconducting correlations at the effective Zeeman fields
exceeding the superconducting gap value, what is practi-
cally not possible for singlet bulk superconductors in the
presence of the Zeeman field (because at zero tempera-
ture the singlet superconductivity is destroyed for h ex-
ceeding the Pauli limit ∆/
√
2 and also because at nonzero
field the transition to normal state is a first-order phase
transition). It is seen from Figs. 11 and 12 that in the
regimes Heff < ∆g and Heff > ∆g, where ∆g is the
proximity-induced gap, the behavior of the condensate
wave functions is qualitatively different. At Heff < ∆g
the distance between the coherence peaks shrinks upon
increasing Heff , while this distance gets larger upon fur-
ther increase of Heff > ∆g. In this regime in the low-
energy region ε  ∆ the 〈ImfRs 〉 ∼ −〈nF,xRefRa 〉 are
approximately independent on energy, while RefRs and
RefRa are much smaller.
It is also worth to note that the spin-resolved DOS and
the odd-frequency amplitude fa are closely connected. In
terms of the symmetric and antisymmetric with respect
to the momentum parts of the Green’s function Eq. (14)
can be rewritten as
Nlˆ(ε) =
1
2
Re
[
〈gRs 〉+ lx〈gRa nF,y〉 − ly〈gRa nF,x〉
]
. (39)
It is seen that the DOS can be spin-dependent only due
to gRa 6= 0. From the other hand, it can be easily obtained
from the normalization condition that
gRa = −
fRa f˜
R
s + f
R
s f˜
R
a
2gRs
, (40)
that is, in the system with the spin-momentum locking
the difference N↑−N↓ and the odd-frequency amplitude
of the condensate wave function are zero or nonzero si-
multaneously.
V. CONCLUSIONS
The microscopic theory of S/3D TI bilayer structures
in terms of quasiclassical Green’s functions is developed.
The theory is formulated for real-space quantities and
allows for treating a number of transport and inhomoge-
neous problems.
On the basis of the developed formalism it is shown
that due to the property of full spin-momentum locking
the influence of the Zeeman field and the supercurrent
on the low-energy properties of the proximity-induced
superconductivity are the same. The DOS in the S/TI
bilayer manifests giant magneto-electric behavior and,
as a result, S/3DTI heterostructures can work as non-
magnetic electrically controllable spin filters.
In the presence of the in-plane Zeeman term or the
supercurrent all 4 symmetry-allowed types of supercon-
ducting correlations are induced by the proximity effect
in 3D TI/S heterostructures and the amplitudes of the
odd-frequency singlet OSO and triplet OTE components
are equal. The same is valid for the even frequency com-
ponents ESE and ETO.
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