Abstract. The representation theorems of Gelfand and Kakutani for commutative C*-algebras and AM-and AL-spaces are the basis for the Koopman linearization of topological and measure-preserving dynamical systems. In this article we prove versions of these results for dynamics on topological and measurable Banach bundles and the corresponding weighted Koopman representations on Banach modules.
Introduction
The concept of Koopman linearization provides a very powerful method to study dynamical systems, see [EFHN15] . Given a topological G-dynamical system, i.e., a locally compact group G acting continuously on a locally compact space Ω, one can consider the induced Koopman representation of G as automorphisms of the commutative C*-algebra C 0 (Ω) of all continuous functions on Ω vanishing at infinity given by T (g)f (x) := f (g −1 x) for x ∈ Ω, f ∈ C 0 (Ω), and g ∈ G.
Passing to these linear operators opens the door for the use of functional analytic tools (e.g., spectral theory) to investigate the qualitative properties of the G-dynamical system. This is justified by Gelfand's representation theory which shows that no relevant information is lost in this process. More precisely and in terms of category theory (see [Lan98] for an introduction), assigning the Koopman representation to a group action defines an equivalence of the category of topological G-dynamical systems and the category of strongly continuous representations of G as automorphisms of commutative C*-algebras, see, e.g., Section 1.4 of [Dix77] and Sections 4.3 and 4.4 of [EFHN15] . Likewise, in the measure theoretic setting Koopman representations on L 1 -spaces reflect the qualitative behavior of measure-preserving systems up to null sets (under some separability assumptions, see Section 7.3 and Chapter 12 of [EFHN15] ). Using Kakutani's representation theorem for AL-spaces (see Theorem II.8.5 of [Sch74] ), such Koopman representations can also be characterized in terms of Banach lattice theory.
These results connect topological dynamics and ergodic theory with functional analysis and operator theory and led, amongst others, to the classical and recent ergodic theorems. In this article we prove suitable versions of these representation theorems for dynamics on Banach bundles and modules. This can be the starting point for a systematic operator theoretic investigation of differentiable flows on manifolds and their differentials on tangent bundles.
We consider a Banach bundle E over a locally compact or measure space X and dynamics on E compatible with a fixed group action on X. These dynamical Banach bundles then induce weighted Koopman representations on Banach spaces of sections of the bundle. Such dynamical Banach bundles and the induced weighted Koopman representations appear naturally in many contexts. Important examples are so-called evolution families solving nonautonomous Cauchy problems (see Section VI.9 of [EN00] ) and derivatives of smooth flows on manifolds (see Chapter 5 of [BP13] ). The goal of this article is to characterize such weighted Koopman representations via abstract algebraic and lattice theoretic properties. The correspondence between topological Banach bundles and certain kinds of Banach modules has established in the 70s and 80s of the last century (see, e.g., [HK77] and [DG83] ). We extend these results to a dynamical setting and then also treat the measure theoretic case.
We start in Section 2 by recalling the concepts of topological and measurable Banach bundles and introduce dynamics on these bundles. Concrete examples motivate the abstract concepts. In the third section we consider Banach modules as the natural operator theoretic counterparts of Banach bundles. We introduce dynamics on these modules and give a first characterization of these operators via a locality condition (see Theorem 3.10). In particular, dynamical topological and measurable Banach bundles induce such "dynamical Banach modules" (see Example 3.13 and Example 3.16). As in the case of Banach lattices (see Sections II.7, II.8 and II.9 of [Sch74] ) there are two important classes of Banach modules which are dual to each other: AM-modules and AL-modules. In Subsection 4.1 we focus on AM-modules, which are known in the literature as (locally) convex Banach modules, see [HK77] or [Gie98] , and prove our first main result: A Gelfand-type representation theorem for dynamical AM-modules (see Theorem 4.6). In Subsection 4.2 we then discuss the duality between AM-and AL-modules (see Proposition 4.17). In Section 5 we see that AM-and AL-modules admit a lattice theoretic structure (see Proposition 5.3 and Proposition 5.9). In Theorem 5.5 and Theorem 5.16 we show that the algebraic structure of a module and this lattice theoretic structure are strongly related. In particular, weighted Koopman operators can be characterized algebraically (as weighted module homomorphisms) or in a lattice theoretic way (as dominated operators). We use the lattice theoretic structure to prove our second representation theorem, which clarifies the relation between dynamical measurable Banach bundles and AL-modules (see Theorem 5.12). It should be pointed out that-in contrast to the "AM case"-even the non-dynamical version of this result seems to be new (see Proposition 5.18). In the following all vector spaces are over K ∈ {R, C} and all locally compact spaces are Hausdorff.
Dynamical Banach bundles
2.1. The topological case. In this section we define dynamics on topological Banach bundles over some fixed topological dynamical system. Recall the following abstract definition of a Banach bundle (see Definition 1.1 in [DG83] , see also [HK77] ).
Definition 2.1. A (topological) Banach bundle over a locally compact space Ω is a pair (E, p E ) consisting of a topological space E and a continuous, open and surjective mapping p E : E −→ Ω satisfying the following conditions.
(ii) The mappings
are continuous where E × Ω E := x∈Ω E x × E x ⊆ E × E is equipped with the subspace topology.
(iii) The map
is upper semicontinuous.
(iv) For each x ∈ Ω and each open set W ⊆ E containing the zero 0 x ∈ E x there exist ε > 0 and an open neighborhood U of x such that
In the following we usually suppress the mapping p E and denote the bundle (E, p E ) simply by E. Moreover, we call E a continuous Banach bundle if the mapping · is continuous.
Remark 2.2. Note that if E is a Banach bundle over a locally compact space Ω, we obtain a Banach bundleẼ over the one-point compactfication K := Ω ∪ · {∞} in a canonical way by taking the spaceẼ := E ∪ · {0}, the canonical mapping pẼ :Ẽ −→ K and the topology onẼ generated by the topology on E and the sets
for compact L ⊆ Ω and ε > 0. In the following we will frequently make use of this fact.
We now list some important examples of Banach bundles.
Example 2.3.
(i) Let Z be any Banach space and Ω a locally compact space. Then E := Ω×Z is a continuous Banach bundle over Ω, called the trivial bundle with fiber Z if p E : Ω × Z −→ K is the projection onto the first component and Ω × Z is equipped with the product topology.
(ii) Consider a Riemannian manifold M . Then the tangent bundle T M over M is a continuous Banach bundle over M .
(iii) Let π : L −→ K be a continuous surjection between compact spaces L and K. For each k ∈ K let L k := π −1 (k) be the associated fiber.
We define
and endow this with the topology generated by the sets
Moreover, it is easy to see that E is a continuous Banach bundle if and only if π is open. This construction has been used in topological dynamics (see e.g., page 30 of [Kna67] or Section 5 of [Ell87] ).
The topology of a Banach bundle is determined by its continuous sections. We make this precise by the following definition and the subsequent lemma.
Definition 2.4. Let E be a Banach bundle over a locally compact space Ω. A continuous mapping s : Ω −→ E is a continuous section of E if p E •s = id Ω . We write Γ(E) for the space of continuous sections of E and
for the subspace of all continuous sections vanishing at infinity.
Lemma 2.5. Let E be a Banach bundle over a locally compact space Ω. For v ∈ E the sets
and ε > 0, form a neighborhood base of v in E.
Proof. In the case of a compact base space this follows from 1.5 and 3.16 of [Gie98] . The general case can readily be reduced to this by consideringẼ (cf. Remark 2.2).
In order to define dynamics on Banach bundles we need morphisms between them (cf. page 17 of [DG83] ).
Definition 2.6. Let Ω be a locally compact space and ϕ : Ω −→ Ω a continuous mapping. Consider Banach bundles E and F over Ω. A (bounded)
Banach bundle morphism over ϕ from E to F is a continuous mapping
Moreover, Φ is isometric if Φ| Ex is an isometry for each x ∈ Ω. If ϕ = id Ω , we simply call a Banach bundle morphism over ϕ a Banach bundle morphism.
We are interested in dynamical Banach bundles over invertible dynamical systems. Therefore we fix a topological G-dynamical system (Ω; ϕ) for the rest of the section, i.e., Ω is assumed to be a locally compact space and G is a locally compact group acting on Ω via the continuous mapping
Moreover, let S ⊆ G be a closed subsemigroup of G containing the neutral element e, i.e., a submonoid of G. Important examples of this situation are the cases of G = Z, S = N 0 and G = R, S = R 0 .
Definition 2.7. An S-dynamical Banach bundle over (Ω; ϕ) is a pair (E; Φ) of a Banach bundle E over Ω and a monoid representation
(i) the mapping
is a Banach bundle morphism over ϕ g for each g ∈ S,
(ii) Φ is jointly continuous, i.e., the mapping
is continuous, (iii) Φ is locally bounded, i.e., sup g∈K Φ g < ∞ for every compact subset K ⊆ S.
A morphism from an S-dynamical Banach bundle (E; Φ) over (Ω; ϕ) to an S-dynamical Banach bundle (F ; Ψ) over (Ω; ϕ) is a Banach bundle morphism
Remark 2.8. If Ω = K is compact, then conditions (i) and (ii) of Definition 2.7 already imply (iii). This can be seen using the same arguments as in the proof of Proposition 1.4 of [DG83] .
Remark 2.9. The concept of a dynamical Banach bundle is closely related to the notion of cocycles and linear skew-product flows (cf. Definition 6.1 of [CL99] ). In fact, if (E; Φ) is an S-dynamical Banach bundle over (Ω; ϕ), the operators
) for g ∈ S and x ∈ K satisfy the cocycle rule
for all g 1 , g 2 ∈ S and x ∈ Ω.
Now we consider dynamics on the Banach bundles of Example 2.3.
Example 2.10.
is a strongly continuous exponentially bounded cocycle in the sense of Definition 6.1 of [CL99] , then the continuous linear skew-product flow Φ t given by
for x ∈ Ω, v ∈ Z and t 0 defines an R 0 -dynamical Banach bundle (E; Φ) over (Ω; ϕ). Conversely, each R 0 -dynamical Banach bundle (E; Φ) defines a strongly continuous exponentially bounded cocycle by setting
for x ∈ Ω, v ∈ Z and t 0, where pr 2 : Ω × Z −→ Z is the projection onto the second component. In particular, evolution families (see Example 6.5 of [CL99] and Section IV.9 of [EN00]) define R 0 -dynamical Banach bundles.
(ii) If Ω = M is a Riemannian manifold and ϕ g : M −→ M is differentiable for each g ∈ G, then, by the chain rule, the differentials Dϕ g define a G-dynamical Banach bundle over (M ; ϕ).
(iii) Assume that Ω = K is compact and π : (L; ψ) −→ (K; ϕ) is an extension of topological G-dynamical systems, i.e., a continuous surjection intertwining the dynamics, and E is defined as in Example 2.3 (iii). For each g ∈ G consider
This defines a G-dynamical Banach bundle (E; Φ) over (K; ϕ).
The measurable case.
A measure space X is a triple (Ω X , Σ X , µ X ) consisting of a set Ω X , a σ-algebra Σ X of subsets of Ω X and a positive σ-finite measure µ X : Σ X −→ [0, ∞]. We also assume that our measure spaces are complete, i.e., subsets of null sets are measurable. We define Banach bundles over measure spaces as in Section II.4 of [FD88] or Appendix A.3 of [ADR00] (see also [Gut93b] ).
Definition 2.11. A (measurable) Banach bundle over a measure space X is a triple (E, p E , M E ) where E is a set, p E : E −→ Ω X is a surjective mapping such that the fiber E x := p −1 E (x) is a Banach space for each x ∈ Ω X and M E is a linear subspace of
(ii) for each s ∈ M E the mapping
Elements s ∈ S E are called sections and elements s ∈ M E are called measurable sections.
The bundle is separable if, in addition,
We mostly just write E for a measurable Banach bundle (E, p E , M E ).
Remark 2.12. Let X be a measure space and (E, p E ) a pair such that E is a set and p E : E −→ Ω X is a surjective mapping such that the fiber 
We briefly list some examples for measurable Banach bundles and refer to Appendix A.3 of [ADR00] for additional examples.
Example 2.13.
(i) Let X be a measure space and Z a Banach space. Consider E := X × Z with the projection p E onto the first component. The space of sections S E can be identified with the space of all functions from X to Z. The set of all strongly measurable functions (see Section 1.3.5 of [HP57] ) then defines a subset M E of S E which turns E into a measurable Banach bundle called the trivial Banach bundle with fiber Z. This coincides with the measurable Banach bundle generated by the constant sections (see Section II.5.1 of [FD88] ).
(ii) Let E be a topological Banach bundle over a locally compact space Ω, µ be a regular Borel probability measure on Ω and B(Ω) the Borel σ-algebra of Ω. Then the space Γ 0 (E) (see Definition 2.4) generates a measurable Banach bundle E µ over the completion of the measure space (Ω, B(Ω), µ). See Section 15 of [FD88] for a more explicit description of the measurable sections of a continuous Banach bundle.
Before introducing dynamics on measurable Banach bundles, we first define morphisms of measure spaces. A premorphism ϕ : X −→ Y between measure spaces X and Y is a measurable and measure-preserving mapping
for almost every x ∈ Ω X defines an equivalence relation on the set of premorphisms from X to Y . The equivalence classes with respect to this equivalence relation are then the morphisms from X to Y . As usual, given a morphism we will implicitly choose a representative of it but also denote it by ϕ when there is no room for confusion. We now define morphisms of measurable Banach bundles in a similar manner.
Definition 2.14. Let ϕ : X −→ X be a morphism on a measure space X. Consider Banach bundles E and F over X. A premorphism Φ from E to F over ϕ is a mapping Φ : E −→ F such that
Again, we want to identify premorphisms which agree up to a null set. Set
and
is called a morphism of measurable Banach bundles over ϕ. It is isometric if Φ| Ex is isometric for almost every x ∈ Ω X . If ϕ = id X , we call a morphism over ϕ simply a morphism of measurable Banach bundles. As above, we will implicitly choose representatives of morphisms whenever necessary and denote them with the same symbol.
Now we introduce dynamical measurable Banach bundles. For the rest of this section let G be a group with neutral element e ∈ G. A measurepreserving G-dynamical system (X; ϕ) is a measure space X together with a group homomorphism
where Aut(X) is the set of automorphisms of X. Also fix a submonoid S ⊆ G.
Definition 2.15. An S-dynamical Banach bundle over (X; ϕ) is a pair (E; Φ) of a measurable Banach bundle E over X and a monoid representation
such that Φ g is a morphism over ϕ g for every g ∈ S. We call (E; Φ) separable if E is separable.
A morphism between measurable Banach bundles (E; Φ) and (F ; Ψ) over (X; ϕ) is a morphism Θ : E −→ F of Banach bundles such that the diagram
Example 2.16.
(i) Let E be the trivial bundle with fiber Z (see Example 2.13 (i)). Then the S-dynamical Banach bundles correspond to measurable cocycles, i.e., mappings Φ :
v is strongly measurable for all g ∈ S and v ∈ Z, • ess sup x∈Ω X Φ(g, x) < ∞ for every g ∈ S.
(ii) Let (E; Φ) be a topological S-dynamical Banach bundle over a topological G-dynamical system (Ω; ϕ) (with G and S discrete) and let µ be a regular Borel measure on Ω. Moreover, let E µ be the induced measurable Banach bundle of Example 2.13 (ii). Then (E µ ; Φ) is an S-dynamical measurable Banach bundle.
Dynamical Banach modules
In the previous sections we have defined dynamics on topological and measurable Banach bundles. We now consider Banach modules as the operator theoretic counterparts. First we recall the following definition from Section 2 of [DG83] .
Definition 3.1. Let A be a commutative C*-algebra. A Banach space Γ which is also an A-module is a Banach module over A if f s f s for all f ∈ A and s ∈ Γ.
A homomorphism from a Banach module Γ over A to a Banach module Λ over A is a bounded operator T ∈ L (Γ, Λ) which is also an A-module homomorphism. It is isometric if T is an isometry.
In the following we always assume that Banach modules Γ over a commutative C*-algebra A are non-degenerate (see [Par08] ) in the sense that
Note that if (e i ) i∈I is an approximate unit for A (see Section 1.8 of [Dix77] ), then this is the case if and only if lim i e i s = s for each s ∈ Γ. In particular, if A has a unit, then the module is unitary.
We now discuss Banach modules associated with Banach bundles.
Example 3.2. Let E be a topological Banach bundle over a locally compact space Ω. Then Γ 0 (E) (see Definition 2.4) is a Banach module over C 0 (Ω) if equipped with the operation
and the norm · defined by s := sup x∈Ω s(x) for s ∈ Γ 0 (E).
Remark 3.3. Let Ω be a locally compact space and E a Banach bundle over Ω. If K is the one-point compactification of Ω andẼ the extended bundle of E (see Remark 2.2), then
is an isometric isomorphism of Banach spaces. In particular, we can consider Γ 0 (E) as a Banach module over C(K).
Example 3.4. For a measurable Banach bundle E over a measure space X we define
With the natural norms and operations the spaces Γ 1 (E) and Γ ∞ (E) are Banach modules over L ∞ (X).
In order to define dynamical Banach modules we now proceed as above and define first "morphisms over morphisms".
Definition 3.5. Let A be a commutative C*-algebra and T ∈ L (A) a *-homomorphism. Moreover, let Γ and Λ be Banach modules over
Example 3.6.
If E and F are Banach bundles over Ω and Φ : E −→ F is a Banach bundle morphism over ϕ, the weighted Koopman operator
(ii) Let ϕ : X −→ X be an automorphism of a measure space X.
If E and F are Banach bundles over X and Φ : E −→ F is a Banach bundle morphism over ϕ, the weighted Koopman operator
Before introducing the concept of dynamical Banach modules we prove a different characterization of T -homomorphisms as some sort of "locality preserving operators". We start with the following definition.
Definition 3.7. Let A be a commutative C*-algebra and Γ a Banach module over A. For s ∈ Γ we call the closed ideal
the supporting ideal of s in A.
If A = C 0 (Ω) for some locally compact space Ω, there is a correspondence between the concept of supporting ideals and the following notion of support (see Definition 9.3 of [AAK92] ).
Definition 3.8. Let Ω be a locally compact space and Γ a Banach module
Lemma 3.9. Let Ω be a locally compact space and Γ a Banach module over C 0 (Ω). Then
for every s ∈ Γ.
The following is a first characterization of T -homomorphisms extending Theorem 9.5 of [AAK92] .
Theorem 3.10. Let Ω be a locally compact space, Γ and Λ Banach modules over C 0 (Ω) and T ∈ L (C 0 (Ω)) a *-automorphism. For T ∈ L (Γ, Λ) the following assertions are equivalent.
(a) T is a T -homomorphism.
For the proof we need the following lemma.
Lemma 3.11. Let Ω be a locally compact space and Γ be a Banach module over C 0 (Ω). Let K = Ω ∪ · {∞} be the one-point compactification of Ω. The mapping
Proof. It is easy to check that the mapping above actually turns Γ into a module over C(K). Choose an approximate unit (e i ) i∈I for C 0 (Ω). Now take f ∈ C(K) and s ∈ Γ and observe that
This shows f s f s and therefore Γ is a Banach module over C(K).
Proof (of Theorem 3.10). The equivalence of (b) and (c) is obvious while the equivalence of (a) and (c) follows from Theorem 9.5 of [AAK92] if K = Ω is compact and ϕ = id K 1 . Now take Ω non-compact but still assume ϕ = id Ω . We consider the onepoint compactification K of Ω and the module structure of Γ over C(K) (see Lemma 3.11). For s ∈ Γ we denote the support of s with respect to this module structure by supp K (s). It is easy to see that
Let (e i ) i∈I be an approximate unit for C 0 (Ω). It is easy to see that ∞ / ∈ supp K (s) if and only if there is g ∈ C 0 (Ω) with gs = s. But this is the case if and only if there is i 0 ∈ A with (e i g − e i )s = 0, i.e., (e i g − e i )| supp(s) = 0 for every i i 0 . Therefore, the result for non-compact Ω can be reduced to the compact case. Finally let ϕ : Ω −→ Ω be an arbitrary homeomorphism of a locally compact space Ω. Consider the module Λ Tϕ which is the space Λ equipped with the new operation f · Tϕ s := T ϕ f · s for f ∈ C 0 (Ω) and s ∈ Λ. Then T ∈ L (Γ, Λ) is a T ϕ -homomorphism if and only if T ∈ L (Γ, Λ Tϕ ) is a homomorphism of Banach modules. By the above, this is the case if and only if
We now introduce dynamical Banach modules. Fix a pair (A; T ) of a commutative C*-algebra A and a strongly continuous group representation T : G −→ L (A) of a locally compact group G as *-automorphisms of A. Moreover, let S ⊆ G be a fixed closed submonoid.
Definition 3.12. An S-dynamical Banach module over (A; T ) is a pair (Γ; T ) consisting of a Banach A-module Γ and a monoid representation
(ii) T is strongly continuous, i.e.,
is continuous for every s ∈ Γ.
A homomorphism from an S-dynamical Banach module (Γ; T ) over (A; T ) to an S-dynamical Banach module (Λ; S) over (A; T ) is a homomorphism V ∈ L (Γ, Λ) of Banach modules over A such that the diagram
Starting with the topological case, we now show that dynamical Banach bundles induce dynamical Banach modules.
Example 3.13. Consider an S-dynamical Banach bundle (E; Φ) over a topological G-dynamical system (Ω; ϕ). For each g ∈ G the Koopman operator T ϕ (g) := T ϕg is a *-auotmorphism of C 0 (Ω) (see Example 3.6 (i)) and g → T ϕ (g) defines a representation of G as operators on C 0 (Ω), called the Koopman representation which is strongly continuous (this is probably wellknown, but also a special case of Proposition 3.14 below). By setting T Φ (g) := T Φg for each g ∈ S we obtain a T ϕ (g)-homomorphism T Φ (g) ∈ L (Γ 0 (E)) for each g ∈ S (see Example 3.6). We call the monoid representation T Φ the weighted Koopman representation of (E; Φ).
Proposition 3.14. Let (Ω; ϕ) be a topological G-dynamical system, A = C 0 (Ω) and T = T ϕ the Koopman representation of (Ω; ϕ).
(ii) For a morphism Θ :
Lemma 3.15. Let (E; Φ) be an S-dynamical Banach bundle over (Ω; ϕ). Let K := Ω ∪ · {∞} be the one-point compactification of Ω. Then the following assertions hold.
(i) The mapping
defines an S-dynamical Banach bundle (Ẽ;Φ) over (K;φ).
Proof.
∈ L and Φ h v < ε. This shows thatΦ is jointly continuous.
Proof (of Proposition 3.14). We first prove continuity of the weighted Koopman representation in the case of a compact space Ω = K. Fix s ∈ Γ(E) and let g ∈ S and ε > 0. For each x ∈ K the set
is a neighborhood of Φ g s(g −1 x). Since the mapping
is continuous as a composition of the continuous mappings
we find a neighborhood O ⊆ S of g and a neighborhood U ⊆ K of g −1 x such that Φ h s(y) ∈ V for every h ∈ O and y ∈ U , i.e.,
By compactness of K we thus find a neighborhood W ⊆ S of g with
The general case of (i) now follows from Lemma 3.15 and Remark 3.3 and part (ii) is obvious.
Example 3.16. Let G carry the discrete topology, (X; ϕ) be a measurepreserving G-dynamical system, A = L ∞ (X) and T = T ϕ the induced Koopman representation on L ∞ (X), i.e., T ϕ (g) := T ϕg for every g ∈ G.
Then every S-dynamical Banach bundle (E; Φ) over (X; ϕ) induces a weighted Koopman representation T Φ on Γ 1 (E) which defines a dynamical Banach bundle. Moreover, if Θ : (E; Φ) −→ (F ; Ψ) is a morphism of S-dynamical Banach bundles over (X; ϕ), then V Θ s := Θ • s for s ∈ Γ 1 (E) defines a homomorphism from (Γ 1 (E); T Φ ) to (Γ 1 (F ); T Ψ ).
AM-and AL-modules
We have seen that topological and measurable Banach bundles induce dynamical Banach modules and that these assignments are functorial. We now describe the essential ranges of these functors. For this we recall a connection between Banach modules and Banach lattices, observed by Kaijser in Proposition 2.1 of [Kai78] and Abramovich, Arenson and Kitover in Lemma 4.6 of [AAK92] in the compact case. We give a new proof for the locally compact case based on Lemma 1 of [Cun67] and also provide more details on the lattice structure.
Proposition 4.1. If Ω is a locally compact space, Γ a Banach module over C 0 (Ω) and s ∈ Γ, then the submodule Γ s := C 0 (Ω) · s is a Banach lattice with positive cone C 0 (Ω) + · s. Moreover, we obtain the following for f, g ∈ C 0 (Ω, R),
(iv) |f s| = |f |s.
Proof. Since Γ s is also a Banach module over C 0 (Ω)/I s ∼ = C 0 (supp(s)) and the canonical mapping C 0 (Ω) −→ C 0 (supp(s)) is a lattice homomorphism (see Proposition II.2.6 of [Sch74]) we may assume that I s = {0}. Now let f, g ∈ C 0 (Ω) with |g| |f |. Take N := g −1 ({0}) and choose an approximate unit (e i ) i∈I for I N := {h ∈ C 0 (Ω) | h| N = 0} such that e i has compact support for every i ∈ I. Also define h ∈ C 0 (Ω) by
Then |h i (x)| 1 for every x ∈ Ω and therefore
Now consider the case K = R and equip the normed space C 0 (Ω) · s with the order generated by the cone C 0 (Ω) + · s. Using that I s = {0}, it follows that f s gs for f, g ∈ C 0 (Ω) if and only if f g. This implies that A · s is a normed vector lattice with properties (i) -(iv) and by Corollary 2 on page 84 of [Sch74] Γ s is a Banach lattice with positive cone A + · s. Moreover, since every normed vector lattice is a sublattice of its completion, the properties (i) -(iv) still hold with respect to the lattice operations of Γ s .
In particular, lim n→∞ (f n −ig n )s = 0. The inequality |f n | |f n −ig n | implies
for every n ∈ N and therefore t = lim n→∞ f n s = 0. Consequently, C 0 (Ω, R)s∩ iC 0 (Ω, R)s = {0}.
On the other hand, if t = lim n→∞ f n s for a sequence (f n ) n∈N , a similar argument shows that ((Ref n
s is the complexification of a real Banach lattice, hence a complex Banach lattice.
We use this observation to introduce different types of Banach modules.
AM-modules.
The first is based on the concept of AM-spaces (see [Sch74] , Section II.7).
Definition 4.2. Let Ω be a locally compact space. A Banach module Γ over
Remark 4.3. Clearly a Banach module over C 0 (Ω) is an AM-module over C 0 (Ω) if and only if
Example 4.4. If E is a topological Banach bundle over a locally compact space Ω, then Γ 0 (E) (see Definition 2.4) is an AM-module over C 0 (Ω).
Remark 4.5.
(i) AM-modules are known in the literature as locally convex Banach modules (see Definition 7.10 in [Gie98] or Definition 1.1 of [Par08] , see also [HK77] ) and are defined differently. By Proposition 7.14 of [Gie98] our definition is equivalent in the unital case, and using an approximate identity, even in the general setting. Our terminology leads to a duality between AM and AL-modules, see Proposition 4.17 below.
(ii) Given a compact space K, each AM-module over C(K) is isometrically isomorphic to a space of sections Γ(E) of some Banach bundle E over K which is unique up to isometric isomorphy (see Theorems 2.5 and 2.6 of [DG83] ). The same holds (and is probably well-known) in the locally compact case if Γ(E) is replaced with Γ 0 (E). However, since we did not find a reference for this fact, we give a proof in Proposition 4.10 below.
We now state and prove our first representation result for dynamical Banach modules.
Theorem 4.6. Let G be a locally compact group, S ⊆ G be a closed submonoid and (Ω; ϕ) a topological G-dynamical system. Then the assignments
define an essentially surjective, fully faithful functor from the category of S-dynamical topological Banach bundles over (Ω; ϕ) to the category of Sdynamical AM-modules over (C 0 (Ω); T ϕ ).
The proof of Theorem 4.6 starts with the following simple observation.
Lemma 4.7. Let Ω be a locally compact space, ϕ : Ω −→ Ω a homeomorphism and (E, p E ) be a Banach bundle over Ω. Then (E ϕ , p ϕ ) with E ϕ := E and p ϕ := ϕ −1 • p E is a Banach bundle over Ω which has the following properties.
(i) The identical mapping id E : E −→ E ϕ is a Banach bundle morphism over ϕ −1 .
(ii) If F is a Banach bundle over Ω, then a mapping Φ : F −→ E is a Banach bundle morphism over ϕ if and only if Φ : F −→ E ϕ is a Banach bundle morphism over id Ω .
Using these facts, most of the proof of Theorem 4.6 can be reduced to the non-dynamical case. We first consider single operators.
Lemma 4.8. Let E and F be Banach bundles over a locally compact space Ω. Moreover, let ϕ : Ω −→ Ω be a homeomorphism and T ∈ L (Γ 0 (E), Γ 0 (F )) a T ϕ -module homomorphism. Then there is a unique Banach bundle morphism Φ over ϕ with T = T Φ . Moreover, Φ = T and T is an isometry if and only if Φ is isometric.
Proof. Assume that Ω = K is compact. Consider the bundle F ϕ induced by ϕ, see Lemma 4.7. The operator V ∈ L (Γ(E), Γ(F ϕ )) defined by V s := s • ϕ is an isometric and surjective T ϕ −1 -homorphism. Therefore, V T ∈ L (Γ(E), Γ(F ϕ )) is a (non-dynamical) homomorphism of Banach modules. By Theorem 2.6 of [DG83] we thus find a unique bundle morphism Φ : E −→ F ϕ over id K with
for each s ∈ Γ(E), i.e., Φ : E −→ F is the unique bundle morphism over ϕ with
for every s ∈ Γ(E). Moreover, Φ = V T = T and Φ is isometric if and only if V T is an isometry, i.e., if and only if T is isometric (see Propositions 10.13 and 10.16 of [Gie98] ). Now suppose that Ω is non-compact, but locally compact. Let K be the onepoint compactification andφ : K −→ K the canonical continuous extension of ϕ. The canonical mapping
is an isometric isomorphism of Banach spaces (see Remark 3.3) and therefore T induces an operatorT ∈ L (Γ(Ẽ), Γ(F )). It is easy to check thatT is a Tφ-homomorphism and we can apply the first part to find a unique bundle morphismΦ :Ẽ −→Ẽ overφ with T (s| Ω ) = (Φ • s •φ −1 )| Ω for every s ∈ Γ(Ẽ). Since each Banach bundle morphism of E has a unique extension to a Banach bundle morphism ofẼ, the restrictionΦ| E is the unique bundle morphism Φ over ϕ with T s := Φ • s • ϕ −1 for all s ∈ Γ 0 (E). The remaining claims are obvious.
Lemma 4.9. Let G be a locally compact group with identity element e ∈ G, S ⊆ G be a closed submonoid and (Ω; ϕ) a topological G-dynamical system. Moreover, let E be a Banach bundle over Ω and let T : S −→ L (Γ 0 (E)) be a strongly continuous monoid representation such that (Γ 0 (E); T ) is an S-dynamical Banach module over (C 0 (Ω); T ϕ ). Then there is a unique Sdynamical Banach bundle (E; Φ) over (Ω; ϕ) such that T Φ = T .
Proof. We apply Lemma 4.8 to find a unique bundle morphism Φ g over ϕ g such that T (g) = T Φg for each g ∈ S. Since T (e) = Id Γ 0 (E) , we obtain that Φ(e) = id E . Moreover, for g 1 , g 2 ∈ S we obtain thatΦ := Φ g 1 • Φ g 2 is a bundle morphism over ϕ g 1 g 2 with
By uniqueness of Φ g 1 g 2 we therefore obtain
To conclude the proof we have to show that the mapping
is jointly continuous and that Φ is locally bounded. The latter follows since Φ(g) = T (g) for every g ∈ S by Lemma 4.8 and T is locally bounded by strong continuity and the principle of uniform boundedness. Now let v ∈ E and g ∈ S. Take s ∈ Γ 0 (E) with s(gp E (v)) = Φ g v, ε > 0 and an open neighborhood U ⊆ K of gp E (v). Since Φ g is continuous, we find s ∈ Γ 0 (E), δ > 0 and a neighborhoodṼ of p E (v) such thats(p E (v)) = v and
in particular Φ gs (x) − s(gx) < ε for every x ∈Ṽ . Since ϕ is continuous, we find a neigborhood V ⊆Ṽ of p E (v) and a neighborhoodW of g in S such that hy ∈ g(Ṽ ) ∩ U for every y ∈ V and h ∈W . Finally choose a compact neighborhood W ⊆W of g with
for every h ∈ W . Then M := sup h∈W T (h) < ∞ and for h ∈ W and u ∈ V (s, V,
and hp E (u) ∈ U . This shows
for each h ∈ W and u ∈ V (s, V, ε M +1 ) and thus Φ is jointly continuous.
Finally, we look at AM-modules.
Proposition 4.10. Let Ω be a locally compact space and Γ an AM-module over C 0 (Ω). Then there is a Banach bundle E over Ω such that Γ 0 (E) is isometrically isomorphic to Γ. Moreover, this bundle is unique up to isometric isomorphy.
Proof.
If Ω is compact, the claim holds by Theorem 2.6 of [DG83] . If Ω is non-compact, we consider Γ as a Banach module over C(K) where K is the one-point compactification of Ω (see Lemma 3.11). Using a similar argument as in Lemma 3.11 we see that Γ is then an AM-module over C(K) and we therefore find a Banach bundle F over K such that Γ(F ) is isometrically isomorphic to Γ as a Banach module over C(K). Moreover, by the proof of Theorem 2.6 of [DG83] we have F ∞ ∼ = Γ/J ∞ with
Since Γ is non-degenerate, we obtain J ∞ = Γ and thus F ∞ = {0}. We can therefore define a Banach bundle E over Ω by setting E := F \ F ∞ and p E := p F | E and it is clear that F =Ẽ. In particular, we obtain an isometric isomorphism of Banach spaces (see Remark 3.3)
and it is then easy to check that Γ is isometrically isomorphic to Γ 0 (E) as a Banach module over C 0 (Ω). Uniqueness follows directly from Lemma 4.8.
Combining Proposition 4.10 with the preceding Lemmas 4.8 and 4.9, the proof of Theorem 4.6 is straightforward. We skip the details.
Remark 4.11. It is not hard to construct an inverse to the functor of Theorem 4.6. In fact, if Γ is an AM-module over C 0 (Ω), then we obtain the fibers E x of a Banach bundle E by setting
(Ω) with f (x) = 0 and s ∈ Γ},
for x ∈ Ω, see Section 2 of [DG83] or Section 7 of [Gie98] . Moreover, if
With these constructions one can assign a dynamical Banach bundle to a dynamical AM-module (Γ; T ). We leave the details to the reader (cf. Theorem 2.6 of [DG83] ).
AL-modules.
The dual concept of AM-spaces in the theory of Banach lattices are so-called AL-spaces (see Section II.8 of [Sch74] ). Again we make use of this concept to introduce a certain class of Banach modules. Note that if X is a measure space, then L ∞ (X) is *-isomorphic to C(K) for some compact space K. Thus, every Banach module over L ∞ (X) can be seen as a Banach module over C(K). In particular, we may speak of AL-modules over L ∞ (X).
Example 4.14. Let E be a measurable Banach bundle over a measure space X. Then Γ 1 (E) (see Example 3.4) is an AL-module over L ∞ (X).
Remark 4.15. It is tempting to expect that for a measure space X every AL-module over L ∞ (X) is already isomorphic to a space Γ 1 (E) for some measurable Banach bundle E over X. However, we will see below that this is not the case (see Example 5.10).
As in the case of Banach lattices, AM-and AL-modules are dual to each other. To formulate this result we first equip the dual space of a Banach module with a module structure.
Definition 4.16. Let Γ be a Banach module over a commutative C*-algebra A. Then the dual space Γ ′ equipped with the operation (f · s ′ )(s) := s ′ (f · s) for s ∈ Γ, s ′ ∈ Γ ′ and f ∈ A is the dual Banach module of Γ over A.
It is straightforward to check that the dual Banach module of a Banach module is in fact a Banach module. We can now make the duality between AM and AL-modules precise using the following result due to Cunnigham (see [Cun67] ) though in somewhat different notation. He only treats the compact case. However, using Lemma 3.11 the general result can easily be deduced from this.
Proposition 4.17. Let Ω be a locally compact space. For a Banach module Γ over C 0 (Ω) the following assertions hold.
(i) Γ is an AM-module if and only if Γ ′ is an AL-module.
(ii) Γ is an AL-module if and only if Γ ′ is an AM-module.
Lattice normed modules
5.1. U 0 (Ω)-normed modules. As observed in [Cun67] , AM-modules admit an additional lattice theoretic structure. For a locally compact space Ω, we write
and introduce the following concept (see Section 6.6 of [HK77] for the compact case).
Definition 5.1. Let Ω be a locally compact space and Γ a Banach module over C 0 (Ω). A mapping
for all s, s 1 , s 2 ∈ Γ and f ∈ C 0 (Ω). A Banach module over C 0 (Ω) together with a U 0 (Ω)-valued norm is called a U 0 (Ω)-normed module.
Example 5.2. Let E be a Banach bundle over a locally compact space
Note that each U 0 (Ω)-normed module is automatically an AM-module over C 0 (Ω). The converse also holds and is basically due to Cunningham in the compact case (see Lemma 3 and Theorem 2 in [Cun67] ).
Proposition 5.3. Let Ω be a locally compact space. For a Banach module Γ over C 0 (Ω) the following are equivalent.
(a) Γ is an AM-module over A.
In this case the U 0 (Ω)-valued norm is unique and given by
for x ∈ Ω and s ∈ Γ.
Proof. Using Lemma 3.11, existence and the desired formula of the U 0 (Ω)-valued norm can be reduced to the compact case which is treated in Lemma 3 of [Cun67] . For uniqueness, observe that any
for every x ∈ Ω and s ∈ Γ. On the other hand, if x ∈ Ω, s ∈ Γ and ε > 0, we find a neighborhood U of x such that |s|(y) |s|(x) + ε for every y ∈ U since |s| is upper semicontinuous. Thus, there is f ∈ C 0 (Ω) + with f = f (x) = 1 and
which implies the claim.
Remark 5.4. The representing Banach bundles of AM-modules Γ over C 0 (Ω) satisfying |s| ∈ C 0 (Ω) ⊆ U 0 (Ω) for every s ∈ Γ are precisely the continuous Banach bundles (see Theorem 15.11 of [Gie98] or pages 47-48 of [DG83] for the compact case; the locally compact case can easily be reduced to this).
We can now state the main theorem of this subsection which shows that the algebraic and lattice theoretic structures of U 0 (Ω)-normed modules are closely related to each other.
Theorem 5.5. Let Ω be a locally compact space, ϕ : Ω −→ Ω a homeomorphism and Γ and Λ U 0 (Ω)-normed modules. For T ∈ L (Γ, Λ) the following are equivalent.
(a) T (f s) = T ϕ f · T s for every f ∈ C 0 (Ω) and s ∈ Γ.
(b) supp(T s) ⊆ ϕ(supp(s)) for every s ∈ Γ.
(c) |T s| T · T ϕ |s| for every s ∈ Γ.
(d) There is m > 0 such that |T s| m · T ϕ |s| for every s ∈ Γ.
Moreover, if Γ = Γ 0 (E) and Λ = Γ 0 (F ) for Banach bundles E and F over Ω, then the properties above are also equivalent to the following assertion.
(e) There is a morphism Φ over ϕ with T = T Φ .
If (e) holds, then the morphism Φ in (e) is unique, Φ = T and Φ is isometric if and only if T is isometric.
For the proof we need the following lemma connecting the vector-valued norm with the concept of support introduced in Definition 3.8.
for each s ∈ Γ.
Proof. Let x ∈ Ω with |s|(x) = 0 and f ∈ C 0 (Ω) with f (x) = 0. Then |f s|(x) = |f |(x)|s|(x) = 0 and therefore f s = 0. Conversely, let x ∈ supp(s). Assume there is an open neighborhood U of x such that |s|(y) = 0 for every y ∈ U . We then find a positive function f ∈ C 0 (Ω) with support in U and f (x) = 1. But then |f s| = |f ||s| = 0 and therefore f s = 0 which contradicts x ∈ supp(s).
Proof (of Theorem 5.5). The equivalence of (a) and (b) holds by Theorem 3.10. Now assume that (a) and (b) hold and there is s ∈ Γ such that |T s| T · T ϕ |s|. We then find x ∈ Ω with T · |s|(x) < |T s|(ϕ(x)). Since |s| is upper semi-continuous, we find an open neighborhood V of x such that T · |s|(z) < |T s|(ϕ(x)) for all z ∈ V . Now choose a compact neighborhood W of x contained in V . Since x ∈ supp(s) by Lemma 5.6 and (b), we find y ∈ W with s(y) = 0. Now take a positive function f ∈ C c (Ω) supported in V with 0 f ½ and f (z) = 1 for every z ∈ W . Thens := f s = 0 and
Ts , contradicting the definition of T . The implications "(c) ⇒ (d)" and "(d) ⇒ (b)" are obvious and the rest of the theorem follows from Lemma 4.8.
Remark 5.7. In view of Proposition 5.3 and Theorem 5.5, the assignments of Theorem 4.6 also define an essentially surjective and fully faithful functor from the category of dynamical Banach bundles over a topological dynamical system (Ω; ϕ) to the category having as objects pairs of U 0 (Ω)-normed modules and monoid representations of "dominated operators" (in the sense of Theorem 5.5 (c)) and as morphisms operators V ∈ L (Γ, Λ) between U 0 (Ω)-normed modules such that there is an m > 0 with |V s| m · |s| for all s ∈ Γ.
5.2. L 1 (X)-normed modules. AL-modules also admit a vector-valued norm.
Definition 5.8. Let A be a commutative C * -algebra and Γ a Banach module over A. A mapping
for all s, s 1 , s 2 ∈ Γ and f ∈ A. A Banach module over A together with a A ′ -valued norm is called a A ′ -normed module.
Again the main part of the following result is due to Cunningham in the compact case (see Theorem 4 of [Cun67] ). We give a new proof in the general case and also provide an explicit formula for the vector-valued norm.
Proposition 5.9. Let Ω be a locally compact space. For a Banach module Γ over C 0 (Ω) the following are equivalent.
(a) Γ is an AL-module over C 0 (Ω).
In this case, the C 0 (Ω) ′ -valued norm is unique and given by |s|(f ) := f s for all s ∈ Γ and f ∈ C 0 (Ω) + .
Proof. It is clear that (b) implies (a) since C 0 (Ω) ′ is an AL-space by Proposition 9.1 of [Sch74] . If (a) holds, we define |s|(f ) = f s for all s ∈ Γ and f ∈ C 0 (Ω) + . For every s ∈ Γ the map |s| : C 0 (Ω) + → R 0 is additive and positively homogeneous and therefore has a unique positive extension |s| ∈ A ′ by Lemma 1.3.3 of [MN91] . Now take an approximate unit (e i ) i∈I for C 0 (Ω). Then
where the last equality follows from Proposition 2.1.5 of [Dix77] . It is clear that |s 1 + s 2 | |s 1 | + |s 2 | for all s 1 , s 2 ∈ Γ. Finally, let f ∈ C 0 (Ω) and s ∈ Γ. Then |f s|(g) = gf s = |gf |s = |s|(|f |g) = (|f | · |s|)(g) for every g ∈ C 0 (Ω) + , where the second equality follows from the fact that Γ s is a Banach lattice (see Proposition 4.1). This shows |f · s| = |f | · |s|. To prove uniqueness, let | · | be any C 0 (Ω) ′ -valued norm on Γ and let (e i ) i∈I be an approximate unit for C 0 (Ω). Then If A = L ∞ (X) for some measure space X, Proposition 5.9 yields a vector-
On the other hand, if E is a measurable Banach bundle over X, then the mapping
satisfies properties (i) -(iii) of Definition 5.8 and since L 1 (X) embeds canonically (as a lattice ideal and as a Banach module over
In particular, an ALmodule over L ∞ (X) can only be isometrically isomorphic to Γ 1 (E) for some measurable Banach bundle E over X if the L ∞ (X) ′ -valued norm takes values in (the canonical image of) L 1 (X). This is not always the case as the following example shows.
Example 5.10. Let X be any measure space and consider Γ :
It is easy to see that
is not reflexive (see Corollary 2 of Theorem II.9.9 in [Sch74] ). Thus, there are elements s ∈ Γ with |s| / ∈ L 1 (X) in this case.
Definition 5.11. Let X be a measure space. An
We now state and prove our second main result. Here a measure space X is separable if there is a sequence (A n ) n∈N of measurable subsets of Ω X such that for every B ∈ Σ X and every ε > 0 there is an n ∈ N with µ X (A n ∆B) < ε.
Theorem 5.12. Let G be a group, S ⊆ G be a submonoid and (X; ϕ) a measure preserving G-dynamical system with X separable. Then the assignments
define an essentially surjective, fully faithful functor from the category of Sdynamical separable measurable Banach bundles over (X; ϕ) to the category of S-dynamical separable L 1 (X)-normed modules over (L ∞ (X); T ϕ ).
We start by showing that separable Banach bundles over separable measure spaces in fact induce separable spaces of sections.
Proposition 5.13. Let E be a separable measurable Banach bundle over a separable measure space X. Then Γ 1 (E) is separable.
The proof of the following lemma is based on the proof of Proposition 4.4 of [FD88] (see also Lemma A.3.5 of [ADR00] for a similar result).
Lemma 5.14. Let E be a separable Banach bundle over a measure space X and (s n ) n∈N in M E such that lin{s n (x) | n ∈ N} is dense in E x for almost every x ∈ Ω X . Then lin{s n | n ∈ N} generates E, i.e., every s ∈ M E is an almost everywhere limit of a sequence in lin{½ A s n | A ∈ Σ X , n ∈ N}.
Proof. Let s ∈ M E , ε > 0 and set
is a nullset. Therefore, s(x) −s(x) < ε for almost every x ∈ Ω X wherẽ
Sinces is a measurable section with respect to the Banach bundle generated by lin{s n | n ∈ N} (see Remark 2.12), this shows the claim.
Lemma 5.15. Let E be a separable Banach bundle over a measure space X. Then there is a sequence (s n ) n∈N in M E such that
(iii) |s n | = ½ {|sn| =0} almost everywhere for every n ∈ N, (iv) for every x ∈ Ω X and n ∈ N s n+1 (x) = 0 or s n+1 (x) / ∈ lin{s 1 (x), ..., s n (x)}.
Moreover, for any sequence (s n ) n∈N in M E with properties (i) and (ii), the set
is dense in Γ 1 (E).
Proof. Let (s n ) n∈N be a sequence in M E such that lin{s n (x) | n ∈ N} is dense in E x for almost every x ∈ Ω X . By replacing s n bys n defined as
for every n ∈ N we may assume that (i) and (iii) hold. Now pick a sequence (A n ) n∈N of measurable subsets of Ω X of finite measure such that
Then µ X ({|½ Am s n | = 0}) < ∞ for all m, n ∈ N. Replacing (s n ) n∈N once again, we may assume that properties (i)-(iii) are fulfilled. We define a new sequence (s n ) n∈N in M E by the following procedure. First sets 1 := s 1 . Now assume thats n is defined for some n ∈ N. Let Q be a countable dense subset of K. For each q = (q 1 , ..., q n ) ∈ Q n define
Then f q is measurable for each q ∈ Q n and therefore f : Ω X −→ R defined by f (x) := inf q∈Q n f q (x) for x ∈ Ω X is also measurable. Note that for x ∈ Ω X s n+1 (x) ∈ lin{s 1 (x), ...,s n (x)} if and only if f (x) = 0.
Therefore, the set B := {x ∈ Ω | s n+1 (x) ∈ lin{s 1 (x), ..., s n (x)}} is measurable. We now sets n+1 := ½ B s n+1 ∈ M E .
Clearly, lin{s 1 (x), ..., s n (x)} = lin{s 1 (x), ...,s n (x)} for all x ∈ Ω X and n ∈ N and therefore (s n ) n∈N has properties (i) -(iv). This shows the existence of a sequence with the desired properties (i) -(iv). Now assume that (s n ) n∈N is a sequence M E satisfying (i) and (ii) and let s ∈ M E with |s| dµ X < ∞. By Lemma 5.14 and Lemma 4.3 of [FD88] we find a sequence (t n ) n∈N in
such that lim n→∞ t n = s almost everywhere and |t n | |s| almost everywhere for all n ∈ N. By Lebesgue's theorem we therefore obtain that the canonical
Proof (of Proposition 5.13). Using the separability of X, we pick a sequence (A n ) n∈N of measurable subsets of Ω X such that for every B ∈ Σ X and every ε > 0 there is n ∈ N with µ X (A n ∆B) < ε. Moreover, take a sequence (s n ) n∈N as in Lemma 5.15. For each n ∈ N and every A ∈ Σ X we then find an m ∈ N with
This implies that {½ Am s n | n, m ∈ N} is total in Γ 1 (E).
The following result characterizes weighted Koopman operators induced by measurable dynamical Banach bundles similarly to the topological setting (cf. Theorem 5.5).
Theorem 5.16. Let X be a measure space, ϕ : X −→ X an automorphism and Γ, Λ L 1 (X)-normed modules. For an operator T ∈ L (Γ, Λ) the following are equivalent.
(a) T (f s) = T ϕ f · T s for all f ∈ L ∞ (X) and every s ∈ Γ.
(b) |T s| T · T ϕ |s| for every s ∈ Γ.
(c) There is an m > 0 such that |T s| m · T ϕ |s| for every s ∈ Γ.
Moreover, if Γ = Γ 1 (E) and Λ = Γ 1 (F ) for Banach bundles E and F over X with E separable, then the above are also equivalent to the following assertion.
defines an element of L ∞ (X) and
• Φ is an isometry if and only T ∈ L (Γ 1 (E), Γ 1 (F )) is an isometry.
Proof. Assume that (a) is valid and take s ∈ Γ. For each f ∈ L ∞ (X) with f 0
since ϕ is measure-preserving. Thus, |T s| T · T ϕ |s|. Conversely, assume that (b) holds. Since X is σ-finite, we find measurable and pairwise disjoint sets A n ∈ Σ X with finite measure for n ∈ N such that
For fixed n ∈ N consider the submodules
We define s ∞ := |s| L ∞ (X) for s ∈ Γ n and s ∈ Λ n , respectively. If (s m ) n∈N is a Cauchy sequence in Γ n with respect to the norm · ∞ , then by completeness of Γ there is s ∈ Γ such that lim n→∞ s m = s in Γ. Using that there is a subsequence (s n k ) k∈N of (s m ) m∈N such that |s m k − s| → 0 almost everywhere, it follows that s ∈ Γ n and lim m→∞ s m = s with respect to · ∞ . Thus, Γ n and likewise Λ n is a Banach module over
We then consider Γ n and Λ n as Banach modules over C(K) via V −1 and see that the mappings
Take f ∈ L ∞ (X) and s ∈ Γ with |s| ∈ ½ An L 1 (X). Then s = lim n→∞ ½ {|s| n} s in Γ and therefore
Now assume that Γ = Γ 1 (E) and Λ = Γ 1 (F ) for measurable Banach bundles E and F over X with E separable. Let (s n ) n∈N be a sequence in M E as in Lemma 5.15 and set
for almost every x ∈ Ω X and n ∈ N by (b), we find a unique linear mapping Φ x ∈ L (H x , E ϕ(x) ) such that Φ x s n (x) = (t n )(ϕ(x)) for every n ∈ N and almost every x ∈ Ω X . For almost every x ∈ Ω X the map Φ x is bounded with Φ x T and has a unique extension to a bounded operator on E x which we also denote by Φ x . We set Φ x := 0 ∈ L (E x ) for the remaining points x ∈ Ω X and obtain a mapping
Since Φ • (½ A · s n ) = (½ ϕ(A) · t n ) • ϕ almost everywhere for every n ∈ N and every set A ∈ Σ X , we can apply Lemma 5.14 to see that for each s ∈ M E there is a t ∈ M F with Φ • s = t • ϕ almost everywhere. This shows that Φ is a morphism of measurable Banach bundles over ϕ. Moreover, T Φ s n = T s n and, since {s n | n ∈ N} defines a total subset of Γ 1 (E), we obtain T = T Φ . Thus (a), (b) and (c) imply (d). The converse implication is obvious. Now let Φ : E −→ F be a morphism over ϕ. Using standard arguments, we find a sequence (s n ) n∈N in M E such that
• |s n | ½ almost everywhere for every n ∈ N,
• µ X ({|s n | = 0}) < ∞ for every n ∈ N, • {s n (x) | n ∈ N} is dense in the unit ball B Ex of E x for almost every x ∈ Ω X . IfΦ is a premorphism representative of Φ, then Φ Ex = sup Now pick s ∈ Γ ∞ (E) with |s| ½. For every measurable set A ∈ Σ X with finite measure
by (b). Since X is σ-finite, we obtain |T Φ | L ∞ (X) T Φ Γ 1 (E) and the inequality T Φ Γ 1 (E) Φ is obvious. Therefore,
and, since the difference of premorphisms over ϕ is again a premorphism over ϕ, this equality also proves the uniqueness of Φ in (d).
If Φ is an isometry, then clearly T Φ is an isometry. Assume conversely that T Φ is an isometry and pick a representativeΦ of Φ. We already know that Φ Ex is a contraction for almost every x ∈ Ω X . Assume that there is a set A ∈ Σ X with positive measure such thatΦ| Ex is not an isometry for every x ∈ A. We then find an n ∈ N and a set B ∈ Σ X with positive measure such that Φ xsn (x) < s n (x) for every x ∈ B. This implies
Since we have not employed any continuity assumptions on dynamical measurable Banach bundles, we immediately obtain the following consequence of Theorem 5.16.
Corollary 5.17. Let G be a (discrete) group, S ⊆ G be a submonoid and (X; ϕ) a measure-preserving G-dynamical system. Moreover let E be a separable Banach bundle over X and let T : S −→ L (Γ 1 (E)) be a monoid representation such that (Γ 1 (E); T ) is an S-dynamical Banach module over (L ∞ (X); T ϕ ). Then there is a unique dynamical Banach bundle (E; Φ) over (X; ϕ) such that T Φ = T .
Finally, we use a result of Gutmann ( [Gut93b] ) to represent L 1 (X)-normed modules.
Proposition 5.18. Let X be a measure space and Γ an L 1 (X)-normed module. Then the following assertions hold.
(i) There is a measurable Banach bundle E over X such that Γ 1 (E) is isometrically isomorphic to Γ.
(ii) If Γ is separable, then there is a separable Banach bundle E over X such that Γ 1 (E) is isometrically isomorphic to Γ. Moreover, E is unique up to isometric isomorphy.
Proof. In the real case, 7.1.3 of [Kus00] shows that the space Γ is in particular a Banach-Kantorovich space over L 1 (X) (see Chapter 2 of [Kus00] for this concept) and we find a measurable Banach bundle E over X such that Γ is isometrically isomorphic to Γ 1 (E) as a lattice normed space by Theorem 3.4.8 of [Gut93b] 2 . If we start with a complex L 1 (X)-normed module, the proof of this theorem reveals that the constructed Banach bundle E is canonically a Banach bundle of complex Banach spaces and that the isomorphism of Γ and Γ 1 (E) is C-linear (see Theorem 3.3.4 of [Gut93b] and Theorems 2.1.5 and 2.4.2 of [Gut93a] ). In any case, we can apply Theorem 5.16 to see that this isomorphism is an isometric Banach module isomorphism. Now assume that Γ and therefore Γ 1 (E) is separable. Let (s n ) n∈N be dense in Γ 1 (E) and choose a representative in M E for each s n (which we also denote by s n ). We define a new measurable Banach bundle by setting F x := {s n (x) | n ∈ N} for every x ∈ Ω X and M F := {s ∈ M E | s(x) ∈ F x for every x ∈ Ω X }.
Then
V : Γ 1 (F ) −→ Γ 1 (E), s → s is an isometric module homomorphism. However, since s n ∈ Γ 1 (F ) for every n ∈ N, V is in fact an isometric isomorphism. Clearly, F is separable. Uniqueness up to isometric isomorphy follows immediately from Theorem 5.16.
Combining Lemma 5.14, Corollary 5.17, Theorem 5.16 and Proposition 5.18 now yields Theorem 5.12.
Remark 5.19. Note that in contrast to the topological setting, the construction of the representing separable measurable Banach bundle is not canonical and involves choices.
