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ABSTRACT 
This thesis proposes a method for comparing real and simulated hyperspectral imagery by 
examining the characteristics of simulated imagery in comparison to real imagery acquired with 
multiple sensors hosted on an airborne platform. The dataset includes aerial multi- and hyperspectral 
imagery with spatial resolutions of one meter or less. The multispectral imagery includes data from 
an airborne sensor with three-band visible color and calibrated radiance imagery in the long-, mid-, 
and short-wave infrared. The airborne hyperspectral imagery includes 360 bands of calibrated 
radiance and reflectance data spanning 400 to 2450 nm in wavelength. Collected in September 2012, 
the imagery is of a park in Avon, NY, and includes a dirt track and areas of grass, gravel, forest, and 
agricultural fields. A number of artificial targets were deployed in the scene prior to collection for 
purposes of target detection, subpixel detection, spectral unmixing, and 3D object recognition. A 
synthetic reconstruction of the collection site was created in DIRSIG, an image generation and 
modeling tool developed by the Rochester Institute of Technology, based on ground-measured 
reflectance data, ground photography, and previous airborne imagery. Simulated airborne images 
were generated using the scene model, time of observation, atmospheric conditions, and knowledge 
of the sensor characteristics. The thesis provides a comparison between the empirical and simulated 
images, including a comparison of achieved performance for classification, detection and unmixing 
applications. It was found that several differences exist due to the way the image is generated, 
including finite sampling and incomplete knowledge of atmospheric conditions and sensor 
characteristics. The lessons learned from these differences can be used to refine the modeling tool 
and its use as part of ongoing efforts to increase the realism of the simulated data. 
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1. INTRODUCTION AND OBJECTIVES  
This thesis presents a comparison between airborne imagery acquired by the Rochester Institute of 
Technology (RIT) and simulated imagery developed through the RIT Digital Image and Remote 
Sensing (DIRS) Laboratory’s Digital Image and Remote Sensing Image Generation (DIRSIG) 
model [1]. 
 
Computer-generated imagery has a couple advantages over aerial imagery. First, the user has control 
over the scene and the parameters. The user does not have to wait for a clear day. Instead, they can 
simply generate the image using a clear sky and any other parameters they desire. Additionally, 
DIRSIG has the ability to produce truth images showing the fractional amounts of various materials 
within each pixel. For example, if a user wants to know how much of a simulated pixel’s signature is 
due to grass and how much is due to asphalt, he or she can use the truth image to find exact fractions 
for each material. This per-pixel truth image can allow for comparison and troubleshooting of results 
that would not be as simple with aerial imagery. This can also allow for a user to quantify algorithm 
performance by comparing this DIRSIG-generated truth image to a truth image derived for an aerial 
image. 
 
Simulated imagery can potentially play an important role in determining when or whether to collect 
imagery. Given knowledge of the sensor, an existing database of objects and spectral reflectances, 
and even a small amount of knowledge of the scene, a simulated image can be generated and 
analyzed to determine if the sensor will be adequate to achieve any mission goals. For example, if 
 
 
 
 
 2 
you wanted to place a target in a scene, capture an image of the scene from an airborne platform, and 
later be able to detect the target within the imagery, you could create a scene from this scenario. 
Changing the parameters of the simulation could also provide you with vital answers to questions, 
such as: 
• How big must the target be in order to be detected within an image? 
• What backgrounds can the target be detected against? 
• How clear must the atmosphere be, or what can the weather be like? 
• At what times of day can the target be detected? 
• What is the necessary resolution of the image, or at what altitude can the sensor be flown? 
The answers to these questions can allow you to pick the right conditions under which to image the 
scene without wasting resources by flying under the wrong conditions. 
 
Analysis of the real and simulated imagery can show areas where the model can be improved, but 
also increase confidence in the underlying scene and physics-based models within DIRSIG. A 
thorough scene validation can prove the model’s worth in generating life-like scenes without the cost 
of collecting real imagery. 
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The objectives and contributions of this work are as follows: 
• Propose a series of steps, using a number of different algorithms and analyses, that would 
provide an in-depth comparison of real and simulated imagery. 
• Use these multiple points of comparison to analyze, compare, and contrast real and simulated 
imagery to provide an example of this analysis and learn how to improve the DIRSIG model. 
 
As part of this thesis, we would like to examine two types of analyses, as seen in Figure 1: 
• Statistical: radiance, standard deviation, eigenstructure, point spread functions, and 
modulation transfer functions 
• Product: classification, spectral unmixing, target detection 
 
Figure 1. Outline of hyperspectral image comparison methods. 
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These objectives may be obtained as part of a seven-step process: 
1. IMAGE COLLECTION. To provide a basis for comparison, a real image must be collected 
for a given area. The scene must contain any targets or other manmade objects that will later 
be used to analyze the performance and accuracy of the simulated scene. 
2. FIELD WORK. In order to create the most accurate simulated image possible, the 
reflectance spectra of objects in the scene must be known. This requires work to determine 
the spectral signatures of each part of the image. 
3. MODEL PARAMETERS. To create a simulated scene, robust parameters of the solar 
radiance, atmosphere, optics, and sensor, including sensor artifacts and noise sources, must 
be input.  
4. CREATE SIMULATED IMAGE. The scene may be created within the DIRSIG environment 
from the above information.         
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5. ANALYZE SIMULATED AND REAL IMAGES. Within this thesis are provided the results 
of a number of comparative methods used to analyze both data sets. Included here are the 
following analyses: 
• Radiance and Standard Deviation 
• Point Spread and Modulation Transfer Functions 
• Eigenstructure 
• Classification 
• Spectral Unmixing 
• Subpixel Target Detection 
6. COMPARE RESULTS. The results of the above methods can lead to conclusions on the 
precision of the simulated scene and what must be changed to yield more accurate results. 
7. REPEAT STEPS 3 THROUGH 7. The most accurate simulated scene will be achieved 
through multiple iterations of these steps. Each additional iteration should contain 
adjustments made from the results of analysis on the previous images. 
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2. BACKGROUND AND RELATED WORK  
This chapter will provide an introduction to the DIRSIG system, as well as present examples of 
other simulation environments capable of producing simulated imagery. Additionally, it will discuss 
previous works concerning comparisons of hyperspectral imagery, whether real or simulated. 
 
2.1 DIRSIG and Other Simulation Environments 
This section will provide an in-depth discussion on the DIRSIG simulation environment, as well as 
other tools that can be used to generate synthetic images.  
 
2.1.1 Evolution and Validation of DIRSIG 
Key in this work was the use of RIT’s DIRSIG model. DIRSIG allows a user to create a simulated 
scene from a library of existing spectral signatures and faceted objects, and image the scene based 
on a variety of detailed input information. DIRSIG is capable of producing hyperspectral and 
thermal imagery, as well range gated LADAR, allowing the user to exploit the data for a variety of 
purposes, including target detection, ROC curves, and image fusion. 
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DIRSIG is based on “an integrated collection of independent first principles-based submodels which 
work in conjunction to produce radiance field images with high radiometric fidelity” [1]. Each 
submodel can be isolated and analyzed to improve the submodel and overall simulated image. The 
DIRSIG model itself is based on five of these submodels. These models remain the core of DIRSIG 
today, though improvements have been made to further increase accuracy and realism. 
• SCENE GEOMETRY SUBMODEL. This model is a collection of three-dimensional, 
faceted wire frames that make up the scene. This includes any natural or man-made features 
in the scene, such as trees or buildings, as well as a model of the terrain, which can be 
derived from a digital elevation model or created by hand from topographic information. 
• RAY-TRACING SUBMODEL. This model determines which facets lie along each ray path, 
including opaque and transmissive surfaces. The model also predicts solar shadowing 
histories in order to predict the temperature of the source at the time of the simulation. 
• SENSOR SUBMODEL. This model includes the sensor characteristics, including the focal 
plane and camera geometry. It also can include scanning geometries for line scanners and 
pushbroom scanners, as well as geometric distortions from roll, pitch, yaw, and platform 
jitter. Finally, it includes the spectral description of the sensors, such as bandpasses and 
spectral response. 
• THERMAL SUBMODEL. This model determines temperature using DCS Corporation’s 
THERM model, which is based on material properties, like thickness and heat capacity, and 
meteorological histories, such as wind speed and air temperature.     
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• RADIOMETRY SUBMODEL. The radiometry submodel itself is composed of five 
additional models: 
o ATMOSPHERIC MODELING. The MODTRAN radiation propagation model is 
used to characterize exoatmospheric irradiance, emitted and scattered radiances, and 
path transmission. 
o SURFACE REFLECTANCE MODELING. This process accounts for the BDRF of 
materials and the reflected radiance from opaque and transparent surfaces along or at 
the end of a path. 
o TEXTURE. The radiometry submodel accounts for BDRF variations due to 
orientation and surface structure of heterogeneous materials, such as asphalt, using a 
database of reflection curves for such materials. 
o TRANSPARENT SURFACES AND VOLUMES. This allows for the inclusion of 
transparent surfaces and volumes, like glass, clouds, and water. It also includes a 
model for gaseous plumes. 
o AUXILIARY IMAGE DATA. This allows DIRSIG to create a per-pixel ground truth 
image of such factors as material, sun/shadow mask, surface temperature, path angle, 
and downwelled and upwelled radiance. 
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In 2011, a group from the Rochester Institute of Technology published their investigation of the 
radiometric accuracy of the DIRSIG system as compared to the MODTRAN system that has been 
trusted for decades [2]. While DIRSIG utilizes the MODTRAN model, this model is only one small, 
yet major, part of the complete system. The team used a simple 80% reflective target under a mid-
latitude, summer atmosphere at a temperature of 300K. The result of this test can be seen in Figure 
2, which shows that the DIRSIG results are radiometrically accurate when compared to the 
MODTRAN model. 
 
 
Figure 2. Radiance results of the DIRSIG run, compared to the MODTRAN run [2]. The similarity of the results 
supports the accuracy of the DIRSIG model. 
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Since Schott’s (et al.) 1999 paper, DIRSIG has continued to evolve through hours of labor. Key to 
this evolution has been the increased ease of use and the decrease in the amount of time required to 
create a scene. The introduction of publicly-available modeling tools, such as Google SketchUp, 
CityEngine, Blender, OpenStreetMap, and SUMO, in combination allow scene developers to draw 
from previously created models and populate a simulated city with buildings, a pre-existing road 
network, and vehicles, and combine it all for use in DIRSIG [2]. 
 
The current database of objects and spectral signatures reduces the amount of time required to create 
a simulated scene. In 2003, the DIRSIG team took on the challenge of recreating a 0.6 square-mile 
area of Rochester, NY, known as Megascene 1. Creating an accurate model of the area required the 
addition of a large number of new objects and spectral signatures to the scene, items that have been 
stored in the database and which can now be extracted from the database and added to the scene with 
ease [2]. These objects and signatures contribute to the realism of the scene, as demonstrated in 
Figure 3. 
 
  
Figure 3. Sample images from DIRSIG demonstrating the realism of simulated images [2]. 
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The team acknowledged that DIRSIG has some limitations and creates an imperfect reflection of 
reality. First, it is quite difficult to recreate subtle variations within a material using only a few 
spectral and textural samples of the material. These samples themselves are limited by the collection 
process used to obtain them. Even with the ability to recreate the spectral variety within a material 
class, the time necessary to do so would be excessive. This is still an ongoing endeavor, however, as 
algorithms are being advanced to ease the process of creating true-to-life variations within a 
material, while reducing the time necessary to do so [2]. 
 
The need for finer spatial resolution also yields a limitation within the DIRSIG environment. Objects 
within a scene are created at a certain resolution, and when the simulated image capture process 
results in a higher resolution of these objects, the scene’s fidelity is degraded. Improving the 
resolution of the objects within the scene will improve the results in this area, but also comes at the 
cost of the increased amount of time necessary to create and capture the scene. DIRSIG counters this 
by applying “adaptive sampling,” increasing the sampling of high-resolution objects, and decreasing 
sampling for less complex pixels, thus saving time and reducing aliasing [2]. 
 
Lastly, the amount of time needed to produce an image within DIRSIG is itself a limitation of the 
system. In this instance, it is up to the user to determine just how much complexity they want to 
capture within the simulated scene, and weigh this against the amount of time needed to generate the 
scene. Using simple 1x1 oversampling, or casting one ray per pixel area, will result in the lowest run 
time, but the least accuracy in the scene. In contrast, 10x10 oversampling will cast 100 rays per pixel 
area, implementing a summation to determine the single value of the pixel, but will also yield a run 
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time about 100 times longer than that of the 1x1 oversampling case [2]. Figure 4 shows the results of 
the team’s investigation of varying oversampling rates in terms of image quality and the time needed 
to generate the image. 
 
 
Figure 4. Three scenarios with different amounts of oversampling, with its effects on run time and image quality 
for a simple resolution target and a vehicle that might be included in a simulated scene [2]. 
 
While the ultimate achievement of developing a simulated image identical to a real one is an 
impractical goal, as it is impossible to know all of the details of the scene and atmosphere well 
enough to create a perfect model, DIRSIG is on a path towards a different goal of further expediting 
the scene generation process. Algorithms that could populate a scene almost automatically through a 
“‘natural language’ type of scripting” have already begun development [2]. Such an algorithm would 
require rules as to object placement and interaction with other objects and the base topology [2]. 
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2.1.2 RIMS 
As of 2004, Raytheon had also developed and published a paper on a similar simulation tool called 
Raytheon Integrated Modeling and Simulation (RIMS). The RIMS system was developed to address 
the early stages of the system design process, yet is both sophisticated and flexible. It can simulate 
the performance of remote sensing systems from generic to specific sensor platforms. RIMS should 
be able to model the interaction between the four major segments of space-based systems: “space, 
command and control, data processing, and archive segments” [3]. 
 
The authors obtained images of a narrow area from Chesapeake Bay in the east through the 
Washington, DC, area to roughly Martinsburg, WV, in the west. The extent of the images was 
roughly 120 miles from east to west, and a bit over 20 miles from north to south. The images 
obtained were from NASA’s Moderate-resolution Imaging Spectroradiometer (MODIS), with a 
spatial resolution of about 575m, and from NOAA’s Advanced Very High Resolution Radiometer 
(AVHRR), with a spatial resolution of approximately 1150m [3]. In total, three bands from each of 
these systems were obtained: a red band, a near-infrared band, and a calculation of the Normalized 
Difference Vegetation Index (NDVI). 
 
As a validation of the system, the authors compared the real and simulated images by plotting the 
real and simulated histograms for each band of the two systems. Their MODIS results can be seen in 
Figures 5 and 6. 
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Figure 5. Visual comparison of the real and simulated MODIS results [3]. 
 
 
Figure 6. Histogram comparison of the real and simulated MODIS results. For both histograms, the red and NIR 
bands are normalized to reflectances between 0 and 1 and divided into equal bins each of size 5% reflectance 
(so a pixel with 6% would fall in bin 2). The NDVI values are normalized from -1 to 1, with bin sizes of 0.1 (so 
bin 1 represents an NDVI between -1 and -0.9). Differences in the y-axis scales are due to convolutions applied 
to the simulated data [3]. 
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Overall, the authors state, the results display a good statistical agreement [3]. For example, the peaks 
of the red and NDVI data are near matches between the real and simulated data. A slight offset 
within the NIR bands (between 5% and 10%) is noticeable in the images and histograms, which 
would slightly increase the simulated NDVI, a factor that is somewhat noticeable in the histograms. 
 
Like DIRSIG, RIMS is also a simulation environment capable of producing simulated imagery, and 
is flexible enough to simulate imagery from multiple platforms. However, RIMS differs from 
DIRSIG in its domain of operation. RIMS focuses on space systems and imagery from orbit that is 
of a lower spatial resolution than what DIRSIG typically deals with. RIMS requires accurate models 
of elevation and land classification, but does not need highly detailed models of elements within the 
scene, such as trees, buildings, and vehicles. DIRSIG simulates higher-resolution imagery, and 
therefore needs these detailed models, as well as elevation and land classification. 
 
No further publications could be found describing RIMS or further productions in its development 
since this 2004 paper. 
 
2.1.3 CAMEO-SIM 
More similar to DIRSIG is the UK Ministry of Defense’s CAMEO-SIM. CAMEO-SIM, short for 
CAMouflage Electro-Optic SIMulation, is a synthetic scene generation tool capable of providing 
high-fidelity imagery between 0.3 and 25 microns [4]. The system, like DIRSIG, encompasses ray 
tracing and radiometric processes, and has the ability to easily adjust the environment for time of 
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day, weather, atmospheric conditions, and other factors. The physics-based radiometry model 
accounts for thermal self-emission, the atmosphere, and global illumination of the scene. In addition, 
CAMEO-SIM incorporates a scene design tool in which a user can develop a three-dimensional 
synthetic scene. The scene can contain both static and moving faceted objects, and simulated 
imagery can be generated from a single point of view or for a moving system. The system is capable 
of providing an output predicting radiance received from the scene under the input conditions [5].  
 
To validate the system, CAMEO-SIM was put through a series of tests, each with an output that 
could be compared to an analytical result . In all, nine validation tests were developed, including 
blackbody radiance, shadowing effects, radiometric calculations for lighting, and BDRF. In each 
case, the output of the system was close to the calculated result, with no more than a 0.17% error in 
any of the trials. In fact, out of nine verification tests, the CAMEO-SIM results exactly matched the 
calculated results in two-thirds of the trials [5]. However, these tests only address the system’s 
radiometric fidelity, while the method of analysis and comparison proposed here is more in-depth, 
addressing product-level comparisons as well. 
 
Despite the good performance of the system in these tests, the authors make note of their imperfect 
understanding of the physical environment, an issue that applies to all such simulations [5]. While 
the system provides results that very closely match the results of the appropriate physics equations, 
these equations may not cover everything that affects the radiometric qualities of a real scene. 
Furthermore, it is not possible to exactly recreate a scene down to the smallest detail using faceted 
objects or accurately model terrain based on even the most accurate map data. 
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One drawback the team found when the paper was published in 2001 was the limitations on their 
ability to modify the atmosphere [5]. CAMEO-SIM uses the MOSART model to input atmospheric 
conditions, which allows for only 19 different atmospheres that can be modified within one standard 
deviation of the mean in terms of wind speed, temperature, and humidity. When modeling 
temperature of an object and comparing to measured values for the same real-world object, the team 
found differences within the results, seen in Figure 7, which they attributed to errors in defining 
thermal material properties, as well as inaccurate modeling of the atmosphere, particularly solar 
irradiance levels, as the conditions did not match those given by the MOSART model. The 
importance of accurately modeling the atmosphere can be seen in Figure 8, which shows noticeable 
differences between the various atmospheric types. In order to achieve more accurate results, 
especially when the actual atmosphere is not closely modeled by any of the 19 choices allowed for 
within the MOSART system, improved atmospheric modeling ability would be required [5]. 
 
 
Figure 7. Normalized temperature plots for various surfaces under sunny and overcast conditions [5]. 
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Figure 8. Comparison of radiance results for a given simulated target under different model atmospheres in 
comparison to real measured results [5]. 
 
As of 2001, the authors noted that CAMEO-SIM’s reliance on a limited atmospheric modeling 
system was of concern [5]. However, this is not as big an issue as it would seem, given the system’s 
main purpose to assess camouflage, concealment, and deception methodologies. The team is more 
interested in the relative performance of camouflage methods than in producing the perfect 
atmospheric model, but concludes that CAMEO-SIM’s capabilities will be extended with improved 
atmospheric modeling in the future. 
 
Like DIRSIG, CAMEO-SIM appears to be a capable simulation environment. However, CAMEO-
SIM is not as robust as DIRSIG or RIMS, as its output is simply a model of received radiance. 
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While DIRSIG and RIMS also have this capability, they extend this capability to produce simulated 
imagery using the characteristics of various sensors. In short, the CAMEO-SIM system does not 
have the capability of producing simulated imagery for an actual imager. 
 
While CAMEO-SIM has since added an ability to model oceans, including modeling the sea surface 
[6], no more recent papers were found suggesting an update to CAMEO-SIM’s physics-based 
models or abilities. 
 
2.1.4 FLIGHT 
Like DIRSIG and CAMEO-SIM, the FLIGHT model uses a radiative transfer model to simulate 
radiance at a sensor and yield simulated imagery. The focus of FLIGHT is to allow for the 
estimation of absorption and BRDF within large, natural, forested scenes. The FLIGHT model 
allows for both forward and reverse ray-tracing, with this capability allowing for the creation of 
simulated reflectance and radiance imagery from a model forested scene at a user-determined 
spectral and angular resolution [7]. 
 
The model approximates foliage through a number of structural and optical properties, including 
area density, angular distribution, size, reflectance, and transmittance. While inaccurate, as seen 
from Figure 9, leaves are approximated by the model as Lambertian reflectors. Spectral signatures 
within the modeled environment are taken from ground-truth measurements of various types of 
leaves, soil, and bark, as well as a variety of potential target materials, as the model can be used to 
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examine target detection capabilities within a forested scene. Other details, such as the solar angle 
and the coordinates of trees and targets, are included in the development of the simulated scene so as 
to model reality as accurately as possible. FLIGHT does not use faceted objects within the radiative 
transfer model; rather, it uses volumetric parameters to describe such conditions as leaf distribution 
and density within the crown, reducing run time, though the simulated scene itself can allow for both 
volumetric and faceted objects. An example of a simulated hyperspectral cube can be seen below in 
Figure 10 [7]. 
 
 
Figure 9. Bi-directional reflectance distribution function for leaves at (a) 660 nm and (b) 830 nm [7]. 
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Figure 10. FLIGHT-generated scene, with images from select wavelengths at right for (a) 500 nm, (b) 900 nm, 
and (c) 1600 nm [7]. 
 
The FLIGHT model code was validated through the Radiative Transfer Model Intercomparison 
(RAMI) exercise [8], showing little deviation from the expected results, and giving results closer to 
the mean than the twelve other three-dimensional radiative transfer codes examined by RAMI. The 
simulated results yielded by the FLIGHT model match up well against measurements taken from 
airborne sensors. Modeled results are within 0.6% of measured values at 670 nm and within 1.6% at 
870 nm [7]. 
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The FLIGHT model shows some small differences when compared to DIRSIG. For one, DIRSIG 
uses faceted objects in the creation of simulated imagery, while FLIGHT focuses on volumetric 
parameters. This difference means FLIGHT may run faster, but DIRSIG imagery should more 
accurately reflect reality. Additionally, like CAMEO-SIM, FLIGHT does not allow for specific 
sensor characteristics beyond resolution, such as spectral sensitivity and optical parameters. 
 
No indications were found suggesting any updates to FLIGHT since this 2004 paper. 
 
2.1.5 Summary 
In summary, we have presented four tools for creating simulated scenes. FLIGHT and the UK 
Ministry of Defense’s CAMEO-SIM systems are capable of generating received radiance image 
from a simulated scene. Raytheon’s RIMS system can model imagery from a variety of space-borne 
platforms. DIRSIG, too, encompasses these capabilities, but focuses on higher-resolution imagery 
than the RIMS tool. 
 
DIRSIG allows for the creation of a detailed simulated scene from a library of model objects and 
spectral reflectances. It incorporates geometric, ray tracing, sensor, thermal, and radiometric models 
to produce as accurate an image as possible for a given sensor. However, DIRSIG is still being 
improved and its library expanded to allow for new capabilities and more realistic imagery. 
 
 
 
 
 
 23 
2.2 Imagery Comparisons 
Most comparisons focus on a single product of hyperspectral imagery, whether it is spectral 
unmixing, classification, or target detection. The following subsections will discuss a few of these 
comparisons. In many studies, images from two real hyperspectral sensors are being compared, 
however, these comparison techniques can be applied to a comparison between real and simulated 
imagery as well.  
 
2.2.1 Kruse et al., 2003 
In perhaps one of the more overarching comparisons of hyperspectral imagery available, Kruse et. al 
looked into mainly mineral mapping results via a supervised classification, but also a study of the 
signal-to-noise ratio (SNR), eigenvalues, and minimum noise fraction (MNF) bands between images 
of Cuprite, Nevada, and northern Death Valley, California, for two sensors: AVIRIS and Hyperion 
[9]. 
 
The Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) has 224 spectral bands in the 0.4-
2.5µm range. The whiskbroom sensor has a spectral resolution of 10nm and SWIR SNR of about 
500, while the images acquired have a spatial resolution of about 20m over a swath width of 12km. 
The Hyperion sensor has similar characteristics. While Hyperion is a pushbroom sensor, composed 
of four linear arrays, it also covers a spectral range from 0.4-2.5µm with a spectral resolution of 
10nm. Hyperion has 18 more bands than AVIRIS (242 to 224), but has a lower SWIR SNR of about 
50. Imagery obtained for the study had a spatial resolution of 30m across a swath width of 7.5km 
[9]. 
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The paper begins its analysis with a study of the SNR of both systems. The SNR was calculated for a 
spectrally homogeneous area by dividing the mean radiance by the standard deviation, then 
normalizing to a reflectance of 50%. The authors caution that this method is “sensitive to acquisition 
conditions… and, thus, should be considered a lower limit on performance” [9]. The team analyzed 
the SNR for each sensor at various times of year. The results can be seen below in Figures 11 and 
12. 
 
 
Figure 11. Hyperion SNR for winter (left) and summer (right) [9]. 
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Figure 12. SNR comparison of AVIRIS (June 1997) and Hyperion (July 2001, March 2001) [9]. 
 
The team continues their analysis by plotting eigenvectors and minimum noise fraction (MNF) 
images for both sensors, seen in Figures 13 and 14 [9]. 
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Figure 13. Eigenvalue plots for Cuprite, Nevada (left), and northern Death Valley, California (right), for the 
AVIRIS and Hyperion images [9]. 
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Figure 14. From left to right, MNF bands 1, 5, 10, and 20 of the Cuprite, Nevada, images for the AVIRIS (top) 
and Hyperion (bottom) sensors [9]. 
 
The effect of the different SNRs is clear, as the Hyperion sensor’s eigenvalue drops to a near-
constant value around band 5, while the AVIRIS eigenvalues do not reach this level until about the 
tenth MNF band. Furthermore, the fifth Hyperion MNF band is dominated by noise, while the 20th 
AVIRIS MNF band still shows some signal. 
 
Later, the team produced supervised classification maps showing mineral content for the Cuprite and 
Death Valley images. The Hyperion images were registered to the AVIRIS images using about 20 
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ground control points, a first-degree polynomial warp, and nearest neighbor sampling, resulting in 
registration errors of roughly two pixels. Using the known spectral signatures of various minerals 
between 2 and 2.4µm, the authors were able to define spectral endmembers for use in the 
classification. Different sets of mineral spectral signatures were used depending on the image 
location and the minerals known to exist at those sites. The results of these classifications can be 
seen in Figures 15 and 16 [9]. 
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Figure 15. Classification mineral maps of the Cuprite, Nevada, area for AVIRIS (left) and Hyperion (right) [9]. 
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Figure 16. Classification mineral maps of the northern Death Valley, California, area for AVIRIS (left) and 
Hyperion (right) [9]. 
 
Lastly, using the AVIRIS mineral maps shown above as truth, the authors produced a confusion 
matrix for each image location. They found that the confusion matrix for the Cuprite images had an 
overall accuracy of 75% and a Kappa coefficient of 0.67, while the Death Valley confusion matrix 
had similar results, with an overall accuracy of 76% and a lower Kappa coefficient of 0.71. 
However, many errors of omission are presents within the data (up to 60%, depending on the 
mineral), as the lower SNR of the Hyperion images means that many pixels classified in the AVIRIS 
images were not classified in the Hyperion images, lying below the necessary level of detection. 
Including unclassified pixels in the Death Valley confusion matrix increased overall accuracy to 
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86% (due to the large number of unclassified pixels in both images), but decreased the Kappa value 
to 0.25 [9]. 
 
This paper discusses a number of useful methods and metrics for comparing hyperspectral imagery, 
and a number of these metrics will be used later to compare real and simulated imagery, including 
SNR, eigenvalues, principal components (similar to MNF), supervised classification, and confusion 
matrices. 
 
2.2.2 Neville et al., 2003 
The authors of this paper also focused their efforts on hyperspectral images of Cuprite, Nevada. 
AVIRIS data of the scene were acquired from June 1996, yielding imagery at a spatial resolution of 
16.2m (across track) and 18.1m (along track), and a spectral resolution of about 10nm over 224 
bands from 370nm to 2508nm. Data were also acquired from the Short-Wave Infrared Full Spectrum 
Imager (SFSI) from June 1995, with imagery at a spatial resolution of 1.0m (across track) and 1.5m 
(along track), and a spectral resolution of 10nm across 115 contiguous bands between 1219nm and 
2405nm. 
 
The images were atmospherically compensated, and converted from radiance to reflectance. The 
SFSI image was registered to the AVIRIS image using 55 ground control points and a third-order 
affine transformation, then averaged to yield a spatial resolution similar to that of the AVIRIS 
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image. The resulting error from the transformation was 0.50 AVIRIS pixels across track and 0.22 
AVIRIS pixels along track [10]. 
 
Pure pixels were automatically selected from the data using the Iterative Error Analysis [11] method. 
Because the AVIRIS pixels are so much larger than the initial SFSI pixels, the full extent of the 
AVIRIS scene (about 160 times the area of the SFSI scene) was used to derive endmembers. 28 
endmembers were selected from the 640x512 image cube, and 25 of these were recognizable 
mineral spectra. Only one endmember came from the area covered by the SFSI image. To select 
endmembers from the SFSI data, the higher-resolution SFSI image was convolved with a 3x2 boxcar 
kernel to avoid selecting a noise-distorted endmember. For this image, 13 endmembers were 
selected. Endmembers from both images were compared to data from the portable infrared mineral 
analyzer (PIMA) to determine which minerals were represented. Most important in this analysis 
were the minerals alunite, buddingtonite, kaolinite, and opal [10]. 
 
The group performed a constrained spectral unmixing analysis on the co-registered images using all 
28 endmembers (all endmembers found within the SFSI image were represented by at least one 
AVIRIS endmember). 30 spectral bands between 2060nm and 2349nm were used in the unmixing 
process, as this was the best spectral range to distinguish between the mineral signatures [10]. Figure 
17 shows a series of abundance images for each of the four most important minerals mentioned 
above. 
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Figure 17. SFSI and AVIRIS abundance maps for four minerals based on constrained spectral unmixing results 
[10]. 
 
The authors conclude by using a linear regression to determine correlation coefficients for each 
mineral, determining these correlation coefficients for the full images, as well as only “bright” 
pixels, where these pixels have “reflectances at or above the mean in the 2200 nm region of the 
spectrum” [10]. These results can be seen in Table 1. 
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Table 1. Correlation coefficients between SFSI and AVIRIS abundance images [10]. 
 
 
Here, the authors used constrained spectral unmixing to provide the foundation for a comparison 
between two hyperspectral images. This thesis will later utilize an unconstrained spectral unmixing 
approach to provide a comparison between real and simulated images. 
 
2.2.3 Jacobs et al., 2002 
In this paper, the US Army CECOM Night Vision and Electronics Sensors Directorate (NVESD) 
and the SAIC Advanced Systems Group examine target detection as a method of comparing real and 
simulated thermal imagery. Real images of tanks and armored personnel carriers at 125m from an 
Agema LWIR camera were used in the experiment, and “hot spots” were removed so that observers 
could not determine a target was present from the hot spot intensity pattern alone. The images were 
subjected to varying degrees of blur to represent the appearance of the target at various distances and 
for two sensors, first generation forward-looking infrared (FLIR) and advanced scanning FLIR. The 
NVESD’s Paint the Night thermal imaging simulation provided simulated thermal imagery of 
simulated targets. These images were also blurred, and noise was added to the imagery, both to 
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simulate the same two FLIR types. In the initial experiment, background contrast and local clutter 
were believed to be important in an observer’s ability to detect a target [12]. 
 
The authors produced 100 image pairs of real and simulated images for each image type, resulting in 
a total of 400 images. The content of the images varied, as each image contained one of ten vehicle 
types as the target, and the target was viewed at one of ten angles and at one of five ranges, from 
1000m to 6000m. Each image pair contained either the same vehicle at different viewing angles, or 
different vehicles at the same viewing angle [12]. Examples of these real and simulated image pairs 
can be seen in Figure 18. 
 
 
Figure 18. Initial experiment image pairs for first generation FLIR (left) and advanced scanning FLIR (right). 
For each image pair, the real image is on the left, and the simulated image on the right [12]. 
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Prior to the test, six observers were trained to recognize each of the targets using the Recognition of 
Combat Vehicles training software, and were required to achieve at least a 96% success rate. 
Observers were presented with each image and were required to identify the target within the image. 
The probability of identification (PID) was computed by dividing the number of correct responses at 
a given range by the number of images at that range. The results for the initial experiment can be 
seen in Figure 19, but the authors caution that significant measurement errors may be present due to 
the low number of observers [12]. 
 
 
Figure 19. Second experiment target detection results for reference and synthetic images for first generation 
(left) and advanced scanning (right) FLIR [12]. 
 
While the results are consistent at shorter ranges, the synthetic detection results are higher for the 
three longer ranges for both FLIR types. The data were analyzed to determine what might have 
caused these differences, with the team looking into the target and background statistics of the image 
pairs, and the original LWIR images were compared to the synthetic scenes at 125m. The authors 
found a number of model errors, including errors in the sensor effects, in the target geometry of one 
vehicle, and in the target signature of a second vehicle. Most notable, under the category of sensor 
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effects, were gain non-uniformities that were not included in the simulation characteristics. These 
gain non-uniformities can be seen in Figure 18 as the horizontal lines in the real images at left. Other 
errors included a different configuration of one target between the reference and synthetic images, 
and the addition of panels to another model vehicle, yielding vertical lines that were recognizable at 
a distance. These differences were corrected before a second experiment was performed. The 
updated image pairs can be seen in Figure 20, while the new results can be seen in Figure 21 [12]. 
 
 
Figure 20. Second experiment image pairs for first generation FLIR (left) and advanced scanning FLIR (right). 
For each image pair, the real image is on the left, and the simulated image on the right [12]. 
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Figure 21. Second experiment target detection results for reference and synthetic images for first generation 
(left) and advanced scanning (right) FLIR [12]. 
 
The results show a much better match between the real and simulated results after these errors had 
been corrected. The authors conclude that accurate and complete truth data is necessary when 
performing a comparison of real and simulated imagery, but admit that the method presented here is 
not a valid method for validating the realism of synthetic imagery [12]. 
 
Target detection will be discussed later in this thesis, as we will use an algorithm, rather than human 
observers, for target detection to compute probability of detection as well as the probability of a 
false alarm. This information can be combined and plotted as a receiver operating characteristic 
(ROC) curve, which can be handy in visualizing the performance of a target detection algorithm on a 
set of targets with known locations. 
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2.2.4 Summary 
This section has presented a number of papers aimed at comparing imagery, whether that 
comparison is between two real images, or between real and simulated images. However, these 
papers tend to focus on a single product of image analysis. While some of the methods described 
here will be used in this thesis to compare real imagery to a DIRSIG simulated image, none of these 
papers, nor all of them combined, begin to detail a process that could be used to begin to understand 
the differences between real and simulated imagery, and what might be driving those differences. 
The following chapters will discuss such a method, its multiple analysis techniques, and the 
differences they present. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 40 
3. DATA AND METHODOLOGY  
This chapter will discuss the data used for this thesis, as well as the methods used in the analysis of 
the imagery. 
 
3.1 Airborne Imagery 
In September 2012, as part of the SpectTIR Hyperspectral Airborne Experiment (SHARE) collect, 
multiple sensors flew over the Avon Driving Park in Avon, NY. The first of these sensors, RIT’s 
Wildfire Airborne Sensor Program (WASP) sensor, includes four cameras capable of detecting light 
in the visible (400-700 nm) region of the spectrum, as well as the short-wave infrared (1100-1700 
nm), mid-wave (3000-5000 nm), and long-wave (8000-9200 nm) regions of the spectrum. The 
visible sensor produces a color RGB 4000x4000-pixel radiance image and has a resolution of 4 
inches (0.1m) from a height of 2000 feet (610 meters) above ground level. The SWIR, MWIR, and 
LWIR sensors produce 640x512-pixel radiance images with a resolution of about 24 inches, or 0.6 
meters, from 2000 feet (610 meters) AGL. An example of the images collected with this sensor can 
be seen in Figure 22. The images’ apparent dimensions, rotation, and bowed edges are due to the 
geo-correction applied to the images. These images, as well as the remainder of the hyperspectral 
images presented in this thesis, are oriented such that north is straight up. For more information on 
the SHARE collect, see [13] and [14]. 
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Figure 22. Visible RGB (top left), SWIR (top right), MWIR (bottom left), and LWIR (bottom right) geo-
corrected images of an area of the Avon Driving Park, New York, USA. 
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The second set of imagery was acquired via SpecTIR, LLC’s ProSpecTIR-VS sensor. The delivered 
hyperspectral imagery contained 360 wavelengths from 400 to 2450 nm with a spatial resolution of 
1 meter. These images were made available in both radiance and reflectance formats [15]. For this 
analysis, the image given the filename ‘0920-1646_rad.dat’, acquired from the SHARE website, and 
the associated reflectance image, ‘0920-1646_pol_ref.dat’ were used. This radiance image was 
captured at 16:46 GMT, or 12:46 local time, on September 20th, 2012, and then converted to the 
reflectance image via the ATCOR4 package [15, 16]. An example of the SpecTIR data can be seen 
in Figure 23. 
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Figure 23. Geo-corrected SpecTIR radiance image of an area of the Avon Driving Park, New York, USA. 
Bands 55 (648 nm), 35 (555 nm), and 19 (482 nm) were used to create this RGB image. 
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3.2 Simulated Imagery 
Within the DIRSIG tool, an approximate model of the park was created, incorporating models of 
trees, manmade panels, and other objects found within the scene. These objects were given 
appropriate spectral characteristics obtained from existing spectral libraries and field spectrometer 
measurements, and the radiances calculated using a model of the atmosphere and downwelled 
radiance using a MODTRAN mid-latitude summer atmosphere. To create the simulated imagery, 
121 (11x11) subpixel-sampling rays were cast per pixel in order to capture the diversity within each 
pixel. The return signal was used to create a radiance image for each selected sensor model. The 
sensor models used to sample the simulated scene include one for the SpecTIR sensor and one for 
the visible portion of the RIT WASP platform. The time of day, platform height above ground level, 
spatial resolution, wavelengths and other sensor characteristics, as detailed in the previous section, 
were selected to closely match the real imagery to produce a scene with similar geospatial and 
spectral sampling and solar conditions. For purposes of this initial investigation the analysis was 
focused on a small area of targets laid out by the experimental team, seen in the upper right of the 
images in Figures 22 and 23. For more on RIT’s DIRSIG model, see [1] and [17]. 
 
It is important to note that, while the scene was meant to model reality, it was not meant to exactly 
match the scene, but rather be representative. While a more accurate scene could be generated with 
more man-hours, the DIRSIG model was quickly generated to create an acceptable match. Initially, 
an image from the USGS EarthExplorer website [18] was used to form the background. A 
classification was performed on the USGS image, and the background spectral signatures, including 
signatures for the grass, gravel, asphalt, sand court, and dirt track, were used to create the 
 
 
 
 
 45 
background image. Where the background USGS pixels were darker, darker spectral samples were 
given to the DIRSIG background, while lighter reflectance spectra were added for lighter 
background pixels. In this manner, the background was given some variation, as would be expected 
in reality, rather than being populated entirely by a few spectral samples. 
 
Beyond the background, the scene was populated with grass and trees from an existing library of 
spectral reflectances, not from reflectance measurements taken from the actual area of the image. 
Furthermore, only one species of grass and tree were used in the generation of the scene, while in 
reality, the scene likely contains many more species. In addition, as can be seen in the comparison 
presented in Figure 24, a number of trees were left out of the scene, as well as a single small 
building. Lastly, as will be discussed later, two of the manmade panels placed in the model scene 
intentionally were given spectral signatures not the same as those used in reality. 
 
In this simulation, the correct collection date, time, and solar angles were used in the MODTRAN 
modeling for the mid-latitude summer atmosphere, but specific tailoring of the MODTRAN run was 
not based on radiosonde or forecasted weather. Improved parameterization of the aerosols and 
atmospheric parameters for the atmospheric model will be examined in later refinements of the test 
scene. 
 
In the creation of the simulated spectral cubes and images, the total radiance for each individual 
pixel was not acquired by integrating a continuous distribution across that entire pixel’s area 
representation. While this radiance should be represented as the integral of the radiance over the full 
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extent of the pixel in the real world situation, the simulated radiance from a pixel extent uses a 
subpixel summation of the radiance over a discrete grid of locations within the pixel. For the results 
presented in this thesis, an 11x11 subgrid was used, which corresponds to 121 points per pixel. The 
subpixel sampling was set to a 1x1 setting during the very early geometric creation steps of the 
process, and finer grids were used as the model was matured and verified. This is an efficient 
method to reduce extra model computation while the elements of the model are being adjusted and 
configured. 
 
Standard DIRSIG runs generate at-sensor radiance with sensor spatial and spectral characteristics 
applied, but do not add photon and sensor electronics noise, thus a noise generation step was added 
to represent noise in the modeled systems. In this initial experiment, zero-mean Gaussian noise with 
a standard deviation equal to 1% of the pixel value was added at each pixel as an estimate of the real 
sensor performance. This initial 1% value was selected, as it represents a simple, yet typical, signal-
to-noise ratio among sensors. Due to the lack of large, regular regions in the real imagery, and the 
small extent of the area coverage, an accurate estimate of the SNR for each band in the real cube is 
difficult to properly obtain. Additional characterizations of the noise characteristics of the SpecTIR 
and WASP sensors would be required to properly adjust the system noise contributions. The 
wavelength dependent photon noise addition could be refined in later reprocessing experiments as 
the effort continues. An example of the simulated SpecTIR collection with added noise can be seen 
in Figure 24. 
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Figure 24. Simulated, noise-added radiance image (top) and the real SpecTIR radiance image (bottom) of the 
same region. Bands 55 (648 nm), 35 (555 nm), and 19 (482 nm) were used to create these RGB images. 
 
In order to run algorithms such as target detection on the simulated cube, it had to be converted to a 
reflectance image so that the ground-measured reference signatures could be used in the analysis. 
The large black and white panels in the simulated scene were defined as Lambertian surfaces within 
the DIRSIG model, having a reflectance of 10% and 80%, respectively, flat across all bands. While 
this does not accurately model the spectral reflectances of the two panels in the scene, it eased the 
conversion from radiance to a reflectance image. With this information, and with the average 
radiance from each panel in the noise-free image, the empirical line method (ELM) [19] was used to 
create an image based on the spectral reflectance at each pixel.  
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In addition to the simulated SpecTIR data cube, a simulation of the high spatial resolution visible 
sensor of the WASP platform was also created. This image can be seen in Figure 25. The higher 
resolution of the WASP sensor provides a view of the small green targets in the upper left of Figure 
25 that will be the subpixel targets in the SpecTIR tests discussed later in this thesis. 
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Figure 25. Simulated, noise-free radiance image modeling of the WASP system. The resolution appears to 
decrease for the background due to the lower resolution of the USGS EarthExplorer image.  
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3.3 Methodology 
This section will detail the methods used to analyze and compare the real and simulated 
hyperspectral images, including radiance and standard deviation, point spread and modulation 
transfer functions, spectral covariance eigenstructure, classification, spectral unmixing, and subpixel 
target detection. 
 
3.3.1 Radiance and Standard Deviation  
An analysis of the radiance and standard deviation will give us an idea of whether the DIRSIG 
model is yielding close and reasonable values for at-sensor radiance, as well as whether or not the 
noise introduced to the scene accurately models the noise factors present in the SpecTIR sensor and 
image. 
 
Two large calibration panels were included in the scene on the day of the collect. The first was a 
9x9-meter white TyVek panel, and the second was a 9x9-meter black felt panel. The size of the 
panels was chosen such that at least one pure pixel could be achieved at the center of the target. On 
average, across the spectral range of the SpecTIR sensor, the white TyVek panel had an average 
spectral reflectance of 81%, while the black felt panel had an average spectral reflectance of 7% 
[20]. These panels were deployed next to each other such that their edges were touching, creating a 
slanted edge in the airborne imagery. The arrangement and surroundings of the panels can be seen in 
Figure 26. 
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Figure 26. Image of the black and white calibration panels deployed in the scene. 
 
Within the simulated imagery, the same panels were included, but with one key difference. The 
panels were treated as Lambertian reflectors and given the same spectral reflectance across all 
bands. The black panel was given a reflectance of 10%, while the white panel was treated as an 80% 
reflector. While spectral reflectance data exist for these panels, the constant spectral reflectance 
eased the process of creating a reflectance image from the simulated radiance image using the 
empirical line method. Furthermore, the scene was not intended to perfectly reflect reality, and such 
an estimation could be expected of simulated imagery created before flying over a scene, rather than 
creating the simulated image after imaging the real scene, as we have done here. These black and 
white calibration panels can be seen at the center of the top image of Figure 24. 
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In order to compare the spectral radiance and standard deviations, a small region of interest (ROI) at 
the center of each of these targets was selected for both the real and simulated imagery. Pixels near 
the edges of the targets were not selected so as to avoid any influence from the background regions. 
The radiance and standard deviation of these regions of interest were plotted and compared. The 
differences in the reflectance spectra were accounted for, and the new results were also compared, as 
well as the calculated SNR. These results can be seen in section 4.1. 
 
3.3.2 Point Spread and Modulation Transfer Functions  
An analysis of the point spread and modulation transfer function will show whether or not the model 
is accurately spreading out the signatures from each pixel on the detector, as well as whether it is 
accurately reproducing spatial frequencies in the image. 
 
To begin the analysis of the point spread and modulation transfer functions, the one-dimensional 
horizontal edge spread function first had to be determined. A seven-row by eight-column area of the 
real and simulated radiance images was used. This region included the slanted edge between the 
black and white targets and an additional three pixels on the left and right side of the edge. Again, 
regions around the sides of both targets were not included in order to avoid any influence from the 
sand or grass background. Two wavelengths were used, one from each of the two sensors 
comprising the SpecTIR system. The first wavelength, 482nm, and the second wavelength, 1522nm, 
were selected due to the high signal in those bands and for their distance from major water 
absorption regions of the spectrum. 
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To obtain the horizontal edge spread function, each row of this subset was interpolated by a factor of 
ten, and the median values were aligned as closely as possible. The maximum and minimum values 
within the 8x7 pixel area were averaged and the interpolated rows were shifted so that the closest 
value to this average was in the same cell in each row. The rows were then averaged to yield the 
horizontal edge spread function. The derivative of this curve was taken to give a two-dimensional 
slice of the three-dimensional point spread function, assumed to be circularly symmetrical due to the 
symmetrical nature of a circular aperture. The Fourier transform of this slice was then taken to 
determine the horizontal modulation transfer function (MTF) [21].  
 
To analyze the results, the point spread function for a circular aperture was calculated and fitted to 
the point spread functions of both the real and simulated images at both wavelengths. The full width 
at half maximum (FWHM) was determined, and the results for the real and simulated images were 
compared. Furthermore, the location of the first minimum of each MTF was found, and these results 
were also used to compare the images. The results of this analysis can be seen in section 4.2. 
 
3.3.3 Spectral Covariance Eigenstructure  
Analyzing the spectral covariance eigenstructure will show whether the real and simulated images 
contain comparable complexities, as well as whether the trends dominating the simulated image are 
similar to those in the real image.  
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In order to compare the eigenvalues and eigenvectors of the real and simulated radiance images, the 
larger real image first had to be cropped to have the same spatial extent as the smaller simulated 
image. An RGB of these two images can be seen in Figure 24. The spectral covariance matrix was 
then found for both images. 
 
To provide a meaningful comparison of the eigenvalues, the eigenvalues for both the real and 
simulated covariance matrices were plotted on the same axes. The first four eigenvectors for both 
images were normalized, each pair was plotted on the same axes for comparison, and the spectral 
angle between each pair of eigenvectors was calculated. Lastly, the images were projected onto these 
eigenvectors to display the first four principal component bands. The results of this analysis can be 
seen in section 4.3. 
 
3.3.4 Classification  
A classification can provide a different way of looking at the data, showing general trends in the data 
according to what the user perceives as important in the case of a supervised classification, or 
allowing the computer to determine how best to classify each pixel in the image. This can expose 
new trends in the way the data are represented in the simulated image. 
 
The classification used the same input images as the eigenstructure analysis, with the real and 
simulated radiance images being cropped to the same spatial and spectral extent. Two methods of 
comparison were used. First, ENVI’s (version 4.7, trademarked Exelis, Inc.) supervised maximum 
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likelihood classification [22] was performed on both images. Second, an unsupervised k-means 
classification [23] was executed, again using ENVI. 
 
To create endmembers for the supervised classification, training regions were created in ENVI for 
areas of forest, grass, gravel/dirt, and manmade panels. Four classes were selected, as too few pixels 
could be selected for a fifth class to provide a region of interest of reasonable size. Testing regions 
were also determined (535 grass pixels, 364 forest, 365 gravel, and 101 target pixels for the real 
image; 419 grass, 500 forest, 320 gravel, and 138 target pixels for the simulated image), each 
representing one of the four classes defined by the training regions. Training regions were also 
created to examine the results. These regions contained the same number of pixels as the testing 
regions, but the two regions did not overlap. The results of the classifications in the testing areas 
were used to create a confusion matrix and determine overall accuracy, user’s accuracy, producer’s 
accuracy, and a Kappa coefficient [24]. 100 spectral bands were used for the real classification and 
137 for the simulated classification, as ENVI allows a maximum of n-1 bands, where n is the 
number of pixels in the smallest input class.  These bands were roughly equally spread out across the 
spectral extents of the images. 
 
For the unsupervised classification, four classes were chosen to match the number of classes in the 
supervised classification. A k-means classification was performed on the real and simulated images 
to generate four classes in both images. The training and testing regions from the supervised 
classification were both treated as testing areas. These were used to determine which classes from 
the unsupervised classification were representing which components of the scene, and a confusion 
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matrix was again generated for the real and simulated classifications. All 360 spectral bands were 
used in the unsupervised classification. The results can be seen in section 4.4. 
 
3.3.5 Spectral Unmixing  
Spectral unmixing is another way of finding similarities or differences between images. While one 
would expect similar results between the images, significant differences can show issues in the 
models used to create the simulated scene or image. 
 
During the SHARE collection, a set of spectral unmixing test targets were placed on the asphalt 
surface (furthest right of the three courts) for purposes of quantifying results of spectral unmixing. 
Two unmixing targets were included among these eight panels. The first unmixing target measured 
16’x16’ (4.9x4.9m) and was composed of repeating 2’x2’ (.6x.6m) squares containing three 1’x1’ 
(.3x.3m) squares of yellow felt and one 1’x1’ (.3x.3m) square of yellow cotton. A second unmixing 
target measuring 24’x24’ (7.3x7.3m), composed of a checkerboard of 1’x1’ (.3x.3m) squares of blue 
felt and blue cotton, was also included in the scene [25]. The felt in all cases was made from 
synthetic material as compared to the natural cotton, with similar colors selected to demonstrate the 
utility of the infrared spectral bands. While the colors may appear similar in the visible region of the 
spectrum, the materials have difference signatures in the infrared, allowing them to be more easily 
differentiated. These targets can be seen below in Figure 27. Each pixel of the yellow unmixing 
target should contain about 25% yellow cotton and 75% yellow felt, while any pixels within the blue 
unmixing target should be composed of roughly 50% blue cotton and 50% blue felt. 
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Figure 27. Images of the yellow and blue unmixing targets deployed in the scene. 
 
Also included in the scene were six 10’x10’ (3.0x3.0m) uniform panels, among them the yellow 
cotton, yellow felt, blue cotton, and blue felt materials included in the unmixing targets. These 
materials can be seen in Figure 28, while their spectral reflectances can be seen in Figure 29. These 
reflectances were applied to the targets in the simulated scene. 
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Figure 28. Images of the yellow cotton (top left), yellow felt (top right), blue cotton (bottom left), and blue felt 
(bottom right) materials deployed in the scene. 
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Figure 29. Unmixing target material spectral reflectances. 
 
Both the radiance and reflectance images were used for the spectral unmixing. For the radiance 
image, endmembers were derived using a one-pixel region of interest for each of these four uniform 
panels within the image. For the reflectance image, the reflectance spectra, measured in-field with a 
spectrometer, of these four materials were used as endmembers. ENVI’s Linear Spectral Unmixing 
tool [26] was used to perform the unmixing. These results can be seen in section 4.5. 
 
3.3.6 Subpixel and Pixel Phasing Target Detection Experiment 
Target detection is a final product that can be examined. ROC curves can be generated for target 
detection, and discrepancies between the results can point to issues in the model’s spectral 
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signatures, noise levels, or point spread function. ROC curves plot the probability of a true positive 
detection against the probability of a false positive detection for a range of threshold values. 
 
The final analysis to be performed on the real and simulated images involved subpixel target 
detection. Forty-eight 12”x20” (30x51cm) green wood block targets were deployed in the scene on 
the day of the collect. An image of the targets can be seen in Figure 30. These targets were placed in 
an arrangement such that two targets would not occupy the same pixel, but targets could be spread 
over two or more pixels. A truth image of the target locations and fractions within each pixel, 
accurate to within less than one pixel, was created by registering the higher-resolution WASP 
reflectance image to the lower-resolution SpecTIR reflectance image. These target locations and 
fractions can be seen in the appendix to this thesis. The adaptive coherence estimator (ACE) 
algorithm [27] in ENVI was used to detect the targets given their measured spectral reflectance, and 
the algorithm was used for the 50 bands between wavelengths 418 and 643 nm. Within the general 
target area, only hits were considered due to the uncertainty in the truth image. 
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Figure 30. Image of the green wood block subpixel targets deployed in the scene. 
 
The 48 wood block targets were also recreated in the simulated image, and the ACE algorithm was 
again used to detect the targets in the same 50-band region of the image. The DIRSIG run produced 
a truth image for the green wood block targets, showing the fraction of each pixel occupied by a 
target. Hits, false positives, true negatives, and false negatives could be counted within the target 
area due to the accuracy of the truth image. 
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ROC curves were produced for both the real and simulated images. These results can be seen in 
section 4.6. 
 
3.3.7 Summary 
The methods discussed in this section will be used to allow for a comparison of the real and 
simulated hyperspectral imagery. The various analyses will allow for multiple points of comparison 
between the images so as to more readily identify strengths and weaknesses of the simulated 
imagery and DIRSIG model. 
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4. RESULTS AND QUANTITATIVE COMPARISON OF REAL AND 
SIMULATED IMAGERY 
This chapter will provide a detailed overview of the results obtained through the methods discussed 
in chapter 3. 
 
4.1 Radiance and Standard Deviation 
The large black and white calibration panels within the scene were useful in comparing the overall 
levels of radiance between the two images. Figure 31 shows the mean radiance for the black and 
white panels for both the real and simulated images. 
 
 
Figure 31. Plot of radiance of the black and white targets in the real and simulated images. 
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While the levels are similar at longer SWIR wavelengths, some larger differences appear in the 
visible and NIR wavelengths, especially for the real and simulated black panels. This is likely due to 
the specification of the black and white panels with an approximate spectral reflectance. The 
differences in reflectance spectra between the real and simulated calibration panels can be seen 
below in Figure 32. 
 
 
Figure 32. Comparison of real and simulated calibration panel reflectance spectra. 
 
While the 80% reflectance of the simulated white panel provides a reasonable match between 1 and 
1.6µm, the real black panel reflectance does not even approach that of the simulated black panel. We 
can roughly adjust for these differences given the equation, 
  
€ 
Linitial λ( ) = ρsim λ( )Ldownwelled λ( ) + Lscattered λ( )  ,  Equation 1 
where λ is the wavelength, Linitial(λ) is the initial (pre-adjustment) received at-sensor spectral 
radiance, ρsim(λ) is the spectral reflectance given each calibration panel in the simulated scene, 
Ldownwelled(λ) is the spectral radiance at the reflector, and Lscattered(λ) is the wavelength-dependent, 
atmospherically scattered radiance that reaches the sensor without striking the object. The last factor, 
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Lscattered(λ), was previously determined in creating the simulated reflectance image using the 
empirical line method. First, we must isolate the reflectance-dependent radiance term, written as 
 
€ 
Lreflected λ( ) = ρsim λ( )Ldownwelled λ( ).     Equation 2 
Now, we can write an equation for the new radiance, Ladjusted(λ), adjusted for the difference between 
the real and simulated reflectance spectra of the calibration panels: 
 
€ 
Ladjusted λ( ) =
ρreal λ( )
ρsim λ( )
Lreflected λ( ) + Lscattered λ( ) .    Equation 3 
Substituting Equation 2 for Lreflected(λ), we find that each factor on the right side of the equation is 
already known, making it easy to solve for the adjusted spectral radiance: 
 
€ 
Ladjusted λ( ) =
ρreal λ( )
ρsim λ( )
Linitial λ( ) − Lscattered λ( )[ ] + Lscattered λ( ) .  Equation 4 
We can see the results of this adjustment in Figure 33. 
 
 
Figure 33. Initial simulated spectral radiance measurement, adjusted simulated spectral radiance (accounting for 
differences in real and simulated spectral reflectance), and spectral radiance measured from real imagery. 
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This difference can be quantified by calculating the percent difference from the real spectral 
reflectance for both the initial and adjusted radiances. These differences can be seen in Figure 34. 
 
 
Figure 34. Plots of percent difference from real measured spectral radiance for black and white calibration panel 
spectral radiance measurements. 
 
From Figure 34, one can see that the adjustments to the white panel’s spectral reflectance made little 
difference overall. In fact, this adjustment caused a larger difference between the real and simulated 
spectral radiances, though this difference was small (less than 0.7% on average). However, 
improvement in the spectral radiance for the black panel is noticeable, especially in the 0.4-0.7µm 
range. The adjustment made in Equation 4 yielded a large improvement in the received spectral 
radiance from the black panel, on average an improvement of over 47%. With these adjustments, the 
average percent difference from the real measured spectral radiance now stands at 19.7% for the 
white panel (down from 19.0%), and 20.3% for the black panel (down from 68.0%). 
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We can also examine the standard deviation of the radiance for the same panels. However, we do not 
fully understand the factors leading to these noise levels, and an adjustment to the standard deviation 
similar to that previously applied to the radiance cannot be applied here, as we do not know how 
much of the noise is due to received radiance and how much is due to the sensor and dark current. A 
plot of standard deviation can be seen in Figure 35, while the absolute and percent differences of the 
simulated standard deviation from the real standard deviation can be seen in Figures 36 and 37, 
respectively. 
 
 
Figure 35. Plot of the standard deviation of the radiance for the black and white panels in the real and simulated 
images. 
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Figure 36. Plot of absolute difference from standard deviation measured in the real image for both calibration 
panels. 
 
 
Figure 37. Plot of percent difference from standard deviation measured in the real image for both calibration panels. 
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The results shown in Figures 35-37 demonstrate differences between real and simulated imagery that 
can occur when using generic noise level and not considering the various noise components or scene 
variability present in a real HS collection. The curves do not have the same shapes or magnitudes 
between the real and simulated images for the black target. It is clear that there is a very different set 
of noise sources or scene variability occuring in the real image that has not been accounted for in the 
simulated image. 
 
In the simulated image, the standard deviation of the radiance is only due to the noise added to the 
simulated spectral cube, as we did not have knowledge of or access to the detailed sensor 
characteristics necessary to accurately model the noise in the system. In the real scene, the standard 
deviation is due to not only noise, but also spatial variation in the panel reflectances. These 
contributions cannot be separated in the images. The Gaussian noise model used in the simulated 
image, with a standard deviation equal to 1% the value at each pixel, is not a good approach for 
modeling many sensors. The signal levels in each channel and the readout configuration of the 
sensor will have a definite impact and lead to varying noise performance as a function of 
wavelength. In future refinements of the simulated scene, several other noise sources could be added 
to more closely represent the real world performance of the SpecTIR sensor. 
 
Lastly, we can calculate the SNR for both the real and simulated images by dividing the mean 
radiance by the standard deviation, a similar method to that used by Kruse, et al., in section 2.2.1 [9]. 
Plots of the computed SNR for the black and white calibration panels can be seen in Figure 38. 
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Figure 38. Plots of real and simulated calculated SNR for black and white calibration panels. 
 
Again, these plots suggest that the noise factors in the SpecTIR sensor are not completely 
understood, and are not modeled well in the DIRSIG environment. In fact, for the black panel, the 
SNR at each wavelength is greater than the real SNR (an average of 58 vs. 21), implying that too 
little noise has been added for these lower levels of signal. While the same trend does not exist for 
the white panel, it is still apparent that the simulated SNR is generally higher than the real calculated 
SNR (an average of 104 vs. 64). One contributing factor here may be the spatial variation in the 
panels in the real scene, increasing the standard deviation, a factor that is not recreated in the 
simulated imagery. 
 
4.2 Point Spread and Modulation Transfer Functions  
Using the slanted edge boundary between the large black and white panels in the real and simulated 
collections, the edge spread function (ESF) of the system was estimated. Taking the derivative of the 
ESF yields a cross-section of the point spread function (PSF), and the Fourier transform of the PSF 
yields the modulation transfer function (MTF). These measurement functions are another important 
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tool that are used to compare and refine the simulation parameterization. Iterations may be required 
to adjust the performance of the simulation to match as close as possible to the real sensor behavior. 
These functions were estimated for the 482- and 1522-nm bands of both the simulated and real 
imagery. These bands were chosen for their high signal, avoidance of atmospheric absorption bands, 
with one band for each of the two sensors in the SpecTIR system. The PSFs of these bands can be 
seen in Figure 39, and the MTFs in Figure 40. 
 
To compare the real and simulated PSFs, the one-dimensional PSF of a circular aperture was fitted 
to the PSF determined for each band and image. This was done through the autocorrelation of a two-
dimensional circular pupil function (yielding the two-dimensional MTF), then taking the Fourier 
transform of a one-dimensional slice of the resulting MTF, yielding the PSF [21]. This ideal PSF 
was fit to the calculated PSFs in order to compare the FWHM of each PSF. 
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Figure 39. Comparison of horizontal point spread functions for real and simulated reflectance images. The 
calculated PSFs are in blue, with the fitted circular aperture PSF in red. 
 
For the real imagery, the FWHM of the visible wavelength PSF is slightly narrower than that of the 
SWIR (1.37 vs. 1.59m). This is consistent with the fact that these were two different cameras with 
different inherent resolutions that have been resampled to a common grid. However, this difference 
is not apparent for the simulated images. For this run, the modeled SpecTIR system was treated as 
one sensor with the same Gaussian blur applied to simulate spatial effects, explaining the similar 
shape and FWHM (1.51m for the visible, 1.47m for the SWIR) of the two simulated PSFs. The 
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optical performance parameters could be updated in later refinement runs to better account for the 
wavelength dependent modulation effects of the optical system and for the along scan motion smear. 
 
 
Figure 40. Comparison of horizontal modulation transfer functions for real and simulated reflectance images. 
 
The difference in the MTF of the two bands in the real image is also noticeable. The MTF is 
generally higher in the shorter-wavelength band, indicating that the system is better at reproducing 
spatial frequencies at this wavelength than at the longer wavelength. This is especially noticeable at 
larger spatial frequencies in the value of the MTF, as the MTF is nearly zero past a spatial frequency 
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of about 2.5 cycles/meter, while the shorter wavelength MTF still has some ability to recreate these 
frequencies. A lower SNR can also degrade the image and be responsible for a poor MTF, which is 
likely in the case of the longer wavelength bands. Unlike the results for the real imagery, the MTFs 
for both bands of the simulated image appear nearly identical, which is consistent with observations 
of the PSFs, again highlighting the need for improved optical and collection scan modeling to better 
represent the optical performance of the simulation. 
 
For each MTF, the location of the first near-zero value was found. The result was identical for the 
visible wavelength MTFs, both real and simulated (1.03 cycles/m), and for the SWIR MTFs (1.02 
cycles/m). These identical results are due to limited samples of the initial edge spread function, 
resulting in limited data points in the MTFs. Each visible MTF has the same number of points spread 
equally over the same range of spatial frequencies, as have the SWIR MTFs. One would expect to 
see small differences in the location of the first near-zero values, due to the difference widths of the 
PSFs, and the difference would probably be more noticeable with many more samples. 
 
4.3 Spectral Covariance Eigenstructure 
Another point of comparison between the real and simulated images lies in the analysis of the 
spectral radiance covariance matrix eigenvalues and eigenvectors. The SpecTIR radiance image was 
cropped to the same extent as the simulated radiance image, and a covariance matrix was generated, 
yielding 360 eigenvalues and eigenvectors, the first four of which are seen in Figures 41 and 42, 
respectively. 
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Figure 41. Comparison of first five eigenvalues for real and simulated reflectance images. Decreasing 
eigenvalues indicate less variation in the scene, or lower information content in the principal component. 
 
 
 
Figure 42. Comparison of the first four eigenvectors for real and simulated radiance images. 
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The first plot in Figure 41 suggests that the simulated image carries slightly more complexity than 
the simulated one, since “higher eigenvalues generally indicate higher information content” [9]. 
However, when normalized to the value of the first eigenvalue, it appears that the remaining 
eigenvectors carry comparatively similar amounts of information compared to the first eigenvector, 
as indicated by the close match in the second plot in Figure 41. After the first few eigenvectors, the 
value of both eigenvalues grows closer and closer to zero, indicating the majority of the scene 
variation can be represented by the first few eigenvalues/eigenvectors. 
 
As expected, the first and second eigenvectors generally capture the characteristics of the vegetation 
in the scene. Because of how abundant vegetation is within the image, it makes sense that the 
greatest variance within the scene is due to the vegetation. The first eigenvector for both images 
clearly shows the signal received from vegetation, while the second eigenvector also reflects some 
of these characteristics, especially the steep slope around 0.7µm due to the “red edge,” or the steep 
increase in the spectral reflectance of leaves from visible to near-infrared wavelengths attributed to 
cell structure and chlorophyll content [28]. While the shape is different from that of the first 
eigenvector, the peaks and valleys in the curves are located at the same wavelengths, while a steep 
change at the red edge is still particularly noticeable. The similarity of these eigenvectors shows that 
the DIRSIG model reasonably captured the characteristics of the grass and trees in the scene. 
 
The third eigenvectors also appear to capture the same variability within the two scenes, though 
these similarities break down at the fourth eigenvector. Here, larger differences appear between the 
eigenvectors, and they no longer have the same shape or reflect the same trends seen in a 
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comparison of the first three eigenvectors. However, the fourth eigenvalues were small in relation to 
the other three, less than 0.7% the value of the first eigenvalues in both cases, and therefore these 
differences are not as significant. The similarities between the first three pairs of eigenvectors well 
demonstrate that the simulation captured the dominant scene characteristics. 
 
One explanation for the difference between the fourth eigenvectors could be the missing geometry in 
the simulated scene. As the first and second eigenvectors represent vegetation, the missing trees 
would probably have a very small influence. However, the inclusion of the missing building in the 
simulated image might affect the third or fourth eigenvectors, as it increases the amount of variation 
in the scene once the variation due to vegetation has been accounted for. 
 
A principal components analysis was performed in ENVI [29], projecting the data in the images onto 
each eigenvector to form principal components. The first four principal components of the real and 
simulated images can be seen in Figure 43. 
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Figure 43. The left column shows the first four principal components of the real SpecTIR image (from top to 
bottom), while the right column shows simulated principal components 1-4. 
 
While the first eigenvector displays a spectral signature typical of vegetation, the first principal 
component appears to be more associated with brightness in the visible wavelengths. This may be 
due to the larger amount of signal received at these shorter wavelengths, due to the solar radiance 
peaking in the visible region of the spectrum. The second principal component is more clearly in 
agreement with the second eigenvector, as vegetation, including the grass and trees, stands out 
brightly in this band. 
 
The content of the third and fourth eigenvectors is difficult to discern when looking at the 
eigenvectors, but a close inspection of the third and fourth principal component images suggest the 
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third eigenvector may be mostly affected by the courts, gravel road, and dirt track, as these typically 
appear either very bright or very dark in the principal component bands. Additionally, while 
differences are clear between the plots of the fourth eigenvectors, they are not so different in the 
principal components, as they brightly show the same unmixing targets on the far right court, while 
darkly showing the others, suggesting that some attribute of these targets is shown by this 
eigenvector. 
 
As a final method of comparison between eigenvectors, we can determine the spectral angle between 
each real and simulated eigenvector pair [21]. The first two eigenvector pairs are most similar, with 
spectral angles of 8.02° and 5.76°, respectively. However, the third eigenvectors’ differences at 
longer wavelengths led to a higher spectral angle of 21.63°, while the dissimilarities between the 
fourth eigenvectors were reflected in the spectral angle of 60.58°. 
 
4.4 Classification 
Classifying the images can help with visualizing trends in the data. In this section, we present and 
discuss the results of both supervised and unsupervised methods of classification. 
 
First, a supervised maximum likelihood classification was performed for both radiance images. Four 
classes (grass, green; trees, red; sand/gravel/asphalt, blue; and manmade panels, magenta) were used 
for each image. Four classes were selected, as sufficiently large similar regions of the image could 
not yield large enough regions of interest to merit a fifth class. Four training ROIs were defined to 
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represent grass, trees, sand/gravel/asphalt, and manmade panels, and these regions were used to 
generate the statistics needed for the classification. These images can be seen in Figure 44. 
 
 
 
Figure 44. Supervised classification maps for real SpecTIR radiance image (top) and simulated radiance image 
(bottom). 
 
For the supervised classification, both images produced similar, well-defined results, with a few 
small differences. For one, the simulated scene did not include the trees lining the gravel road, which 
show up in red in the SpecTIR classification image. Additionally, the boundary between 
gravel/sand/asphalt tends to be classified as trees in the real image, while this boundary typically 
falls into the manmade panels class in the simulated image. Overall, the real and simulated images 
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produce reasonably similar results, demonstrating the performance of the simulation tool in 
capturing dominant class characteristics across the scene. 
 
Additionally, four testing regions were defined prior to the classification, with each of the four 
regions containing the same number of pixels as the testing region for its respective class. The 
resulting class of each pixel in these testing regions was examined in order to create a pair of 
confusion matrices, seen in Tables 2 and 3. The reference classes are listed across the top, while 
their classifications are listed along the side. As an example, for the real supervised confusion matrix 
in Table 2, 10 pixels known to belong to the targets class were classified as gravel, while the 
remaining 91 pixels known to represent targets were classified correctly. Alternately, the gravel 
class in this classification contains 365 correctly classified gravel pixels, as well as 10 pixels known 
to belong to the targets class. 
 
Table 2. Confusion matrix for real supervised maximum likelihood classification. 
 Reference Data  
  Grass Forest Gravel Targets Total 
Grass 535 0 0 0 535 
Forest 0 364 0 0 364 
Gravel 0 0 365 10 375 
Targets 0 0 0 91 91 
Total 535 364 365 101 1365 
 
 
 
 
 
 
 
 
 
 82 
Table 3. Confusion matrix for simulated supervised maximum likelihood classification. 
 Reference Data  
  Grass Forest Gravel Targets Total 
Grass 419 2 0 0 421 
Forest 0 498 0 0 498 
Gravel 0 0 318 0 318 
Targets 0 0 2 138 140 
Total 419 500 320 138 1377 
 
 
Overall, the results for both confusion matrices were quite good, with an overall accuracy of greater 
than 99% in both cases (99.3% for the real image classification, 99.7% for the simulated image 
classification). However, the Kappa coefficient is often more telling than the overall accuracy. The 
Kappa coefficient of the real classification was found to be 0.989, while the Kappa coefficient for 
the simulated classification was slightly higher at 0.996. Both metrics indicate that the simulated 
classification was more accurate that the real. We can also examine each class individually, with the 
producer’s and user’s accuracies seen in Table 4. 
 
Table 4. Producer’s and user’s accuracies for supervised classification. 
  Real Simulated 
Class Producer's Accuracy User's Accuracy Producer's Accuracy User's Accuracy 
Grass 100% 100% 100% 99.5% 
Forest 100% 100% 99.6% 100% 
Gravel 100% 97.3% 99.4% 100% 
Targets 90.1% 100% 100% 98.6% 
 
Next, unsupervised methods were used. The large SpecTIR radiance scene in Figure 23 was used to 
generate four distinct classes using ENVI’s k-Means classification tool. This number of classes was 
chosen to be equal to the number of classes in the supervised classification, as this will allow for a 
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more meaningful confusion matrix. The result of the unsupervised classifications can be seen in 
Figure 45, for the area of the real image shown in Figure 24. 
 
 
 
Figure 45. Unsupervised classification maps for real SpecTIR radiance image (top) and simulated radiance 
image (bottom). 
 
From the figures, we can see similar trends appear to exist within the images. Most noticeably, the 
grass regions in both images have a pair of classes mostly to themselves (yellow and cyan). 
Additionally, the forested regions also appear to be sufficiently spectrally varied to be defined as 
more than one class, although in the case of the simulated image, these two classes may be due to 
trees in full sun (green) or shadow (red), while for the real image, these differences may be due to 
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this effect, as well as variations in species and the amount of radiance from the grass escaping 
through the canopy. 
 
The manmade surfaces appear to be defined by a single class. The blue class in both images is 
composed of largely sand, gravel, and asphalt surfaces. However, the asphalt surface of the far-right 
court appears to be defined by two classes, the second class shared with the trees. That the spectral 
signatures of the asphalt and forested areas are similar enough to be given the same class is not 
something that was expected prior to producing these results, so it is likely simply due to the smaller 
amount of radiance received from those darker pixels. 
 
The manmade panels presented a challenge for the unsupervised classification algorithm, as their 
compositions and colors varied widely. It was not expected the targets be given their own class due 
to these differences. As expected, the targets in the real image were largely grouped into other 
classes, although the majority of the targets in the simulated image were classified together (cyan). 
Had a larger number of classes been generated, perhaps the targets could have been classified under 
a few categories by themselves, but with only four classes being determined, the targets do not 
account for a large enough portion of the image to influence the statistics greatly in an image 
dominated by vegetation. 
 
Interestingly, the simulated image appears much less uniform than the real image classification. The 
classes in the real image are large and uniform, while the simulated image has a more speckled look. 
This may be due to the initial USGS background image classification of the simulated scene leading 
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to minor differences across nearby areas in the scene. Within the real scene, different species of 
grass may be dominant over certain areas, leading to a definite boundary between the cyan and 
yellow classes. However, with only one species of grass in the simulated scene, the results of the 
classification may be more influenced by the bright and dark spectra chosen for the grass during the 
initial background image classification. 
 
To allow for a more in-depth comparison, the training and testing areas from the supervised 
classification were used as testing areas for the unsupervised classification. Here, the accuracy 
metrics are less important, as the content of each class is not known, but confusion matrices can be 
useful in visualizing the content of the classes. The pair of confusion matrices generated for the 
unsupervised classifications can be seen in Tables 5 and 6. 
 
Table 5. Confusion matrix for real unsupervised k-means classification. 
 Reference Data  
  Grass Forest Gravel Targets Total 
Class 4 (Y) 955 26 21 136 1138 
Class 3 (B) 114 335 0 2 451 
Class 2 (G) 1 332 709 16 1058 
Class 1 (R)  0 35 0 42 77 
Total 1070 728 730 196 2724 
 
Table 6. Confusion matrix for simulated unsupervised k-means classification. 
 Reference Data  
  Grass Forest Gravel Targets Total 
Class 4 (Y) 838 0 0 13 851 
Class 1 (R)  0 645 0 0 645 
Class 3 (B) 0 0 666 187 853 
Class 2 (G) 0 355 62 76 493 
Total 838 1000 728 276 2842 
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We can see from the data in the confusion matrices which classes are composed of which materials. 
In the real classification, Class 4 is dominated by grass, but also contains the majority (about 70%) 
of the pixels known to be target pixels. Class 3 contains some grass pixels, but mostly contains 
pixels known to be forest. Class 2 contains nearly as many forest pixels as Class 3, but nearly 70% 
of pixels in Class 2 are known to represent gravel. Lastly, Class 1 is comparatively smaller than the 
other classes, containing the remaining 77 truth pixels, with nearly equal parts forest and targets, 
though over 20% of target pixels are classified as Class 1, while less than 5% of forest pixels are 
classified under this class. 
 
For the simulated unsupervised classification, all pixels known to be grass are classified as Class 4, 
while a few target pixels also belong to Class 4. Class 1 contains entirely forest pixels, accounting 
for about 65% of the total known forest pixels in the scene. Class 3 contains the majority of both the 
known gravel and target pixels (about 90% and 70%, respectively), while the remaining 35% of the 
forest pixels belong to Class 2, along with less than 10% of the known gravel pixels and nearly 30% 
of the known target pixels. 
 
Placing the largest values along the diagonals of the confusion matrices still allows us to report an 
overall accuracy (74.9% for the real image classification and 78.3% for the simulated image 
classification), and Kappa coefficient (.634 for the real and .706 for the simulated). Additionally, the 
user’s and producer’s accuracies can be reported, as seen in Table 7, though again, these values 
carry less meaning than in the supervised classifications. 
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Table 7. Producer’s and user’s accuracies for unsupervised classification. 
  Real Simulated 
Class Producer's Accuracy User's Accuracy Producer's Accuracy User's Accuracy 
Grass 89.3% 83.9% 100% 98.5% 
Forest 46.0% 74.3% 64.5% 100% 
Gravel 97.1% 67.0% 91.5% 78.1% 
Targets 21.4% 54.5% 27.5% 15.4% 
 
 
4.5 Spectral Unmixing 
The set of unmixing targets can be seen in Figure 46. The first target (top left) is the 16’x16’ 
(4.9x4.9m) yellow cotton/felt target discussed in section 3.3.5. With the 1-meter spatial resolution, 
each pixel of this target should contain roughly 75% yellow felt and 25% yellow cotton. The larger 
24’x24’ (7.3x7.3m) target (top right) again contained a blue cotton/felt checkerboard pattern, so as 
to produce a pixel with about 50% blue cotton and 50% blue felt. The remaining six targets were 
made of only one material each to provide whole pixels as reference endmembers for unmixing. The 
second row, from left to right, contains a pink felt and a yellow cotton target, while the bottom row 
contains four targets (from left to right): yellow felt, blue cotton, gold felt, and blue felt.  
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Figure 46. Unmixing target area seen in a WASP visible RGB image. 
 
Unmixing endmembers were derived in two different ways. First, endmembers were derived directly 
from the radiance scene, using a one-pixel region of interest from the six one-material targets and 
from the pavement and applied to the radiance images. Second, shifting to the reflectance images, 
field reflectance spectra acquired on the day of the collect for these same targets were used as 
endmembers. When performing the unmixing on the yellow and blue unmixing targets, between two 
and all seven of these endmembers were used, but the best results came from using only the two 
appropriate signatures for each target. Constrained linear unmixing was performed in ENVI and the 
results can be seen below in Figure 47. 
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Figure 47. Constrained spectral unmixing results for yellow and blue unmixing targets. 
 
Given the true fractions of 25% cotton and 75% felt for the yellow unmixing target, and 50% cotton 
and 50% felt for the blue target, we can easily calculate an absolute error for the unmixing results, 
seen in Figure 48. 
 
 
Figure 48. Spectral unmixing results for yellow and blue unmixing targets. 
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Not surprisingly, for the real SpecTIR images, the in-scene endmember method (radiance) 
performed better than the field spectra method (reflectance). While the conversion to reflectance for 
the SpecTIR image was done using the ATCOR4 package [15, 16], ELM was used for the simulated 
image. The poor unmixing results for the SpecTIR reflectance case can be explained by residual 
errors in the atmospheric compensation.  
 
The results for the unmixing of the simulated images are quite good, which can likely be explained 
by low noise added and lack of variability within the unmixing target 1’x1’ (.3x.3m) squares. For 
both the radiance and reflectance tests, the results are quite close to the true fraction of the unmixing 
targets. However, without more information, it is difficult to determine whether these results are 
statistically significant. 
 
4.6 Subpixel and Pixel Phasing Target Detection Experiment 
As part of the SHARE collection exercise, a number of 12”x20” (30x51cm) green wood block 
targets were laid out on a grassy area north of the courts, as seen in Figure 49. Each of these targets 
was much smaller than an individual pixel, so no pixels contained a pure target spectrum. The task 
here was to determine how many targets could be detected while avoiding false alarms. To 
accomplish this, ENVI’s Target Detection Wizard was used, incorporating four algorithms: ACE, 
CEM (constrained energy minimization), MF (matched filter), and SAM (spectral angle mapper). Of 
these four, the ACE algorithm appeared to work the best here, so further analysis focused on this 
algorithm. A subset of 50 bands (418-643 nm) was used to detect the targets, as this range yielded 
much better results than using all 360 bands of the full SpecTIR spectral range. 
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Figure 49. SpecTIR reflectance image used for target detection. The targets are located at the center of the 
image, but are more easily visible in Figure 50. 
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A series of ROC curves was produced. For the real imagery, a traditional ROC curve was created for 
each algorithm, plotting the true positive rate against the false positive rate. To create this curve, the 
location of each target in the SpecTIR image was determined using the WASP visible RGB image as 
a truth image. The high resolution of the WASP image, as in Figure 50, made it easier to see the 
targets in the area, and once this image was registered to the SpecTIR image, the targets could easily 
be found and their locations noted. The registration used about 20 ground control points, and a third-
order affine transformation was used, resulting in registration errors of less than one pixel. 
 
 
Figure 50. The green wood block targets (outlined in red) can easily be seen in the grass at the top left of the 
WASP visible RGB image (left), but are much more difficult to accurately locate in band 25 (509 nm) of the 
SpecTIR image (right). The targets stood out best in this band, but the WASP image was necessary to more 
precisely locate the targets. 
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In creating the ROC curves for the real imagery, every positive result outside the general rectangular 
target area (the rectangular area containing all of the targets, plus a one-pixel buffer region) was 
considered a false alarm, as there were no targets in this region, but only true positives were counted 
within the general target area in case any pixels contained targets but had not been noted as such due 
to co-registration errors, thus avoiding inaccurate false positives. Because the WASP image allowed 
increased precision in locating the targets, due to the higher spatial resolution and the visibility of 
the targets against the grass background, the amount of target in each pixel could be estimated. ROC 
curves were also created considering only pixels with various minimum amounts of a target in them. 
Lastly, ROC curves were created on a per-target basis, considering only one central pixel per target, 
as many of the targets were spread over multiple pixels. Figure 51 shows the results of the ACE 
algorithm on the real scene. This image had a total of 115 target pixels and 9592 background pixels, 
resulting in a minimum probability of false alarm of 9592-1=1.04x10-4. 
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Figure 51. ROC curve with 95% confidence region for the ACE algorithm when applied to the real SpecTIR 
reflectance image [30, 31]. 
 
The confidence boundary around each point on the plot shows the extent of the region where the 
algorithm is 95% confident that the point would lie [30]. Error is inherent in this process, 
especially with a small sample size, which is why the confidence bound is larger for smaller 
numbers of hits and false alarms (towards the lower left of the plot). Further trials would 
decrease the size of this region. 
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Figure 52 shows the general trend when considering only pixels with larger amounts of target, and 
Table 8 shows the highest achieved probability of detection before the first false positive. The false 
alarm rates are per pixel. 
 
 
Figure 52. Comparison of ROC curves by amount of target in each pixel. The plot in the top left only considers 
one pixel per target, whichever one has the strongest signature if the target is spread over two or more pixels. 
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Table 8. Table showing maximum probability of detection achieved before first false positive for varying target  
 
fractions. 
Plot Max PD for PFP=0 
ACE 56.5% 
ACE, >10% Target Fraction 74.2% 
ACE, >20% Target Fraction 80.6% 
ACE, >30% Target Fraction 100.0% 
Per-Target ACE 79.2% 
 
In the case of the simulated reflectance image, only one ROC curve was created. In the future, 
additional curves may be created using the pixel fill information generated from the latest DIRSIG 
run. Note that in this simulated image, the targets were more easily visible against the grass 
background, as seen in Figure 53. The same subset of bands (bands 4-53, 418-643nm) was used in 
the creation of the ROC curve in Figure 54. The area was cropped to roughly the same extent as the 
image in Figure 49, but some of the areas in that image were not recreated in the simulated image. 
Unlike in the real scene, the target locations in the simulated scene were known exactly, so a buffer 
region around the target pixels was not necessary to avoid erroneous false positives. This image had 
a total of 172 target pixels and 5918 background pixels, resulting in a minimum probability of false 
alarm of 5918-1=1.69x10-4. 
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Figure 53. Band 26 (514 nm) of the simulated SpecTIR reflectance image. The targets are more visible in this 
image than in the real SpecTIR reflectance image, even with added noise. 
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Figure 54. ROC curve with 95% confidence region for ACE target detection algorithm applied to the simulated 
reflectance image in Figure 53 [30, 31]. 
 
In this case, the algorithm returned a result similar to that of the real data, achieving a probability of 
detection of 56.1% before its first false alarm, nearly identical to the real result of 56.5%. However, 
the ROC curve in the simulated scene appears to increase faster, yielding a slightly higher hit rate for 
nearly the full range of false positive rates. The similarities and differences between the real and 
simulated ROC curves speak to the accuracy of the PSF used in the generation of this image, as well 
as sufficient complexity in the background. 
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Finally, we can compare the two ROC curves for the real and simulated data by plotting them on the 
same axes, and use the confidence intervals to determine whether the differences are statistically 
significant. This plot can be seen in Figure 55. 
 
 
Figure 55. ROC curve with 95% confidence region for ACE target detection algorithm applied to the real and 
simulated reflectance image in Figure 53 [30, 31].  
 
From Figure 55, we see that the simulated ROC curve lies entirely within the bounds of the real 
ROC curve’s 95% confidence region. Due to this, we cannot conclude that the two ROC curves are 
statistically different. Further trials in other SpecTIR and simulated images, or the inclusion of more 
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targets in the scenes could reduce the size of these confidence regions and allow for a more 
informative conclusion. 
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5. DISCUSSION 
Overall, the simulated images created a reasonable representation of the empirical data collected by 
the airborne sensors. However, a closer inspection using the comparison methods in this thesis 
reveals the differences in the initial implementation in aspects such as the additive sensor noise, 
optical blur, and scene complexity when creating the simulated images. 
 
An investigation into the mean and standard deviation of the radiance showed that, while the mean 
radiances of the black and white panels were similar across the spectral extent of the image, 
especially after correcting for differences between the spectral reflectances of the real calibration 
panels and those given the simulated panels, a plot of the standard deviation across these panels does 
not show a great fit. This model does not encompass all of the noise characteristics present in the 
real image. Gaussian noise was added to each pixel with a standard deviation equal to 1% of the 
pixel value. However, this characteristic would not likely be found in a real imager. Hyperspectral 
sensors typically have a lower SNR towards the edges of their spectral range, rather than have a 
near-constant SNR across all bands. There are other more complex aspects of noise modeling that 
are spatially and intensity driven that were not included in the initial test covered by this thesis. For 
instance, the spectral detectivity of the sensor was not included in the noise model, but if an accurate 
determination of this detectivity existed, or even a reasonable estimate based on similar systems, it 
could be implemented to better model noise in the simulated image.  
 
An analysis of the point spread and modulation transfer functions showed that dissimilarities existed 
between the real and simulated images. This can be explained by the manner in which the simulated 
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image is created. The SpecTIR instrument includes two sensors, each with its own point spread 
function due to wavelength and other factors. However, the simulated scene incorporated a blur to 
simulate atmospheric scattering, utilizing the same blur for each band. Implementing a smaller 
degree of blur for the visible region and a slightly larger degree of blur for the IR, based on the 
results of section 4.2, as well as accounting for wavelength-dependent scattering factors, should 
yield more similar point spread and modulation transfer functions between the real and simulated 
images. 
 
Comparing the eigenvalues and eigenvectors showed that, while the simulated image contains less 
information than the real image, a good match exists between the real and simulated eigenvectors. 
However, a plot of the normalized eigenvalues shows that the higher-order principal components of 
the real and simulated images contain roughly the same amount of complexity in relation to the first 
eigenvector. It was found that the first three normalized eigenvectors show similar shapes and 
magnitudes, providing a close match, and are separated by fewer than 22 degrees of spectral angle. 
The real and simulated fourth eigenvectors are dissimilar, separated by about 61 degrees; however, 
this is not as significant, as the fourth eigenvalue carries less information, being quite low in value 
compared to the first and second eigenvalues. A side-by-side visual comparison of the first four 
principal components showed that similar trends were represented in each pair of principal 
component bands, despite differences in the eigenvectors. 
 
Performing supervised and unsupervised classifications of each image revealed more similarities 
between the real and simulated images. The supervised classification results were quite similar, with 
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differences mainly due to missing geometries in the simulated scene. However, going more in-depth 
showed some differences. The simulated supervised classification showed a slightly higher accuracy 
in both the overall accuracy and Kappa coefficient.  
 
The unsupervised classification showed similar trends, including two classes for the grass and trees, 
and one class for the dirt and gravel surfaces, while the manmade panels varied in their 
classification. However, the more “speckled” appearance of the real classified image and the more 
uniform appearance of the simulated classification indicate that variation of the background in the 
simulated image is not a great as it is in reality. Furthermore, classes in the unsupervised 
classification had different compositions between the real and simulated classified images. 
 
For the two radiance images, the spectral unmixing results were similar and within 1% of the true 
unmixing fractions. However, the reflectance results showed a significant difference, with the 
simulated results within 2% of the real unmixing fractions, but the real results differ between 13 and 
36% of the expected result. This discrepancy in the reflectance results is likely mainly due to 
different methods in creating the reflectance image from the radiance data, not the models or 
parameters used in DIRSIG. 
 
The final comparison, involving the detection of subpixel targets, showed promising results. The 
probability of detection before the first false alarm was nearly identical (56.1% for the simulated 
image and 56.5% for the simulated image) in both cases. Furthermore, the simulated ROC curve lies 
entirely within the 95% confidence range of the real ROC curve, and, therefore, the differences 
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between the two ROC curves cannot be deemed statistically significant. However, the results are not 
identical, as the real result tends to have a lower probability of detection for most values of the false 
alarm rate, near the edge of the 95% confidence range. This difference may again be due to the 
different methods used to produce the reflectance image from the radiance image. Additionally, 
improved noise and point spread function models should lower the simulated curve so that it better 
matches the real curve.  
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6. CONCLUSION 
As was the initial goal, this thesis has proposed and discussed a method for comparing real and 
simulated hyperspectral imagery. By using a simulated image from DIRSIG and a real image from 
the SpecTIR sensor, and performing the statistical and product-level analyses laid out in chapter 3, 
we have found that this process appears to be a reasonable method for identifying strengths and 
flaws in the simulation. 
 
Arguably the largest difference between the real and simulated images has to do with the scene 
geometry and background complexity. Several objects in the real scene were not modeled in the 
simulated version, and the background class diversity present in the real scene was not fully captured 
in creating the simulated model.  It was not the intent of this project to exactly replicate the scene, 
but rather to demonstrate a methodology using an approximate scene model. The fact that many of 
the product level comparisons were so close testifies to the robustness of this approximate modeling 
approach in generating simulated scenes with realistic characteristics. 
 
Potentially one of the causes of these differences is the manner in which the simulated image was 
created. For an image of this size and complexity, it can be computationally intensive to generate the 
simulated image. The simulated image used in this comparison was created by casting 121 subpixel 
rays per pixel and calculating a summation of the radiance received from these points. Increasing the 
number of rays cast per pixel will increase the quality of the spectral mixing in the data cubes, but 
doing so will increase the run time. Thus, the cost of producing a cube that is true to life is a large 
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computational exercise, and this highlights the benefits of iteratively refining the other portions of 
the model before running full quality runs on each testing exercise. 
 
We have seen here that the atmospheric model parameters used in the initial configuration were 
close, but not exact, replications of the real atmosphere, producing a simulated image that accurately 
reproduces the real SpecTIR collection of this experiment. MODTRAN easily can be used with a 
standard built-in atmosphere, but a more precise model of the atmosphere requires a number of 
complex inputs. The layered nature of the atmosphere, humidity, temperature, wind velocity, cloud 
cover, and other factors vary greatly within the atmosphere based on depth, and an approximate 
model only really shows general trends within the atmosphere. While an accurate atmospheric model 
can be used to generate a cube that can be used to closely simulate a sensor’s performance, it can 
take several iterations to work out the parameterization correctly. 
 
This initial simulation had other challenges as well, as discussed in the previous chapter. One of the 
issues of the initial image renderings involved the relationship between the point spread function, 
atmospheric effects, and spectral signatures of objects in the scene. Section 4.6 yielded similar 
results between detecting targets against the background in the real and simulated images. However, 
the simulated results could possibly be made even more realistic with a more accurate point spread 
function, including differing strengths of scattering and sensor artifacts at varying wavelengths, or a 
more accurate atmospheric model. Section 4.2 showed us that the point spread function at longer 
wavelengths was slightly narrower in the simulated image than in the real image. A wider point 
spread function will cause the spectral radiance from a single point to be spread out over a greater 
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distance in the image. Thus, pixels containing sub-pixel targets will contain larger fractions of 
outside data and a smaller amount of influence from the target itself, therefore being more difficult 
to detect and yielding a lower hit rate and greater number of false alarms. However, it is also 
dependent on the spectral location of the main features for a given target and background. 
 
Eigenanalysis also showed us a challenge in simulating the complexity of the images. While in both 
images, the first and second eigenvectors were influenced by vegetation, and the third eigenvectors 
appeared similar, there did not appear to be a relationship between the fourth eigenvectors. With the 
wide variety of grass types, tree species, and other factors within an image, it is extremely difficult 
to capture this complexity when generating a simulated scene. However, classification also 
demonstrated that, on a more fundamental level, the same general trends often exist within the data, 
with grass and forested areas being diverse enough from the rest of the scene for the classification to 
recognize them as separate classes. 
 
It is clear that more accurate scene, atmospheric, and sensor models could improve the quality of the 
simulated image and its ability to provide a very realistic sensor performance representation with 
respect to real sensor platforms. Creating a high fidelity spectral simulation can be a very time 
consuming process and require attention to all aspects of the scene, sensor, collection geometry, and 
the environment. However, the initial simulated images generated for this thesis echoes many of the 
characteristics of the real images, and the various algorithms and analyses demonstrated its 
usefulness and the iterative creation, evaluation, and refinement cycles required to build a simulation 
capable of predicting and replicating sensor performance in a real world environment. 
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One key conclusion to be drawn here is that the differences between the images all occurred on the 
user’s end, where information about the scene is entered by the user. Given enough information on 
the scene, down to small details like an accurate model of the noise, fluctuations in the atmosphere, 
and variation within the grass, trees, and other regions of the image, DIRSIG should be capable of 
providing a near-perfect recreation of the real image and scene. This, however, is not necessarily the 
goal of simulated imagery, nor is it reasonable to expect a perfect recreation. One of the main 
advantages of generating simulated imagery is to understand a system’s capabilities before 
collecting imagery, not adjusting the scene to more accurately reflect reality after the real scene has 
been imaged. 
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7. FUTURE WORK AND LESSONS LEARNED 
The tools discussed in this thesis should be used iteratively in future refinements of the modeling 
and simulations to arrive at a configuration that provides a close and rich representation of the real 
collection scenes. Once that maturity state is achieved, then additional sensor and collection trade 
experiments should be performed to examine the sensitivity of the detection performance of other 
sensor configurations and environmental conditions. 
 
There are many aspects that remain to be explored in improving the realism of the simulated data 
and its comparison to real empirical data. The scene content should be improved to more accurately 
reflect the environment on the ground during the collections. Additional simulations should be run 
using higher oversampling rates to improve subpixel effects. Continued work is necessary for the 
real imagery to determine more accurate noise contributors. The goal for the refined models is that 
the exploitation of the simulated cubes will yield more similar metrics as calculated for the real 
imagery. Additionally, as part of the SHARE collect, a LiDAR system was flown over the site and 
collected point cloud data. These data should be explored, and a LiDAR point cloud simulation of 
the scene generated, with further analysis performed as yet another point of comparison as the 
modeling exercise moves closer to the goal of multi-sensor multi-modal analysis capability. 
 
Lastly, the plausibility of an overarching metric capable of conveying the similarity of two images 
should be examined. While we present here a number of different methods and numeric values 
capable of pointing to similarities and differences between two hyperspectral images, a single metric 
encompassing all of these values, perhaps between 0 and 1, could better express the overall likeness 
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of two such images. However, this task is likely more difficult than a simple combination of values. 
Which values are most important, and which should be excluded from such a metric? What weights 
should be applied to those metrics deemed important, and how should those weights be applied? 
And, lastly, how should these values be mathematically combined? 
 
Through the comparison process established in this thesis, we have learned a number of important 
lessons. To present a final summary: 
• More information on the real scene would lead to greater accuracy in the simulated imagery. 
• A perfect recreation of the scene and other factors should yield a near-perfect match to real 
imagery. 
• Differences between the real and simulated images are due to the user, not DIRSIG. 
• Even with imperfect information, DIRSIG is capable of capturing adequate levels of realism 
for the problem considered here. 
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APPENDIX 
The following tables show the target locations and estimated target percentages, as discussed in 
subsection 3.3.6, within geo-corrected reflectance image ‘0920-1631_ref.img.’ The top row 
represents the image’s x-coordinate, while the first column represents the y-coordinate. The top left 
pixel is indicated by coordinate (1,1). 
 
  929 930 931 932 933 934 935 936 937 938 
3961 1.3 29.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3962 0.0 0.0 0.0 8.1 0.0 2.7 21.5 1.3 28.2 0.0 
3963 0.0 0.0 0.0 16.1 0.0 0.0 6.7 0.0 0.0 0.0 
3964 0.0 0.0 20.1 0.0 0.0 0.0 0.0 0.0 25.5 0.0 
3965 0.0 0.0 14.8 0.0 0.0 2.7 22.8 0.0 1.3 2.7 
3966 0.0 0.0 0.0 14.8 13.4 0.0 0.0 0.0 0.0 8.1 
3967 0.0 17.5 13.4 0.0 0.0 13.4 17.5 0.0 0.0 0.0 
3968 0.0 4.0 0.0 9.4 29.5 0.0 0.0 0.0 36.3 0.0 
3969 0.0 28.2 2.7 0.0 0.0 6.7 30.9 0.0 0.0 0.0 
3970 6.7 0.0 0.0 25.5 0.0 0.0 2.7 10.7 2.7 1.3 
3971 21.5 0.0 0.0 9.4 0.0 0.0 0.0 17.5 1.3 9.4 
3972 0.0 0.0 0.0 0.0 0.0 30.9 0.0 0.0 0.0 0.0 
3973 0.0 0.0 0.0 0.0 0.0 0.0 10.7 21.5 0.0 32.2 
3974 0.0 0.0 0.0 0.0 0.0 0.0 1.3 5.4 0.0 0.0 
3975 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
 
  939 940 941 942 943 944 945 946 947 948 
3961 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3962 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3963 32.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3964 0.0 0.0 28.2 4.0 0.0 4.0 0.0 0.0 0.0 0.0 
3965 2.7 0.0 0.0 0.0 0.0 34.9 17.5 8.1 0.0 32.2 
3966 16.1 6.7 29.5 0.0 0.0 0.0 4.0 1.3 0.0 0.0 
3967 0.0 0.0 0.0 0.0 29.5 0.0 5.4 16.1 0.0 13.4 
3968 6.7 9.4 0.0 0.0 0.0 0.0 0.0 2.7 0.0 17.5 
3969 12.1 10.7 24.2 9.4 0.0 34.9 2.7 28.2 0.0 0.0 
3970 4.0 0.0 0.0 0.0 0.0 0.0 0.0 2.7 0.0 17.5 
3971 14.8 4.0 1.3 5.4 29.5 4.0 5.4 10.7 8.1 4.0 
3972 0.0 14.8 17.5 0.0 0.0 13.4 12.1 6.7 9.4 13.4 
3973 0.0 9.4 0.0 25.5 1.3 0.0 0.0 0.0 0.0 18.8 
3974 0.0 25.5 0.0 10.7 1.3 26.9 1.3 32.2 0.0 0.0 
3975 0.0 0.0 0.0 0.0 0.0 13.4 0.0 0.0 8.1 21.5 
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