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Resumo 
Este trabalho trata do desenvolvimento de uma metodologia baseada nos 
conceitos clássicos de estatística e probabilidade para a análise e avaliação da 
robustez da estabilidade e do desempenho de sistemas de controle, 
particularmente àqueles que usam o PID (Proporcional, Integral, Derivativo) 
como lei de controle. Visando estabelecer as condições para a aplicação da 
metodologia, um sistema de identificação do processo foi desenvolvido de 
forma recursiva, no qual modelos de convolução e fenomenológico foram 
empregados como representação do modelo e processo, agrupado a um 
procedimento de auto sintonia, necessário para considerar os parâmetros de 
sintonia como variáveis aleatórias e, por conseguinte as raízes da equação 
característica do sistema em malha fechada.O mapeamento da região de 
robustez tem sido realizado a partir das raízes da equação característica, 
considerando a distância estatística como a métrica representativa da robustez 
da estabilidade a qual permite estabelecer a região com certo grau de 
significância.Os resultados obtidos demonstram o potencial analítico exigido 
pela metodologia, permitindo também a análise online, com baixo esforço 
computacional e operacional mostrando ser um poderoso instrumento de 
avaliação de sistema de controle. 
 
Palavras-chave: Controlador PID, estabilidade, região de confiança robusta, 
equação característica, análise do lugar das raízes 
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Abstract 
This study discusses the development of a methodology based on classical 
concepts of statistics and probability to analyze and evaluate the robustness of 
the stability and performance of the control system, particularly those that use 
the PID as control law. To establish the conditions for the application of the 
methodology, a recursive system identification method  process was developed, 
in which convolution and phenomenological models were used to represent 
model and process, together with a self-tuning procedure that is necessary to 
consider tuning parameters as random variables, and hence the roots of the 
characteristic equation of the closed loop system. The mapping of the region of 
robustness has been achieved from the roots of the characteristic equation, 
considering the statistical distance as the metric represented to the robustness 
of stability which allows the region to establish a degree of significance. The 
results obtained demonstrate the potential analytical and evaluation required by 
the methodology, allowing such analysis also "online" with low computational 
effort and operational proving to be a powerful tool in the analysis of control 
system. 
 
Keywords:  PID Controller, stability, robust confidence region, characteristic 
equation, root locus analysis 
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CAPITULO I 
1. INTRODUÇÃO 
1.1. Motivação do trabalho proposto 
A motivação deste trabalho foià busca por soluções teórica e prática de 
complexidade matemática reduzida para problemas de controle de 
processosconsiderando a análise e avaliação da robustez da estabilidade e do 
desempenho em tempo real para um sistema de controle, utilizando 
conhecimentos clássicos de probabilidade e estatística. 
O objetivo de um projeto de sistemas de controle robusto é garantir o 
desempenho do sistema na presença de incertezas sobre o processo. De 
acordo com Morari e Zafiriou (1989), a robustez é uma característica desejável 
de sistemas de controle por, pelo menos, duas razões: o sistema deve operar 
satisfatoriamente, ainda que em condições operacionais distintas daquelas 
consideradas no modelo do projeto (nominal) eque as condições de robustez 
possam ser utilizadas com o objetivo de se adotar um modelo de projeto 
simplificado, não só para facilitar a sua análise, como também por seu reduzido 
impacto sobre a complexidade do controlador resultante. 
A robustez da estabilidade e do desempenho tem sido normalmente 
tratada levando-se em conta a análise do modelo do processo e dos distúrbios 
sobre o processo, considerando-se os intervalos de variação para os 
parâmetros de interesse do processocom os quais o sistema pode ser 
considerado robusto. Diversos trabalhos (Lescher e Ross, 2011; Huang e Zhou, 
2000) considerama robustez de sistemas sujeitos a incertezas usando os 
fundamentos do método do valor singular para garantir os critérios de robustez 
para sistemas de controle. 
A determinação da robustez da estabilidade e do desempenho 
estabelecido por um tratamento estatísticoem sua forma clássica tem sido 
pouco mencionada pela literatura. Recentemente, Calafiore et al.(2011) 
aplicaram tais métodos probabilísticos para projeto de sistemas de controle, 
apresentando algoritmos contendo parâmetros aleatórias para controle de 
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sistemas com incertezas. Tempo et al. (1997) propuseram uma análise da 
robustez dos sistemas de controle afetados pela presença de incerteza. Dessa 
forma, um sistema de controle é robusto quando apresenta baixa sensibilidade 
a perturbações, sendo estável em uma faixa de variação de parâmetros, e no 
qual o desempenho continua a atender as especificações mesmo na presença 
de variações nos parâmetros. Deve-se salientar que devido à aplicação do 
método de Monte Carlo,a abordagem estabelecida pelos autores citados 
necessita de medidas de probabilidade e amostras de dimensões 
consideráveis, o que resulta num severo esforço matemático, desestimulando e 
tornando o método pouco atrativo para os usuários, além de não garantir a 
precisão dos resultados quando o tempo reduzido é requerido para o 
processamento. 
A proposta do presente trabalho consiste em empregarconceitos usuais 
de estatística, sem extensos arroubos matemáticos,para a construção de uma 
região de robustez que possibilite verificar em tempo real se o sistema de 
controle operaapropriadamente dentro dos critérios pré-determinados para a 
estabilidade e desempenho, considerando-se múltiplas perturbações e 
incertezas no processo. 
1.2. Organização do trabalho 
O trabalho é apresentado por capítulos, nos quais as atividades 
realizadas estão descritas em uma ordem para facilitar a cronologia do 
desenvolvimento. 
O capitulo II, consiste de uma revisão bibliográficada temáticacontrole de 
processos e robustez, bem como uma síntese do procedimento de identificação 
de sistemas e os principais métodos apresentados na literatura, 
complementando com um enfoque nos métodos auto sintonia.  
O capítulo III trata da análise da robustez de sistema de controle, 
considerando a visão clássica, apresentando também uma aplicação de 
métodos estatísticos na estratégia de controle, a fim de estabelecer a região de 
confiança conjunta dos parâmetros do controlador considerando um dado nível 
de significância. 
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No capitulo IV são apresentados os fundamentos teóricos necessários 
para a obtenção da região de confiabilidade conjunta dos parâmetros do 
controlador clássico proporcional, integral e derivativo (PID), o equacionamento 
do intervalo de confiança, assim como os teoremas básicos e definições. E por 
fim, a obtenção da robustez de estabilidade e de desempenho objeto desse 
trabalho. 
No capítulo V, um estudo de caso é apresentado com sua respectiva 
modelagem dinâmico e estrutura de controle baseada no controlador PID 
clássico. Como também, faz-se uma síntese dos procedimentos de 
identificação e de auto sintoniautilizado nesse trabalho. E no Capitulo VI são 
analisados os resultados sobre os desenvolvimentos realizados no que diz 
respeito à identificação e auto sintonia, utilizados no estudo de caso do capítulo 
anterior, assim também como a obtenção região robusta de estabilidade e de 
desempenho. 
Finalmente, no Capítulo VII, são apresentadas as conclusões do 
presente trabalho, assim como sugestões para trabalhos futuros. 
1.3. Objetivos 
Visando desenvolver uma metodologia que trata da análise e avaliação 
da robustez aplicada a controle de processo, os objetivos específicos deste 
trabalho são:  
1) desenvolver uma metodologia para análise da robustez de 
estabilidade e de desempenho em sistemas de controle com a  aplicação de 
conceitos estatísticos a partir de dados obtidos em tempo real de simulação,  
2)aplicar os conceitos de balanço de massa e energia, para obtenção de 
modelos empregados na identificação recursiva e, 
3) estabelecer uma estratégia de controle clássico por retroalimentação 
(feedback) com controlador PID acoplado com uma sistema de auto sintonia. 
Tendo em vista a aplicação teórico/prático da metodologia desenvolvida, 
um estudo de caso, o qual possibilite de forma simples e objetiva, validar a 
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metodologia tem sido proposto. Para tanto, torna-se mister estabelecer as 
seguintes metas: 
a) modelar um sistema de aquecimento para avaliação do controle de 
temperatura e de nível, uma vez que o foco do trabalho é uma 
metodologia de obtenção da região de robustez da estabilidade e da 
estabilidade; 
b) desenvolver o modelo dinâmico do processo em Matlab® interligado 
a um supervisório SCADA (Supervisory Control and Data 
Acquisition), no intuito de gerar um ambiente de sala de controle 
industrial; 
c) desenvolver uma estratégia de identificação utilizando o modelo de 
convolução recursiva, com a finalidade de obter o modelo do 
processo; 
d) desenvolver e implementar um sistema de auto sintoniautilizado 
como base no modelo de convolução recursiva; 
e) estruturar a metodologia de geração de região de confiabilidade de 
parâmetros, com nível de significância estatística, utilizando dados do 
controle do processo em tempo real; 
f) gerar as regiões de robustez de estabilidade e de desempenho no 
plano complexo utilizando o conceito de distância estatística.  
A realização das tarefas apresentadas anteriormente permitirá não só o 
desenvolvimento de uma metodologia para obtenção da região robusta de 
estabilidade e de desempenho, como também possibilitar um sistema de 
monitoramentoem tempo real dessa região e tendências de mudança. Além 
disso, espera-se que a aplicação dessa metodologia possa contribuir para uma 
análise simplificada e objetiva da robustez da estabilidade e do desempenho de 
sistemas de controle, assim também como servir de base para a tomada de 
decisões para controle de processos, com maior rapidez e segurança. 
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CAPITULO II 
2. REVISÃO BIBLIOGRÁFICA 
O controle automático, particularmente, a aplicação de estratégia por 
retroalimentação, tem sido fundamental para o desenvolvimento da automação. 
Segundo Mayr (1970) a estratégia por retroalimentação teve sua origem com 
os reguladores de válvula de flutuador (reguladores de nível) dos mundos 
Helénico e Árabe usados para controlar dispositivos, como relógios de água, 
lâmpadas de óleo e distribuidores de vinhos, bem como o nível de água em 
tanques.De acordo com Bissell (2009), a tradição do relógio de água 
permaneceu no Mundo Árabe, como descrito em livros de autores como Al-
Jazari (1203) e Ibn Al-Sa-ati (1206). Reguladores de boia na tradição de Heron 
também foram construídos pelos três irmãos Banu Musa em Bagdá no século 
IX a.C.O regulador de nível de válvula de flutuador teria sido reinventado 
durante a revolução industrialno século XVIII. O primeiro sistema de controle 
por retroalimentação europeu independente foi o regulador de temperatura de 
Cornelius Drebbel (1572–1633). 
Desde o século XVII, os sistemas de controle têm sido projetados para 
controle de temperatura, controle mecânico de moinhos e regular os motores a 
vapor. Durante o século XIX tornou-se cada vez mais claro que os sistemas de 
controle eram propensos à instabilidade. Um dos critérios de estabilidade foi 
derivado independentemente no final do século XIX na Inglaterra por Routh e 
por Hurwitz na Suíça. No mesmo período,houve também o desenvolvimento de 
sistemas de controle realimentado no qual a saída é função da posição, da 
velocidade ou aceleraçãodenominada de servomecanismos, em princípio para 
direcionar navios e para estabilização e para função de pilotos automáticos. A 
invenção do avião (literalmente) acrescentou uma nova dimensão para o 
problema. A análise teórica de Minorsky(1885 – 1970) para controle de navio 
na década de 1920foi derivadade suas observações, verificando que o controle 
não estava vinculado apenas no erro atual, mas também no erro passado e no 
erro futuro, esclarecendo e formalizando a natureza dostrêstermos de controle: 
proporcional, integral e derivativo ao erro, que também foi usado para 
aplicações de processo na década de 1930. Baseado no servomecanismo e 
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engenharia de comunicações,nos desenvolvimentos da década de 1930 e 
impulsionado pela necessidade de sistemas de controle de armas de 
altodesempenho, o formalismo teóricofoi desenvolvidonos EUA, Reino Unido e 
em outros lugares pelo mundonos anos seguintes.  
Em 1935, Ralph Clarridge da Taylor Instrument Companies criou o 
controlador de três termos, ao utilizar um controlador de predição do erro futuro 
para solucionar um problema de oscilação de uma malha de controle de 
temperatura em uma indústria de celulose. Chamada inicialmente pelos 
engenheiros da empresa de pré-act, a ação derivativa foi testada apenas em 
casos especiais até o ano de 1939, quando uma versão totalmente reprojetada 
do controlador Proporcional-Integral-Derivativo PID Fulscope foi oferecida 
como padrão nos sistemas de controle comerciais da empresa (Aström, 2012). 
 Visando resolver problemas de ajuste dos parâmetros do controlador 
PIDcom regras simples, em 1942 através do clássico artigo “Optimum Settings 
for Automatic Controllers”, Ziegler e Nichols propuseram às clássicas regras de 
sintonia, que na época impulsionaram as vendas dos controladores PID 
(Aström, 2012). 
2.1. Robustez da estabilidade e do desempenho 
No inicio de 1970 houve a necessidade de uma teoria de controle 
robusto para tratar da análise e da avaliação de tolerância às incertezas, 
também conhecida como a margem de estabilidade, tendo em vista que um 
processo não pode ser representado perfeitamente através de um modelo 
matemático, mesmo que seja simples. A finalidade da teoria de controle 
robusto consistia em avaliar quantitativamente se o controle por 
retroalimentação é capaz ou não de manter o desempenho satisfatório para 
todas as perturbações dentro de uma determinada classe. Além disso,foi 
possível também otimizar a robustez do sistema de controle pela escolha de 
um controlador por retroalimentação que maximiza a tolerância àsincertezas. 
Em ambos os casos, o problema é essencialmente uma problema de 
otimização não-convexo (Safonov, 2001).Segundo Safonov (2007), uma 
revolução na teoria de controle começou há quase 40 anos atrás, quando o 
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foco dominante de pesquisa passou a ser otimizar a robustez. O conceito 
derobustez desde então tornou-se parte integrante da atual teoria de controle. 
Antes de 1975, os conceitos matemáticosusados pela teoria de controle 
ótimoainda não tinhamexploradoadequadamente osconceitos de robustez e 
estabilidade. A mais próxima medida quantitativa de robustez foi o clássico 
margem de ganho e de fase para malhas de retroalimentação para sistemas de 
simples entrada e de simples saída utilizando o diagrama de Bode (1945). 
Entretanto, de 1960 e até 1975,as respostas no domínio da frequência 
associadas com o problema de controle,tais comoo diagrama de Bode, foram 
geralmente consideradasultrapassadas pelosmatemáticos especialistas em 
controle, e o conceito de margem de estabilidade foi esquecido. Na mesma 
década, o conceito de margens de estabilidade para sistemas com múltiplas 
entradas e múltiplas saídasainda não tinha despertado a atenção de 
pesquisadores matemáticos especialistas em controle. 
Ainda na década de 70, as pesquisas dirigidas por Michael Athans no 
Laboratório de Sistemas Eletrônicos do MIT (Massachusetts Institute of 
Technology), contribuíram significativamente para a teoria de controle robusto. 
Em 1975, as primeiras tentativas de aplicar a teoria de controle ótimolinear-
quadratic Gaussian(LQG) para projetos práticos de retroalimentação produziu 
resultados inaceitáveis (Safonov e Papavassilopoulos,1994; Safonov,  2001). O 
problema foi identificado como sendo a falta de consideração do problema de 
estabilidade marginal multivariável (Safanov, 2001). Safonov (2001)introduziu o 
uso do termo robustez para descrever este problema e lançou as bases para a 
sua solução usando o método separação defunções quadráticas.A evolução da 
teoria de controle robusto até 1982 é descrita com detalhespor Safonov e Fan 
(1997).  
O trabalho de Safonov (1998)fornece uma introdução elementar à teoria 
de controle robusto incluindo exemplos de motivação e um conjunto de 
técnicas para estimar limites conservadores sobre margem de estabilidade 
multivariada.Métodos de análise de projetosde controle robusto têm 
sidoapresentados porMaciejowski (1989), Skogestad e Postlethwaite (1996), e 
Barmish (1994). Enquanto que Métodos de otimização aplicados a teoria de 
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controle como Linear matrix inequality (LMI) são enfatizadas por Boyd et 
al.(1994) e Ghaoui e Niculescu (1998). Packard (1991) e Iwasaki (1994) 
descrevem alguns métodos baseado na normaH∞(espaço de Hardy) que 
otimiza os problemas de síntese  de controle robusto e podem ser reduzidos à 
otimização, usando Linear Matrix Inequalities(LMI) e incorporandoos teoremas 
de Parrott e de Finsler.Formulações dos problemas de síntese de controle 
robusto usando Bilinear matrix inequality (BMI) são descritos em Mesbahi 
(1998) e Safonov (1994). 
2.2. Identificação de processos 
De forma geral é possível agrupar as técnicas de modelagem em duas 
grandes categorias, a saber: modelagem pela natureza do processo 
fenomenológico e modelagem empírica baseada em ensaios experimentais 
(Ljung, 1987). O que provavelmente mais diferencia essas duas abordagens é 
o conhecimento sobre o processo real utilizado na obtenção dos modelos. Na 
modelagem fenomenológica do processo, o modelo é desenvolvido a partir de 
toda informação disponível sobre o processo, enquanto quea modelagem 
empírica normalmente não pressupõe qualquer conhecimento prévio do 
sistema (Sjöberg et al., 1996). 
A necessidade de se dispor de um modelo matemático aplicado a 
controle que descreva a dinâmica de um processo surge com as estratégias de 
controle avançado, nas quais esse modelo terá importante papel na ação de 
controle. Apesar dos modelos fenomenológicos apresentarem uma descrição 
mais detalhada do processo, quando comparado aos modelos empíricos, eles 
são na maioria constituídos de sistemas de equações matemáticas com certo 
grau de complexidade,considerando a falta de conhecimento sobre os 
parâmetros das equações, bem como o tempo de resolução do modelo pode 
tornar seu emprego algumas vezes limitado. Evidentemente, o constante 
avanço e desenvolvimento das estruturas de hardwares dos computadores 
utilizados para resolução dessa classe de modelos, tende a reduzira limitação 
do esforço e tempo computacional. 
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O processo de identificação de sistemas é quase uma arte, sendo um 
processo iterativo, conforme afirmativa de Ljung (1987). De acordo com 
Sjöberg et al. (1995), o  conhecimento prévio que se dispõe acerca de um 
processo permite classificá-los em três níveis: modelos caixa-branca ("white-
box models"), é o caso quando um modelo é conhecido por representação 
fenomenológica do sistema; modelos caixa-cinza ("gray-box models"), quando 
há um certo conhecimento da natureza do processo, mas vários parâmetros 
permanecem para serem determinados a partir dos dados observados; e 
modelos caixa-preta ("black-box models"), quando nenhum conhecimento da 
natureza do processo  "a priori" está disponível ou é utilizado, mas a estrutura 
escolhida do modelo pertence à famílias que são conhecidas por apresentarem 
boa flexibilidade e foram utilizadas com sucesso no passado. 
Segundo Sjöberget al. (1995), o problema da identificação de sistemas 
pode ser posto da seguinte maneira: 
1) a partir dos dados de entrada )(tu  e saída )(ty  observados para um 
sistema dinâmico 
)](...)2()1([
)](...)2()1([
tyyy
tuuu


y'
u'
(2.1) 
onde u'   e  y' são vetores que representam o  conjunto de informações de 
entra e saída do processo respectivamente. 
2) procura-se uma relação entre as observações passadas ],[ 11  tt yu  e as 
saídas futuras )(ty : 
)(),()( 11 tgt tt vyuy          (2.2) 
onde o termo aditivo )(tv é referente ao erro de modelagem. 
Segundo Ljung (1987), as estruturas paramétricas lineares utilizadas na 
prática são variações do modelo de resposta finita a um impulso (FIR-Finite 
Impulse Response), onde são usadosnão somente maneiras diferentes de se 
alocar os "polos" do sistema, mas também de se descrever as 
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característicasdo ruído. O mesmo autor resume todos estes modelos 
(paramétricos) pela seguinte família geral (Ljung, 1987): 
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                 (2.3) 
ondeq-1 é um operador deslocamento, conhecido por shift-back, eA, B, C, D e F 
correspondem a polinômios em q-1 do modelo. 
Os casos especiais dessa última equação são conhecidos como: Modelo 
Box-Jenkins (BJ) onde A = 1; Modelo ARMAX (AutoRegressive Moving 
Average with eXogeneus variable inputs) considerandoF=D=1; Modelo erro-
saída OE (Output Error) ondeA=C=D=1 e Modelo ARX (Autorregressive with 
eXogeneus variable) para F=C=D=1. 
Na modelagem, uma questão importante é a escolha da estrutura que 
deverá representar o comportamento de um sistema dinâmico. Aguirre et al. 
(1998) agrupa algumas representações utilizadas na modelagem de sistemas 
não-lineares e suas respectivas fontes que são: (i) redes neurais; (ii) funções 
de base radial, FBR; (iii) séries de Volterra; (iv) "wavelets"; (v) funções 
polinomiais e racionais; (vi) equações diferenciais polinomiais. O mesmo 
destaca que os modelos conhecidos bi-lineares constituem uma classe 
especial dos modelos polinomiais não lineares. 
Os modelos polinomiais apresentam algumas vantagens sobre as 
demais representações para as dinâmicas não lineares. Geralmente, é possível 
obter modelos polinomiais não lineares, como NARMAX (non-linear 
autoregressive moving average model with exogenous inputs),que ajustam 
dados com boa exatidão desde que estes dados não apresentem variações 
abruptas. Outra vantagem da representação polinomial é a facilidade com que 
a informação analítica sobre a dinâmica do modelo pode ser obtida (Aguirre e 
Mendes, 1996). Logo, os polinômios não lineares,os quais são funções lineares 
nos parâmetros, permite a utilização de algoritmos de estimação de parâmetros 
para modelos lineares (Davis et al., 1985;Korenberg et al. 1988; Chen et al.,  
1989; Aguirra, 1998). 
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A identificação de modelos NARMAX multivariáveis foi analisada por 
Billings et al. (1989) destacando que modelos sub parametrizado, ou seja, com 
número de parâmetros menor que o necessário para a especificação completa 
do sistema, podem apresentar regimes dinâmicos espúrios. Diversas 
representações não lineares para séries temporais (incluindo redes neurais e 
modelos NARMA, non-linear autoregressive moving average model) foram 
comparadas por Çinar (1995)e segundo o mesmo,a utilização de uma estrutura 
não compatível com os tipos de não linearidades existentes nos dados tem um 
efeito significativo sobre o esforço de identificação e a qualidade do modelo 
gerado. Assim, o processo de detecção da estrutura de um modelo dinâmico 
para sistemas não lineares deve receber uma atenção especial durante o 
procedimento de identificação.  
2.3. Auto sintoniade controladores 
Em 1943, Ziegler e Nichols (ZN) sugeriram duas abordagens para 
ajustar os parâmetros de um controlador PID.O primeiro método, o método da 
malha fechada, baseia-se em testar a planta emmalha fechada com o 
controlador PID, onde as ações integral e derivativa são nulas. O segundo é a 
partir da curva de reação do processo.  
Por muitos anos, as técnicas de ajuste de Ziegler-Nichols foram 
operações estritamente manuais executadas sempre que uma nova malha de 
controle eraprojetada.Durante a execução do teste de Ziegler-Nichols, os 
dados eramarmazenados em um registrador de fita,com os quaisse ajustavam 
os parâmetros; em seguida, iniciava o novo ciclo de modo automático. Eraum 
trabalho repetitivoexaminar cada ciclo, e os resultados nem sempre eram 
satisfatórios. Várias iterações se faziam necessárias para gerar parâmetros de 
ajuste que produziria o desempenho aceitável em malha fechada.  
Na década de 1970,os controladores PID evoluírampara dispositivos 
eletrônicos e posteriormente para sistemas digitais associadosà automação 
das técnicas de ajuste de Ziegler-Nichols os quais permitiram um melhor ajuste 
em malha fechada. 
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Um dos primeiros algoritmos de auto sintonia de controladores foi 
desenvolvido originalmente na Fischer e Porterno início de 1980 (VanDoren, 
2006).Tal algoritmo executa automaticamente um teste semelhante ao método 
de Ziegler-Nichols em malha abertana tentativa do controlador atuar no 
processo. Oalgoritmo de auto ajusteconsidera o comportamento do processo, 
permitindo prever como o processo vai reagir a qualquer tentativa corretiva e 
que por sua vez permitecalcular os parâmetros de sintonia. 
Pesquisas desenvolvidas por Åstrom (1996) na área de controle de 
processos resultaram no desenvolvimento das seguintes técnicas de controle 
adaptativo: gain scheduling, Model Reference Adaptive System(ARM), self 
tuning regulator (STR) e autotuning.O algoritmo de auto ajuste ou auto sintonia, 
que foi originalmente proposto por Åstrom e Hägglund (1984), também é um 
versão automatizada do método de Ziegler-Nichols. Em vez de utilizar um 
controlador proporcional para controlar o processo e atingir oscilações cíclicas, 
o processo é controlado por um relê. O método funciona direcionando a 
variável de processo para uma série de oscilações a partir de aplicação de um 
degrau positivo a partir da entrada definida pelo usuário até que a saída do 
processo passa do valor nominal. Em seguida, aplica-se um degrau negativo 
até o processo retornar abaixo do valor nominal. Repetindo esse procedimento 
o processo oscila fora de sincronia com a atuação do relê de controle, mas com 
a mesma frequência. O tempo necessário para completar uma oscilação é 
conhecido como o período final do processo (Tu), e a amplitude relativa das 
duas oscilações, ou seja, a oscilação do relê e a do processo, multiplicado por 
4/π resultam no ganho final (Pu).  
Apesar dos avanços ocorridos em relação à auto sintonia de 
controladores PID e aceitação por parte da indústria, há críticas ao método 
originalmente apresentado por Åström e Hägglund (1984) para auto sintonia 
que são: sensibilidade do método na presença de sinais de perturbação; o 
controlador PID é desabilitado do sistema enquanto o procedimento é 
executado; não é realizada análise de desempenho para verificar a 
necessidade de nova-sintonia; a partir da determinação da histerese, não se 
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pode prever a fase do ponto identificado. Assim, surgiram novos estudos sobre 
o tema, que procuraram contornar algumas das limitações. 
Cologni (2008) apresenta e compara três outras estratégias 
desenvolvidas por Friman e Waller (1997), Tan et al. (2000) e Ming e Xin 
(2005)  à estratégia de auto sintonia desenvolvida por Åström e Hägglund 
(1984), destacando que apresentam características distintas quanto a topologia 
da malha com o relê (on-line e off-line), técnica de sintonia (especificação de 
margens de fase e ganho, modelo de referência, critério de otimização, etc) e 
complexidade de implementação. Perić  et al. (2000) também propôs uma 
modificação na auto sintonia de relê ideal de  Åström e Hägglund (1984) no 
intuito de aumentar a classe de aplicação dessa ferramenta. A modificação 
proposta refere-se à introdução de um elemento dinâmico em série após o relê 
durante a execução do procedimento, possibilitando a introdução de um tempo 
morto.  
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CAPITULO III 
3. ANÁLISE CLÁSSICA DO CONCEITO DE ROBUSTEZ 
3.1. Robustez 
A robustez considerada nesse trabalho diz respeito à da estabilidade e 
do desempenho. De acordo com Zhou et al. (1996), um sistema de controle é 
dito robusto quanto ao desempenho quando, mesmo em presença de 
perturbações externas, erros de modelagem, ruídos dos sensores, etc., a 
resposta do sistema em malha fechada continua mantida dentro de um nível 
aceitável. Da mesma forma, robustez da estabilidade e do desempenho 
constituem objetivos conflitantes, ou seja, um melhor resultado de um, acarreta 
uma redução do outro, e vice-versa. O esforço do projeto do controlador 
robusto consiste na determinação de um compromisso aceitável entre os dois 
tipos de robustez.  
Segundo a Teoria de controle, a análise de robustez permite avaliar o 
desempenho de um sistema de controle submetido às mudanças de 
parâmetros com o objetivo de permitir a exploração de projetos alternativos de 
controle que sejam insensíveis às alterações no processo de forma a manter a 
sua estabilidade e desempenho (Rollins, 1999). 
Metodologias desenvolvidas por Doyle e Stein (1981) e Skogestad e 
Morari (1987) no domínio da frequência analisam a robustez da estabilidade, 
em malha fechada, utilizando o critério “Log Modulus” e o pico de ressonância. 
Pode-se verificar nos procedimentos citados que a robustez é analisada off line 
utilizando um modelo do processo.  
Atualmentea análise de robustez de um sistema de controleé realizada 
na fase do projeto da planta considerando o modelo do processo desejando-se 
obter uma lei de controle válida para todo o domínio deincertezas. 
Considerando o modelo do processo e as estruturas de controle,a 
determinação dos parâmetros do sistema de controle permite estabelecer 
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ascondições em que o controlador manterá ou não a estabilidade em malha 
fechada (Morari e Zafiriou,1989).  
A título de ilustração,para estabelecer as faixas para os parâmetros do 
controlador de acordo com as metodologias existentes, consiste em considerar 
a equação em malha fechada, como exemplo a Equação 3.1,aplicando-se um 
erro ou incerteza de Kp associada com o ganho no modelo do processo,o 
qual por simplicidade da exposição é assumido ser de primeira ordem. 
Aanalisedos efeitos dessa incerteza na estabilidade é realizada a partir da 
equação característica, de acordo com a Equação 3.2. 
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onde os termos Gc(s) e Gp(s) correspondem as funções de transferência do 
controlador e do processo, respectivamente. 
Analisar o comportamento das raízes da equação característica para o 
intervalo de incerteza Kp associada com o ganho no modelo do processo não 
é tão difícil, contudo, quando são incluídos os desvios possíveis no tempo 
morto () e constante de tempo () tal análise torna-se realmente mais 
complexa.  
0
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Neste caso, a Equação 3.3 teria que ser resolvida para as raízes da 
equação característica para várias combinações de incertezas. Além disso, 
teria que se garantir que as magnitudes de ±Kp, ±, ±sejamfisicamente 
compatíveis (Tham, 1999), ou seja, de acordo com as variações possíveis do 
processo. 
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3.2. Aplicação de conceitos estatísticos na estratégia de 
controle 
Após décadas de investigação e desenvolvimento de métodos mais 
eficientes de sintonia de controladores, tipos refinados de instrumentação e 
apesar do processo ser melhor compreendido, um ajuste apropriado de 
controladores continua a ser um problema desafiador. Os métodos clássicos de 
sintonia tais como Ziegler-Nichols e Cohen-Coon, já citados, ainda são 
requisitados para o estabelecimento de configurações de sintonia de 
controlador. 
É bem conhecidaa existência de variabilidade inerente ou natural, ou 
ainda o ruído de fundo, em qualquer processo, independentemente de quão 
bem concebido ou cuidadosamente seja mantido. No entanto, deve ser 
enfatizado que uma das dificuldades principais sobre um produto ou processo 
que pretende ter uma característica de qualidade superior está na variabilidade 
resultante de causas atribuíveis ou especiais.Considerando que essas 
questões estão vinculadas à dificuldade de encontrar valores determinísticos 
precisos para os parâmetros de controle,uma proposta foi apresentada por 
Silva et al. (2012) para dar uma melhor resposta prática a este problema. 
Taisquestões estão relacionadas com a determinação da região de confiança 
conjunta dos parâmetros de sintonia, que será apresentado nesse capítulo, 
considerando dois aspectos intrinsecamente correlacionados e que 
desempenham um papel essencial na investigação: a ineficácia dos métodos 
atuais e à natureza estocástica do processo. 
Propostas para analisar a região de confiabilidade de parâmetros de 
regressão têm sido relatadas na literatura por Himmelblau (1970) e aplicada ao 
controlador clássico PID por Silva et al. (2012) com base em conceitos 
estatísticos e probabilísticos. O equacionamento apresenta um procedimento 
no qual expressa à variabilidade de parâmetros determinada a partir da 
variância residual da saída do controlador. Para tanto, a lei de controle clássico 
PID pode ser escrita para o modelo de tempo discreto como: 
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em que e(t) corresponde ao desvio entre a variável controlada e o setpoint,kc, i 
e d são os parâmetros proporcional, integral e derivativo de sintonia, 
respectivamente, enquantomcdenota a saída do controlador e  t o passo 
discreto de tempo. 
A Equação 3.4 pode ser reescrita resultando na Equação 3.5, onde η, x1, 
x2e x3 são denotadas por ∆mc, (e(t) – e(t-1)), [(e(t) + e(t-1)) /2] e [(e(t) –2e(t-1) + e(t-2))/ 
∆t] respectivamente. 
321 xkx
kxk dc
i
c
c        (3.5) 
A fim de estabelecer a região de confiança conjunta dos parâmetros do 
controlador, uma pequena modificação na equação 3.5foi realizada, que 
consiste em subtrair as relações de desvio ix do seu valor médio ix , e o 
agrupamento dos parâmetros de sintonia. Além do mais, escrever as 
estimativas de mínimos quadrados em termos de variáveis expressas como 
desvios desuas respectivas médias traz um melhor entendimento das 
equações obtidas.Assim, o modelo utilizado para a análise da confiabilidade 
dos parâmetros de sintonia pode ser expresso por: 
)()()( 333221110 xxxxxx iiii                (3.6) 
onde  ηi  é escrito como uma função do valor esperado xi, e dos parâmetros  β0, 
β1 e β2 que denotam kc, kc/i e kcd, respectivamente. Com essas modificações, 
as estimativas de β0, β1 e β2, garantimos que βi’s são estatisticamente 
independentes. Além disso, usando o método dos mínimos quadrados baseado 
naEquação 3.7, e inserindo o termo ηi na mesma equação, resultará na 
Equação 3.8, onde os parâmetros βi’s podem ser estimados. 



n
i
iii up
1
)²(                                                                                            (3.7) 
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onde iu  é o valor da saída do controlador, pi é a frequência de ocorrência 
desses valores. 

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n
i
iiiii xxxxxxup
1
332221110 ))²()()((       (3.8) 
Diferenciando a Equação 3.8 em relação ao β0, β1 e β2,  resulta na 
Equação 3.9, com as quais podem ser obtidos os valores estimados de  βi’s, 
denotadas por bj. 
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As estimativas (bj) do βiparâmetros podem ser calculadas a partir da 
seguinte equação: 
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Consequentemente, uma vez que os dados podem ser diretamente 
obtidos a partir do sistema de controle, então as estimativas da variável de 
saída ηipodem ser facilmente calculadas.  
Sendo a saída do controlador jiu  o valor da média amostral observada 
iu  e o valor estimado para a saída do controlador iuˆ , esse último dadopela 
equação: 
)()()(ˆ 333221110 xxbxxbxxbu iiii                                                        (3.11) 
Como pode ser observada a diferença entre os valores jiu  no ponto i e 
o valor esperado para o modelo i  pode ser relacionado com o valor médio e o 
valor estimado pelo modelo resultando na Equação 3.12. 
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Por quadratura deambos os membros da Equação 3.12, seguido pela 
soma sobre i e j (anexo I), uma vez que devido à minimização quadrática os 
termos produtos cruzados são nulos, a seguinte equação pode ser obtida: 
    
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onde o primeiro termo do lado direito da equação é uma medida do erro 
experimental obtido de cada termo de várias experiências realizadas em 
diversos valores de x e o segundo termo é uma medida do êxito do modelo do 
ajuste experimental dos dados. O termo 
 

n
i
p
j
iij
i
uu
1 1
2)( , por definição, diz 
respeito à soma do quadrado dos desvios entre o valor médio e o conjunto de 
valores de u de acordo com a Equação I.8 (Anexo I) com grau de liberdade
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1
np
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i
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, enquanto o termo  


n
i
iii puu
1
2)ˆ(  corresponde à soma dos 
quadrados residual com o grau de liberdade dado por )2( n , Equação I.9 
(Anexo I).O valor esperado de 2
iu
  resulta de contribuições dos termos acima 
mencionados ponderados pelos respectivos graus de liberdade dado por 
)2()(
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
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nnp
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Em relação aos termos restantes da Equação 3.13, (I), (II) e (III), vale 
ressaltar que a aplicação do teorema de partição o qual considera que a soma 
de n variáveis normalizadas e independentes W1, W2,..., Wn, pode ser 
particionada em k soma quadradas de Wi com i grau de liberdade, cuja soma é 
distribuída segundo uma 2, permitetratar os termos (I), (II) e (III),  em 
conjunto, distribuído segundo uma distribuição 2.      
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Tendo em mente a base do formalismo para gerar a região de confiança 
conjunta, deve também ser observado que a soma dos quadrados para o 
desvio entre os valores esperados β0, β1 e β2 e as suas estimativas de b0, b1 e 
b2 são distribuídas de acordo com a distribuição 22 vui  , com graus de liberdade 
10 v , 11 v  e 12 v , onde  2v  denota a probabilidade para a distribuição chi-
quadrado. Uma vez que todos os desvios podem ser considerados como 
estatisticamente independentes, a sua soma é também distribuída conforme 
22
vui
 , mas com um grau de liberdade, 210 vvvv  , igual a 3 resultando na 
seguinte equação: 
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(3.14) 
Da definição do valor esperado da distribuição chi-quadrado, onde vé 
igual ao grau de liberdade, o termo da equação 3.14 do membro esquerdo fica: 
222 3)}3..({
iiii uu
fdE   . Partindo da razão de variâncias que segue uma 
distribuição-F, sendo 22
iiii uu
sF  , onde 2
iu
  é a variância esperada e 2
iu
s é a 
variância estimada, a equação 3.14 resulta na seguinte equação: 









1
22
33
1
2
22
2
22
1
2
11
2
11
1
2
00
3)()(
)()()()(
Fsxxpb
xxpbxxpb
iui
n
i
i
i
n
i
ii
n
i
i
(3.15) 
onde )3,3(   ipv  denota o grau de liberdade para (1–) nível crítico de 
confiança. 
Reordenando a equação 3.15, pode-se observar claramente que a 
mesma representa uma elipse no espaço de parâmetros (coordenadas: β0, β1 e 
β2) para uma determinada percentagem de região de confiança, isto é,  (1 – 
)100, de acordo com a equação seguinte equação: 
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Os resultados obtidos por Silva et al.(2012), quanto a utilização da 
Equação 3.16,possibilitaram gerar a região de confiabilidade para os 
parâmetros β’s, e com isso  a informação sobre correlação linear entre as 
mesmas podem ser condensados  na matriz de covariância ou na matriz de 
correlação dada por: 
Tabela 1 – Coeficiente de correlação  
Parâmetros 0 1 2 
0 (00)= 1 (01)=0,137 (02)=0,946 
1 (10)= 0,137 (11)=1 (12)=0,128 
2 (20)= 0,946 (21)=0,128 (22)= 1 
 
Os dados reais sempre apresentam algum grau de correlação, como 
pode ser observado a partir de Tabela 1. Consequentemente, os parâmetros na 
realidade não são estatisticamente independentes. Assumindo uma condição 
ideal na qual os parâmetros β0, β1 e β2 podem ser considerado estatisticamente 
independentes, a probabilidade conjunta pode ser escrita como o produto das 
probabilidades individuais correspondentes. Uma vez que é prática normal 
consideraraceitável ter nível de significância de  = 5%, o que corresponde a 
um intervalo de confiança de 95% para os parâmetros individuais, então a 
probabilidade conjunta dada pela P (β0,β1, β2) resultante é igual a 0,857. Isto 
indica uma redução considerável na região de confiança conjunta, quando 
comparado com um nível de significância individual de 5%. 
No caso de uma abordagem um pouco mais realista ser considerada, 
em que os parâmetros de ajuste não podem ser considerados estatisticamente 
independentes, a probabilidade conjunta é dada por: 
)/()/()()( 102010210  PPPP                                             (3.17)  
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CAPITULO IV 
4. FUNDAMENTAÇÃO TEÓRICA: REGIÃO DE ROBUSTEZ 
BASEADA EM PRINCÍPIOS ESTATISTICOS 
A análise de estabilidade tem recebido particular atenção de 
engenheiros e profissionais envolvidos com o controle do processo, devido 
basicamente aos efeitos das incertezas presentes nos sistemas, que podem 
exercer um papel fundamental no desempenho e na estabilidade dos sistemas 
de controle. 
Apesar do grande volume de pesquisas na área, a presença de 
incertezas continua sendo um problema desafiador para os engenheiros de 
controle, que tentam manter os três fundamentos básicos que determinam o 
desempenho de um sistema de controle, a saber: controlabilidade, 
observabilidade e estabilidade (Rollins, 1999). Desde que a robustez dos 
sistemas de controle pode ser vista como a habilidade da estrutura de controle 
de tratar com todas as incertezas presentes no processo de modo que o seu 
desempenho seja satisfatório, então, é evidente que um tratamento estatístico 
torna-se necessário. No entanto, pouca atenção tem sido dada aos métodos 
robustos associados com uma abordagem estatística clássica, reconhecendo-
se ainda que muito dos resultados obtidos com tal abordagem tem sido 
bastante complexos e, portanto, na prática, ainda deixam muito a desejar (Ray 
e Stengel, 1993; Stengel e Ray, 1991; Calafiore et al., 2011). A maioria deles 
requer a determinação de medidas de probabilidades e naqueles casos em que 
o uso do método de Monte Carlo é necessário, não se podem garantir a 
precisão dos resultados para um número reduzido de amostras. 
Há um amplo conjunto de métodos clássicos e modernos para tratar às 
incertezas do modelo, e consequentemente a robustez, como o lugar das 
raízes e análise do valor singular. O tratamento aplicado em tais métodos é de 
forma determinística, sem considerar os limites de todos os parâmetros do 
processo, o que resulta sempre em métricasnão realistas relacionadas às 
incertezas. Devem ser ainda enfatizado que as métricas deterministas podem 
ser substancialmente conservadoras. A análise de valor singular estruturado 
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(Doyle, 1982) pode, todavia, reduzir em algum grau de conservadorismo, 
embora tais tratamentos continuem a ser determinísticos. Alémisso, na maioria 
dos casos, estes métodos são difíceis de entender e podem ser complexos em 
relação à implementação. 
A análise de estabilidade robusta apresentada neste trabalho é devotada 
em estabelecer a região de confiança para cada raiz da equação característica 
do processo em questão. A técnica considera a relação entre a métrica 
Euclidiana e a distância estatística, essa última assim chamada em virtude da 
utilização de variâncias e covariâncias de amostras. O que é significativo é a 
relação desse tratamento com a distribuição chi-quadrado. Aplicada às partes 
reais e imaginárias de números complexos, tal abordagem torna possível 
determinar as formas quadráticas e calcular os contornos da elipse resultante, 
revelando assim a robustez desejada. 
4.1. Distância euclidiana e distância estatística 
Considere qualquer ponto, P, de um plano ou, em particular, de um 
plano complexo com a sua parte real (x1) e imaginária (x2) como coordenadas. 
A distância Euclidiana de P para origem O, dada por: 
2
2
2
1 )()(),( xxPOd                                                                                    (4.1) 
A Equação 4.1 é visto ser inadequada para a maioria das finalidades 
estatísticas, porque, na maioria dos casos, as dispersões das coordenadas 
axiais, que representam a variabilidade, não são iguais, como mostraa Figura 
4.1 (Johnson e Wichern, 1992). 
Figura 4.1 - Gráfico de dispersão genérico de variabilidade 
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Considerando tal dispersão e normalizando as coordenadas é fácil obter 
a assim chamada distância estatística, como se segue: 
2
2
2
1
21
),( 
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




xx
xxPOd                                               (4.2) 
 ou, de forma geral, em notação vetorial, tem-se: 
XXPOd   12 '),(                                                            (4.3) 
onde 
ix
  indica a variância de componentes do vetor X , onde ],[ 21 xxX'   e 
 


 2
2
2
1
0
0
x
x


.                                                                       (4.4) 
Claramente, a Equação 4.3 é uma forma quadrática, que representa 
uma elipse centrada na origem. Também deve ser observado que a distância 
Euclidiana é um caso particular da distância estatística quando yx   .No 
caso de uma elipse, que está centrada no valor esperado da variável aleatória 
X , um ponto diferente da origem, e considerando também como a matriz de 
variância-covariância, a Equação 4.3 pode ser generalizada como: 
)()'(),( 12 XXPOd     XX                                                                  (4.5) 
Para uma variável aleatória bidimensional X, a Equação 4.5, descreve os 
contornos de uma elipse centrada em ),( yx μ , os quais não estão, 
necessariamente, na mesma direção que o plano de coordenadas. 
Sem perda de generalidade, o gráfico da Equação 4.5 para o plano x1 e 
x2, pode ser ilustrado na Figura 4.2. 
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Figura 4.2 - Conjunto de pontos que representam uma elipse 
 
Se X1 e X2estão correlacionadas o que corresponde a uma matriz de 
covariância cheia, ou seja, com valores não nulos, então, por meio de 
movimentos combinados de translação e rotação dos eixos resultantes de uma 
transformação linear, é possível suprimir o termo de covariância cruzada 
envolvidas na Equação 4.5. A transformação linear a ser usada na translação e 
rotação pode ser expressa por: 
)()( ** XXPXX                                                   (4.6)  
onde P é uma matriz a qual pode ser facilmente derivada de conceitos da 
geometria elementar aplicada a fig. 4.2 (Anexo II), resultando na seguinte 
matriz ortogonal denominada de rotação e que satisfaz a identidade PPT = PTP 
= I. 



 

cossin
sincos
(4.7) 
Vale salientar que uma matriz ortogonal (2x2) da formaቂܽ ܾܿ ݀ቃ na qual a é um 
número real entre -1 and 1, ou seja, a=cosθpara qualquer R, gera não 
somente a matriz (4.7), matriz de rotação de determinante igual a 1, como 
também uma outra matriz chamada de reflexão, cujo determinante é igual a -1 
(Zhang, 2011). 
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Substituindo a Equação 4.6 na Equação 4.5, resulta em: 
)()]'([),( *
*1
*
*2
XXPd μXPμXPμ                                    (4.7) 
ou 
)(')]'[(),( *
*1
*
*2
XXPd μXPPμXμ                                                         (4.8) 
É fácil mostrar que todas as matrizes (2x2) simétricas podem ser 
diagonalizaveis (Poole, 2005). Por conseguinte, uma vez que a matriz -1 é 
simétrica e P é uma matriz ortogonal, tal matriz pode diagonalizar -1 
resultando em uma matriz diagonal D: 
PPD    11 '                                                                                               (4.9) 
Substituindo a Equação 4.9 na Equação 4.8, a seguinte equação pode 
ser obtida: 
)()'(),( *
*1
*
*2
XXPd μXDμXμ                                                               (4.10) 
Deve ser enfatizado que a Equação 4.10 é a forma quadrática de uma 
elipse centrada no valor esperado da variável aleatória X* sem o termo 
covariância cruzada. 
Explicitamente, a Equação 4.10 pode ser reescrita para duas dimensões 
como: 
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Considerando a definição da variável aleatória ଶ (chi-quadrado) dada 
por: 
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onde  denota os graus de liberdade e Z é uma variável normal padronizada. O 
que precisa ser notado aqui é que a Equação 4.12 possui uma distribuição 2 , 
isto é, é igual a 2 com  graus de liberdade. É importante observar a diferença
)( ii μX   relacionada com a média corresponde à translação onde a origem da 
elipse pode ser encontrada em qualquer posição com relação ao sistema 
cartesiano. Sendo assim, 
2
,22
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x
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xx
Pd μ                                                   (4.13) 
isto é, o fato de 2,2
2 ),( * Pd Xμ permite que o contorno de uma elipse seja 
determinado contendo (1–)100% da probabilidade, para a qual,  
corresponde à nível de significância e  = 2. 
Uma vez que *1x  e 
*
2x  podem descrever as coordenadas retangulares 
dos pontos representando as raízes da equação característica de um sistema 
de segunda ordem, a primeira indicação sobre a estabilidade do sistema, 
então, a elipse estabelecida está relacionada com a robustez da estabilidade. 
4.2. Intervalos de Confiança 
O tratamento apresentado na seção anterior revela como é possível 
obter a região robusta a qual corresponde à região de confiabilidade de 
parâmetros do sistema. Entretanto, em situações nas quais apenas um 
parâmetro deva ser considerado, torna-se necessário a utilização do intervalo 
de confiança.  
A partir de informações obtidas de amostras de uma população, é 
possível reconstruir o universo de resultados possíveis e uma vez de posse da 
população do universo, é possível produzir afirmações sobre uma determinada 
característica do mesmo. Esta característica pode ser representada por uma 
variável aleatória. Com informações completas sobre a função densidade de 
probabilidade da variável aleatória (v.a.) pode prescindir o uso das amostras, 
onde toda informação desejada seria obtida através da distribuição da variável. 
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Mas isso raramente acontece. Ou não se tem qualquer informação a respeito 
da variável, ou ela é apenas parcial. Pode-se admitir, que a variável seja 
aproximada por uma distribuição normal. Mas não são conhecidos os 
parâmetros que a caracterizam (média e variância). Em outros casos, pode-se 
ter uma ideia da média e da variância, mas desconhece-se a forma da 
distribuição de probabilidade.  
Uma característica da população é descrita por parâmetros obtidos da 
amostra. Para amostras de uma população identificada pela variável aleatória 
X, então, os parâmetros seriam a média )(X  e/ou a sua variância amostral 
)( 2S . Na literatura (Young e Smith, 2005; Morettin e Bussab, 2006; Casella e 
Berger, 2002) são apresentadas as considerações sobre estimação de 
parâmetros, qualidade e eficiência de estimadores. 
Um importante teorema é o Teorema Central do Limite o qual afirma que 
“para amostras aleatórias independentes(X1, X2,..., Xn), retiradas de uma 
população com média µX e variância 2, a distribuição amostral da média X  
aproxima-se de uma distribuição normal com média µX e variância n
2 , quando 
n tende ao infinito” (Montgomery, 2003). Isto é, 
 nquando
n
NX ),,(
2                 (4.14) 
No caso em que a variância ( 2 ) populacional é conhecida e a v.a. tem 
distribuição normal, ou seja, ),( 2NX  o intervalo de confiança (IC) para a 
média populacional µ é da forma: ];[)%]1(,[ supinf eriorserior LLIC  . 
Quanto a variância ( 2 ) populacional é conhecida e não é conhecida a 
distribuição da v.a., o intervalo de confiança (IC) para a média populacional µ, 
utilizando o Teorema Central do Limite é semelhante ao caso em que a 
variância populacional é conhecida. 
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Entretanto,quando a variância ( 2 ) populacional é desconhecida e a 
v.a. tem distribuição normal, ou seja, ),( 2NX  , para obtenção do intervalo 
de confiança (IC) para a média populacional µ, se faz necessário calcular a 
estimativa de s2(variância amostral) de  2 , dado pela Equação 4.15, sendo 
esse um estimador não viciado de variância mínima (Young e Smith, 2005).  
1
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                                         (4.15) 
Para (X1, X2, ..., Xn)  uma amostra normal de uma população com valor 
médio µ e variância 2 , tem-se que ),( 2
n
NX  resultando na Equação 
4.16: 
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sn        (4.16) 
que é o ponto de partida da distribuição chi-quadrado.  
Para casos onde a variância ( 2 ) populacional é desconhecida 
podemos então definir uma nova variável tal: 
n
S
Xt                                                                                   (4.17) 
onde a estatística )1(  ntt , isto é, a estatística t tem uma distribuição t-Student 
com n-1 graus de liberdade. 
4.3. Estabilidade do Sistema 
O conceito de estabilidade de sistema de controle já está bem 
estruturado e difundido pela literatura. A aplicação deste conceito é realizada 
nas várias etapas do desenvolvimento de um projeto de controle de processo. 
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Dessa forma, serão utilizadas as definições de estabilidade no plano complexo 
com fins de mapear a robustez de estabilidade. 
Um diagrama de bloco pode ser considerado como representativo da 
estratégia de controle adotada no presente estudo, conforme descrito abaixo. 
 
 
Figura 4.3 - Diagrama de blocos de um sistema de controle genérico em malha 
fechada 
 
Sendo que e(s) é o desvio entre o y(s)set, o valor desejado, e a variável de saída 
y(s)set, m(s) a saída do controlador, u(s) a saída do atuador e d(s) o distúrbio 
genérico, enquanto queGc(s), Gv(s), Gp(s), Gm(s) e Gd(s) são as respectivas 
funções de transferência do controlador, atuador, processo, medidor e de 
distúrbio. 
A resposta em malha fechada para o processo considerado pode ser 
dada por: 
)(
1
)(
1
)( sd
GGGG
Gsy
GGGG
GGG
sy
mvcp
d
sp
mvcp
vcp
                                   (4.18) 
O critério clássico de estabilidade afirma que o sistema em malha 
fechada é considerado estável se todas as raízes da sua equação 
característica estão localizadas à esquerda do eixo imaginário. Portanto, as 
raízes, que são as soluções de: 
01  mvcp GGGG                                          (4.19) 
devem obedecer tais exigências. 
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Sem perda de generalidade, considerando as funções de transferências 
do sensor e atuador unitário, e o processo de primeira ordem, obtido de uma 
aproximação do modelo de convolução (Apêndice I), junto com a função de 
transferência do controlador pode ser assumido que a Equação 4.20 acima 
pode se aproximar de um sistema de segunda ordem dada por: 
0
1
11222 


  sks
k
k
s
k
ss c
i
c
c
p
p                                               (4.20) 
onde é a constante de tempo, ou seja, o tempo natural de oscilação que 
determina a velocidade de resposta do sistema do sistema e  é o fator de 
amortecimento, onde mostra o grau de oscilação em uma resposta do processo 
depois de uma perturbação (Stephanopoulos, 1984; Luyben, 1997), podem ser 
obtidos a partir da Equação 4.21, resultando em: 
id
cp
ip
kk
                         (4.21) 
   1/1/2 )( 2/1
2/1
 cpdcpp
i kk
kk 
                                            (4.22) 
Assim, as raízes podem ser calculadas considerando as seguintes 
condições:  
Se 12  > 0, onde as raízes apresentam apenas parte real: 



 122 s                                                         (4.23) 
e  se 12  < 0, onde as raízes são complexas: 



 22 1 js                                                  (4.24) 
Uma vez que os parâmetros  e  podem ser expressos como uma 
função de kc , i, ed,  como pode ser observado nas equações 4.22 e 4.23 os 
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parâmetros de sintonia de um controlador PID, os quais podem ser 
considerados variáveis aleatórias, então,  e  também são variáveis aleatórias, 
tendo como características básica a distribuição de probabilidade associada 
com cada uma deles. Observa-se que ambas as partes real e imaginária de 
cada raiz complexa são por consequências estocásticas, representadas no 
plano complexo, resultam em pontos dispersos em torno do valor médio. 
Assim, considerando a distância estatística anteriormente abordada como uma 
métrica, os contornos do elipsoide que limitam a região da robustez de 
estabilidade, com um nível particular de significância pode ser mapeado. 
Embora o modelo probabilístico seja interessante, deve ser observado que a 
metodologia de controle robusto visa muito mais os limites de incerteza do que 
mensuração da probabilidade por meio desua distribuição de probabilidade 
propriamente dita. 
4.4. Robustez da estabilidade 
Como visto no item 2.1 e 3.1, segundo vários autores (Morari e Zafiriou, 
1989; Skogestad e Morari, 1987; Doyle e Stein, 1981) a robustez da 
estabilidade e do desempenho são tratadas de forma determinística, sendo 
avaliada apenas a variabilidade imposta aos parâmetros de interesse do 
sistema de controle, sem levar em conta uma distribuição de probabilidade 
para esses parâmetros.  
No presente trabalho, a proposta tratada obtenção da distribuição de 
probabilidade e a variabilidade global para um sistema de controle aplicado a 
determinação da robustez da estabilidade e do desempenho operando em 
paralelo com o processo real. Tal análise é obtida a partir do lugar das raízes.  
Uma vez que as raízes da equação característica de segunda ordem 
podem ser obtidas de acordo com as Equações 4.24 e 4.25,uma dispersão das 
mesmas pode ser observada no plano complexo devido à natureza estocástica 
do processo, como mostra a Figura 4.4.  
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Figura 4.4 – Dispersão das raízes no plano complexo 
 
A utilização de um sistema de auto sintonia possibilita a correção dos 
parâmetros de sintonia de um controlador PID em cada período amostral da 
operação de um processo,correção essa que minimiza os efeitos devidos aos 
distúrbios presentes no sistema como também as incertezas resultantes do 
procedimento de medidas.  
Do ponto de vista estatístico, mapear a região de confiabilidade das 
raízes no plano complexo consiste em determinar os contornos dessa 
dispersão, com certo nível de significância, resultando na quantificação da 
variabilidade global do sistema de controle em tempo real, além de avaliar a 
tendência do comportamento da estabilidade do sistema. De fato, essa região 
pode ser denominada de região robusta de estabilidade, visto que representa o 
universo de resultados possíveis para os parâmetros de interesse. 
A região robusta de estabilidade pode ser obtida a partir da Equação 
4.14, onde aplicando as transformações de coordenadas apropriadas, como 
segue: 
)(1* XXP  -X                                                           (4.25) 
essa equação transporta os dados originais das raízes para um novo sistema 
de coordenadas X*(Real*, Imag.*), como mostra a Figura 4.5, possibilitando 
também calcular a variância 2 *X . 
 
 
 
 
 
Real
Imaginário 
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Figura 4.5 – Dispersão das raízes no novo sistema de coordenadas 
 
A determinação da borda da elipse referente aos dados das posições 
das raízes na nova orientação no plano complexo, onde a Equação 4.14 pode 
ser utilizada,resultando no mapeamento desejado para a robustez da 
estabilidade. A reescrita da borda no sistema de coordenada original é 
facilmente realizada aplicando o caminho inverso da rotação e translação. 
A reduçãode medida da robustez da estabilidade pode ser avaliada pelo 
deslocamento do contorno da região de confiabilidade da dispersão das raízes. 
Como mostrada na Figura 4.6, a migração do contorno dessa região quando 
cruza o eixo imaginário para o semi-plano real positivo, antes mesmo das 
raízes, indicará que alguma irregularidade no sistema está ocorrendo e poderá 
levar a instabilidade (Silva et al., 2012). 
Figura 4.6 – Perda da robustez da estabilidade 
 
A vantagem desse método é que mesmo que a equação característica 
seja função de várias variáveis e parâmetros, as raízes são sempre duas e não 
correlacionadas. 
Real 
Imaginário 
 
Real*
Imaginário* 
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4.5. Robustez dodesempenho 
A estabilidade de um controlador pode ser avaliada pela sua capacidade 
de manter a variável controlada próximo ao valor desejado (setpoint), mesmo 
em presença de perturbações externas (Luyben, 1990). 
Uma vez obtido o contorno da robustez da estabilidade, é possível obter 
as respostas para o desempenho referente a esse contorno, como mostra a 
Figura 4.7. Além das respostas máximas e mínimas, é obtida também a 
distribuição de probabilidade para a saída do processo. 
 
Figura 4.7 – Respostas da saída do processo a partir do contorno da elipse 
 
Obter a saída do processo referente ao contorno da robustez da 
estabilidade não é um tarefa fácil de ser resolvida analiticamente, uma vez que 
o sistema de equações apresenta variáveis acopladas como pode ser 
observado a partir das equações 4.21 a 4.24. No entanto, um procedimento 
que possibilita resolver equações acopladas não lineares, tal como Levenberg-
Marquardt (Nocedal e Wright, 1999), possibilita obter as estimativas para os 
parâmetros de sintonia kc, i e da partir das raízes da borda da região robusta 
de estabilidade. E, consequentemente, as previsões da saída do processo 
podem ser geradas. 
A determinação dos parâmetros de sintonia do controlador referente às 
bordas da elipse pode ser determinada pelas seguintes equações: 
a) se 12  > 0, onde as raízes apresentam apenas parte real: 
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para cada valor de s da região especificada, tem-se que encontrar três valores 
(kc,i, d)p, ou seja, duas equações e três variáveis. 
b) se 12  < 0, onde as raízes são complexas: 
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para o par (Real,Img) da região especificada, tem-se que encontrar três valores 
(kc,i, d)p, ou seja, três equações e três variáveis. 
Uma vez que as respostas da saída podem ser obtidas para as bordas 
da elipse e para a dispersão das raízes gerada pelo processo, então é possível 
obter a região de robustez do desempenho associada à região de robustez da 
estabilidade. A partir das respostas, aavaliação para o desempenho pode ser 
escolhida em função desejada para o processo, por exemplo, overshoot, 
velocidade de resposta, taxa de decaimento ou tempo de resposta, etc. ou 
também outro índice que necessite da variabilidade da saída do processo. 
Como exemplo, considerando a saída do processo no domínio tempo de 
acordo com a Equação III.15, doAnexo III, gerada pelas raízes para t/paté 1as 
respostas geradas pela borda da região de robustez da estabilidade podem ser 
obtidas, como mostra a Figura 4.8. Além disso,uma distribuição de 
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probabilidade da mesma pode ser obtida, caracterizando assim a variabilidade 
da saída do sistema em função das incertezas do processo. 
Figura 4.8 – Respostas geradas pela borda da região de robustez da estabilidade 
 
Tendo em vista aresposta da saída do processo em t/p = 1, 
caracterizada como variável aleatória, e dado que a distribuição de 
probabilidade não é conhecida, de acordo com Montegomery e Runger (2003) 
e Young e Smith (2005), então se pode usara definição apresentada no item 
4.2, do TeoremaCentral do Limite e o intervalo de confiança de (1-)% para a 
média populacional µ, para uma amostra de n ≥ 4.Desse modo os limites de 
confiança da média podem ser expressos por: 
n
S
tL ynyy )1(                                                                                            (4.29) 
sendo, t(n-1)o valor crítico t-student  com n-1 grau de liberdade e erro %. 
Com isso, tanto os limites de confiança quanto a distribuição da saída do 
processo podem ser estabelecidos. 
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CAPITULO V 
5. ESTUDO DE CASO 
Para realização do trabalho, um tanque de aquecimento, encamisado e 
conectado a uma estrutura de controle, tem sido considerado para análise, 
como apresentado na Figura 5.1. Os fluidos considerados no presente estudo 
de caso foram: água, a temperatura ambiente como fluido a ser aquecido e 
vapor água como fluido de aquecimento. 
Figura 5.1 -Tela do supervisório para o tanque de aquecimento 
 
A estrutura virtual do sistema foi desenvolvida utilizando a conexão da 
Plataforma Matlab com o desenvolvedor de supervisórios Elipse SCADA, por 
meio da tecnologia Object Linking and Embedding for Process Control (OPC). 
No Matlab foram implementadas as equações dinâmicas do processo de 
aquecimento que serão apresentadas nos itens seguintes. 
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5.1 Modelo dinâmico diferencial do processo 
As equações diferenciais de balanço de massa e de energia, que serão 
apresentadas, foram obtidas das equações integrais (Bird e Byron, 2004; 
Kessler, 1999), considerando os parâmetros mostrados a Figura 5.2.  
A equação do balanço integral de massa pode ser expressa por: 
  A V dVtdAnv 0).(          (5.1) 
Aplicando a integral de superfície da Equação 5.1 nas duas áreas 
entrada (1) e saída  (2), assim como no volume de líquido, obtêm-se a seguinte 
equação: 
0222111 

t
VAvAv                                                                              (5.2) 
 
Figura 5.2 – Parâmetros do tanque de aquecimento 
 
De acordo com o sistema considerado na Figura 5.2, ver Anexo III, a 
expressão para a dinâmica do nível de líquido pode ser expresso por: 
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A equação do balanço integral de energia, segundo Bird e Byron (2004) 
e Kessler (1999), pode ser expressa por: 
WQdVe
t
dAnve
A V
 
   ˆ).(ˆ                  (5.4) 
onde eˆ  é a energia específica na entrada, saída ou no volume de líquido, W
diz respeito à soma de todos os trabalhos que atuam no sistema e Q  o taxa de 
calor trocado pelo sistema.  
Dessa forma a equação que expressa à variação detemperatura no 
tanque de aquecimento (Anexo IV) considerando a taxa de calor do vapor 
d’água e desprezando os demais trabalhos envolvidos, pode ser representada 
pela equação seguinte equação: 
 
pcV
Q
V
TTF
dt
dT
ˆ
)( 11

  (5.5) 
As Equações 5.3 e 5.5 foram usadas para simular o sistema de 
aquecimento utilizado nesse trabalho. 
5.2 Estrutura de Controle 
Foram consideradas duas malhas de controle no processo em questão, 
uma de nível e outra de temperatura. Em ambas as malhas foram utilizadas a 
estratégia retroalimentação, como mostram as Figuras 5.3a e 5.3b. As 
variáveis nível (h) e temperatura (T) foram os objetivos de controle, utilizando 
como variáveis manipuladas a vazão de saída do tanque, (Fs), e a vazão de 
vapor, (Fv). 
As equações diferenciais dadas pelas Equações 5.3 e 5.5 para o 
sistema de aquecimento, apesar de representar o modelo diferencial, este será 
considerado como o processo real para fins de simulação.  Para isso foram 
adicionadas nas variáveis de entradas, nas vazões Fe e FV, um valor médio de 
5% de aleatoriedade, o mesmo atribuído as temperaturas Te e Tv. Essas 
atribuições sãoflutuações randômicas nas variáveis de entrada e que permite 
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diferenciar efetivamente o processo do modelo, que neste caso será obtido por  
sistema de identificação recursiva, discutido adiante.  
Figura 5.3 – Representação das malhas de controle de nível e temperatura (a) 
supervisório e (b) diagrama 
 
 
(a) 
 
 
(b) 
A Figura 5.4 ilustra os fluxos de informação, e também mostra o 
diagrama de blocos que representa o procedimento de identificação do 
processo e em que ponto os parâmetros de sintonia são estabelecidos.  
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Figura 5.4 –  Diagrama de estrutura generalizada em malha fechada com bloco de 
identificação e juste dos parâmetros de sintonia 
 
A utilização da estrutura mostrada na Figura 5.4 permitiu capturar 
informações em tempo real das variáveis do processo e parâmetros a serem 
determinados. Tais informações têm sido necessárias para configurar a auto 
sintoniabaseada no trabalho de Aström (1995).  
5.2.1 Modelo recursivo do processo 
O processo pode ser representado por modelo estatístico, chamado 
convolução das funções de variáveis aleatórias 
(Soong,1986;LjungeSöderström, 1983). Esse tipo de modelo em tempo 
discreto, a ser utilizado nos procedimentos seguintes, corresponde a uma 
combinação do modelo convolução e do modelo autoregressivo com entradas 
exógenas, que podem ser expressos por: 
)()()2(2)1(1)()2(2)1(1)( ...... tmtmttntnttt vubububyayayay     (5.6) 
 onde ai e bi são os coeficientes obtidos por regressão, e (t) indica os efeitos 
combinados de ruído medições, distúrbios não medidos *(t),  que são 
considerados no instante de medição,  e erros de modelagem (t). Assim, pode-
se representar a combinação desses efeitos explicitando o termo de erros de 
modelagem por: (t) =*(t) + (t-1).  Uma vez que a ordem do modelo dado pela 
Equação 5.6 é estabelecida por n e m, o sistema pode atingir melhor ajuste em 
relação à diferença entre o modelo e processo, se valores altos são assumidos 
para tais parâmetros. No entanto, modelos de ordem elevada podem 
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apresentar algumas dificuldades, a saber: a distinção entre os polos que 
correspondem a modos estruturais e polos espúrios, os esforços 
computacionais e requisitos de memória. Portanto, os modelos de menor 
ordem com melhor aproximação ao processo são sempre desejados, desde 
que uma boa aproximação com o processo seja atendida. Procedimentos de 
como estimar a ordem do modelo podem ser encontrados em Moore et al. 
(2007). 
Tomando o operador shift-back (q-1), onde )1()(
1 )( 
  tt yyq , cuja função é 
criar uma memória de uma variável replicando em um histórico de dados, e 
aplicando-o na Equação 5.6, resulta na seguinte equação: 
)1(
1*
)(
1
)1(
1
)(
1 )()()()( 


  tttt qCvquqByqA                                                (5.7) 
ondeos termos A, B e C são agrupamento de parâmetros definidos por: 
)(...)()(1 22
1
1
n
n qaqaqaA
  , 
)(...)()( 22
1
1
m
m qbqbqbB
  e 
)(...)()( 22
1
1
m
m qcqcqcC
   
Assim os parâmetros e os dados das variáveis do sistema podem ser 
armazenados na forma de matriz, como segue: 
n
m
n
ccc
bbb
aaa
...
...
...
21
21
21
 e
)()2()1(
)()1()1(
)()2()1(
...
...
...
kttt
mttt
nttt
uuu
yyy


 


  
Expressando o modelo numa estrutura vetorial, obtêm-se o regressor 
linear definido por: 
*
)()()( tt
T
t vy                                                    (5.8) 
Uma vez que oclássico método dos mínimos quadrados 
recursivo(RLSM) (Ljung eSöderström, 1983; Holst, 1977) pode ser utilizado,os 
parâmetros do modelosão obtidospor: 
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






N
t
(t)(t)
N
t
T
(t)(t)N) y(θ
1
1
1
ˆ                                                                             (5.9) 
Visto que a diferença entre o processo e o modelo foi minimizada, então 
os parâmetros obtidos resultam nas melhores predições para a variável de 
saída no senso da mínima variância. 
5.2.2 Procedimento de Sintonia 
A estratégiade auto sintoniaclássica (Aström,1995; Rasmussen, 1993)é 
realizada com o relê ligado ao processo como mostra a Figura 5.5, onde o 
mesmo substitui um controlador PID, o qual estimula o processo funcionando 
como controlador on-off. Essa estrutura pode dar origem a algumas 
desvantagens visto que o processo não permanece controlado durante o tempo 
de ajuste. Para superar esta dificuldade uma leve modificação foi feita na 
estratégia, como mostrada na Figura 5.6, onde um relê estimula o modelo 
identificado trabalhando paralelo ao processo. 
Figura 5.5 – Estrutura de auto sintoniaclássica 
 
O modelo de convolução apresentado na Seção 5.2.1 foi identificado e 
tem sido usado como componente essencial de auto sintonia com o relê, sendo 
fácil verifica que a estratégia proposta de auto sintonia pode ser executada com 
o processo em operação bem como o sistema de controle. 
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Figura 5.6 – Estrutura de auto sintonia modificada 
 
A Figura 5.7 mostra a estrutura detalhada adotada nesse trabalho para a 
geração automática dos parâmetros de sintonia para o controlador PID.O bloco 
de identificação inicialmente recebe o histórico de n das variáveis de entra u(t) 
e saída y(t)do processo, gerando assim os parâmetrosdo modelo de 
convolução recursiva locados na matriz que será utilizado no bloco excitado 
pelo relê. A amplitude de excitação do relé está na mesma faixa de estimulo do 
processo no qual o modelo recursivo está baseado. 
Figura 5.7 – Diagrama de blocos da estrutura de controle generalizada 
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A implementação do procedimento de auto sintonia é efetuada por meio 
de geração de um estímulo introduzido pelo relê ( u ) estimado pelo valor médio 
flutuante da entrada do processo, que oscila entre , escolhido 
adequadamente, para produzir uma oscilação controlada na variável de saída 
do modelo, mty )( , com uma amplitude constante. A partir da saída gerada o 
ganho máximo (Ku) e período final (Tu) podem ser determinados em cada  
ciclo de amostragem e os parâmetros do controlador são estimados usando o 
procedimento de sintonia clássica. Usando-se as regras convencionais 
apresentadas por Aström (1995), os parâmetros de ajuste para o controlador 
PID podem então ser estabelecidos. 
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CAPITULO VI 
 
6. RESULTADOS E DISCUSSÃO 
 
6.1. Identificação do processo 
Não obstante o método de identificação ser eficiente, o modelo utilizado 
expresso pela Equação 5.6 depende dos valores de n e m, escolhidos os 
adequados para a função, tendo em conta àqueles que melhor descrevem o 
processo. Após a realização de algumas simulações, tais valores têm sido 
encontrados com mínimo esforço computacional, como ilustrado na Figura 
6.1a.Pode ser verificado que para valores elevados, a forma funcional que 
representa o modelo se torna suficientemente próxima do processo. Por 
conveniência, tem-se assumido o valor de n e m iguais a 100, e que mostra ser 
um valor bastante adequado para o propósito de trabalho. Para a análise em 
curso, e desde que o objetivo do estudo não é desenvolver um método de 
autosintonia, deve ser salientado que uma super especificação da ordem do 
modelo pode ser razoável e de interesse, uma vez que a diferença entre o 
modelo e o processo pode assim ser minimizada, e dessa forma, a 
interferência adicional do modelo em tal procedimento pode ser reduzida.  
Uma vez que os parâmetros do modelo foram calculados de acordo com 
a Equação 5.9, então o sistema pode ser operado, a fim de verificar o 
comportamento dinâmico da variável de saída, comparando-se com a do 
processo submetido a uma perturbação de 5% no valor de set point, como 
mostra a Figura 6.1b. 
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Figura 6.1 –Comportamento:  (a) do modelo para n e m superior a 10; (b) das 
temperaturas  do processo e do modelo  a uma variação no setpoint de 5 K 
 
 
(a) 
 
(b) 
n > 10 
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6.2. Auto sintonia 
Com o objetivo de ajustar os parâmetros do controlador PID de modo 
on-line, a configuração apresentada na Seção 5.2.2 para o sistema de controle 
foi estabelecida, consistindo de um relê, o modelo de convolução e o algoritmo 
para o ajuste dos parâmetros de sintonia. O estímulo gerado pelo relé está 
baseado em uma amplitude adequada, sob a forma de uma onda quadrada de 
, resultando em uma onda de saída periódica com uma amplitude constante. 
A relação entre as ondas de entrada e de saída presentes na Figura 6.2 
permitiu que o período final e o ganho final pudessem ser determinados, de 
acordo com a Equação 6.1. 
Figura 6.2 –  Estímulo gerado pelo relé e resposta da variável de saída 
 
a
dKu 
4                                                                 (6.1) 
Uma vez que o sistema está operante, o controlador PID tem sido 
automaticamente ajustado, com as regras de sintonia segundo Aström (1995) e 
com base no método Ziegler-Nicholsdos ganhos de resposta da frequência, de 
acordo com a tabela seguinte: 
Tabela 2 – Ganhos do controlador PID 
 
 
Controlador Kc Ti Td 
PID 0.6Ku 0.5Tu 0.125Tu
 
2d 
Tu 
a 
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onde Ku é dada pela Equação 6.1 e Tu é o período de oscilação do ciclo, como 
mostrado na Figura 6.2. 
Dessa forma, um conjunto de parâmetros em cada período de 
amostragem tem sido obtido, o que resultou na resposta em malha fechada 
com a auto sintonia, como mostrado na Figura 6.3b. Na Figura 6.3a é mostrado 
a resposta do sistema sem a auto sintonia. Ambas as sintonias indicam uma 
boa concordância entre o processo e o modelo para ambos os dispositivos, 
apesar da presença de grandes distúrbios. Nota-se também que o sistema de 
controle operado com a auto sintonia produziu um desempenho superior. 
Figura 6.3 –  O comportamento da temperatura de saída para o modelo e processo (a) 
sem autosintonia -1, (b) com o auto sintonia– 2 
 
6.3. Análise da região robusta de estabilidade 
Com o mecanismo de autosintonia implementado, os valores dos 
parâmetros do sistematem sido registrados, tratados e introduzidos 
devidamente visando estabelecer a região de robustez da estabilidade. 
Considerando o uso do controlador PID clássico no processo em estudo, 
os parâmetros  e  das Equações 4.21 e 4.22 foram obtidos.  Utilizando os 
valores para kc, I e d nas equações mencionadas, o conjunto de valores para 
as partes real e imaginária do plano complexo s (Equações 4.24 e/ou4.25) 
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pode ser expresso pelas seguintes distribuições de probabilidade, as quais 
podem ser consideradas como sendo, no mínimo, aproximadamente normal, 
de acordo com a Figura 6.4. 
Figura 6.4 –  A distribuição de probabilidade para as partes real e imaginária s 
 
Por conseguinte, representando todos os pares de pontos, constituídos 
pelas partes real e imaginária sobre o plano complexo para ambas as raízes, 
resulta no diagrama mostrado na Figura 6.5.Na mesma figura, tendo em conta 
os eixos das elipses centradas em seus valores médios, verifica-se que as 
variabilidades em cada eixo não são iguais.Dessa forma, a distância estatística 
݀ሺߤ௑∗, ܲሻ ou ݀ሺߤ௑∗, ܲሻଶpode ser usada e representa o contorno da elipse, a qual 
pode ser calculada, usando-se a Equação 4.14, para um nível de significância 
α a ser estabelecido. 
Figura 6.5 –   Representação das raízes no plano complexo 
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A Figura 6.6 mostra os contornos das elipses que correspondem às 
regiões de robustez de confiança de estabilidade para o sistema considerado, 
assumindo um nível de significância α igual a 5%, quando o sistema é 
submetido a perturbações de 5% nas variáveis de entrada e no set point. Deve-
se considerar também que tal processo mostra-se, por natureza, dinâmico, e 
assim, os contornos das elipses podem mudar quando novos valores da 
variável aleatória no sistema são capturados e incorporados na estrutura. Isto 
é, o contorno pode ser continuamente avaliado e atualizadoonline. 
Figura 6.6 –  A região de estabilidade robusta para as raízes baseado em α = 5%, 
enquanto o sistema é submetido a perturbações presentes nas variáveis de entrada e 
no set point 
 
Sempre que por algum motivo, o sistema de controle tornar-se 
inoperante, então, a elipse que caracteriza a estabilidade pode ser deslocada 
para a região instável, indicando assim uma condição de operação 
potencialmente insustentável, como mostrado na Figura 6.7. Portanto, ações 
imediatas devem ser tomadas com o objetivo de restabelecer as condições de 
estabilidade do sistema. 
Deve-se ressaltar que todos os dados obtidos durante as simulações 
foram capturados quando o sistema de controle está operando com aauto 
sintonia.  
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obtidos utilizando um processador de 2,2 GHz. Se um processador de alto 
desempenho é utilizado, os tempos de processamento podem ser 
substancialmente reduzidos. 
Assim, a partir da Figura 6.8, podemos concluir que, na escala de tempo 
de processo de engenharia estes resultados podem ser considerados de curto 
espaço de tempo e, consequentemente, exigindo reduzido esforço 
computacional. 
6.4. Análise da região robusta de desempenho 
Uma vez obtido a região de robustez da estabilidade a partir da 
dispersão das raízes no plano complexo, como mostra a Figura 6.9, a borda da 
região resultante tem sido utilizada para gerar os valores dos parâmetros de 
sintonia referente a esse contorno, em um procedimento inverso,como mostra 
a Figura 6.10.  
 
Figura 6.9 – (a) Dispersão das raízes no plano complexo; (b) e (c) as regiões de 
confiabilidade conjunta referente a região de robustez de estabilidade 
 
Figura 6.10 – Contorno da região de robustez da estabilidade 
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Como citado no item 4.5, uma vez que o sistema de Equações 4.22 a 
4.25 apresenta variáveis acopladas, o procedimento utilizado para resolver tal 
sistema de equações foi o método Levenberg-Marquardt (Nocedal e Wright, 
1999), obtendo assim as estimativas para os parâmetros de sintonia kc, i e d a 
partir das raízes da borda da região robusta de estabilidade, como mostra a 
Figura 6.11. 
Figura 6.11 –  Valores dos parâmetros de sintonia correspondente a borda da região 
de robustez de estabilidade 
 
Considerando a saída do processo no domínio tempo de acordo com a 
Equação III.15(Anexo III), como também os parâmetros de sintonia 
determinados a partirda borda da região de robustez da estabilidade,tais 
respostas puderam ser obtidas, como mostra a Figura 6.12. Analisando-as em 
t/p=1os limites correspondentesa referente região de robustez, têm sido 
estabelecido podendo ser observado em qualquer outro ponto t/p desejado. 
Dessa forma as curvas limites das respostas apresentadas revelam a robustez 
dedesempenho associada à região de estabilidade robusta.  
Além dos limites de estabilidade robusta, a distribuição de probabilidade 
correspondente à saída do controlador pode ser obtida, caracterizando assim a 
variabilidade da saída do sistema em função das incertezas do processo, 
resultando nos limites de confiança quanto à distribuição da saída do 
processo.Estabelecendoum critério de referência, como por exemplo, um dado 
valor médio para a resposta do processo, a distribuição de probabilidade pode 
Número de pontos 
Número de pontos Número de pontos 
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serrelacionada com o valor atual da mesma, como mostra a Figura 6.13, 
permitindo avaliar o desvio do desempenho com o desejado. 
Figura 6.12 – Respostas referente ao contorno da região de robustez da estabilidade 
 
Figura 6.13 –  Distribuição de probabilidade da saída do processo e o critério de 
desempenho em  t/p=1 
 
Uma vez que esse estudo diz respeito à determinação das regiões 
correspondentes a robustez da estabilidade e do desempenho, estabelecer 
índices e critérios de desempenho baseado nessa metodologia são focos para 
estudos futuros. 
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CAPITULO VII 
7. CONCLUSÕES 
Devido à necessidade de capturar os dados obtidos nas simulações, 
uma estrutura foi desenvolvida consistindo de um bloco para estimar os 
parâmetros recursivamente com uma sintonia automática, conectada ao 
processo, na qual os parâmetros do modelo do processo são atualizados em 
tempo real. Isto permite a geração em tempo real de informação a ser usada na 
determinação da região de robustez da estabilidade e do desempenho. 
Com o objetivo de proporcionar um cenário mais realista para efeitos de 
simulação, um modelo de convolução foi utilizado e identificado, enquanto o 
processoreal correspondente a um tanque de aquecimento foi estabelecido 
com base nos first principles. 
Embora não seja o objetivo principal, uma estratégia para a auto sintonia 
também foi proposta em uma forma permitindo que o sistema de controle 
atuasse continuamente sobre processo. Os resultados da simulação mostrados 
na Figura 6.3 indicam que o desempenho foi satisfatório para os objetivos do 
presente trabalho. 
Como a teoria de estabilidade robusta pode ser vista como um método 
que visa estabelecer limites sobre as variáveis de interesse em vez de 
expressá-las em uma forma de distribuição de probabilidade, então, com base 
nos princípios estatísticos que incorporam o conceito de distância estatística 
juntamente com o uso da distribuição chi-quadrado, foi desenvolvida uma 
metodologia com o objetivo de estabelecer a região de confiança robusta para 
a estabilidade, o que corresponde a mapear o contorno da elipse resultante 
associado com as raízes da equação característica. Tal procedimento leva em 
conta o nível de significância , por sua vez adequadamente escolhido. 
Tendo em conta o sistema em estudo que considera a configuração por 
retroalimentação na qual um controlador PID com auto sintonia foi usado, os 
resultados mostrados nas Figuras 6.6 e 6.7 ilustram a aplicação do 
procedimento a um nível de significância de α = 5%, um valor típico aceitável 
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na prática, apresentando a região para a estabilidade robusta, bem como 
mostrando quão dinâmica pode ser tal análise.  
Examinando o conjunto de resultados, a conclusão a ser extraída é que 
o procedimento pode incorporar novos dados com atualização e 
implementação em tempo real, não somente permitindo que as condições de 
estabilidade sejam analisadas em tempo real, como também as decisões de 
como restaurar a estabilidade do sistema sejam rapidamente tomadas e 
implementadas, o que é um diferencial diante as demais técnicas de medição 
de robustez. Um procedimento como este pode desempenhar um papel 
fundamental naqueles processos em que as variáveis podem mudar no tempo 
e no espaço em um curto período de tempo, tais como sistemas de controle de 
aeronaves. 
Utilizando as informações geradas para os parâmetros de sintonia 
referentes à borda da região robusta de estabilidade, a região de desempenho 
pode ser estabelecida. Além das regiões de robustez, a distribuição de 
probabilidade pode ser também determinada, possibilitando assim, para 
estudos futuros, a criação de índices de desempenho baseado nessa 
metodologia. 
Finalmente, a metodologia mostra-se fácil de entender, de trabalhar e 
cuja implementação requer um baixo custo computacional. 
7.1. Sugestões para trabalhos futuros 
Baseado na presente metodologia, os seguintes estudos são sugeridos: 
1. Criação de índices de desempenho baseados na robustez da 
estabilidade como critérios de desempenho; 
2. Metodologia de otimização da robustez a partir dos índices de 
desempenho; 
3. Generalização do método para sistemas de ordem superior; 
4. Implementação da metodologia em demais sistemas de controle para 
processos industriais. 
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Anexo I 
A demonstração da equação que expressa a região de confiança 
conjunta para parâmetros esperados ´s de um modelo teórico linear, Equação 
I.1,  pode ser realizada considerando os valores experimentais ijy ,  o valor 
médio iy  para o valor ix  e o valor esperado i  como apresentado por 
Himmelblau  (1970). 
)()()( 210 xxxxxx                                                               (I.1) 
A diferença entre as medidas experimentais e o valor esperado pode ser 
expressado pela seguinte equação: 
)ˆ()ˆ()()( iiiiiijiij yyyyyy                                                          (I.2) 
Aplicando as seguintes operações na Equação I.2: elevando ao 
quadrado as diferenças de ambos os membros, seguido pela soma sobre i e j, 
com a expansão do lado esquerdo da equação, substituindo as equações para 
o estimado, Equação I.3, e o valor esperado, Equação I.1, como mostra o 
procedimento I.4, a Equação I.5 pode ser obtida.  
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Devido à imposição da minimização quadrática, os produtos cruzados da 
Equação I.5 são levados a zero, assim:  
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Substituindo as considerações em I.6 e expandindo o termo dos 
parâmetros b´s e ´s, a Equação I.5 resulta em: 
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As variâncias do erro e residual podem ser combinadas resultando no 
valor esperado 2
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s  que é um bom estimador de 2
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Uma vez que amostras experimentais de uma população sejam 
utilizadas, pode-se utilizar a relação da Equação I.10 e dividindo ambos os 
membros por 2
iy
  a Equação I.11 é obtida.  
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Aplicando a definição de distribuição chi-quadrado, , para a estimativa 
da região de confiança dos parâmetros ´s do modelo linear, onde os termos 
do lado esquerdo são distribuídos segundo a distribuição chi-quadrado com 
grau de liberdade 0, 1, 1 e 1, respectivamente. Da definição do valor esperado 
da distribuição chi-quadrado, onde o valor esperado é igual ao grau de 
liberdade, onde: E{2(d.f. = n)} = n. Com isso, a Equação I.11 pode ser reescrita 
da seguinte forma: 
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Inserindo o conceito da razão de variância a partir da distribuição F-
distribution, onde 
2
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 , pode-se definir que Fs
ii yy
22  . Substituindo a razão 
entre a variância amostral e a esperada na Equação I.12 resulta em:  
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Reordenando a Equação I.13, obtemos uma expressão, Equação I.14, 
que representa a região de confiança conjunta para os parâmetros ´s com 
nível de significância . 
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Anexo II 
Considerando o sistema ortogonal (x,y), a rotação de ângulo  pode ser 
realizada com a finalidade de obter um novo sistema (x*,y*). A representação 
de um ponto P pode ser obtido considerando a relação angular entre os dois 
sistemas de eixo como mostra a Figura II.1.  
 
Figura II.1 – Diagrama representativo do ponto P nos dois sistemas de eixos 
Os segmentos dos eixos podem ser expressos por: xOR  , *xOT 
yPR   e *yPT  .Por sua vez os mesmos podem ser representados pela 
dependência angular. 
Para x, podem ser considerados os segmentos mostrados na Figura II.2, 
onde: 


senyx
PTsenOTRQOQORx
*cos*
cos


 
Portando, x pode ser escrito emrelação a x*, y*por: 
 senyxx *cos*                                                                                      (II.1) 
 
Figura II.1 – Diagrama representativo do ponto P nos dois sistemas de eixos 
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Para y, podem ser considerados os segmentos mostrados na Figura II.3, 
onde: 


cos**
cos
ysenx
PTOTsenSPRSPRy


 
Portando, y pode ser escrito emrelação a x*, y*por: 
 cos** ysenxy                                                                                       (II.2) 
 
Figura II.3 – Diagrama representativo do ponto P nos dois sistemas de eixos 
As duas equações obtidas para o ponto P defini um sistema de equações: 


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                                                                                    (II.3) 
Na forma matricial é definido por: 
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onde a matriz é a matriz rotacional.  
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Anexo III 
Demonstração da resposta de y em malha fechada, em termos de variável 
desvio, no domínio tempo  
Partindo do diagrama de blocos, onde são apresentadas as variáveis e 
parâmetros envolvidos no sistema de controle: 
 
Figura III.1 - Diagrama de bloco para o sistema de controle em malha fechada 
A resposta em malha fechada pode ser obtida como mostra o resultado 
na Equação III.1 
)(
1
)(
1
)( sd
GGGG
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GGGG
GGG
sy
mvcp
d
sp
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vcp
                                                (III.1) 
A equação característica pode ser assumida por: 
01  mvcp GGGG                     (III.2) 
Uma vez assumindo um processo de primeira ordem, e a função 
transferência para o clássico PID, como segue nas equações seguintes, 
respectivamente.  
1 s
k
G pp                                                                                                        (III.3) 
sk
st
kkG dc
i
c
cc                                      (III.4) 
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Considerando as funções de transferência do sensor e atuador como 
sendo vv kG   e mm kG  , ou seja, apenas proporcionais. A substituição dessas 
considerações na equação III.1, resulta na equação III.5, a partir da seguinte 
demonstração: 
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Resultando em: 
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Como pode-se ver, a Equação III.5 pode ser reescrita como segue: 
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                                    (III.6) 
onde:                       
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Aplicando o método das frações parciais e do mascaramento (Heaviside) 
(Lathi,1998), Equação III.7, a função y(s), onde pode ser escrita como 
somatório de termos de primeira e de segunda ordem. 
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1
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1
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*
0
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*
}{Im})Re{())(()(
))(()(
)( (III.7) 
A correspondência com o domínio tempo e o domínio de Laplace pode ser 
obtida por:  
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Considerando 0)( sd , rearranjando para isolar os termos s2, uma vez 
que um degrau permita estimular a função III.8, onde 
s
ksy
set
sp )( , a equação 
III.6 resulta em: 
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Aplicando o método das frações parciais: 


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Aplicando o método Heaviside: 
i) Para K1, onde s= 0, multiplicando ambos os membros por s: 
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resultado em: 
31
13
1 ba
baK                (III.10) 
ii) Para A e B, multiplicando ambos os membros por 
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resultando em: 
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a
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Reescrevendo em termos de constantes K1, K2, A, B, a e c, tem-se: 
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O denominador do segundo termo da equação III.13 pode também ser 
escrita na forma dos polos da equação característica,  ip  , como segue: 
222
22
2
²22
)()()²())((*))((
*))((2





sscass
iisissisispsps
pspscass
2²
;




c
a
                                                                                                   (III.14) 
Aplicando as definições do sistema de equações III.8, a resposta ao 
processo pode ser escrita por:  
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Portanto, a resposta no domínio tempo para o sistema em questão é definido 
por: 
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onde: 
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Anexo IV 
A equação do balanço integral de energia, segundo Kessler (1999), pode 
ser expressa por: 
WQdVe
t
dAnve
A V
 
   ˆ).(ˆ                              (IV.1) 
onde eˆ  é a energia específica na entrada, saída ou no volume de líquido. A 
mesma pode ser definida por: 
)ˆˆˆ(ˆ  kue                             (IV.2) 
onde uˆ , kˆ  e ˆ  correspondem a energia interna, cinética e potencial 
específica, respectivamente. 
O trabalho W diz respeito à soma de todos os trabalhos que atuam no 
sistema, considera o trabalho de fluxo, o de eixo, o eletroquímico, entre outros, 
como pode-se verificar na equação seguinte: 
outrossA
wwdAnvvPW    ).(ˆ                             (IV.3) 
Com isso a equação de energia pode ser expressa por: 
outrossAA V
wwdAnvvPQdVku
t
dAnvku  
   ).(ˆ)ˆˆˆ().()ˆˆˆ(  (IV.4) 
Agrupando o trabalho de fluxo com os demais termos associado à massa: 
outrossA V
wwQdVku
t
dAnvvPku  
   )ˆˆˆ().()ˆˆˆˆ(                  (IV.5) 
Da termodinâmica, a energia interna e a entalpia podem ser 
relacionadas, assim como também com as capacidades específicas a pressão 
e a volume constantes (Haile, O'Connell, 2005),como mostram as equações 
seguintes. 
vPuh ˆˆˆ             (IV.6) 
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)(ˆˆˆ refpref TTchh                              (IV.7) 
)(ˆˆˆ refv TTcuu              (IV.8) 
Para sistemas líquidos cp = cv, (Smith e Van Ness, 2005), dessa forma 
substituindo as equações de entalpia e energia interna especifica na equação 
V.5, tem-se: 
outrossA V refvrefP
wwQdVkTTc
t
dAnvkTTc  
   )ˆˆ)(ˆ().()ˆˆ)(ˆ(  (IV.9) 
Desenvolvendo a equação anterior para o sistema da Figura 5.2, obtêm-
se: 
outross
refv
refPrefP
wwQ
t
VkTTc
AvkTTcAvkTTc
 




)ˆˆ)(ˆ(
)ˆˆ)(ˆ()ˆˆ)(ˆ( 11122221111111
   (IV.10) 
outross
refv
refvrefv
refPrefP
wwQ
dt
kTTcd
V
dt
dVkTTc
dt
dVkTTc
FkTTcFkTTc
 


)ˆˆ)(ˆ(
)ˆˆ)(ˆ()ˆˆ)(ˆ(
)ˆˆ)(ˆ()ˆˆ)(ˆ( 222222111111



(IV.11) 
Uma vez considerado apenas um componente e não há mudança de 
fase, claramente observa-se que 0
dt
d . Dessa forma, a equação IV.11 pode 
ser reescrita como segue: 
outross
refv
refv
refPrefP
wwQ
dt
kTTcd
Ah
dt
dAhkTTc
FkTTcFkTTc
 

)ˆˆ)(ˆ(
)ˆˆ)(ˆ(
)ˆˆ)(ˆ()ˆˆ)(ˆ( 222222111111


(IV.12) 
Considerando que o volume de líquido, na sua totalidade não esta em 
movimento, pode ser assumido que kˆ  é nulo, com a substituição da variação 
de nível de líquido, tem-se que:  
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outrossrefvrefP
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wwQ
dt
dhAkTTcFkTTc
FkTTc
dt
kTTcd
Ah
 

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)ˆˆ)(ˆ(
)ˆˆ)(ˆ(
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 (IV.13) 
outrossrefvrefP
refvrefP
ref
v
wwQFTTcTTc
FTTcTTcFkFk
dt
TTd
cAh
 

2222
111122221111
)](ˆ)(ˆ[
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)(
ˆ

  (IV.14) 
Substituindo as capacidades caloríferas à pressão e volume constantes 
para a fase líquida, assim também como a temperatura, densidade e 
capacidade calorífera de saída iguais aos respectivos parâmetros internos do 
tanque, os seguintes termos podem ser anulados: 
0)](ˆ)(ˆ[)](ˆ)(ˆ[ 22222  FTTcTTcFTTcTTc refprefPrefvrefP  .  
Considerando a contribuição de energia cinética e potencial desprezíveis 
referente à entrada e saída do sistema, tem-se que:  
outrossrefprefP
ref
v wwQFTTcTTcdt
TTd
cAh   111 )](ˆ)(ˆ[
)(
ˆ   (IV.15) 
Dessa forma a equação dinâmica para a temperatura do tanque de 
aquecimento, considerando a taxa de calor do vapor d’água e desprezando os 
demais trabalhos envolvidos, pode ser representada pela equação IV.15, 
isolando o taxa de variação da temperatura T, obtêm-se: 
 
p
ref
cV
Q
V
TTF
dt
TTd
ˆ
)()( 11

                             (IV.16) 
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Apêndice I 
Obtenção do modelo de primeira ordem 
Modelo diferencial 
No domínio tempo, a equação diferencial que expressa um modelo de 1° 
ordem pode ser definido por: 
)()()( tKuty
dt
tdy  (I.1) 
Comparando com o sistema do presente estudo, onde: 
 
pcV
Q
V
TTF
dt
dT
ˆ
)( 11

 (I.2) 
definindo em termos de variável desvio, a equação anterior pode ser 
relacionada com a mesma na condição estacionária, onde: 
 
pcV
Q
V
TTF
dt
dT
ˆ
)( 11

 (I.3) 
 
p
eeee
cV
Q
V
TTF
dt
dT
ˆ
)( 11

 (I.4) 
onde o índice e corresponde ao estado estacionário para o parâmetro. 
Assim, da definição de variável desvio (Dinâmico – estacionário), tem-se que: 
   



 
pe
e
e
eee
p
e
cV
Q
V
TTF
cV
Q
V
TTF
dt
dT
dt
dT
ˆ
)(
ˆ
)( 1111


, onde 
eee VVFFTT  ,, 1111 . 
a equação pode ser reescrita como: 
p
eee
cV
QQ
V
TTF
dt
TTd
ˆ
)()()( 1

  ,  
ou ainda  
pcV
Q
V
TF
dt
dT
ˆ
')'(' 1

 , onde )(' eTTT   e )( eQQQ   . 
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Reagrupando os termos, '
ˆ
1)'('
11
Q
cF
T
dt
dT
F
V
p
 , podendo então definir que: 
1F
V , 
pcF
K
ˆ
1
1 ,
')(' TtT    e ')(' Qtu  . Logo, o modelo de primeira ordem 
diferencial pode ser escrito por:  
)(')(')(' tuKtT
dt
tdT  (I.5) 
Modelo no domínio de Laplace (frequência) 
Da equação diferencial, aplicando a definição da transformada de Laplace:
dtetftf st  0 )()]([L . Pode-se definir a transformada  
 )(')(')(' tKutT
dt
tdT
LL 


  ,  resultando em: 
 
)('
)1()1(
)(')('
)(')(')1)(('
)(')(')(')('
sU
s
K
s
tTsT
sKUtTssT
sKUsTtTsTs






(I.6) 
Considerando que o valor inicial o desvio 0)0(' tT , tem-se então que: 
)('
)1(
)(' sU
s
KsT   (I.7) 
onde a função de transferência para o modelo de primeira ordem pode ser 
definida por: 
)1()(
)(')(  s
K
sU
sTsG  (I.8) 
Aplicação da transformada inversa de Laplace no modelo  
Da definição da transformada inversa de Laplace: dsesFsF st   01 )()]([L
, aplicando no modelo de primeira ordem no domínio de Laplace, para um 
degrau unitário U’(s)=u(t)/s : 
  








)/1(
)(')/()('1
)1(
)(' 111 

 s
tuK
s
tKuL
ss
KsT LL  
  )(')1()(' 1 tueKtT t (I.9) 
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Modelo de 1ª  ordem a partir do Modelo ARMAX de ordem n 
O modelo ARMAX de ordem n pode ser definido por: 
)(21
2121
)(...)2()1(
)(...)2()1()(...)2()1()(
tn
nn
vntctctc
ntubtubtubntyatyatyaty


     (I.10) 
Em termos de variável desvio, podemos escrever de forma semelhante: 
)(21
2121
')('...)2(')1('
)('...)2(')1(')('...)2(')1(')('
tn
nn
vntctctc
ntubtubtubntyatyatyaty



Considerando apenas o modelo de primeira ordem do Modelo ARMAX, obtêm-
se: 
)1(')1(')(' 11  tubtyaty (I.11) 
para a mesma, discreta no tempo, onde ...2,1,0,  nnTt ,  resulta em: 
])1[('])1[('][' 11 TnubTnyanTy  (I.12) 
Aplicando a transformada Z, tem-se que: 
   ])1[('])1[('][' 11 TnubTnyanTy  ZZ  
),(')(')(')(' 11
1
111 zUzbzYzanTyazY n

   
)('
1
)('
1
)(' 11
1
1
11
1
1 zUz
za
bnTy
za
azY n

  (I.13) 
Para 0)(' 1 nnTy , tem-se que:  
)('
1
)(' 11
1
1 zUz
za
bzY 
 (I.14) 
A obtenção da resposta da equação )('
1
)(' 11
1
1 zUz
za
bzY 
  no domínio tempo 
pode ser obtido aplicando a transformada-z inversa na equação I.14, 
considerando o degrau, )('
1
1)(' 1 tuz
zU  ,  sendo constante)(' tu , tem-se: 







 

 )('1
1
1
)(' 1
1
1
1
1 tu
z
z
za
bzY (I.15) 
Expandindo em frações parciais: 
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        )('1)('1)('1 11)( 111111
1
1 tu
z
Btu
za
Atu
zza
zbzY 



 
Onde:
 
  )('1
)('
1
1
1
1
1
tu
a
bB
tu
a
bA


 
Portando: 
      )('1 11 11)( 11111 tuzzaa
bzY 



  (I.16) 
Aplicando a inversa da transformada z, 
 
)(')1(
1
)('
)('
1
1
1
1
1
)('
1
1
1
11
11
111
tua
a
bnTy
tu
zzaa
bZzYZ
nT 


























 

 



 
ou ainda, sendo ...2,1,0,  nnTt : 
)(')1(
1
)(' 1
1
1 tua
a
bty t


 
(I.17) 
Comparando as equações I.9 e I.17, sendo )(')(' tytT  , pode ser verificado 
que: 
1
1
 ea , onde )ln(/1 1a e 
)1(
1
1

  e
bK . Tais parâmetros são válidos 
para a1>0 e b1<0. 
 
 
