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Abstract
In this article we present an introduction to various Filtering algorithms and
some of their applications to the world of Quantitative Finance. We shall ﬁrst
mention the fundamental case of Gaussian noises where we obtain the well-known
Kalman Filter. Because of common nonlinearities, we will be discussing the Ex-
tended Kalman Filter (EKF) as well as the Unscented Kalman Filter (UKF) similar
to Kushner’s Nonlinear Filter. We also tackle the subject of Non-Gaussian ﬁlters
and describe the Particle Filtering (PF) algorithm. Lastly, we will apply the ﬁl-
ters to the term structure model of commodity prices and the stochastic volatility
model.
1 Filtering
The concept of ﬁltering has long been used in Control Engineering and Signal Process-
ing. Filtering is an iterative process that enables us to estimate a model’s parameters
when the latter relies upon a large quantity of observable and unobservable data. The
Kalman Filter is fast and easy to implement, despite the length and noisiness of the
input data.
Wesupposewehaveatemporaltime-seriesofobservabledatazk (e.g. stockprices[17],
[31], interest rates [5], [26], futures prices [21], [22]) and a model using some unob-
servable time-series xk (e.g. volatility, correlation, convenience yield) where the index
k corresponds to the time-step. This will allow us to construct an algorithm containing
a transition equation linking two consecutive unobservable states, and a measurement
equation relating the observed data to this hidden state.
The idea is to proceed in two steps: ﬁrst we estimate the hidden state a priori by using
all the information prior to that time-step. Then using this predicted value together
with the new observation, we obtain a conditional a posteriori estimation of the state.
In what follows we shall ﬁrst tackle linear and nonlinear equations with Gaussian
noises. We then will extend this idea to the Non-Gaussian case.
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Further, we shall provide a mean to estimate the model parameters via the maximiza-
tion of the likelihood function.
1.1 The Simple and Extended Kalman Filters
1.1.1 Background and Notations
In this section we describe both the traditional Kalman Filter used for linear systems
and its extension to nonlinear systems known as the Extended Kalman Filter (EKF).
The latter is based upon a ﬁrst order linearization of the transition and measurement
equations and therefore would coincide with the traditional ﬁlter when the equations
are linear. For a detailed introduction, see [12] or [30].















where wk and uk are two mutually-uncorrelated sequences of temporally-uncorrelated
Normal random-variables with zero means and covariance matrices Qk, Rk respec-
tively4. Moreover, wk is uncorrelated with xk
￿ 1 and uk uncorrelated with xk.
We denote the dimension of xk as nx, the dimension of wk as nw and so on.







which is the estimation at time step k
￿ 1 prior to the step k measurement.






which is the estimation at time step k after the measurement.








￿ ˆ xk and
















where the superscript t corresponds to the transpose operator.
In order to evaluate the above means and covariances we will need the conditional
















￿ , which are determined iteratively via the Time Up-
date and Measurement Update equations.







































via the Markov property.









































A proof of the above is given in the appendix.
EKF is based on the linearization of the transition and measurement equations, and
uses the conservation of Normal property within the class of linear functions. We
therefore deﬁne the Jacobian matrices of f with respect to the state variable and the
system noise as Ak and Wk respectively; and similarly for h, as Hk and Uk respectively.
































Needless to say for a linear system, the function matrices are equal to these Jacobians.
This is the case for the simple Kalman Filter.
1.1.2 The Algorithm
The actual algorithm could be implemented as follows:
(1) Initialization of x0 and P0
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as the innovation process.






























and I the Identity matrix.
The above Kalman gain Kk corresponds to the mean of the conditional distribution
of xk upon the observation zk or equivalently,the matrix that would minimize the mean
square error Pk within the class of linear estimators.
This interpretation is based upon the following observation. Having x a Normally dis-
tributed random-variable with a mean mx and variance Pxx, and z another Normally
distributed random-variable with a mean mz and variance Pzz, and having Pzx
￿ Pxz the
covariance between x and z, the conditional distribution of x














which corresponds to our Kalman gain.
1.1.3 Parameter Estimation
For a parameter-setY in the model, the calibration couldbe carried out via a Maximum
Likelihood Estimator (MLE) or in case of conditionally Gaussian state variables, a
Quasi-Maximum Likelihood (QML) algorithm.








￿ , and given the Normal form of this
probability density function, taking the logarithm, changing the signs and ignoring
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1.2 The Unscented Kalman Filter and Kushner’s Nonlinear Filter
1.2.1 Background and Notations
Recently Julier and Uhlmann [18] proposed a new extension of the Kalman Filter to
Nonlinear systems, different from the EKF. The new method called the Unscented
Kalman Filter (UKF) will calculate the mean to a higher order of accuracy than the
EKF, and the covariance to the same order of accuracy.
Unlike the EKF, this method does not require any Jacobian calculation since it does
not approximate the nonlinear functions of the process and the observation. Indeed it
uses the true nonlinear models but approximates the distribution of the state random
variable xk (as well as the observation zk) with a Normal distribution by applying an
Unscented Transformation to it.












￿ uk, i.e. unless the equations are linear in noise) we will need to
augment the state space by concatenating the noises to it. This augmented state will





The UKF algorithm could be written in the following way:
(1-a) Initialization : Similarly to the EKF, we start with an initial choice for the
state vector ˆ x0
￿ E
￿x0











































































￿ na will be chosen for tuning.
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(1-b) State Space Augmentation : As mentioned earlier, we concatenate the state
vector with the system noise and the observation noise, and create an augmented state








































































(1-c) The Unscented Transformation : Following this, in order to use the Normal



































































where the above subscripts i and i
￿ na correspond to the ith and i
￿ nth
a columns of the
square-root matrix5.























































































The superscripts x and w correspond to the state and system-noise portions of the aug-
mented state respectively.
5The square-root can be computed via a Cholesky factorization combined with a Singular Value Decom-
position. See [27] for details.Filtering in Finance 7









































































































































which completes the Measurement Update Equations.
1.2.3 Parameter Estimation




1.2.4 Analogy with Kushner’s Nonlinear Filter
It would be interesting to compare this algorithm to Kushner’s Nonlinear Filter6 (NLF)
based on an approximation of the conditional distribution [19], [20]. In this approach,










￿ . They then use the fact that a Normal distribution is entirely determined via
its ﬁrst two moments, which reduces the calculations considerably.
They ﬁnally rewrite the moment calculation equations (3), (4) and (5) using the above










￿ , after calculating these conditional densities via the time and
measurement update equations (6) and (7). All integrals could be evaluated via Gaus-
sian Quadratures7.




￿ is strongly nonlinear, the Gauss Hermite integration is not efﬁ-









￿ . The iterative methods based on the idea of
importance sampling proposed in [19],[20] correct this problem at the price of a strong
increase in computation time. As suggested in [16], one way to avoid this integration







￿ 1 is Gaussian.
When nx
￿ 1 and l
￿ 2, the numeric integration in the UKF will correspond to a
Gauss-Hermite Quadrature of order 3. However in the UKF we can tune the ﬁlter and
reduce the higher term errors via the previously mentioned parameters a and b.








￿ with m and P the corresponding mean and covariance, for a polynomial
G of degree 2M























































































￿wiN are the corresponding weights.
Note that even if both Kushner’s NLF and UKF use Gaussian Quadratures, UKF only
uses 2N
￿ 1 sigma points, while NLF needs MN points for the computation of the inte-
grals.
Moreaccurately,foraQuadrature-orderM andanN-dimensional(possiblyaugmented)












































where this square-root corresponds to the Cholesky factorization.













































































































































and similarly for the measurement update equations.
1.3 The Non-Gaussian Case: The Particle Filter
It is possible to generalize the algorithm for the fundamental Gaussian case to one ap-
plicable to any distribution. The basic idea is to ﬁnd the probability density function
corresponding to a hidden state xk at time step k given all the observations z1:k up to
that time.
1.3.1 Background and Notations





￿ as the Kalman or Kushner Filters do. A detailed
description is given in [10].
The idea is based on the Importance Sampling technique:


















by using a known and simple proposal distribution q
￿
￿ .




























































































































deﬁned as the ﬁltering normalized weight as step k.






























































Now supposing that our proposal distribution q
￿
￿ satisﬁes the Markov property, it can


















































which completes theSequential Importance Sampling algorithm. It is important to note
that this means that the state xk cannot depend on future observations, i.e. we are deal-
ing with Filtering and not Smoothing8.
One major issue with this algorithm is that the variance of the weights increases ran-
domly over time. In order to solve this problem, we could use a Resampling algorithm
which would map our unequally weighted xk’s to a new set of equally weighted sample
points. Different methods have been suggested for this9.



































However this choice of the proposal distribution does not take into account our most
recent observation zk at all and therefore could become inefﬁcient.
Hence the idea of using a Gaussian Approximation for the proposal, and in particular
an approximation based on the Kalman Filter, in order to incorporate the observations.















8See [12] for an explanation on Smoothing.
9See for instance [4] or [29] for details.Filtering in Finance 11
using the same notations as in the section on the Kalman Filter. Such ﬁlters are some-
times referred to as the Extended Particle Filter (EPF) and the Unscented Particle Filter
(UPF). See [14] for a detailed description of these algorithms.
1.3.2 The Algorithm
Given the above framework,the algorithm for an Extended or Unscented Particle Filter
could be implemented in the following way:
(1) For time step k
￿ 0 choose x0 and P0
2 0.





















































k the associated a posteriori error covariance matrix.
(KF could be either the EKF or the UKF)
























￿ is a standard Gaussian simulated number.



































































































(7) Increment k, Go back to step (2) and Stop at the end of the While loop.Filtering in Finance 12
1.3.3 Parameter Estimation
As in the previous section, in order to estimate the parameter-set Y we can use an
ML Estimator. However since the particle ﬁlter does not necessarily assume Gaussian
noise, the likelihood function to be maximized has a more general form than the one
used in previous sections.


































































k ’s are distributedaccording toq
￿





k to a constant 1













which will provide us with an interpretation of the likelihood as the total weight.Filtering in Finance 24
3 Stochastic Volatility Models
In this section, we apply the different ﬁlters to a few stochastic volatility models in-
cluding the Heston, the GARCH and the 3
￿ 2 models. To test the performance of each
ﬁlter, we use ﬁve years of S&P500 time-series.
The idea of applying the Kalman Filter to Stochastic Volatility models goes back to
Harvey, Ruiz & Shephard [13], where the authors attempt to determine the system pa-
rameters via a QML Estimator. This approach has the obvious advantage of simplicity,
however it does not account for the nonlinearities and non-Gaussianities of the system.
More recently, Pitt & Shephard [10] suggested the use of Auxiliary Particle Filters to
overcome some of these difﬁculties. An alternative method based upon the Fourier
transform has been presented in [7].
3.1 The State Space Model
Let us ﬁrst present the state-space form of the stochastic volatility models:
3.1.1 The Heston Model































where Sk is the stock price at time-step k, Dt the time interval, rk the risk-free rate
of interest (possibly netted by a dividend-yield), vk the stock variance and Bk, Zk two
sequences of temporally-uncorrelated Gaussian random-variables with a mutual corre-








Considering vk as the hidden state and lnSk
5 1 as the observation, we can subtract from
















￿ 1 which is equal to zero. This would allow us to eliminate the cor-
relation between the system and the measurement noises.











































15The same exact methodology could be used in a non risk-neutral setting. We are supposing we have a
small time-step Dt in order to be able to apply the Girsanov theorem.Filtering in Finance 25





























) Dt ˜ Zk
￿ 1
(33)
















3.1.2 Other Stochastic Volatility Models
It is easy to generalize the above state space model to other stochastic volatility ap-


















￿ 2 would naturally correspond to the Heston (Square-Root) model, p
￿ 1
to the GARCH diffusion-limit model, and p
￿ 3
￿ 2 to the 3
￿ 2 model. These models
have all been described and analyzed in [23].













































) Dt ˜ Zk
￿ 1
(36)
where the same choice of state space xk
￿ vk is made.
3.1.3 Robustness and Stability
In this state-space formulation, we only need to choose a value for v0 which could be
set to the historic-volatility over a period preceding our time-series. Ideally, the choice
of v0 should not affect the results enormously, i.e. we should have a robust system.
As we saw in the previous section, the system stability greatly depends on the measure-
ment noise. Howeverin this case the system noise is precisely
) Dtvk, and therefore we
do not have a direct control on this issue. Nevertheless we could add an independent

















which would allow us to tune the ﬁlter16.














































H ek with S
Ft the same process as St but with a
volatility of one, and ek corresponding to the measurement noise. See [2] for details.Filtering in Finance 26
3.2 The Filters
We can now apply the Gaussian and the Particle Filters to our problem:
3.2.1 Gaussian Filters







































































The same time update and measurement update equations could be used with the UKF
or Kushner’s NLF.
3.2.2 Particle Filters
We could also apply the Particle Filtering algorithm to our problem. Using the same
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which provides us with what we need for the ﬁlter implementation.
3.3 Parameter Estimation and Back-Testing


























































￿ . This calibration procedure could then be used for pricing of deriva-
tives instruments or forecasting volatility.
















and using a Monte-Carlo simulation, we generate an artiﬁcial time-series. We take
S0





￿ 1. Note that we are taking a large Dt
inorder tohavemeaningful errors. The time-series is generatedvia theabovetransition
equation (32) and the usual log-normal measurement equation.





















































which shows the better performance of the Particle Filters. However, it should be re-
minded that the Particle Filters are also more computation-intensivethan the Gaussian
ones.
17In this section, all optimizations were made via the Direction-Set algorithm as described in [27]. The
precision was set to 1.0e-6.Filtering in Finance 28
3.4 Application to the S&P500 Index
The above ﬁlters were applied to ﬁve years of S&P500 time-series (1996 to 2001) in
[17] and the ﬁltering errors were considered for the Heston model, the GARCH model
and the 3
￿ 2 model. Daily index close-prices were used for this purpouse, and the time
interval was set to Dt
￿ 1
￿ 252. The appropriate risk-free rate was applied and was
adjusted by the index dividend yield at the time of the measurement.
As in the previous section, the performance could be measured via the MPE and the






















































































































Two immediateobservationscan be made: Ontheone handthe ParticleFilters have
a better performance than the Gaussian ones, which reconﬁrms what one would antici-
pate. On the other hand for most of the Filters, the 3
￿ 2 model seems to outperform the
Heston model, which is in line with the ﬁndings of Engle & Ishida [11].
3.5 Conclusion
UsingtheGaussianorParticleFilteringtechniques, itispossibletoestimatethestochas-
tic volatility parameters from the underlying asset time-series, in the risk-neutral or
real-world context.












































Figure 6: Comparison of UKF Filtering errors for Heston, GARCH and 3
















































Figure 8: Comparison of UPF Filtering errors for Heston, GARCH and 3






































































Figure 11: Comparison of Filtering errors for the 3/2 Model.
given the tests carried out on the S&P500 data it seems that, despite its vast popularity,
the Heston model does not perform as well as the 3
￿ 2 representation.
This suggests further research on other existing models such as Jump Diffusion [25],
Variance Gamma [24] or CGMY [9]. Clearly, because of the non-Gaussianity of these
models, the Particle Filtering technique will need to be applied to them18.
Finally it would be instructive to compare the risk-neutral parameter-set obtained from
the above time-series based approaches, to the parameter-set resulting from a cross-
sectional approach using options market prices at a given point in time19. Inconsistent
parameters between the two approaches would signal either arbitrage opportunities in
the market, or a misspeciﬁcation in the tested model20.
18A study on Filtering and L´ evy processes has recently been done in [6].
19This idea is explored in [1] in a Non-parametric fashion.
20This comparison supposes that the Girsanov theorem is applicable to the tested model.Filtering in Finance 33
4 Summary
In this article, we present an introduction to various ﬁltering algorithms: the Kalman
ﬁlter, the Extended Filter, as well as the Unscented Kalman Filter (UKF) similar to
Kushner’s Nonlinear ﬁlter. We also tackle the subject of Non-Gaussian ﬁlters and de-
scribe the Particle Filtering (PF) algorithm.
We then apply the ﬁlters to a term structure model of commodity prices. Our main re-
sults are the following: Firstly, the approximation introduced in the Extended ﬁlter has
an inﬂuence on the model performances. Secondly, the estimation results are sensitive
to the system matrix containing the errors of the measurement equation. Thirdly, the
approximation made in the extended ﬁlter is not a real issue until the model becomes
highly nonlinear. In that case, other nonlinear ﬁlters such as those described in section
1.2 may be used.
Lastly, the application of the ﬁlters to stochastic volatility models shows that the Par-
ticle Filters perform better than the Gaussian ones, however they are also more expen-
sive. What is more, giventhe tests carried out on theS&P500 data it seems that, despite
its vast popularity, the Heston model does not perform as well as the 3
￿ 2 representa-
tion. This suggests further research on other existing models such as Jump Diffusion,
Variance Gamma or CGMY. Clearly, because of the non-Gaussianity of these models,
the Particle Filtering technique will need to be applied to them.Filtering in Finance 34
Appendix













































and corresponds to the Likelihood Function for the time-step k.











































































































































under the hypothesis of additive measurement noises.Filtering in Finance 35
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