Abstract. Our aim in this article is to give a mathematical justification for the primitive equations of the atmosphere and the ocean which are known to be the fundamental equations of meteorology and oceanography [LTW4], [P]. These equations are based on an approximation of the Navier-Stokes equations which we justify here by considering the 3D incompressible Navier-Stokes equations (NSE) in thin spherical shells: we show how these equations approximate the primitive equations when the thickness converges to zero.
Introduction
The primary purpose of this paper is to give a mathematical justification for some of the approximations used to derive the primitive equations of the atmosphere and the ocean [LTW1, 2, 3, 4] . Allthough, the atmosphere is a compressible fluid we will consider here as a model the incompressible Navier-Stokes equations. This model contains the main difficulties and the case of the compressible Navier-Stokes equations can be treated with similar techniques and will appear elswhere.
In this work, we study a geophysical model: the atmosphere is an incompressible fluid occupying a thin layer around the earth. The equations discribing its motion are the 3D incompressible Navier-Stokes equations (NSE) in thin spherical shells. Our purpose is to prove the validity of the 2D approximation of flows in thin spherical layers, which justifies the study of geophysical flows on the sphere or more generally on 2D manifolds; see, for instance, Avez and Bamberger [AB] , and Ebin and Marsden [EM] . We also derive the hydrostatic equation used in the primitive equations (see [LTW1] ). Our approach is based partially on some techniques that we developed in [TZ] in studying the Navier-Stokes equations in thin rectangular domains.
We consider the Navier-Stokes equations (NSE) in a thin spherical shell Ω ε = {x ∈ R 3 , a < |x| < a + εa}, where 0 < ǫ < 1 is a nondimensional small parameter, and establish a number of different results valid for ε sufficiently small. First, we show that, for initial data belonging to large sets that contain the physically relevant cases, the Navier-Stokes equations have global, in time, smooth solutions. Then, we prove that, for volume forces belonging to large sets, all the Leray-Hopf weak solutions are eventually smooth, i.e., after a period of time. Finally, we show that the averages in the radial direction of the strong solutions of the NSE on the thin spherical shells converge as the thickness ε → 0 to the solution of the NSE on the sphere. Furthermore the dominant part of the conservation of momentum equation in the radial part direction is precisely the hydrostatic equation appearing in the primitive equation.
With different or related motivations, the theory of partial differential equations in thin domains has been the object of much studies in a recent past; e.g. Babin and Vishik [BV] , Ciarlet [Ci] , Ghidaglia and Temam [GT] , Hale and Raugel [HR1] , [HR2] , Mardsen, Ratiu and Raugel [MRR] , Raugel and Sell [RS1] - [RS3] , Temam and Ziane [TZ] and the references therein.
The Mathematical Setting of the Problem
We consider the Navier-Stokes equations of viscous incompressible fluids, namely
Here u = (u 1 , u 2 , u 3 ) is the velocity vector at point x = (x 1 , x 2 , x 3 ) and time t, and p = p(x, t) is the pressure; ν > 0 is the kinematic viscosity and f = f (x, t) represents volume forces.
Equations (0.1)-(0.3) are supplemented with the free boundary conditions:
(0.4) u · n = 0 and curl u × n = 0 on ∂Ω ε .
The first boundary condition in (0.4) is the non penetration condition, while the second one means that the tangential component of the stress tensor applied to the normal to ∂Ω ε vanishes on ∂Ω ε , i.e., (σ · n) τ = 0 on ∂Ω ε .
Here σ = σ(u) is the stress tensor with components σ ij (u) = 2νǫ ij (u) − νpδ ij , ǫ ij (u) = 1 2
where δ ij is the Kronecker symbol.
We denote by H s (Ω ǫ ), s ∈ R, the Sobolev space constructed on L 2 (Ω ǫ ) and L 2 (Ω ǫ ) = (L 2 (Ω ǫ )) 3 , H s (Ω ǫ ) = (H s (Ω ǫ )) 3 . We also denote by H s 0 (Ω ǫ ) the closure in the space H s (Ω ǫ ) of C ∞ 0 (Ω ǫ ), the space of infinitely differentiable functions with compact support in Ω ǫ . We will eventually introduce Sobolev spaces on the sphere S a of radius a (see Section 5), but so far all function spaces are usual Sobolev spaces defined on a domain of R 3 .
For the mathematical setting of the Navier-Stokes equations, we consider as usual the Hilbert space H ǫ , which is a closed subspace of L 2 (Ω ǫ ) (see e.g. [T1] ).
Another useful space is V ǫ , a closed subspace of H 1 (Ω ǫ ), which is defined as follows:
The scalar product on H ǫ or L 2 (Ω ε ) is denoted by (·, ·) ǫ , that on V ǫ is denoted by ((·, ·)) ǫ , and the associated norms are denoted by | · | ǫ and || · || ǫ respectively. We denote by A ǫ the Stokes operator defined as an isomorphism from V ǫ onto the dual
In (0.7) we have set
note that ||u|| ε = 0 implies that u is a constant vector and if u ∈ V ε , we have u · n = 0, i.e., u is tangent to ∂Ω ε , and must be 0. Hence || · || ε is a norm on V ε equivalent to the usual norm on H 1 (Ω ε ) and we have a Poincaré inequality |u| ε ≤ c(ε)||u|| ε , ∀u ∈ V ε . The dependence of c(ε) on ε will be made more explicit in Lemma 2.1.
The operator A ǫ is extended to H ǫ as a linear unbounded operator. The domain of A ǫ in H ǫ is denoted by D(A ǫ ). The space D(A ǫ ) can be fully characterized using the regularity theory for the Stokes operator; see e.g. [Ca] , [Gh] , and [So] . Here we give the characterization of the domain of the Stokes operator:
We also recall the Leray's projector P ǫ , which is the orthogonal projector of L 2 (Ω ǫ ) onto H ǫ . Using the Leray projector, the Stokes operator can be defined as follows:
Let b ǫ be the continuous trilinear form on V ǫ defined by:
We denote by B ǫ the bilinear mapping from
We assume in this work that the data ν, u 0 and f satisfy (0.10)
The system of equations (0.1)-(0.4) can be written as a differential equation in V ′ ǫ :
where u ′ denotes the derivative (in the distribution sense) of the function u with respect to time. We recall now the classical result of existence of solutions to problem (0.11); see [CF] , [FGT] , [KL] , [La] , [Li] , [Le] , [T1,2] , etc.... Theorem 0.1. For u 0 ∈ H ǫ , there exists a solution (not necessarily unique) u = u ǫ to problem (0.11) such that: 
The solution u ε which satisfies (0.13) is called the strong solution of (0.11). We recall that the global existence (in time) of the strong solutions and the uniqueness of solutions to problem (0.11) are still open problems.
The Main results:
We are given a function R 0 from (0, 1] into R such that (0.14) lim ǫ→0 ǫ q R 0 (ǫ) = 0, for some q < 1 2 . We prove that if ǫ is sufficiently small and f, u 0 satisfy (0.15) |A
0 (ǫ) then the maximal time of existence of the strong solution to the 3D-Navier-Stokes equations in the spherical domain Ω ε is infinite. More precisely, we prove Theorem A. Assume that the function R 0 is given satisfy (0.14) for some 0 < q < 1 2 . Then there exists ǫ 1 = ǫ 1 (ν, a, q, R 0 ) such that if u ǫ 0 ∈ V ǫ and f ǫ ∈ H are given satisfying (0.15), then there exists a strong solution u ε of (0.1)-(0.4) defined for all times; i.e. T ε = +∞ in Theorem 0.1 and
We also prove that the averages M ǫ u ǫ in the radial direction 1 of the solutions of the 3D-Navier-Stokes equations on Ω ε converge to the solution of the 2D-Navier-Stokes equations on the sphere S a . More precisely, we prove satisfying (0.14), (0.15) , and assume that there exists g ∈ H 0 and v 0 ∈ V 0 , such that,
Then, for all T > 0, there exists
where v is the unique solution of the Navier-Stokes equations on the sphere S a .
This article is layed out as follows: in Section 1 we introduce the average operators M z = M ǫ and study some of its properties which are related to the Stokes operator. Section 2 is devoted to the determination of the dependence on ε of the constants of some Sobolev type inequalities, while Section 3 deals with some estimates of the nonlinear term. In Section 4 we derive the a priori estimates on the solutions of the NSE, and in Section 5, we prove Theorem A and an eventual regularity result. Finally, in Section 6, we prove the 2D-limit stated in Theorem B. The article ends with an Appendix recalling some classical formulas and expressions from vector analysis needed in this work.
The average operator
We will use the spherical coordinate system (r, θ, ϕ), where θ ∈ (0, π) is the colatitude and ϕ ∈ (0, 2π) is the longitude; e r , e θ , e ϕ is the local orthonormal basis associated with these coordinates. For a real valued function Ψ(r, θ, ϕ) defined on Ω ε = {x ∈ R 3 , a < |x| < a + εa}, we consider the average operator
For a vector field u = (u r , u θ , u ϕ ), we write
it is clear from the definition of the average operator that We chose in (1.1) to average Ψ with respect to the measure r dr instead of dr for the following reason: thanks to (1.1) and (1.2), if u ∈ H ε , i.e. u r = 0 on ∂Ω ε and div u = 0 in Ω ε , then M u r · n = 0 and N u · n = 0 and also
Now we give a lemma that will provide us useful test functions in H ε . These test functions which will be used for deriving the a priori estimates on M u ε and N u ε are not A ε M u ε , A ε N u ε but some related functionsĀ ε (M u ε /r),Ā ε N u ε . We now defineĀ ε and give some properties of
, and thus
Proof. By (0.8), (A.5) and since div u = 0,
Hence A ε u = curl curl u follows if we show that curl curl u ∈ H ε ; since this vector is divergence free, it suffices to show that e r · curl curl u = 0 on ∂Ω ε . But, by (A.6),
(1.8) e r · curl curl u = curl u · curl e r − div ( e r × curl u).
We notice that curl e r = 0 (see (A.10) ) and, by (A.11) and (A.16) ,
For u ∈ D(A ε ), e r × curl u vanishes on ∂Ω ε and therefore by (1.8) and (1.9) e r · curl curl u vanishes on ∂Ω ε too. Then, having definedĀ ε u as curl (r 2 curl u), we want, for (1.6), to show thatĀ ε u ∈ H ε . Since this vector is divergence free, we need to show that e r · curl r 2 curl u = 0 on ∂Ω ε , and this is done as for curl curl u :
For (1.7) we only need to show e.g. that M u r ∈ D(A ε ). Then, because of (1.4) we only need to show that e r × curl M u r vanishes on ∂Ω ε . We see with (1.2), (A.10) , (A.14) that
and therefore e r × curl M u r vanishes everywhere. The lemma is proved.
The last quantity defines a weighted H 1 −product on V ε :
the corresponding norm || · || ε,r is equivalent to || · || ε , uniformly with respect to ε for, say, 0 < ε ≤ 1 :
We also define a weighted L 2 −product on H ε as
We have similarly
Now we prove a weighted H 1 orthogonality property for the scalar product ((·, ·)) ε,r defined in (1.11).
Lemma 1.2. For u and v
Moreover,
Proof. It is clear that (1.16) follows from (1.2) and (1.15). The three quantities in (1.15) are equal because of (A.6), the integrals on ∂Ω ε vanishing since M u r and N v are in D(A ε ) (see Remark 1.1). Hence, it suffices to show that one of these quantities vanish. For this we write with (1.10), (A.10 ) and since (1.17)
and (1.15) follows.
Sobolev inequalities in thin spherical shells and applications.
One of the basic tools in our study of nonlinear partial differential equations in thin domains is the knowledge of the exact dependence on the thickness of the domain of the constants appearing in the Sobolev and related inequalities; we now derive estimates on such constants for Ω ε . From now on we assume that ε ≤ 1/8. 2.1. Poincaré's inequality in thin spherical shells.
Lemma 2.1. We have (for 0 < ε ≤ 1/2),
Proof. By density, it is enough to prove (2.1) for smooth functions. Let Ψ ∈ C(Ω ε ) be a real continuous function. We write for any ξ, η in [a, a + εa]:
, with x ′ = x/|x|. We fix ξ and integrate with respect to η to obtain
We apply (2.3) with Ψ = u r and ξ = a, observing that Ψ(x ′ , a) = 0. Then we apply (2.3) with Ψ = N u θ and Ψ = N u ϕ ; in each of these cases we obtain
Using the Cauchy-Schwarz inequality, we find
and since ε ≤ 1/2, we have
We then integrate with respect to θ and ϕ, and add the relations (2.6) for Ψ = u r , N u θ , and N u ϕ ; using finally (2.7)
we conclude the lemma.
Using the integration by parts formula (A.7), we have
Furthermore, using Remark 1.1 and the integration by parts formula (A.7), we can write (2.8)
and for ε ≤ 1/8, we have ||N u|| ε,r ≤ 8εa|A ε N u| ε,r .
Hence, Corollary 2.1. For every u ∈ D(A ε ), and for ε ≤ 1/8:
The next proposition which will be used throughout the article follows promptly from (1.6), (1.10), Remark 1.1 and Corollary 2.1. Proposition 2.1. For f ∈ H ε , and u ∈ D(A ε ), we have
Sobolev-type inequalities.
In order to determine the dependence of the constants on ε, we will use our previous results on parallelepipeds [TZ] . To that end, we divide the domain Ω ε into a finite number of isometric overlapping subdomains, each one of them is C ∞ −diffeomorphic to a parallelpiped; the diffeomorphisms are defined with the help of appropriate spherical coordinate systems and their Jacobians are bounded from above and below independently of ε. Hence, we can transfer the inequalities from the parallelepiped to the domain Ω ε without changing the dependence of the constants on ε.
More precisly, let Q ε = π 4 , 3π 4 × 0, 3π 2 × (a, a + aε), and let T ε be the mapping (2.10)
It is clear that Ω ε is the union of eight overlapping subdomainsΩ i ε , i = 1, . . . , 8, where eachΩ i ε is the image ofΩ ε under some rotation. Thus
Furthermore, since the Sobolev imbeddings are independent of the coordinate system, i.e., on the position of the domain (up to an isometry), it is sufficient to derive the dependence of the constants on ε for the subdomainΩ ε , it will be the same for all theΩ i ε , i = 1, . . . , 8, and then, thanks to (2.12), we obtain the dependence of the constants for the domain Ω ε .
For a function u ∈ V ε , we set for (
Due to (2.6) the Poincaré inequality of Lemma 2.1 extends to the domainΩ ε and then to the domain Q ε via T ε ; it reads for the function v = N u and thanks to (2.11)
Hence, by integration by parts, Cauchy-Schwarz inequality and (2.14), we can write
. Now we are ready to prove the following (Hereafter the value of the constant c 0 may not be the same at different places):
There exist an absolute constant c 0 independent of ε such that
Proof. Thanks to Proposition 2.1 and Corollary 2.1, it is clear that (2.18) follows from (2.14). In order to prove (2.17), we will use the version of Agmon's inequality established in [TZ] . We set y 1 = θ ′ , y 2 = ϕ ′ , y 3 = r, and, by [TZ] , we write for v ∈ H 2 (Q ε ),
, where c 0 is an absolute constant. Thus, for the function v in (2.13) (v = N u • T ε ), we have, thanks to the Poincaré inequalities (2.14) and (2.16),
L 2 (Q ε ) . Returning to the variables (r, θ ′ , ϕ ′ ) and using (2.11), we obtain
and, by (2.12), we have
ε .
Finally, using |A ε N u| ε ≤ 1 a 2 |A ε N u| ε,r and Corollary 2.1, we conclude the lemma.
Lemma 2.3. (Ladyzhenskaya's inequality) . There exists a constant c 0 independent of ε, such that
Proof. Thanks to the version of Ladyzhenskaya inequality obtained in [TZ] , there exists an absolute constant c 0 (independent of ε) such that for all v ∈ H 1 (Q ε ),
Now we proceede as in the proof of Lemma 2.2, we take for v the function in (2.13) and use the Poincaré inequality (2.14) to obtain
Using the change of variables (r, θ ′ , ϕ ′ ) = T −1
ε (x 1 , x 2 , x 3 ), (2.11) and (2.12), inequality (2.22) follows promptly. Now interpolating between (2.2) and (2.22), we obtain Lemma 2.4. For 2 ≤ q ≤ 6, there exists a constant c 0 (a, q) independent of ε such that
A pseudo-orthogonality inequality.
We will use the Poincaré inequality (2.1) to establish a pseudo-orthogonality inequality.
Because of the geometry of the domain, A ε N u and A ε M u r are not orthogonal in H ε as in the flat case [TZ] . Instead the pseudo-orthogonality inequality below, will replace the corresponding orthogonality identity used in [TZ] and will be sufficient for our purpose.
Lemma 2.5. There exists an absolute constant c 0 independent of ε such that for all u ∈ D(A ε ), we have
Similarly (2.28)
Proof. (i) We write
and thanks to Remark 1.1, we see that
and with (2.9)
ε,r . Furthermore, thanks again to Remark 1.1,
Thanks to (1.3), the first integral in the right hand side of (2.32) vanishes. Then, using the Cauchy-Schwarz inequality and a < r < a + εa, we can bound the second integral by c 0 ε A ε M u r ε,r |A ε N u| ε,r . Finally, we note that
Combining (2.31), (2.32) and (2.33), we obtain (2.27).
The proof of (2.28) follows the same lines as above. We just note that ∇r 2 × curl M u r = 0, and
Estimates on the trilinear form
We will use systematically an alternative expression of the trilinear form; we note that
and Ω ε ∇(|u| 2 ) · w dx = 0, for w ∈ H ε , and write
This section gives some estimates on the form b = b ε . First we give an orthogonality property of the trilinear form b ε related to the operatorĀ ε , which is similar to the classical one on the sphere with the 2D Stokes operator.
Proof. We write
= (by integration by parts using (A.7))
Now note that
and, since ∇r 2 = 2r e r , e r · M u = 0 and curl M u r = a r 2 curl 2 M u e r , we have
and (3.6)
Moreover, since div 2 M u = 0, we have
Hence,
We now consider certain terms which vanish in the cylindrical case but do not vanish here because of the curvature. We are able however to bound them in a convenient way.
Lemma 3.1. For 0 < q < 1 2 , there exists a constant c(a, q) independent of ε such that for every u ∈ D(A ε ),
Proof. (i) Proof of (3.9). First we show that
Integrating by parts using formula (A.6) , the boundary integral vanishes thanks to (A.2) and (curl N u) × n = 0 on ∂Ω ε . Hence, (3.14)
and formula (A.4) yields (3.15)
Using (3.7) and (3.10), we can write
Thanks to (1.3), we have (3.17)
and
Thus (3.12) follows. Now since a < r < a + εa, we have by Hölder's inequality with 1 p
Thanks to the Sobolev embedding H
, for 2 ≤ p < ∞, we have (see [A] )
and with (2.25) we obtain, (3.20)
Inequality (3.9) follows promptly.
(ii) Proof of (3.10). We write 
Now, since a < r < a + εa, we have by Hölder's inequality
and according to Lemma 2.2, we have
(iii) Proof of (3.11). First we write (3.27)
As above, we can show, using (1.3), that the first integral in the right hand side of (3.27) is zero. Furthermore, with Hölder's inequality, we have
and just as in the proof of (3.3), we obtain (3.5).
Lemma 3.2. For 0 < q < 1 2 , there exists a constant c(a, q) independent of ε such that for all u ∈ D(A ε ), we have
Proof. The proof is based on Lemmas 2.1-2.5 and Hölder's inequalities, and follows the lines of the proof of Lemma 3.1; we skip the details.
A priori estimates
First of all we introduce the following notations; we set (4.1)
We have, according to Lemma 1.2, 
Here [0, T σ (ε) ) is the maximal interval on which (4.4) holds. It is clear that if
A priori estimates for N u.
Thanks to Lemma 1.1, we can multiply (0.11) withĀ ε = curl (r 2 curl N u), and obtain with Lemmas 1.2 and 2.5 (4.6) 1 2
We write
and with Lemmas 2.5, 3.1 and 3.2, we have, for 0 < t < T σ (ε),
where q < 1 2 , and c(q, a) is a constant independent of ε. For ε ≤ 1 4c 0 , we have
and, by Proposition 2.1, we also have, for ε ≤ 1/8,
where c 0 is a numerical constant (we denote all numerical constants by c 0 ). Now, with (4.3) and (4.4), we can write for 0 < t < T σ (ε), (4.9)
At this stage, we use assumption (0.14) with 0 < q < 1 2 . We note that assumption (0.14) is not restrictive, since physically, R 0 (ε) can be assumed to go to zero when ε goes to zero, which is the case when f and u 0 are independent of ε. Thanks to (0.14), we can choose
Therefore, for 0 < t < T σ (ε) and 0 < ε < ε 1 , we have
Similarly, with Lemma 1.1, we can multiply (0.11) byĀ ε M u r = curl r 2 curl M u r , and obtain
We write (4.13)
and with Proposition 3.1, Lemmas 2.5, 3.1 and 3.2, we have
Thanks to Hölder's inequality and (4.10), we infer from (4.14)
Adding (4.11) and (4.15), we obtain
Now, by integration between 0 and t, we obtain for ε 2 < 1 4c(a, q)ν
Now we return to (4.11) and infer from Poincaré's inequality
and Gronwall's lemma yields
Integrating (4.18) between 0 and t, we have
Combining (4.17), (4.19) and (4.20), we have thanks to Cauchy-Schwarz inequality
We collect the a priori estimates on N u in the following:
Lemma 4.1. Let u ε 0 ∈ V ε and f ε ∈ H ε , 0 < ε < 1, satisfying (0.14) and (0.15) for some 0 < q < 1 2 . Then, for any σ > 1, there exists ε 1 = ε 1 (σ, a, q, ν, R 0 )) > 0 such that for all ε, 0 < ε ≤ ε 1 , there exists T σ (ε) > 0 and a positive constant c 5 , independent of ε, such that for 0 < ε ≤ ε 1 and 0 < t < T σ (ε), we have
Therefore, Gronwall's lemma yields Hence, thanks to (4.16) and (4.21), we obtain
Moreover, by integration of (4.24) between 0 and t,
We collect the a priori estimates on M u in the following:
Lemma 4.2. Let u ε 0 ∈ V ε and f ε ∈ H ε , 0 < ε < 1, satisfying (0.14) and (0.15) for some 0 < q < 1 2 . Then, there exists ε 1 = ε 1 (ν, a, q, σ, R 0 ) > 0 such that for all ε, 0 < ε ≤ ε 1 , there exists T σ (ε) > 0 and a positive constant c(a, q, ν, σ), independent of ε, such that for 0 < ε ≤ ε 1 and 0 < t < T σ (ε):
Global existence and regularity of strong solutions
In this section we study the behavior of the maximal time of existence of strong solutions of the 3D-Navier-Stokes equations in the thin spherical shells. First we establish the global existence of strong solutions for initial data belonging to large sets. Then, we give an eventual regularity result for Leray-Hopf weak solutions when the volume forces belong to large sets.
Global regularity.
First we prove the following auxiliary result that will show that the maximal time of existence of strong solutions is bounded from below independently of ε.
Proposition 5.1. Let u ε 0 ∈ V ε and f ε ∈ H ε satisfying (0.14) and (0.15), for some q < 1 2 ,
Proof. According to Lemmas 4.1 and 4.2, we have, for We infer from (5.2) that
Now suppose that T σ (ε) < ∞. We have, according to (4.5),
We make the obvious assumption R 2 0 (ε) = 0, and obtain
Hence
and (5.1) follows promptly.
Now we go to the second step and establish that the maximal time of existence of the strong solutions of the 3D-Navier-Stokes equations in thin domains is infinite for large initial data. More precisely, we prove Theorem 5.1. Let u ε 0 ∈ V ε and f ε ∈ H ε satisfying (0.14) and (0.15), for some q < 1 2 , Then, there exists ε 1 (ν, a, q, R 0 ) such that for 0 < ε < ε 1 , the strong solution u ε of (0.1)-(0.4) exists for all times; i.e. T ε = +∞ in Theorem 0.1 and
Proof. First recall that σ is fixed to be σ = 8 max(1, a 2 λ 2 (a)ν 2 ). We set
Note that
Now we fix ε and choose ǫ 4 (ν, a, q, R 0 ) so that for 0 < ε ≤ ε 4 (ν, q, q),
The existence of ε 4 is obvious, since the left hand sides of (i)-(iii) go to zero when ε goes to zero; and, by Proposition 5.1, the left hand side of (iv) goes to infinity as ε → 0. Recall that
where the constant c(a, q, ν) appearing in (5.11) and (5.12) is the same as the one appearing in (5.10. i). We set t ε = ε q−1/2 , 0 < ε ≤ ε 4 . Note that (5.10. iv) implies that t ε < T σ (ε), and according to (5.11), (5.12) together with (5.10), we have
Now we use an induction argument to show that
ε . The proof of (H 1 ) is given above. Now assuming that (H n ) holds, our goal is to prove (H n+1 ); we write (5.11) and (5.12) when the initial data are given at time t 0 = nt ε . We have, for nt ε ≤ t < T σ (ε)
and we are able to set t = (n + 1)t ε in (5.13) and (5.14). We obtain, using (5.10) (i)-(iv) and (H n )
ε , and
is established, and as a consequence of it, we have
The proof of Theorem 5.1 is complete.
The 2D-limit
In this section we establish the convergence of the average, in the radial direction, of the strong solutions of the three-dimensional Navier-Stokes equations in thin spherical domains to the strong solution of the two-dimensional Navier-Stokes equations on a sphere, when the thickness of the domain goes to zero.
First we introduce the Navier-Stokes equations on the sphere S 
where ∇ 2 is the tangential gradient, div 2 v, is the tangential divergence, ∆ 2 is the tangential Laplace-Beltrami operator (see Appendix), and the covariant derivative ∇ v v is defined as follows:
We introduce the function spaces H 0 and V 0 defined as follows
Here the function spaces are defined on the manifold S 2 (see [A] ). Let (f ε ) ε>0 ∈ H ε (or L ∞ (0, ∞; H ε )) and (u ε 0 ) ε>0 ∈ V ε such that, for some q < First note that (6.3) implies (0.14). Let T > 0 be given and fixed. Thanks to Theorem 5.1, there exists ε 1 (ν, v 0 , g) such that T < T σ (ε) for 0 < ε ≤ ε 1 , and according to Lemma 4.2, and Proposition 2.1, we have where v is the solution of (6.1)-(6.3) and g r is the limit of M f ε r .
In order to obtain the hydrostatic equation, we take f = −ρge r where ρ is the density and g is the gravity constant. Since f is not in H ε we absorb its gradient part in the pressure term as ∂ ∂r (p + ρgr), using the Helmholtz decomposition of f. Now let Φ be a smooth scalar function in Ω ε ; we multiply equation (0.1) with N Φ e r . We then pass to the limit in the resulting equation after dividing by ε. Using the results and methods above, we obtain thanks to (6.15)-(6.19) and (6.27), the hydrostatic equation
Remark 6.1. In order to obtain the primitive equations of the atmosphere, the linearization of the spherical metric is used in [LTW1] . This amounts to replacing r 2 sin θdθdϕdr by a 2 sin θdθdϕdz, where z = r − a is the distance of a point to the surface of the earth; see [LTW1] and [P] . With the results obtained in this article and our previous results [TZ] , the linearization procedure can be fully justified at least for the incompressible Navier-Stokes equations.
A detailed discussion on both the hydrostatic approximation and the linearization of the metric will appear elsewhere. The Boussinesq approximation will be also discussed.
A. Appendix
We collect in this appendix some standard formulas from vector analysis. Finally we recall the expressions of some tangential operators on the sphere S = S a = {x ∈ R 3 , |x| = a} centred at the origin, of radius r = a. We use the spherical coordinates θ, ϕ as above For p a scalar function defined on S a , the tangential gradient is given by (A.13 where ∆ 2 v θ and ∆ 2 v ϕ are as in (A.15 ).
