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Resumen 
El cáncer de mama es uno de los que tiene mayor índice de mortali-
dad entre las mujeres y la detección temprana incrementa las posibilida-
des de curación, por lo que hacerlo a tiempo ha demostrado ser uno de los 
mejores tratamientos para esta grave enfermedad. Las microcalcificacio-
nes son un tipo de lesión dentro de la mama y su presencia está altamente 
correlacionada con la presencia del cáncer. En este artículo se presenta un 
método para la detección automática de microcacificaciones usando proce-
samiento digital de imágenes basado en un enfoque gaussiano de filtrado, 
el cual permite realzar el contraste entre las microcalcificaciones y el 
tejido sano de la mama, para luego aplicar un algoritmo de identificación 
de las microcalcificaciones sospechosas basado en su morfología. El clasi-
ficador usado para determinar el grado de Malignidad o Benignidad de las 
microcalcificaciones es el K-Vecinos más Cercanos (KNN) y la validación 
de los resultados se realiza mediante las curvas ROC. 
 
Palabras clave 
Procesamiento digital de imágenes; filtro Gaussiano; microcalcifica-
ciones; K-Vecinos más cercanos. 
 
Abstract 
Breast cancer is one of the cancers that has a higher mortality rate 
among women and early detection increases the possibilities of cure, so its 
early detection is one of the best treatments for this serious disease. 
Microcalcifications are a type of lesion in the breast and its presence is 
highly correlated with the presence of cancer. In this paper we present a 
method for automatic detection of microcalcifications using digital image 
processing using a Gaussian filtering approach, which can enhance the 
contrast between microcalcifications and normal tissue present in a 
mammography, then apply a local thresholding algorithm witch allow the 
identification of suspicious microcalcifications. The classifier used to 
determine the degree of benign or malignant microcalcifications is the K-
Nearest Neighbours (KNN) and the validation of the results was done 
using ROC curves. 
 
Keywords 
Digital image processing; Gaussian filter; microcalcifications; K-
nearest neighbor. 
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1. INTRODUCCIÓN 
 
El cáncer de mama es la forma más común de cáncer entre las 
mujeres y es la principal causa de muerte entre los 35 a 55 años de 
edad y se estima que una de cada nueve mujeres desarrollará 
cáncer de mama alguna vez en su vida (Jemal et al, 2011). Ac-
tualmente no existe un método para prevenir el cáncer de mama, a 
menudo el tratamiento concluye con la extirpación de la mama. En 
Colombia, aunque la incidencia actual de cáncer de mama no es 
tan alta en comparación con Estados Unidos, es posible que crezca 
en los próximos años (Torres et al, 2009). No obstante, el cáncer de 
mama constituye una de las pocas enfermedades de su estilo que 
se pueden diagnosticar precozmente, antes de que aparezcan los 
primeros síntomas y que afectan, sobre todo, al tamaño y la forma 
de la mama. 
Los radiólogos son los especialistas encargados de buscar en la 
mamografías regiones de sospecha tumoral, dentro de las más 
importantes se encuentran las microcalcificaciones, las cuales son 
diminutos depósitos de calcio que se han acumulado en el tejido 
del seno y se evidencian como una pequeña mancha de brillo en la 
mamografía, sin embargo, generalmente están en busca de agru-
paciones de 3 a 5 microcalcificaciones en un área de 1 centímetro 
cuadrado, el cual es llamado cluster y es un fuerte indicativo de la 
presencia del tumor (Sickles, 1986). El tamaño, la forma y la den-
sidad son los factores más importantes a la hora de analizar una 
microcalcificación individual. La precisión en el diagnóstico de 
interpretación de una mamografía se puede incrementar con la 
ayuda de dos radiólogos leyendo un mismo mamograma o solo con 
un radiólogo releyendo la imagen, Gilbert y Gillan (2009), afirman 
que la doble lectura de mamogramas puede reducir las ratas de 
falsos negativos, sin embargo, la doble lectura incrementa el costo 
por caso. 
El Diagnostico Asistido por Computador (CAD) ha demostrado 
ser útil en la tarea de detección del cáncer de mama y hasta el 
momento muchas soluciones han sido propuestas para la detección 
de microcalcificaciones en mamografías, tales como: morfología 
matemática, wavelets, modelos bayesianos, lógica difusa, redes 
neuronales, modelos fractales, entre otros. Karssemeijer (1991), 
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(1993) propuso un método para la detección de microcalcificaciones 
basado en un modelo estadístico mediante una análisis bayesiano. 
Stojadinovic et al. (2010) y Liu et al. (2011), también usaron solu-
ciones bayesianas y obtuvieron resultados satisfactorios. 
Hernández et al. (2007), utilizaron la diferencia de filtros gaus-
sianos (DoG) para la detección de las microcalcificaciones y redes 
neuronales (RN) para la clasificación. Marakakis et al. (2006) y 
Bocchi et al. (2004), también usaron modelos gaussianos. Wu et al. 
(2006), propuso un método basado en dos umbrales mediante 
operador Laplaciano de la Gaussiana para obtener los puntos de 
cruce por cero en la detección de las microcalcificaciones. Yu y 
Guan (2000), utilizo wavelets y características estadísticas del 
nivel de gris para la identificación de las microcalcificaciones 
individuales, al igual que Lashkari (2010) y Noodeh (2011). Aun-
que la detección de microcalcificaciones se ha trabajado amplia-
mente en la comunidad investigativa de procesamiento digital de 
imágenes, aún continua siendo un reto, ya que no se han logrado 
las precisiones requeridas para realizar la tarea de detección y 
reconocimiento de manera automática. 
En este artículo se mostraran los resultados de la investiga-
ción, orientado a la identificación de microcalcificaciones en una 
mamografía, en la sección 2 de describen las etapas del proceso. 
preprocesamiento, donde se elimina el ruido y la información 
irrelevante en la mamografía, segmentación, mediante el uso de 
filtros DoG y parámetros locales estadísticos, seguido de la extrac-
ción de características y clasificación, en la sección 3 y 4 se presen-
tan los resultados y conclusiones obtenidas. 
 
 
2. MATERIALES Y MÉTODOS 
 
2.1 Preprocesamiento 
 
Esta primera fase en el proceso de detección rara vez es mos-
trada en la literatura, sin embargo, en nuestra solución cumple 
una función muy importante como es reducir el ruido de alta fre-
cuencia presente en la imagen y llevar a cabo una segmentación 
previa, de tal forma que solo la región de la mamografía corres-
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pondiente a la mama sea usada en las etapas posteriores. El pre-
procesamiento se realiza en dos pasos, primero se aplica un filtra-
do de orden para eliminar el ruido de alta frecuencia, y luego se 
realiza un corte de automático de la imagen. 
 
2.1.1 Filtrado de orden 
Siendo        la imagen de la mamografía donde,      
                                      . El filtro de 
orden      opera sobre una vecindad o ventana   de un determi-
nado pixel          de la imagen, reemplazando el valor del pixel 
central en una nueva imagen resultado. Siendo   de tamaño 
      los pixeles                  pueden ser ordenados de mayor a 
menor,                donde 
 
      
 
     
 ∑   
    
     
 
(1) 
 
En (1), se hace   
      
 
 para convertir a      en un filtro por 
la mediana (Pajares & García, 2002). El filtro de la mediana eli-
mina el ruido de alta frecuencia sin eliminar características signi-
ficativas de la imagen. 
 
2.1.2 Corte automático 
El siguiente paso es el Corte Automático, el cual elimina de la 
imagen aquellas regiones que no aportan información al proceso 
de detección, tales como el fondo negro que ocupa gran parte de la 
mamografía y la etiquetas impresas en la imagen usadas para 
identificarlas. Este proceso permite que en etapas posteriores, el 
procesamiento se realice solamente sobre la región de interés de la 
mamografía, la cual es la mama. Para realizar este procedimiento 
se obtiene una copia         de la imagen        y se binariza con 
un umbral    hallado experimentalmente después de evaluar las 
40 imágenes de la base de datos de referencia. A la imagen         
se le aplica un algoritmo de etiquetado, quedando la imagen sepa-
rada en   regiones    no interceptadas, como en (2). 
 
              (2) 
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Las etiquetas o regiones     de las imágenes de la base de datos 
Nijmegen no superan un área del 30% del total de la imagen, este 
dato es utilizado para eliminar los objetos dentro de la imagen con 
áreas menores al 30% de la imagen, definidas en (3) y (4). 
 
                                       
           
(3) 
 
          
         
          
(4) 
 
 
Con esto se logra aislar las etiquetas de la imagen. Luego se 
recorre espacialmente la mamografía buscando los límites espacia-
les de la mama, para aplicar un recorte a la imagen, quedando una 
imagen                                        
              datos variables. En la Fig.1, se muestra las imáge-
nes resultado del proceso de corte. Esta etapa de procesamiento 
mantiene las características buscadas y elimina de la imagen 
elementos irrelevantes lo que permiten optimizar el algoritmo 
expuesto en la segmentación. 
 
 
Fig. 1. a) Imagen Original. b) Imagen Umbralizada y etiquetada. c) Imagen des-
pués de eliminar las etiquetas menores 30% de la imagen. d) Imagen recortada 
 
 
2.2 Segmentación 
 
2.2.1 Representación de un microcalcificación 
Una microcalcificación es una región de la mamografía donde 
su centro es el de mayor intensidad de la región, en este trabajo 
proponemos una representación matemática de la microcalcifica-
Tecno. Lógicas., Edición Especial, octubre de 2013 [749] 
 
ción donde los vecinos van disminuyendo su intensidad alrededor 
del centro.            , donde          es el centro o núcleo de    , 
que no necesariamente es el centro de masa de la microcalcifica-
ción, esto debido a las múltiples formas que puede presentar una 
microcalcificación. El núcleo          cumple con la condición (5) 
 
                             (                        
           )                            
(5) 
 
Donde la distancia “chessboard” entre          y           es  , 
 
  (                  )                                 
                      
(6) 
 
Nuestro algoritmo, propone la búsqueda de regiones     que 
cumplan con (5) y (6). 
 
2.2.2 Representación de un clúster 
Un clúster deberá tener una densidad mayor o igual de 3 mi-
crocalcificaciones por     . Todo pixel          que cumpla con (5) 
y (6), con centros                          son clasificados como mi-
crocalcificaciones sospechosas       para            , donde    son 
todas las microcalcificaciones en la imagen. La distancia entre 
cada 2 microcalcificaciones está dada en (7) y la condición para 
cluster propuesta en (8) 
 
     ‖            ‖                             
(7) 
 
Siendo      , la distancia entre la     y     ,            
 
     {∑             
 
}
 
(8) 
 
Donde   es el máximo número de     , que tienen una distancia 
entre ellas menor a un umbral hallado de acuerdo a la resolución 
de las imágenes de la base de datos de referencia. Las microcalcifi-
caciones que estén agrupadas siguiendo (7) y (8) son indicadores 
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importantes de la presencia del cáncer, en últimas nuestra inves-
tigación propendió por marcar y resaltar estas regiones. 
 
2.2.3 Filtrado 
En esta investigación además de identificar las microcalcifica-
ciones que corresponden a las características declaradas anterior-
mente, también usamos la diferencia de dos filtros gaussianos 
DoGs con diferentes desviaciones estándar. El filtro DoG se usa 
para detectar regiones con contraste local mediante la identifica-
ción de cruces por cero y la búsqueda de máximos y mínimos loca-
les. En este trabajo se buscan regiones con máximos locales que 
corresponden a los puntos brillantes de la imagen, así se logró 
mejorar la debilidad en el trabajo de Morrison & Linnett (1999). 
La diferencia de filtros gaussianos está dada por (9). 
 
            
        
   
       
        
   
 
 
(9) 
 
Los resultados experimentales demuestran que la relación en-
tre las desviaciones estándar         es determinante para la de-
tección de los máximos locales. Luego                , se calcula el 
promedio        y la desviación estándar        y se establece un 
umbral local        calculado mediante (10) 
 
                       
 
(10) 
 
Donde        fueron hallados experimentalmente con funda-
mento en los resultados obtenidos en la base de datos y sus valores 
fueron                Distintos valores de       , son compu-
tados para cada una de las posiciones          de la región demar-
cada por la ventana  . A continuación cada píxel de la imagen 
DoG filtrada        es comparado con el umbral        de la ima-
gen preprocesada, descrito en (11). La Fig. 2 muestra un segmento 
de mama que le ha sido aplicado el filtro DoG y el proceso de um-
bralización. 
 
       {
                           
                                   
(11) 
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Fig. 2. a) Imagen filtrada DoG. b) Imagen Umbralizada. c) Microcalcificación 
 
2.2.4 Extracción de características y clasificación 
En esta etapa son identificadas y evaluadas el conjunto de ca-
racterísticas que permitirán clasificar las microcalcificaciones 
sospechosas en verdaderas o falsas. Para esto inicialmente se 
obtienen un conjunto de 17 características de contraste, de forma y 
de momentos, que luego son evaluadas mediante correlación de 
datos, para al final dejar un conjunto de 7 características. Las 
regiones sospechosas de ser microcalcificaciones son etiquetadas 
en subconjuntos llamadas    , cada subconjunto     se ubica den-
tro de una ventana   de 5x5 píxeles, para calcular el centro de 
masa y el área de la región sospechosa, las     en forma ovalada 
detectadas no deben sobrepasar una longitud mayor a 5 píxeles y 
un área mayor a 25 píxeles cuadrados, criterio que fue establecido 
por la resolución espacial de las imágenes de la base de datos y por 
las dimensiones en milímetros de las microcalcificaciones. Por lo 
tanto todos los píxeles conectados de la imagen que no cumplan 
con estos dos criterios serán eliminados. La etapa de detección de 
microcalcificaciones culmina extrayendo, a las microcalcificaciones 
sospechosas que pasaron la restricción anterior, 7 características 
que pasarán a ser el vector de prueba en la etapa de clasificación. 
 
Contraste Absoluto: es el promedio de gris del objeto menos el 
promedio de gris del fondo 
 
                   
                            
                              
(12) 
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Promedio del nivel de gris: es el promedio de los niveles de gris 
del objeto. 
           
  
 
 
Donde   es el perímetro del objeto y   es el área del objeto. 
Nivel de ruido del objeto: se calcula como la desviación están-
dar del nivel de gris de los píxeles del objeto. 
Nivel de ruido del fondo: se calcula como la desviación están-
dar del nivel de gris de los píxeles del fondo. 
Texturas medidoras de energía Law: Estas texturas se aplican 
como la convolución de máscaras a la imagen. Cada mascara es 
diseñada para responder a diferentes propiedades. Las máscaras 
empleadas en este trabajo son                      
En la etapa de clasificación se le asigna la clase de normal o 
anormal a cada una las microcalcificaciones sospechosas obtenidas 
durante el proceso de segmentación. El clasificador empleado es el 
de los K-Vecinos más Cercanos (KNN), el cual es un clasificador 
no-Bayesiano que emplea funciones distancias como parámetro de 
asignación de la clase. Como muestras de entrenamiento se utili-
zaron las 40 imágenes mamográficas de la base de datos Nijme-
gen. 
 
 
3. RESULTADOS 
 
Las imágenes de mamografías de este trabajo fueron tomadas 
de la base de datos Nijmegen, la cual contiene 40 imágenes de 12 
bits por pixel y 100 micrones por pixel, contienen 13 clúster de 
microcalcificaciones benignas y 27 malignos. Esta base de datos es 
considerada un “benchmark” para los sistemas de diagnóstico 
asistido por computador (CAD). La posición y tamaño de los clús-
teres de microcalcificaciones fueron marcados por radiólogos ex-
pertos. 
Durante la fase de extracción de características en la etapa de 
procesamiento, fueron creadas un total de 7 características extraí-
das de cada una de las microcalcificaciones sospechosas, que fi-
nalmente conformaron el vector de prueba o test para el clasifica-
dor. Para el proceso de clasificación se escogió un vector de entre-
Tecno. Lógicas., Edición Especial, octubre de 2013 [753] 
 
namiento conformado por muestras de las cuales se conoce su 
clase, luego se calculó la distancia de una muestra de prueba de 
clase desconocida a cada una de las muestras de entrenamiento y 
se le asignó finalmente la clase de las K-Cercanas muestras de 
entrenamiento. En este trabajo se usó la distancia Mahalanobis. 
Finalmente a la muestra de prueba se le asignó la clase que tenga 
la mayor cantidad de K-Cercanas muestras. Las muestras de 
entrenamiento de clase normal fueron obtenidas de regiones de 
tejidos sanos de las imágenes debido a la restricción que presenta 
la base de datos Nijmegen para imágenes de clase normal. Para 
obtener mayor efectividad en el entrenamiento se utilizó un grupo 
de muestras desbalanceada en 3.5:1, normalizando las muestras 
mediante la técnica de Escalamiento Lineal al Rango de Unidad. 
En este trabajo se introdujo una variación al algoritmo KNN 
implementada en (Wood, 1994). Esta consiste en emplear un nue-
vo umbral   menor o igual que   con el fin de reducir las muestras 
de entrenamiento a una pequeña fracción de la original. De esta 
forma a una muestra de clase desconocida se le asignará una clase 
en particular si al menos   de las   muestras vecinas más cerca-
nas pertenecen a esa clase. Este tipo de variación es deseable en 
una aplicación donde la falta por clasificar erróneamente una clase 
es mucho más grande que la falta asociada con el error de clasifi-
cación de otra clase. Para medir la efectividad del clasificador se 
utilizó la técnica de validación cruzada, La validación de los resul-
tados y la efectividad del proceso se realizaron mediante la técnica 
del área debajo de la curva ROC (AUC). 
El algoritmo KNN empleado cuenta con dos parámetros que 
pueden ser variados,  , el número de vecinos cercanos a la mues-
tra, y  , el umbral que determina el mínimo número de K-vecinos 
cercanos de clase conocida, necesarios para asignarle dicha clase a 
la muestra de clase conocida. Los puntos ROC para un valor espe-
cifico de   son obtenidos variando   de   a   y observando la rata 
de FP y VP, sin embargo, dado que la base de datos empleada es 
desbalanceada,   fue variada de   a     . Los valores de   y   
empleados fueron 50 y 34 respectivamente. La Fig. 3 muestra la 
curva ROC. 
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Fig. 3. Curva ROC para el algoritmo propuesto usando la Base de Datos Nijmegen 
 
 
4. CONCLUSIONES 
 
En este artículo se ha presentado un método novedoso para la 
detección automática de microcalcificaciones, mediante el modela-
do de los niveles de intensidad de una microcalcificación en una 
mamografía digital. La etapa de detección se realiza en 2 pasos, 
primero se aplica la diferencia de dos filtros gaussianos DOG 
quedando un conjunto de regiones sospechosas de ser microcalcifi-
caciones sobre las cuales se emplea el modelo propuesto de micro-
calcificación. La gran ventaja de nuestro método es que al aplicar 
los 2 algoritmos de segmentación secuencialmente, permiten de-
tectar robustamente las microcalcificaciones en la mamografía, lo 
cual reduce el nivel de complejidad del algoritmo de clasificación. 
En futuros trabajos nos enfocaremos en adicionar un conjunto 
mayor de características de la microcalcificación, además de reali-
zar pruebas con otros clasificadores, tal que nos permitan obtener 
mejores resultados, además de realizar validaciones con bases de 
datos con mayor resolución como la MIAS. 
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