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We solve a parabolic second order partial differential equation in a non-cylindri-
cal domain, under weak assumptions on time-regularity of the boundary; these
assumptions are not covered by other methods. We prove an existence result for the
solution and an analysis of its regularity is carried over. © 2001 Academic Press
1. INTRODUCTION
Let {Ot}, as t varies in [0, T], be a family of open bounded subsets in Rd
uniformly of class C1, 1; we shall assume that the variation of the sets Ot is
only Hölder continuous in time, with arbitrary exponent between 0 and 1.
We consider the following subsets of [0, T]×Rd:
W= 0
t ¥ [0, T]
{t}×Ot , S= 0
t ¥ [0, T]
{t}×“Ot .
We fix moreover an open ball D with smooth boundary “D such that the
cylinder [0, T]×D contains W.
We are concerned with the following parabolic equation
˛“v“t (t, x)+A(t, x) v(t, x)=f(t, x) in W
v(0, x)=u0(x) x ¥ O0
v(t, x¯)=0 in S,
(1)
where A(t, x) is a second order differential operator uniformly elliptic in
time.
The main results in this paper can be summarized as follows. In
Theorem 2.2 we prove that, under the conditions stated in Section 1.2,
there exists a weak solution u(t, x) for problem (1) and this solution pos-
sesses a suitable Hölder continuity in the interior of the domain, as shown
in Theorem 3.1.
Problem (1) has been widely studied in the literature both via variational
methods or via direct approaches in suitable function spaces. However, as
far as we know, it seems that the results in the literature about non
cylindrical problems require a monotone or regular (Lipschitz) variation of
the Ot’s: see for instance [14] and the bibliography therein. The approach
developed in this paper overcomes these assumptions and it lets one assume
only Hölder regularity for the variation of the domains. Let us describe
briefly the contents of this article. In the first part we study Eq. (1), by
means of the theory of abstract evolution equations, using a method
introduced first by Lions in [10]. After having proved the existence of a
solution, we devote the last part of the paper to study its smoothness. We
use a localization procedure to prove that the solution has a certain degree
of regularity in points at the interior of the domain W.
1.1. Motivating Examples
Let us discuss briefly an example, taken from the theory of stochastic
partial differential equations, which motivates our assumptions on the
problem.
We are given a stochastic evolution problem in the whole space Rn; the
stochastic characteristics method (see for instance [17]) shows that in order
to solve this equation it is equivalent to consider a deterministic parabolic
equation (with random coefficients). This method is developed in [5] in
order to consider a stochastic evolution problem in bounded domain, with
Dirichlet boundary conditions, of the form
˛du(t, x)=A(t, x) u(t, x) dt+B(t, x) u(t, x) dW(t), x ¥ O,u(0, x)=u0(x), x ¥ O,
u(t, x¯)=0, in “O.
(2)
In this case, given the domain O and the family of stochastic characteristics
g(t, x), Eq. (2) is equivalent to Eq. (1) in the sense that u is a solution to
Eq. (2) if and only if it is of the form u(t, x)=v(t, g(t, x)) where v is a
solution to Eq. (1) with
Ot=g(t, · ) O, O0=O;
we recall that the mapping tW g(t, x) is Hölder continuous with exponent
of arbitrary order less than 12 .
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The variational method used in this paper does not provide the unique-
ness of the solution, that is still an open problem in the general case. We
underline that in the particular case when Eq. (1) comes from an applica-
tion of the stochastic characteristics method, we find the uniqueness of the
solution of the problem at hand from its equivalent stochastic problem;
cf. [5].
Also the semigroup approach gives an uniqueness result; however, a
lower bound for the Hölder coefficient seems to be necessary already in
dimension 1, as the next example, which is due to Acquistapace [1], shows.
Let D=(0, 1) and define Ot=(0, z(t)) for some function z : (0, 1)Q
(0, 1). Take moreover A(t) u=uxx. In this setting, a sufficient condition for
Kato’s assumption to hold (see for instance [2] for a discussion about the
necessity of this hypothesis) is z ¥ Cc(0, 1) with c > 34 .
1.2. Basic Assumptions
In order to give a mathematical description of the variation of the
domains stated before, we introduce the excess between Ot and Os , which is
defined, for t > s, by
e(Ot, Os)=sup
x ¥ Ot
d(x, Os). (3)
We assume that
there exist constants c ¥ ]0, 1[ and C > 0 such that the
excess between Ot and Os is estimated by (4)
e(Ot, Os) [ C |t−s|c.
Let us introduce briefly the functional spaces we will deal with. Following
[6], we set C(Rd) the space of continuous and bounded functions defined
on the whole euclidean space Rd; Ck(Rd) (resp. C.(Rd)) is the subspace of
C(Rd) of all functions f such that “ jf belongs to C(Rd) for any integer
j [ k (resp. for any j). The space of Hölder continuous functions Ca(Rd),
a ¥ ]0, 1[, is the space of all functions f ¥ C(Rd) such that the seminorm
[f]a= sup
x, yR d, x ] y
|f(x)−f(y)|
|x−y|a
<.
is finite; analogouosly, Ck+a(Rd) k ¥N, a ¥ ]0, 1[, is defined as the sub-
space of Ck(Rd) such that “kf ¥ Ca(Rd). The same definitions hold for
C(D¯), Ck(D¯), C.(D¯), Ca(D¯), Ck+a(D¯), where D is a regular domain.
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If Y denotes one of the spaces defined above, we denote Yc the subspace
of Y of all functions f such that supp(f) is compact, while Y0 is the space
of all functions f null on the boundary, if D is bounded, or such that
lim|x|Q+. f(x)=0.
Let X be a Banach space; the space C([0, T]; X) is again a Banach space
endowed with the norm
||u ||C([0, T]; X)= sup
t ¥ [0, T]
||u(t)||X .
For any c ¥ (0, 1) the space of Hölder continuous mappings Cc([0, T]; X)
is a Banach space, contained in C([0, T]; X), endowed with the norm
||u ||C([0, T]; X)+sup 3 ||u(t)−u(s)||X|t− s|c , t, s ¥ [0, T], t ] s4 .
We are concerned with the assumptions on the operator A(t, x). We
suppose that A(t, x) is given in divergence form,
A(t, x) f(x)=− C
d
i, j=1
“j(aij(t, x) “if(x))
+C
d
i=1
bi(t, x) “if(x)+c(t, x) f(x) (5)
with coefficients defined in the cylinder [0, T]×D, and there satisfying the
following regularity assumption,
aij ¥ Cc([0, T]; C1+a(D¯)), bi, c ¥ Cc([0, T]; Ca(D¯)), (6)
where c is given in (4) and 0 < a < 1.
Finally, we assume that A(t, x) is uniformly elliptic: there exists m > 0
such that
C
d
i, j=1
aij(t, x) titj \ m |t|2, -t ¥ Rd, -(t, x) ¥ [0, T]×D. (7)
2. EXISTENCE OF A SOLUTION
2.1. An Abstract Result
To prove existence of a weak solution to Eq. (1), we apply a variational
method for evolution equations in variable Hilbert domains. To this end,
we introduce the following notation.
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Let K …H two separable Hilbert spaces; we identify H with its dual, so
that, if KŒ denotes the dual of K, we have K …H …KŒ. We denote ( · , · )
and | · | the scalar product and the norm in H and (( · , · )) and || · || the same
in K.
We define a family of closed subsets K(t) of K; we assume that these
spaces are dense in H. We denote K(t)Œ the dual of K(t); they will substi-
tute K, KŒ in the above Hilbert triple. The duality between these spaces will
be denoted by O · , ·P(KŒ(t), K(t)) .
We denote by L2(0, T; K(t)) the set of functions
{u ¥ L2(0, T; K) : u(t) ¥K(t) for almost all t ¥ [0, T]}.
L2(0, T; K(t)) is an Hilbert space.
Consider a bilinear form a(t; u, v): [0, T]×K×KW R, and assume that:
Hypothesis 2.1.
-u, v ¥K, the function tW a(t; u, v) is measurable, and there
exists a constant M, that does not depend on u and v,
such that |a(t; u, v)| [M ||u|| ||v||, for all t ¥ [0, T]
(8)
there exist a l ¥ R and an a > 0 such that, for every
t ¥ [0, T], v ¥K(t), a(t; v, v)+l |v|2 \ a ||v||2 (9)
the function tW a(t; u(t), v(t)) belongs to L1(0, T) for each
u(t), v(t) ¥ L2(0, T; K(t)) (10)
In order to verify assumption (10), we notice that condition (8) already
implies the summability of tW a(t; u(t), v(t)). Hence only the measurability
of the mapping tW a(t; u(t), v(t)) needs to be verified.
By the change of variable
uQ ektu, k \ l,
we can always suppose that
a(t; v, v) \ a ||v||2, a > 0, v ¥K(t). (9Œ)
Under the above assumptions the following theorem, due to Lions,
holds. For the sake of completeness we will sketch the proof in the
Appendix.
Theorem 2.1. For each f ¥ L2(0, T; K(t))Œ and for each u0 ¥H there
exists a solution u(t) ¥ L2(0, T, K(t)) of the following problem: find
u ¥ L2(0, T; K(t)) such that
FT
0
{a(t; u(t), f(t))−(u(t), fŒ(t))H} dt=L(f) (11)
EVOLUTION PROBLEMS WITH VARIABLE DOMAINS 55
for all the functions f such that
f ¥ L2(0, T; K(t)),
d
dt
f(t) ¥ L2(0, T; H), f(T)=0,
where
L(f)=FT
0
Of(t), f(t)P(K(t)Œ, K(t)) dt+Ou0, f(0)PH.
Remark 2.1. We remark that the uniqueness of the solution, under
these general hypotheses is still an open problem. Some related results are
available in the literature but they require either more regularity in time,
see [9, 14], or some more hypotheses on the domains Ot, see [4].
2.2. The Concrete Parabolic Equation
The main result of this section is stated in the following theorem.
Theorem 2.2. Under assumptions (4) and (6), problem (1) admits a weak
solution u ¥ L2(0, T; K(t)), where we choose K(t)={u ¥H10(D) : u|“Ot=0}.
In order to prove this result, we apply Theorem 2.1; in the following, we
shall control that all the assumptions stated in hypothesis 2.1 are satisfied.
To begin with, we associate to the operator A(t, x) a bilinear form
a(t; u, v) : [0, T]×H10(D)×H
1
0(D)W R:
a(t; u, v)=F
D
1 Cd
i, j=1
aij(t, x)
“u
“xi
(x)
“v
“xi
(x)
+C
d
i=1
bi(t, x)
“u
“xi
(x) v(x)+c(t, x) u(x) v(x)2 dx. (12)
It is a straightforward computation to check conditions (8) and (9); it
remains to control (10) and we may conclude. In [10, Lemma 1.1] it is
shown that the measurability of the mapping tW a(t; u(t), v(t)) depends
only on the measurability of the projection
P(t): KWK(t).
Therefore, we have to prove that for any u, v ¥K, the mapping tW
((P(t) u, v)) is measurable.
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In our setting we take H=L2(D), K=H10(D) while, for any t ¥ [0, T]
K(t)={u ¥H10(D) : u|“Ot=0} is a subspace of H
1
0(D). For any t ¥ [0, T]
we can consider H10(Ot) and H
1
0(O
c
t ) as subspaces of H
1
0(D); we define
V(t) :=H10(Ot)={u ¥H10(D) : supp(u) … O¯t}
={u ¥H10(D) : u|D0Ot — 0}
Vc(t) :=H
1
0(D0Ot)={u ¥H10(D) : supp(u) … D0Ot}
={u ¥H10(D) : u|O¯t — 0}
and we identify the direct sum H10(Ot) ÀH10(D0Ot) with K(t). It follows
from the above construction that the projection P(t) can be decomposed as
the sum of P1(t): KW V(t) and P2(t): KW Vc(t). Here we show the mea-
surability of P1(t), the measurability of P2(t) being analogous; together,
these results imply that P(t) is measurable.
The operator P1(t): H
1
0(D)QH
1
0(Ot) maps also H
2(D) 5H10(D) into
H2(Ot) 5H10(Ot). For each u ¥H2(D) 5H10(D), the function (−Du+u) ¥
L2(D) defines a functional L on H10(D)
L(f) :=((u, f)) -f ¥H10(D).
Then for any t ¥ [0, T], there exists a unique solution v of the variational
problem,
v ¥ V(t), ((v, f))=L(f) -f ¥ V(t); (13)
by definition, v is the projection P1(t) u of u onH
1
0(Ot) 5H2(Ot). Moreover,
by well known regularity estimates on problem (13) we have that
||P1(t) u||H2(Ot) [ |L|L2(D) [ ||u ||H2(D) .
We recall also the following estimate, due to the property of the projection
operator:
||P1(t) u||H10(Ot) [ ||u ||H10(D) .
We define a residual functional, associated to every u ¥H10(D) 5H2(D):
R(t)(f)=L(f)−((P1(t) u, f))=((u, f))−((P1(t) u, f)) -f ¥H10(D).
(14)
This functional can be identified with the function R(t) of L2(D) defined by
R(t)=−Du+u+DP1(t) u−P1(t) u.
As in [14] we will use R(t) in order to prove the measurability of P1(t). As
a first step we show that R(t) is regular in time with bounds depending
only on u.
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Proposition 2.1. Assume (4). Then the residual functional R(t) verifies
the following estimate:
there exists a constant o > 0 such that for every
u ¥H10(D) 5H2(D) and s, t ¥ ]0, T]
(R(t), P1(s) u)=((u−P1(t) u, P1(s) u))
[ o ||u ||H2(D) ||u ||H1(D) |t− s|c.
(15)
Proof. Fix u ¥H2(D) 5H10(D) and consider the solution P1(t) u ¥
H2(Ot) 5H10(Ot) of the problem (compare with (13)):
((P1(t) u, w))=F
D
(−Du+u) w(x) dx, -w ¥ V(t). (16)
Applying the Green formula to the bilinear form
((P1(t) u, w))=F
Ot
NP1(t) u ·Nw dx+F
Ot
P1(t) uw dx (17)
we obtain
F
Ot
(−DP1(t) u+P1(t) u) w dx=F
Ot
(−Du+u) w dx. (18)
So, testing the bilinear form on P1(s) u ¥H2(Os) 5H10(Os):
(R(t), P1(s) u)=((P1(t) u, P1(s) u))−F
D
(−Du+u) P1(s) u dx
=((P1(t) u, P1(s) u))−F
Ot
(−Du+u) P1(s) u dx
−F
Os 0Ot
(−Du+u) P1(s) u dx
=F
“Ot 5 Os
“P1(t) u
“n P1(s) u dH
d−1
+F
Ot
(−DP1(t) u+P1(t) u) P1(s) u dx
−F
Ot
(−Du+u) P1(s) u dx−F
Os 0Ot
(−Du+u) P1(s) u dx
=F
“Ot 5 Os
“P1(t) u
“n v dH
d−1−F
Os 0Ot
(−Du+u) P1(s) u dx.
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From [15, Lemma 3.10] we have
sup
x ¥ Os 0Ot
d(x, “Ot)+ sup
x ¥ Os 0Ot
d(x, “Os) [ Ce(Os, Ot),
where C does not depend on time. We observe that
sup
x ¥ Os 0Ot
d(x, “Os)+ sup
x ¥ Os 0Ot
d(x, “Os)=d(“Ot, “Os).
Now we have
:F
“Ot 5 Os
“P1(t) u
“n P1(s) u dH
d−1 :2
[ >“P1(t) u“n >2L2(“Ot) |P1(s) u|“Ot | |2L2(“Ot)
[ C ||NP1(t) u||L2(Ot) ||P1(t) u||H2(Ot) ||P1(s) u||L2(D0Ot) ||NP1(s) u||L2(D0Ot)
[ C ||u||H1(D) ||u ||H2(D) ||NP1(s) u||2L2(Os 0Ot) e(Os, Ot)
[ C ||u||H1(D) ||u ||H2(D) ||P1(s) u||H2(Os) ||P1(s) u||H1(Os) e(Os, Ot)
2
[ C ||u||2H 1(D) ||u ||2H 2(D) e(Os, Ot)2.
In the above computations we apply the results in [16, Theorem 5],
compare also [8, Lemmas 4.2, 4.3 and estimates (4.10) and (4.11)]: from
the inequality
||u ||L2(0 < xd < h) [ Ch
1/2 ||u ||L2(R d) ||u ||H1(R d)
it is possible to deduce the following results
||v |“Ot ||L2(“Ot) [ ||Nv||L2(Os 0Ot) ||v||L2(Os 0Ot) ,
||v||L2(Os 0Ot) [ d(“Ot, “Os) ||Nv||L2(Os) ||v||L2(Os),
and
||v||L2(Os 0Ot) [ d(“Ot, “Os) ||Nv||L2(Os 0Ot)
for all v ¥H10(Os). So we can write
F
Os 0Ot
|(−Du+u) P1(s) u| dx [ ||u ||H2(D) ||u ||H1(D) e(Os, Ot).
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Then
(R(t), P1(s) u) [ o ||u ||H2(D) ||u ||H1(D) |t− s|c. L
Proposition 2.2. Under the assumptions of Proposition 2.1, for every
u ¥H10(D) the mapping
tW ||P1(t) u||H1(D)
is uniformly continuous in [0, T].
Proof. Fix u ¥H10(D); we have to show that for any e > 0 there exists a
de > 0 such that
||P1(t) u−P1(s)) u||H1(D) [ e (19)
whenever |t− s| < de.
SinceH2(D) 5H10(D) is dense inH10(D), we find a function u˜ ¥H2(D) 5
H10(D) such that
||u− u˜ ||H1(D) [
e
3
.
Hence we have
||P1(t) u−P1(s) u||H1(D) [ ||P1(t) u−P1(t) u˜ ||H1(D)+||P1(t) u˜−P1(s) u˜ ||H1(D)
+||P1(s) u−P1(s) u˜ ||H1(D).
Since P1(t), for each t ¥ [0, T], is a projection operator in H10(D), we have
that
||P1(t) u−P1(t) u˜ ||H1(D) [ ||u− u˜ ||H1(D) [
e
3
and
||P1(s) u−P1(s) u˜ ||H1(D) [ ||u− u˜ ||H1(D) [
e
3
.
In order to estimate the difference ||P1(t) u˜−P1(s) u˜ ||H1(D) we can proceed
as
||P1(t) u˜−P1(s) u˜ ||
2
H 1(D)=((P1(t) u˜−P1(s) u˜, P1(t) u˜−P1(s) u˜))
=((P1(t) u˜−P1(s) u˜, P1(t) u˜))
+((P1(s) u˜−P1(t) u˜, P1(s) u˜))
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hence, recalling (14) and (17), we have
((P1(t) u˜−P1(s) u˜, P(t) u˜))=((u˜−P1(s) u˜, P1(t) u˜))=(R(s), P1(t) u˜)
[ o |s− t|c ||u˜ ||H2(D) ||u˜ ||H10(D)
and
((P1(s) u˜−P1(t) u˜, P(s) u˜))=((u˜−P1(t) u˜, P1(s) u˜))=(R(t), P1(s) u˜)
[ o |s− t|c ||u˜ ||H2(D) ||u˜ ||H10(D)
||P1(t) u˜−P1(s) u˜ ||H1(D) [ (2o)
1
2 |t− s|
c
2 ||u˜ ||
1
2
H 2(D)
||u˜ ||
1
2
H10(D)
.
Then choosing d=( e3M )
2/c, whereM=(2o)1/2 ||u˜ ||1/2
H 2(D)
||u˜ ||1/2
H10(D)
, we obtain
||P1(t) u˜−P1(s) u˜ ||H1(D) <
e
3
,
hence proving (19). L
Corollary 2.1. Under the assumptions in Proposition 2.1, for every
u, v ¥H10(D) the mapping tQ ((P1(t) u, v)) is uniformly continuous in [0, T].
Proof. We use the property of the projection of P1(t) and the polarity
identity:
((P1(t) u, v))=
1
4[((P1(t)(u−v), u−v)−((P1(t)(u+v), u+v))]
=14[((P1(t)(u−v), P1(t)(u−v)))
=−((P1(t)(u+v), P1(t)(u+v)))].
The second member is continuous, so we conclude. L
3. REGULARITY RESULTS FOR THE SOLUTIONS
The aim of this section is to investigate the regularity of the solution of
problem (1) in the interior of the domain.
For each point (t0, x0) in W there exists a cylinder Q(t0, x0)=[t− , t+]×
B¯(x0, m), where t− < t+ and m depend on x0 and t0, which is contained in W.
Theorem 3.1. We assume, besides conditions (4) and (6), that the data of
theproblemsatisfyu0 ¥ C2+b0 (O),A(0) u0+f(0) ¥ Cb+c0 (O)andf ¥ Cc([0, T];
Cb(D¯)), where c is defined in (4) and b ¥ (0, 12). Then for each point (t0, x0)
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there exists a cylinder Q(t0, x0) such that the solution of problem (1)
restricted to Q(t0, x0) belongs to
C1+c([t− , t+], Cb(B¯(x0, m))) 5 Cc([t− , t+], C2+b(B¯(x0, m))).
The conditions imposed in the previous theorem will be justified in the
sequel of section. Notice that if u0 ¥ C30(O) and f — 0 the assumptions of
Theorem 3.1 are verified.
3.1. A Localization Procedure
We will use a standard procedure to study the regularity of the solution u
in the interior of the domain. Let us define the space
W(0, T) :=3f ¥ L2(0, T; H10(D)), ddt f(t) ¥ L2(0, T; L2(D)), f(T)=04
(20)
endowed with the norm
||f||W(0, T)=1FT
0
(||f(t)||H10(D)+
> d
dt
f(t)>
L2(D)
dt21/2
in analogy with the space V(0, T) introduced in the proof of Theorem 2.1;
see (A.1).
We start our analysis from initial time t=0. For each point x0 ¥ O
choose a smooth function s(t, x) and positive numbers d and m such that
supp(s) … [0, 2d]×B¯(x0, 2m) … W and s(t, x) — 1 in [0, d]×B¯(x0, m).
Let us define w(t, x)=s(t, x) u(t, x); from the construction above
w ¥ L2(0, T, H10(D)).
Proposition 3.1. The function w satisfies the equation
FT
0
a(t; w(t), f(t))−(w(t), fŒ(t))L2(D) dt=L˜(f) (21)
for all functions f ¥W(0, T), where L2(f) is the operator
L˜(f)=FT
0
(g(t), f(t))L2(D) dt+(u0 s(0), f(0))L2(D) (22)
for a certain g ¥ L2(0, T, L2(D)) that will be determined later.
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Proof. We use the fact that u is the solution of problem (11) and that
for each f ¥W(0, T) the product f s belongs to the space V(0, T) defined
in (A.1). Then we write problem (11) choosing fs as test function,
FT
0
(a(t; u(t), f(t) s(t))−(u(t), (f(t) s(t))Œ)L2(D) dt
=FT
0
(f(t), f(t) s(t))L2(D) dt+(u0, f(0) s(0))L2(D)
and we easily get that w solves problem (23), where
g(t, x)=u(t, x) sŒ(t, x)+f(t, x) s(t, x)
− C
d
i, j=1
aij(t, x)
“
“xi
u(t, x)
“
“xj
s(t, x)
+C
d
i=1
bi(t, x) u(t, x)
“
“xi
s(t, x)
+ C
d
i, j=1
“
“xj
1aij(t, x) u(t, x) ““xi s(t, x)2 .
Thanks to the regularity assumptions on the functions u and s, we get that
g ¥ L2(0, T; L2(D)). L
In this framework we can apply a classical variational result from [12]
and we find that the function w is more regular than u.
Proposition 3.2. Problem (21) has a unique solution w that belongs
to L2(0, T; H10(D)) 5H1(0, T; H −1(D)); moreover the following estimate
holds:
||w||L2(0, T; H10 (D))+||wŒ||L2(0, T; H −1(D)) [ c (||g||L2(0, T; L2(D))+||u(0)||L2(D))
and w ¥ C(0, T; L2(D)).
3.2. Proof of the Main Result
We will denote by A(t) the realization in Lp(D), for all p \ 1, of the
operator A(t, x) defined in (5), and A1(t) its realization in H −1(D).
The regularity of the coefficients, see hypothesis (6), implies the following
properties for the family A(t):
1. for each t ¥ [0, T], A(t) : D(A(t)) … Lp(D)Q Lp(D) is the infinite-
simal generator of an analytic semigroup in Lp(D), for each p \ 1;
2. for each t ¥ [0, T], D(A(t)) 4W2, p(D) 5W1, p0 (D), i.e. D(A(t))=
W2, p(D) 5W1, p0 (D) with equivalence of the norms;
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3. the mapping tW A(t) belongs to
Cc([0, T];L(W2, p(D) 5W1, p0 (D), Lp(D))).
Remark 3.1. The previous three properties still hold for the family
A1(t); in this case A1(t) generates an analytic semigroup in the space
H −1(D) with domain H10(D) and C
c([0, T];L(H10(D), H
−1(D))).
Consider the following problem:
˛ ddt w¯(t)+A(t) w¯(t)=g(t) in (0, T)
w¯(0)=w¯0=u0 .
(23)
We first recall the following result, due to Di Blasio [7, Theorem 1].
Proposition 3.3. Under the assumptions of Theorem 3.1, problem (25)
admits a unique solution w¯ in L2(0, T; H2(D) 5H10(D)) 5 C([0, T]; H10(D))
such that w¯Œ ¥ L2(0, T; L2(D)) and the following estimate holds,
||w¯||L2(0, T; H 2(D))+||w¯||H1(0, T; L2(D)) [ c (||g||L2(0, T; L2(D))+||u0 ||H1(D)),
where c is positive constant.
Next step is to show that this solution actually coincide with the function
w from Proposition 3.1.
Proposition 3.4. Under the assumptions of Theorem 3.1, the solution w¯
of problem (25) coincides with the solution w of problem (23).
Proof. Let j ¥W(0, T) and consider:
FT
0
1 d
dt
w¯, j(t)2
L2(D)
dt+FT
0
OA(t) w¯(t), j(t)PH −1(D), H 1(D) dt
=FT
0
(f(t), j(t))L2(D).
(24)
Notice that
FT
0
1 d
dt
w¯(t), j(t)2
L2(D)
dt
=(w¯(t), j(t))L2(D) |
0
T−F
T
0
1 w¯(t), d
dt
j(t)2
L2(D)
dt
=−(w¯(0) j(0))L2(D)−F
T
0
1 w¯(t), d
dt
j(t)2
L2(D)
dt (25)
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and substituting (25) in (24), we get that
−FT
0
1 w¯, d
dt
j(t)2
L2(D)
dt+FT
0
OA(t) w¯(t), j(t)PH −1(D), H 1(D) dt
=(u¯(0) j(0))L2(D)+F
T
0
(f(t), j(t))L2(D) dt. (26)
We obtain that the solution w¯ is in particular a solution of problem (21),
that is unique, thanks to Proposition 3.2. L
Proposition 3.5. Under the assumptions of Theorem 3.1, for every
x0 ¥ O0 there exist constants d, m and q*> d such that:
u|[0, d]×B(x0 , m) ¥ C
c([0, d]; C2+a(B¯(x0, m))) 5 C1+c([0, d]; Ca(B¯(x0, m))).
Proof. In analogy with the representation w=us, we define the
sequence wm=wm−1sm where sm — 1 in in [0, d/2m]×B(x0, m/2m) and
sm — 0 outside [0, d/2m−1]×B¯(x0, m/2m−1). Clearly u — wm in [0, d/2m]×
B¯(x0, m/2m). We can formulate, starting from problem (23), a new problem
for wn=wn−1sn ˛ ddt wm(t)+A(t) wm(t)=gm(t) in (0, T)
wm(0)=u0,
(27)
where gm(t, x) has the form
gm(t, x)=(m+1) wm−1(t, x) s
−
m(t, x)+f(t, x) sm(t, x)
−(m+1) C
d
i, j=1
aij(t, x)
“
“xi
wm−1(t, x)
“
“xj
sm(t, x)
+(m+1) C
d
i=1
bi(t, x) wm−1(t, x)
“
“xi
sm(t, x)
+(m+1) C
d
i, j=1
“
“xj
1aij(t, x) wm−1(t, x) ““xi sm(t, x)2
and at time t=0 it is equal to
gm(0)=(m+1) u0s
−
m(0)+f(0) sm(0)−(m+1) C
d
i, j=1
aij(0)
“
“xi
u0
“
“xj
sm(0)
+(m+1) C
d
i=1
bi(0) u0
“
“xi
sm(0)
+(m+1) C
d
i, j=1
“
“xj
1aij(0) u0 ““xi sm(0)2 .
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This means that gm and gm(0) inherite their regularity properties respec-
tively from wm−1 and u0.
Since w ¥H1([0, T]; L2(D)), g1 belongs to H1([0, T]; H −1(D)) that is,
in particular, contained in Cc([0, T]; H −1(D)), where c is the constant
from (4). Then problem (27) for m=1 has a unique solution
w1 ¥ Cc([0, T]; H10(D)) 5 C1+c([0, T]; H −1(D))
thanks to [13, Proposition 6.1.3]. We repeat this procedure, appealing
again to the results in [13, Proposition 6.1.3]: for m=2 we get that
g2 ¥ Cc([0, T]; L2(D)), and for problem (27) there exists a unique solution
w2 with the following regularity:
w2 ¥ Cc([0, T]; H2(D) 5H10(D)) 5 C1+c([0, T]; L2(D)).
Notice that the compatibility conditions required in [13, Proposition 6.1.3]
are verified thanks to our assumptions.
In dimension d=1, by Sobolev embeddings theorem (see for instance
[3, Theorem 5.4 and Lemma 5.17]), we have H10(D) … Cl0(D) for every
l < 1. Then g3 ¥ Cc([0, T]; Cl0(D)). Now we can apply [13, Proposition
6.1.3] in Hölder spaces and we get that
w3 ¥ Cc([0, T]; C2+b0 (D)) 5 C1+c([0, T]; Cb0 (D))
with b=aNl=a.
In dimension d \ 2 we need an iterative procedure. In each step, if
gn ¥ Cc([0, T]; Lq(D)), [13, Proposition 6.1.3] shows that the solution wn
lives in Cc([0, T]; W2, q(D)); the embedding W1, q(D) … Lq*(D) for 1q*\
1
q −
1
d implies that gn+1 ¥ C
c([0, T]; Lq*(D)). The relation W1, d(D) … Lp(D)
for every p > d (here d is always the spatial dimension) implies that, in a
finite number of step m, we will find gm ¥ Cc([0, T]; Lp(D)) for any
2 < p <.. We remark that m depends on the dimension d and, for
instance, in the case d=2 it comes m=3.
By another application of [13, Proposition 6.1.3] in Sobolev spaces we
get that wm belongs to Cc([0, T]; W2, p(D) 5W1, p0 (D)) which is contained
in Cc([0, T]; C1+l0 (D)) for any l=1−
d
p , i.e., since p is arbitrary, for any
l < 1.
The above result implies gm+1 ¥ Cc([0, T]; Cl0(D)) and we notice that
gm+1(0) ¥ C1+l0 (O) … Cc+l0 (D), which implies that the compatibility condi-
tion on A(0) u0+gm+1(0) is verified. The generation result in Hölder spaces
given in [13, Proposition 6.1.3] finally leads to
wm+1 ¥ Cc([0, T]; C2+b0 (D)) 5 C1+c([0, T]; Cb0 (D)),
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where b=aNl=a. Since wm+1 — u|[0, dŒ]×B(x0 , mŒ) , for dŒ=d/2
m+1, mŒ=m/2m+1,
we get
u|[0, dŒ]×B(x0 , mŒ) ¥ C
c([0, dŒ]; C2+a0 (B(x0, mŒ))) 5 C1+c([0, dŒ]; Ca0(B(x0, mŒ))). L
So far we have proved the thesis of Theorem 3.1 for x0 ¥ O and t0=0.
Clearly, the whole procedure can be applied for arbitrary t0 and x0 ¥ Ot0 if
we prove that the initial data u(t0) is regular enough.
To do this, let us consider two points, one on the lower base of the
domain, say (0, x0), and the other at time t0: (t0, x0). These two points can
be connected by a broken line contained in the interior of W. Then there
exists a open neighborhood of this line which is contained in W: we choose
it as the union of the (inclined) cylinders that have as axis the segments of
the broken line and the bases that are orthogonal to the t-axis.
Each cylinder can be transformed in a regular cylinder (i.e., with the axis
orthogonal to the t-axis); moreover the problem in the inclined cylinder is
equivalent to a parabolic problem on a regular domain. Applying the
above construction, we can show the regularity of the solution along every
(inclined) cylinder, that is, on every point (t0, x0). This completes the proof
of Theorem 3.1. L
APPENDIX: PROOF OF THEOREM 2.1
We begin this section with a remark concerning functionals on the space
L2(0, T; K(t)).
Remark A.1. In [4, Theorem 2.1] it is shown that L2(0, T; K(t))Œ=
L2(0, T; KŒ(t)), so we can identify every functional on L2(0, T; K(t)) with
a function that for almost every t belongs to KŒ(t).
Let us define the space
V(0, T)=3f ¥ L2(0, T; K(t)), d
dt
f(t) ¥ L2(0, T; H), f(T)=04 (A.1)
endowed with the norm
||f||V(0, T)=1FT
0
(||f(t)||2K(t)+|fŒ(t)|2H dt21/2.
We associate to the variational problem (11) a family of elliptic problems
depending on e > 0:
FT
0
{eOu −e(t), fŒ(t)P−Oue(t), fŒ(t)P+a(t; ue(t), f(t))} dt
=FT
0
Of(t), f(t)P(K(t)Œ, K(t)) dt+(u0, f(0))H (A.2)
EVOLUTION PROBLEMS WITH VARIABLE DOMAINS 67
for each function f that belongs to V(0, T). Define
be(u, f)=F
T
0
e(uŒ(t), fŒ(t))−(u(t), fŒ(t))+a(t; u(t), f(t)) dt.
The mapping (u, f)W be(u, f) is a continuous and bilinear form on
V(0, T); we only need to verify that it is coercive.
Lemma A.1. We have
be(u, u) \ a ||u ||2L2(0, T; K(t))+e |uŒ(t)|2L2(0, T; H)+12 |u(0)|2. (A.3)
Proof. Since
2be(u, u)=F
T
0
{2e(uŒ(t), uŒ(t))−2(u(t), uŒ(t))+2a(t; u(t), u(t))} dt
and recalling that u ¥ V(0, T) implies u(T)=0, the second term can be
written as
2 FT
0
(u(t), uŒ(t)) dt=FT
0
[(u(t), uŒ(t))+(uŒ(t), u(t))] dt
=FT
0
d
dt
|u(t)|2 dt=|u(T)|2−|u(0)|2
Then we obtain
be(u, u)=F
T
0
e |uŒ(t)|2 dt+12 |u(0)|2+a(t; u(t), u(t))
\ FT
0
e |uŒ(t)|2 dt+12 |u(0)|2+a F
T
0
||u(t)||2 dt. L
Theorem A.1. Under the same hypotheses as in Theorem 2.1, problem
(A.2) has a unique solution ue in L2(0, T; K(t)) 5H1(0, T; H) and the
following estimate holds for a costant C indipendent of e:
||ue ||L2(0, T; K(t))+`e ||u −e ||L2(0, T; H) [ C. (A.4)
Proof. Existence and uniqueness follows from an application of
Lax–Milgram theorem. It remains to show estimate (A.4). If ue ¥ V(0, T) is
the solution to Eq. (A.2) and L is the linear operator on V(0, T) defined in
(11), i.e.
L(f)=FT
0
Of(t), fP(KŒ(t), K(t)) dt+(u0, f)H ,
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it is possible to write Eq. (A.2) as
be(ue, f)=L(f) -f ¥ V(0, T).
From Lemma A.1 we get
a ||ue ||
2
L2(0, T; K(t))+e |u
−
e(t)|
2
L2(0, T; H)+
1
2 |ue(0)|
2
[ be(ue, ue)=L(ue) [ k ||ue ||L2([0, T], K(t)) .
First, we read that
||ue ||L2([0, T], K(t)) [
k
a
;
from this, we get that
e ||u −e(t)||
2
L2(0, T; H) [ k ||ue ||L2([0, T], K(t)) [
k2
a
,
which proves the thesis. L
Proof of Theorem 2.1. Thanks to the estimate (A.4) we may find a
subsequence of ue, that we will denote ueŒ, eŒ Q 0, such that
ueŒ Q w weakly in L2(0, T; K(t)) (A.5)
`eŒ d
dt
ueŒ Q q weakly in L2(0, T; H). (A.6)
In particular, it holds that:
FT
0
eŒ7 d
dt
ueŒ,
d
dt
f8 dt0 0.
Then we have
beŒ(ueŒ, f)Q F
T
0
a(t; w(t), f(t))−(w(t), fŒ(t)) dt
and, as a consequence u=w is a solution of problem (11). L
Remark A.3. Problem (A.2) corresponds to
˛A(t) ue(t)+u −e(t)− eu'e (t)=fue(0)− eu −e(0)=u0
ue(T)=0.
(A.7)
EVOLUTION PROBLEMS WITH VARIABLE DOMAINS 69
The behaviour of ue, for eQ 0, is singular in the sense of [11]. It means
that, if ue is in a functional space V, ue does not converge to a u in V, but in
a ‘‘bigger’’ space: this situation typically corresponds to the loss of bound-
ary conditions for the limit problem, solved by u.
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