We have developed a two-level case-based reasonhag architecture for predicting protein secondary structure. The central idea is to break the problem into two levels: first, reasoning at the object (protein) level, and using the global information from this level to focus on a more restricted problem space; second, decomposing objects into pieces (segments), and reasoning at the internal structures level; finally, synthesizing the pieces back to the objects. The architecture has been implemented and tested on a commonly used data set with 69.3% predictive accuracy. It was then tested on a new data set with 67.3% accuracy. Additional experiments were conducted to determine the effects of using different similarity matrices.
The Method
The method is similar to case-based reasoning in using reference cases from a library to make a prediction for a new case. This is often contrasted with inferring general rules by induction and using those rules for prediction. The two-level method is different from most case-based reasoning in two important respects, however: (1) more than one reference case is selected from the library, (2) mappings to the unknown case are made with respect to an analysis of the segments of the reference cases that are most similar to segments of the unknown.
The architecture has been implemented for the protein secondary structure prediction task. First, k similar proteins are selected from the protein structure library. The number of cases to be selected is dependent on the precision of the similarity metric used to select them, as discussed in the next section. With a measure based only on fractions of amino acids of each of 20 types, a large value of k is needed. When more domain knowledge is encoded in the similarity metric, as in a PAM matrix, smaller values of k will suffice. However, except in the trivial case of using homologous proteins to predict secondary structure, a single case from the library (k = 1) will not suffice because there is not enough knowledge to guide a similarity metric to exactly the case whose structure is closest to that of the unknown. Since many similarity matrices have been published in the biology literature and they all encode some biological knowledge, we decided to represent domain knowledge as a similarity matrix. The similarity value of each protein selected is used as its weight, and this weight is carried over to the second level to reflect the global information.
The second step of the method is to decompose the whole sequence into pieces (all segments of length w). Then we examine reference case to determine where the secondary structure associated with a piece can be used to predict the secondary structure of a corresponding piece of the unknown. Correspondence is determined by a similarity metric -either the same one used in step one or a different one. Then, evidence weights are combined. Each segment of a reference protein will assign its structure to a segment of the unknown with a weight equal to the product of its similarity value and the similarity weight of the protein it comes from as determined in step one. For each amino acid in the unknown weights are accumulated for tltree classes of structures: or-helix, 13-strand, and coil. At any position along the unknown protein, the structure is predicted as the one with the highest accumulated weight. The final step of the method is to use additional domain knowledge to "smooth" the collected predictions for each amino acid in the unknown into a coherent whole. This step u~s rules to fill in gaps in a-helices and [~-strands and to change isolated predictions of helices or strands to coil.
Experiments & Results
Four sets of experiments were conducted: one for the development and a preliminary validation of the method on a commonly used data set; one for further validation; the last two for the test of robustness of the method, as well as the effects of different similarity matrices.
In these experiments, we used the commonly accepted performance measures: Q 3, predictive accuracy:
where N is the total number of amino acids in the test data set. qs is the number of amino acids of secondary struttare type s that are predicted correctly. (where s is one of a-helix, l-strand, or coil.) Correlation coefficients (Matthews, 1975) C~, C~ and Ccoil, were used to measure the quality of the predictions. For .secondary structure type S,
Cs = (runs)-(UsOs "4(m +us )(ns +o.3 )(ps +us )(ps
where Ps is the number of positive eases that were correctly predicted; n~ is the number of negative cases that were correctly rejected; os is the number of overpredicted cases (false positives), and us is the number underpredicted cases (misses). A leaving-one-out statistical test (Lachenbruch & Mickey, 1968) was performed predictive accuracy, Q 3.
Qian & Sejnowski's Data Set
One commonly used set of proteins was originally selected by Qian & Sejnowski (1988) from the Brookhaven National Laboratory using the method of (Kabsch & Sander, 1983) and has been used as a reference set for various learning experiments. This data set contains 106 proteins with a total of 21,625 amino acids, of which 25.2% are a-helix, 20.3% [~-sheet and 54.5% coil. Throughout this experiment, the number, k, of similar proteins selected to be in the reference set has been set to 55, the window size, w, set to 22. A AA composition similarity metricS was used at the top level to select the reference set. The Dayhoff 250 PAM matrix was used at the bottom level to measure the similarity of segments (of length 22), with a cutoff point of 264 (where identical segments of length 22 would score 350). We increased all of the vahtes in this matrix by eight so that there are no
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negative values. (Qian & Sejnowski, 1988) The column "No. runs" indicates the number of trials averaged into the Q3 value. *Salzberg and Cost got Q3 = 71.0% in a single run, and they considered that result misleading as their average over 10 trials was 65.1% (Salzberg & Cost, 1992) .
To quantify how greatly the predictive accuracy varies for different unknown proteins we performed a t-test on Q3 based on 106 runs. The 90% confidence limits for our predictive accuracy are 69.3% + 3.1%. We determined that at a 99% confidence level (Daniel, 1987) our predictive accuracy of 69.3% is statistically better than the 65.1% predictive accuracy that was the previous best result on this data set.+t Two examples are provided in Appendix.
That'is the fractions of amino acids of each of 20 types. We also used the Dayhoff 250 PAM matrix to select reference proteins, the results were comparable with the results reported here.
We computed the confidence level by solving for a in the fol-
rl r a ! = IP,-Pa I, P~.P~ are the predictive accuracies of two methods tested on random chta sets of ,~ and r 2 amino acids, respectively. a is the confidence level, z is the inverse cumulative normal distribution. For example, when r~=ra=2o,0oo, we can, with 99% (a = 0.99) confidence, state that one method being 1.2% better than another q--1.2%) is statistically significant (cf . Thus, our improvement is significant at the 99% level, given that we all used the same data set and its size is 21,625. The pairwise similarity among 29 proteins ranges from 30% -64%. About half of 22 proteins have pairwise similarity > 40%. All are all-Or.
The pairwise similarity among the 74 proteins is < 38%. However, only 6 pa~rs are above 30%, the average similarity is 12.3% + 3%. The pairwise similarity among the 107 proteins is < 50%.
Because the results were from different data sets and under different circumstances, a fair comparison is hard to conduct, therefore, we leave them in the table with available information.
*After this initial run, with the same parameter settings as developed for the previous experiments, we tuned the system to achieve 68.4% average accuracy over 74 trials, leaving one out each time. The parameters for this run were window size 20, cutoff point 242, reference proteins 24.
Other Data Sets
Since we developed our method based on Qian & Sejnowski's data set selected in 1988 and this data set contains 12 pairs of homologous proteins (among 106 proteins), we have selected an additional set of proteins from Brookhaven data bank to further validate our method. There are three criteria we uscd to select this set: first, it should be different from Qian & Sejnowski's data set; second, it should preserve similar a-helix, [3-sheet and coil distributions as Qian and Sejnowski's; and finally, it should keep pairwise sequence similarity (identity) low so there are no homologous pairs. As a result, 74 proteins were selected t from among recent entries to the PDB with a total of 15,012 amino acids, of which 21.3% were a-helix, 24.2% B-sheet, and 54.5% coil. We also tried to put the identical proteins in the training set, the predictive accuracy was, as expected, 99.8%. Since the degree of a match is proportional to the similarity level, and so is the performance to the homology.
The same Icaving-one-out test was performed on this data set using the same Dayhoff matrix under the same parameter settings. The performance compares favorably to the results on Qian & Sejnowski's data set. The results are given in Table 2 . Also shown in the table are the results of some other methods studied on different data
The B~aven codes of these proteins are: 155c, 156b, laap, lapd, lapk, lbus, Ictus, lcsei, ldhf, ljb4h, 11t":, 4l, lfcla, lfc2c, Ifdx, 1fief, lfnr, lfxl, lf'xi, lgcn, lgcr, ]gdlo, lgox, lgpdg, 11zl, lmcph, lmcpl, 1oft'd, lpaz, Ipcy, lpp2l, 1r08, lrla, lrnt, lsgt, lsnc, 1ton, lubq, 2abxa, 2apt, 2azab, 2cgaa, 2ci2i, 2cln, 2cna, 2cpp, 2hhba, 2hhbb, 2hmg, 21dx, 2mev, 2prk, 2sni, 2tvl, 351c, 3app, 3ebx, 3est, 3gapa, 3grs, 3pep, 3rxn, 3wgab, 3xia, 4adh, 4atcb, 4cpai, 4fdl, 41dh, 4ptp, 4tnc, 7cata, 71yz, 9pap. sets. (see Related Work section for brief descriptions of the other methods.)
Different Parameters
The third set of experiments was designed to determine the dependence of the performancc on the window sizes and cutoff points, the results are shown in Figure 1 . is an optimum cutoff point. On either side of this optimum the predictive accuracy goes down (the analysis of the effect of window size will be given below). This is due to the fact that when the cutoff point is too large, then no segments in the reference sU'uctures will be similar, which leads to underprediction. If the cutoff point is too small, then too many spuriously segments are found, which leads to overprediction. Both cases would hurt performance. There is a broad range of window sizes and cutoff points for which the predictive accuracy is above 65%. Thus the method is relatively stable with respect to the window size and cutoff point.
We have determined empirically that a reference class of 55 proteins chosen by a global similarity metric is about optimal for including the few proteins whose segments will match any segment of the unknown well enough (over the cutoff) to make any prediction at all. average, 3 proteins are all that contributed at the second level. If the initial similarity comparisons were more precise at level one, then, only about 3 reference proteins could be needed (on average) for prediction at this level of accuracy.
Different Similarity Matrices
As pointed out earlier, many similarity matrices can be found in the biology literature, some were based on protein statistical information, some based on chemicalphysical properties, and some on structural or genetic information, etc. Sometimes, it is hard to decide which one to use. In this paper, we provide an empirical comparison of fourteen similarity matrices previously proposed, plus an identity matrix and a random one which we devised. Among these fourteen similarity matrices, six are the different versions of the Dayhoff malrix: PAM40, PAM80, PAM120, PAM200, PAM250, PAM320, , the rest are PET91 matrix (Jones et al., 1992) , structure-genetic scoring matrix (McLachlin, 1972) , properties scoring matrix, gonnet mutation matrix (Gonnet et al., 1992) , conformational similarity weight (CSW) matrix (Kolaskar Kulkarni-Kale, 1992) , EMPAR matrix (Rao, 1987) , structure matrix (Risler et al., 1988) , and genetic matrix (Erickson & Sellers, 1983) . All these matrices have been tested on Qian & Sejnowski's data set and the same experiment was conducted for each matrix. During the experiments, the number of reference proteins was tried from 1 to 55 (the result from the previous experiment indicates that at number 55, the predictive accuracy is getting stable, we stop at 55 to save some computation time), the window size was varied between 20 to 24, cutoff point varied according to the average similarity value along the main diagonal of a given matrix. For each matrix, the best re,suit among all these parameter settings was selected as its performance. The results are given in Table 3 and dis-
ISMB-93
cussed in the next section. 
Discussions
Longer Range Interactions It has long been realized by researchers in biology (Robson &Garnicr, 1986; Qian & Sejnowski, 1988 ) that using local information alone, predictive accuracy cannot be improved over 70%, because long range interactions must be taken into consideration, we have taken three techniques -longer window size, overlapping window (overlapping segments) and grouping proteins into class(es) -to bring in global information. We now discuss them each in turn.
Longer window size: our method gives the best results with a window size of 22 amino acids, the largest window among the published prediction methods. The length statistics of a-helix, l~-strand, ~-sheet, and coil in Qian & Sejnowski's data set are given in Table 4 . The second column lists the total number of segments of each type. The column "% < 22 AA's" gives the percentage of the number of the segments with length less than 22 over the total number of the segments of each type.
If we look at the last three columns, it is clear that size 22 is long enough to cover most a-helices, 13-strands and coils. From the third column, we can see that the minimum lengths of helix and strand are relative short, thus, further enlarging the window size, would include more structural elements. With an average helix having a length of 10 a window of 22 is large enough in contain most of an "average" helix-turn-helix motif which constitutes an important fraction of the non-local interactions for those sequence elements. Similarly, the window size of 22 is large enough to contain two or three strands of an antiparaUel [~ sheet connected by short turns or the strandhelix-strand motif frequently found in parallel 13 sheets. These are also important fractions of the non-local interactions for these motifs. Increasing the window size undoubtedly includes more amino acids that do not directly interact at all with the section being predicted. Thus we speculate that a window size of 22 represents a balance between including important non-local interactions and excluding noise from non-interacting regions of the sequence.
Overlapping window: incrementing the predictive weights for every amino acid in the window when a good match is found creates a quasi-variable window of up to 43 amino acids (21 in the N terminal direction, 21 in the terminal direction, plus the predicted amino acid itself) which potentially influence the prediction for every amino acid in the protein sequence. Which of thcsc amino acids have an influence and how much inlluence they have depends on which arrangements of the ~quenccs and window show a high similarity score.
An added benefit of this quasi-variable window is that longer regions of high similarity have a greater influence on the prediction than do shorter regions of high similarity. We believe that this is important in the good performance of our method because oar selection of reference sequence with similar compositions increases the statistical likelihood of short spurious good matches that result from similar composition rather than similar structure.
Class information: researchers have long realized (Garnier, et.al., 1978) that secondary structure prediction would be improved if a protein was known to fall into one of the four structural classes proposed by Levitt and Chothia, 1976 (a-helices and [~-sheets: et, 13, or/13 and et+[~) . Knowledge of a protein's structural class is a major addition of non-local information to the predictive process. Some researchers (Cohen et al., 1983; Cohen et al., 1986; Taylor & Thornton, 1984) have shown that if the class type of a protein is known, then secondary structure prediction could achieve 90% accuracy.
Protein structural classes have been predicted with 75% accuracy from the amino acid composition of the protein (Nakashima et al., 1986; Chou, 1989; Zhang & Chou, 1992) . We do not explicitly predict the structural class of the protein. Rather, based on amino acid composition we select a reference set of known structures. This reference set will be strongly biased toward the most probable structural class but in most cases will include members of other classes as well since the classes show appreciable overlap of composition. This allows us to include the non-local information from the structural class while limiting the negative effects of misidentifying the structural class. In our experiments, the predictive accuracy made from a group of closely related proteins is higher than predictions made from a single closest protein or from all of the proteins in the data set, 69.3% vs. 64.8% and 68.2% respectively.
The Effects of Different Similarity Matrices
Much of the domain specific knowledge in our method is encoded in the matrix of amino acid similarities used to identify the best subsequences from which the secondary structure is predicted. Karlin and Altschul (1990) Altsehul (1991) established, in the context of sequence alignment, that the most powerful similarity matrix is a log-odds matrix of target frequencies. Target frequencies in this case are the expected composition frequencies of amino acids after some interval of evolution. The four matrices that give the best performance are all matrices explicitly derived as log-odds matrices of such target frequencies. The performance difference among these four matrices is very nearly insignificant.
The identity matrix is a useful reference point in determining how accurately the target frequencies expressed in a specific matrix reflect the evolutionary processes of mutation and selection. The identity matrix embodies the assertion that our knowledge of the correct target frequencies is so limited and uncertain that only the presence of identical amino acids in two sequences can be taken as evidence of common evolution. In other words the identity matrix is an assertion of ignorance.
All of the matrices that performed better than the identity matrix were constructed from some experimental observations of the evolutionary processes of mutation and selection. Many were constructed from observations of target frequencies. The various PAM matrices Dayhoff et al. (1978) , in many are the most carefully constructed target frequency matrices because of the amount of effort that went into insuring that amino acid substitutions that were counted were those between sequences with immediate common evolutionary ancestors in the data examined. The genetic matrix is based exclusively on observations of process of mutation while the structure and properties matrices focus on selection processes.
The random matrix shows that in this context the profession of ignorance embodied in the identity matrix is in fact better than random guesses about the target frequencies. The random matrix was constructed so that it does include the knowledge that any specific amino acid is Leng 255 more likely to remain the same rather than change. Thus its deficiencies result mostly from the inaccuracies in the amino acid substitution frequencies rather than a gross misstatement of the overall rate of evolution.
It is noteworthy that one matrix, the EMPAR matrix (Rao, 1987) , performs at just below the same level as the identity matrix and a second, the Gonnet mutation matrix (Gonnet et al., 1992) , performs significantly worse than the identity matrix. The EMPAR matrix focuses not on evolutionary target frequencies but on the likelihood that amino acids appear in the same kind of secondary structure environment.
While the Gonnet mutation matrix was constructed from observed amino acid substitution data, like the PAM and PETgl Taylor (1992) matrices, there was much less editing of which substitutions to count. A specific evolutionary model is, in fact, implied by the selection of which amino acid substitutions to count in constructing the matrix. The Gonnet mutation method of selection implies an evolutionary model that can be described as a series of interconnected star burst as opposed to the binary tree model implied by the selection process used in constructing other matrices. It seems likely that this is the source of the poor performance of this matrix.
Related
Work Several other methods are related to our method: Salzberg & Cost (1992) took case-based approach, mixed case-based, neura! network, and statistical designing, however, they represented cases as segments only and used their own similarity matrices rather than the ones developed by biologists. Levin et al. (1986 Levin et al. ( , 1988 , Sweet (1986) , have taken what is called "homologous method" which is similar to the case-based approach. The main difference between theirs and ours is that we have designed a general architecture which explicitly reasons at both the object level and the internal structure level and takes of account the relationships between a protein and its segments, and relationships among segments. The experiments reported here demonstrated that the architecture is flexible in varying different domain knowledge, evidence gathering strategies, and system parameters. Nakashima et al. (1986) , Chou (1989) , and Zhang Chou (1992) have studied protein class prediction based on amino acid composition, however, they didn't use the class prediction to further guide the secondary structure prediction. Thus the top-level similarity of our method in used in a different purpose and results are not comparable. Qian & Sejnowski (1988) , Kneller et al. (1990) , and Maclin & Shavlik (1992) all took neural network approach which is different from ours.
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Conclusion
A general architecture was presented for protein secondary structure prediction. A series of experiments have been conducted on the architecture and the results are encouraging. Directions for future work include encoding more domain knowledge into the system and working on the interactions among the segments that are spatially far away from each other. 0  264  264  264  264  264  264  264  529  799  1073  1349  2160  2977  0  0  0  0  0  4592  4592  4592  4592  4592  4592  4592  4592  4592  4592  4592  4867  5145  5410  5683  5403  4586  3778  2972  2707  2707  2707  2707  2707  2707  2707  1345  0  0  0  0  0  2971  2431  1883  1344  795  264  264  264  264  264  264  264  795  795  796  1060 Figure 2 . The first three columns record the similarity weights of helix, sheet and coil respectively. The fourth column is the predicted structure, file fifth is the actual structure with "h", "e" and "-" represents helix, sheet and coil accordingly. The last column lists the unknown protein's sequence. The weights are initialized to 0, when a row with three weights being 0 indicates that there is no prediction for the amino acid in that row, the default structure is coil because we can confirm neither helix nor sheet. The performances of these two examples are Q3 = 88.5%, Ca = 0.79, Ccoil = 0.79 and Q3 = 80.3%, Ca = 0.76, CI~ = 0.61, Ccoil = 0.59 respectively.
In the first example, after matching, three columns of weights are kept, one column for each secondary structure type predicted: helix, sheet, and coil. The weights are the sums of the similarity scores from matches with similar segments in the reference protein set. For each row, if a sgucture is the only one with weight greater than 0, then the amino acid in that row is predicted to be that structure. If no weight is greater than 0, then coil is predicted for that amino acid.
The second example shows that when there is more t'han one structure with weights greater than 0, the one with the highest weight will be predicted. It also shows that when a region of homogeneous secondary structure is longer than the window size, overlopping the window through the region effectively covers it.
