Abstract-Tile-based reservation intersection control for autonomous vehicles has the potential to reduce intersection delays beyond optimized traffic signals. A major question in implementing reservations is the underdetermined problem of resolving conflicting reservation requests. Previous work studied prioritizing requests by first come first served or holding auctions at intersections, but the possibilities are infinite. Furthermore, although selfish routing behavior could affect the benefits of the reservation prioritization, reservation control has not been studied with user equilibrium routing due to its microsimulation definition. This paper addresses these issues by presenting an integer program formulation of the conflict point simplification of reservations. The feasible region is transformed, resulting in a more tractable integer program on conflict regions for dynamic traffic assignment. Because the integer program is NP-hard we present a polynomialtime heuristic. Finally, we demonstrate the potential utility of this heuristic by demonstrating objective functions that reduce travel time and energy consumption on a city network.
I. INTRODUCTION
T HE computer precision and communications abilities of autonomous vehicles (AVs) admit new behaviors with the potential to improve traffic flow. One such behavior that has received considerable attention is the tile-based reservation (TBR) control proposed by Dresner and Stone [1] . Run by a computerized intersection manager, TBR divides each intersection into a grid of space-time tiles to monitor conflicts. Vehicles must communicate a request to occupy specific space-time tiles to the intersection manager, which accepts reservations under the condition that two vehicles cannot occupy the same spacetime tile. Fajardo et al. [2] and Li et al. [3] demonstrated that TBR can reduce delay over optimized traffic signals.
Since intersection managers are forced to reject many reservations to prevent conflicts, an important question is how to decide which reservations to reject. Early studies used a firstcome-first-serve (FCFS) policy in which reservations are prior-itized according to the time of the request. Later studies considered priority for emergency vehicles [4] and using auctions to determine priority [5] - [8] . However, there are many potential strategies for resolving conflicting reservation requests. Previous work has focused on priority-based resolution of conflicting reservation requests, but such policies are neither general nor optimal for system objectives such as maximum flow or minimum energy consumption. Therefore, this paper improves on previous models by formulating an integer program (IP) to choose the optimal subset of vehicles to move every time step.
Another major issue with TBR is the computational tractability of simulating vehicle movements through the grid of tiles. Smaller tiles results in greater intersection utilization but correspondingly greater computational requirements. TBR in its original form is therefore intractable for solving dynamic traffic assignment (DTA).
The tractability issue has been addressed by two recent papers: Zhu and Ukkusuri [9] proposed a conflict point simplification, which focuses only on the intersections between turning movement paths in the grid of tiles. However, as we will discuss in Section III-A, intersections with a large number of lanes and turning movements would have a correspondingly large number of conflict points, limiting the computational efficiency.
Alternately, Levin & Boyles [10] proposed to aggregate the tiles into larger conflict regions constrained by capacity. While effective for DTA, they did not fully justify using conflict regions instead of tiles or conflict points. In addition, their priority function for resolving conflicts does not directly correspond to an objective function for the intersection policy. Therefore, this paper improves over previous work in two ways: 1) Provide justification for using the conflict region model to approximate TBR. To accomplish this, we begin by formulating the conflict point simplification [9] as an IP for DTA. By aggregating conflict points for tractability we derive an IP for the conflict region model [10] . 2) Create more system-efficient policies for reservation-based control. The fairness-based FCFS policy is potentially suboptimal for typical policy goals such as maximizing intersection flow. The unspecified objective function of the conflict region IP admits arbitrary system policies for moving vehicles across the intersection. We propose a polynomial-time heuristic for this NP-hard IP and study objective functions that are effective at reducing total travel time and energy consumption on a city network.
The contributions of this paper are as follows: we present an IP for the conflict point simplification of the reservation-based model. For tractability, we aggregate conflict points into conflict 1524-9050 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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regions and derive a corresponding IP. Because the objective is unspecified, this results in a reservations model that admits arbitrary strategies for moving vehicles across a reservationcontrolled intersection. This IP may also be used as a framework for DTA models of reservations. Since this IP is NP-hard, we propose a greedy polynomial-time heuristic. Finally, we demonstrate the potential utility of the IP-and our heuristicthrough objective functions that reduce congestion and energy consumption on a city network. The remainder of this paper is organized as follows: Section II discusses previous work on AV intersection models and DTA. Section III develops the mathematical formulations for the conflict point and conflict region models. In Section IV, we discuss how to apply the conflict region IP in DTA, present some analytical results, and propose a polynomial-time heuristic. Section V presents city network results from objective functions reducing congestion and energy consumption, and conclusions are discussed in Section VI.
II. LITERATURE REVIEW
We first discuss DTA in Section II-A. Then, we review previous work on connected and autonomous vehicle intersection control in Section II-B and C culminating in DTA models of TBR.
A. Dynamic Traffic Assignment
Given origin-destination trips and departure times, the objective of DTA [11] is to find routes for all demand satisfying user equilibrium (UE): no vehicle can improve its travel time by changing routes. (Travelers may be concerned with variance as well as travel time, but this is orthogonal to the objectives of this paper.) DTA consists of three parts, performed iteratively, until routes are sufficiently close to UE. First, the shortest path for each vehicle is computed. Next, some fraction of demand is assigned to the new shortest paths. Finally, travel times for all vehicles are determined using the current route assignment. Travel times are often evaluated using mesoscopic simulation, resulting in simulation-based DTA (SBDTA).
SBDTA simulates traffic flow along links, which are road segments connecting intersections, and through intersections themselves. Link flow is typically simulated through an approximation to the hydrodynamic theory of traffic flow [12] , [13] . One common model is the cell transmission model (CTM) [14] , [15] , which discretizes links into cells and approximates the kinematic wave theory [12] , [13] at small time steps. CTM has previously been used in DTA models of TBR [10] and dynamic lane reversal for AVs [16] , [17] .
The link flow model outputs sending flows and receiving flows: The sending flow is the number of vehicles that would exit if it were connected to a sink of infinite space and capacity. The receiving flow is the number of vehicles that would enter a link connected to a source of infinite demand. Based on sending and receiving flows (and intersection constraints), the intersection model [18] determines flow through the intersection at each time step. An open question addressed by this paper is how to model TBR in the framework of sending and receiving flows for SBDTA.
B. Reservation-Based Intersection Control
The seminal work of Dresner & Stone [1] , [19] , [20] on TBR used the advantages computers have over human drivers to improve utilization of intersection supply at the cost of greater complexity in vehicle-to-intersection communication and protocols. Experiments by Fajardo et al. [2] and Li et al. [3] on a variety of demand scenarios for a single intersection confirmed that TBR with the FCFS priority improves the level of service.
One important benefit of TBR is the flexibility offered in control strategies. Studies by Schepperle and Böhm [5] , [6] , Vasirani and Ossowski [7] , and Carlino et al. [8] demonstrated that using auctions for priority can further reduce delay beyond that of FCFS, not only for high-bidding vehicles but in some cases for all vehicles. Intersection auctions are an interesting development for the area of congestion pricing because intersection pricing opens up the possibility of tolling every link, which can potentially yield system optimal routing under UE behavior [21] . Auctions also introduce the possibility of vehicles paying other vehicles for the delays caused to them. From the perspective of traffic management policy, one significant result from the work on auctions is demonstrating that optimal strategies for TBR have yet to be identified. Modeling such strategies is the goal of this paper.
One major potential issue for TBR is that its communication complexity restricts usage by human drivers and pedestrians. Since it is likely that AVs will not be in exclusive use for many decades, extensions that allow humans to use reservationbased controls have been studied. Dresner and Stone [4] , [22] proposed periodically providing a green light to specific lanes or links for human drivers. Of course, this would reduce the efficiency of TBR, but at high proportions of AVs it could still be more efficient than traffic signals [23] . Pedestrians could similarly be provided access by periodically reserving the crosswalk for pedestrian use (and only allowing reservations for non-conflicting turning movements). Qian et al. [24] extended the reservation system to human-driven and semiautonomous vehicles under certain assumptions about path and car-following behaviors, and Conde Bento et al. [25] proposed reserving larger sections of the intersection for human-driven vehicles. Such interventions should be compatible with general TBR strategies by requiring occasional allowances for nonautonomous vehicles and pedestrians. Therefore, optimizing TBR is mostly orthogonal to the problem of providing access to human drivers and pedestrians. We assume all vehicles are autonomous to focus our attention on optimizing TBR.
Optimizing TBR is further complicated by the effects of UE routing, which can produce system inefficiencies such as the Braess [26] and Daganzo [27] paradoxes. Network studies of TBR have been complicated by its computational requirements. Previous network models with TBR [7] , [28] have not included traffic assignment, and in some cases were forced to reduce the intersection efficiency for computational tractability [8] , [28] . Zhu and Ukkusuri [9] developed a linear program for flow through the conflict point model, albeit with some further restrictions on conflicting flow. Levin & Boyles [10] developed the conflict region model of TBR and demonstrated tractability with SBDTA on large city networks. For a more general model of reservation-based intersection control, we combine the conflict point and conflict region approaches by developing a discrete vehicle-based IP for the conflict point model and transforming its feasible region to achieve the conflict region model.
C. Connected Vehicle Intersection Control
Although TBR requires vehicle automation in addition to connectivity, some studies have also considered improved intersection control for vehicles that are connected but not automated. For instance, vehicle-to-intersection connectivity can reduce intersection delays through adaptive signals [29] . Vehicle ad-hoc networks [30] are likely to become publicly available sooner than complete automation. Ferreira et al. [31] proposed using ad-hoc networks to create virtual traffic lights (VTL), which are traffic signals displayed inside vehicles to drivers using vehicle connectivity. Although some potential safety issues have yet to be resolved [32] , drivers were able to respond appropriately to VTL [33] . VTL has several advantages: in terms of traffic flow, VTL can be displayed where physical traffic lights are out of line of sight [34] and admits greater flexibility in traffic signal phasing to resolve conflicting turning movements with less delay [31] . Accordingly, microsimulations and driving tests have found that VTL can increase flow for a single intersection [35] and reduce travel times and greenhouse gas emissions on networks [36] , [37] .
Connected traffic signals and VTL could become available sooner than reservations because they do not require complete vehicle automation. However, we focus on reservations in this paper because traffic signals are a viable policy for reservations [22] . Therefore, the optimization methods developed here could be applied to traffic signals by appropriately restricting the feasible region.
III. DERIVATION OF THE CONFLICT REGION MODEL
This section justifies the conflict region model by deriving it from the conflict point model of TBR control in two steps: 1) Section III-A presents a conflict point IP for DTA. This involves replacing continuous time with discrete time steps. As is typical with SBDTA, vehicles crossing the intersection are assumed to begin and complete their turning movement within one time step. Therefore, we constrain conflict points by capacity instead of occupancy. 2) Section III-B develops the conflict region IP by aggregating conflict points into conflict regions for tractability.
A. Conflict Point Model for DTA
The TBR control policy [1] operates on a grid of tiles in space-time. The tile conflict analysis of TBR may be simplified through the definition of conflict points [9] . As illustrated in Fig. 1 , the paths for any two turning movements (i, j) and (i , j ) first intersect at some point c. Ensuring adequate spacing at c for vehicles traveling from (i, j) and (i , j ) will guarantee that no conflict occurs at c or anywhere in the intersection between vehicles moving from i to j and from i to j . For vehicles uniform in physical characteristics and acceleration behaviors, these conflict points are fixed. However, in terms of practical implementation, tiles may be required instead of conflict points to handle vehicles of different shapes and turning behaviors. Nevertheless, in many DTA models physical uniformity of vehicles is assumed.
Previous work on TBR [2] studied tiles with width as small as 0.25 meters to improve intersection efficiency. Assuming 3 meter wide lanes, the intersection in Fig. 1 has width and length of 6 meters, which is 24 tiles across. Therefore it requires a grid of 676 tiles. With 4 incoming links, and 3 turning movements per link, there are a total of 12 paths through the intersection. The largest number of conflict points occurs when each turning movement conflicts with all 3 turning movements from all 3 other incoming links. Even in that worst case, each of the 12 turning movements has only 9 conflicts, for a total of 108 conflict points.
In general, for a rectangular intersection with n lanes along the width and m lanes along the height, the number of tiles is Θ(nm). Assuming vehicles are not permitted to change lanes in the intersection, the number of turning movements is O(n + m), and thus the number of conflict points is O((n + m)
2 ). Therefore the conflict point model may scale worse than the tile model. However, as demonstrated by the analysis of Fig. 1 , the conflict point model may be significantly more efficient for small intersections. The conflict point model also admits mathematical programming methods [9] .
In their conflict point LP, Zhu & Ukkusuri [9] assume that vehicles cannot simultaneously propagate through two conflicting lane movements. Depending on the magnitude of the time step, this may or may not be the most accurate assumption. For sufficiently large time steps allowing adequate spacing, two vehicles from conflicting turning movements should be able to traverse a single conflict point. That assumption is relaxed in this paper through capacity constraints on conflict points.
Let C P be the set of conflict points, and let x v (t) denote whether vehicle v enters the intersection in time step t. Turning movements from different lanes of the same link may encounter different conflict points as they follow different paths through the intersection. Therefore, denote by Γ −1 and Γ the sets of incoming and outgoing lanes, respectively, and let γ −1 (v) be the incoming lane for vehicle v.
SBDTA node models take as input the downstream link sending flow, or the vehicles that would exit the link if connected to a sink of infinite capacity. Let S i (t) (a collection of vehicles) be the sending flow for lane i and S(t) = i∈Γ S i (t) be the total sending flow for the intersection in time t. S(t) includes vehicle order.
In most SBDTA models, vehicles are assumed to begin and complete turning movements within the same time step. Turning movements spanning multiple time steps are normally not considered. Therefore, instead of constraining the arrival times of individual vehicles at conflict points, we constrain the total flow through each conflict point during each time step. This is equivalent to a major difference between micro-simulation and DTA: in car following models, vehicles decelerate to avoid colliding with the vehicle in front; in DTA, speed decreases as density increases.
The limitation on conflict point flow is a capacity-based restriction. Although this reduces the power of the model to prevent intersection conflicts, conflicting movements still constrain flow at an aggregate level consistent with SBDTA flow models. Let π v ⊆ C P be the path of vehicle v through the intersection. Let δ 
where Δt is the simulation time step. This may be written
Δt, which yields the capacity reduction in Levin and Boyles [10] . In addition, we add a receiving flow constraint for all lanes j: 
be the set of vehicles that arrived at the intersection before v. Then all v ∈S v (t) must move before v due to FIFO, which may be written as
where M is a large positive constant. If
then at least one vehicle in front of v has not yet moved, and the lane is blocked for v. These transformation result in the following IP. Note that this program is for every time step t, so t is assumed fixed.
s.t
where x(t) is the vector formed by the decision variables x v (t).
Z(x(t))
is left unspecified to admit arbitrary objectives.
B. Conflict Region Model
For computational efficiency, conflict points may be combined in the model into conflict regions. This could result in modeling a conflict between two turning movements that do not intersect, but for a sufficiently large conflict region it is likely that turning movements would intersect within it. With the aggregation of conflict points into conflict regions, denoted by the set C R , lanes may similarly be aggregated into links. Thus, from this point forward, γ −1 (v) and γ(v) refer to the incoming and outgoing links for vehicle v, respectively. Denote by i the number of lanes link i has. The number of lanes affects the FIFO constraint because vehicles cannot enter the intersection unless they are at the front of a lane. This results in the following IP:
wherẽ
Constraints (10) and (13) are the generalization of constraint (6) for multiple lanes. When a vehicle blocks a lane due to a rejected reservation, the capacity for vehicles behind is restricted. This is modeled by the functionQ γ −1 (v) (v), which is the remaining capacity for v as a function of whether vehicles ahead of v moved through the intersection. The number of lanes available for use for 
Proof: Consider x(t) = 0. R j (t) ≥ 0 and Q c Δt ≥ 0, so constraints (11) and (12) (9) is satisfied. Therefore 0 ∈ X (t).
IV. DISCUSSION
The purpose of this section is to discuss the use of the conflict region IP (Section III-B) in DTA. We begin by discussing the IP in the context of generic DTA intersection models in Section IV-A, and derive some analytical results in the process. Because the conflict region IP is NP-hard, in Section IV-B we propose a polynomial-time heuristic, which we demonstrate in Section V.
A. Intersection Modeling in DTA
As an intersection model for DTA, it is relevant to study the conflict region IP in equations (8) through (12) in the context of the requirements for generic DTA intersection models described by Tampère et al. [18] : 1) general applicability; 2) maximizing flows; 3) non-negativity; 4) conservation of vehicles; 5) satisfying demand and supply constraints;, and 6) obeying conservation of turning fractions. As stated, the conflict region IP satisfies all requirements except the invariance principle. We show that the algorithm of Levin & Boyles [10] , which satisfies the invariance principle, creates a feasible solution for the IP, and in Section IV-B we present a heuristic for the general IP based on that algorithm.
For general applicability, we assume, as with Levin and Boyles [10] , that in the absence of other flow, flow between any (i, j) ∈ Γ −1 × Γ is constrained only by sending and receiving flows. Let Q i be the capacity of link i; if Q i = Q j , then flow of Q i should saturate the conflict region. This can be satisfied by choosing Q c = max (i,j)∈Γ −1 ×Γ:c∈π ij {min{Q i , Q j }}, where π ij is the set of conflict regions flow from i to j will pass through.
Δt through any conflict region c will result in equality on constraint (9) because (Q c /Q i )Q i Δt = Q c Δt. Constraint (9) can then be written as
Tampère et al. [18] note that DTA intersection models should maximize flow as drivers will move whenever possible. In a reservation-based context, vehicles may be prevented from moving even if it is possible for them to move. However, it is reasonable to assume that many practical intersection strategies will allow a vehicle to move if its reservation request does not conflict with the reservation of another vehicle and the downstream link has sufficient space. To achieve this, the objective function in (8) should satisfy the following:
Objective functions satisfying Property 1 yield the desired characteristic of the solution to the conflict region IP:
Proposition 2: Let x * (t) be an optimal solution to the conflict region IP and let Z(·) satisfy Property 1. For any v ∈ S(t), if x * v (t)= 0, form x (t) with x (t) = x * (t) except with x * v (t) = 1. Then x (t) is not feasible.
Proof: Suppose x (t) is feasible. Since Z(·) satisfies Property 1, then Z(x (t)) > Z(x * (t)), which contradicts x * (t) being optimal.
Property 1 can be satisfied by Z(x(t)) = z · x(t) for some z > 0 or more complex functions. It does not, however, require that the objective is to maximize flow. For instance, FCFS can be modeled through the conflict region IP. Letθ(v) be the reservation time of v.
Proposition 3: The FCFS policy may be modeled through the IP in equations (8) through (12) . Specifically, there exists an objective function Z(·) satisfying the following: If, for all
Proof: By induction on |S(t)|. Sort S(t) by reservation request so that for any indices i, j, if i < j thenθ(v i ) <θ(v j ).
Let t * be the reservation time of the last vehicle, and let
be the objective function. (This satisfies Property 1). We show that
Base case: If v 1 can move, then
because FCFS prioritizes by request time, and = 0 because of higher priority vehicle(s) blocking its movement, i.e., if x v n+1 = 1 then for some vehicle i < n+1,
Then by the inductive hypothesis,
. Proposition 3 proves that the oft-studied FCFS policy falls within the general framework of the IP developed here. Setting M = Δt should be sufficiently large, although that may still result in impractically large numbers due to the exponential. We prove in Proposition 6 that the polynomial-time algorithm of Levin and Boyles [10] can solve the IP with objective (15) .
The requirement of non-negativity [18] is satisfied because x(t) ≥ 0. Tracking discrete vehicles also satisfies conservation of flow and of turning fractions. Demand constraints are satisfied by the implicit definition of the set of sending flow, and supply constraints are explicitly satisfied by equation (11) .
The remaining requirement is the invariance principle, which essentially states that the intersection flow should be invariant to the constraint on sending flow changing from the number of waiting vehicles to the link capacity. If |S i (t)| < Q i changes to |S i (t)| = Q i , if one v ∈ S i − S i has a very high weight in the objective function, the optimal solution to the conflict region IP may need to include v. Therefore, The invariance principle may not be satisfied for general objective functions, although it is for some objectives, including FCFS [10] . The invariance principle can be satisfied by an additional constraint [18] , or as a corollary of alternate solution algorithms. For instance, the conflict region algorithm of Levin and Boyles [10] satisfies the invariance principle. With a modification to better model FIFO constraints, shown in Algorithm 1, the conflict region algorithm finds a feasible solution to the conflict region IP. Specifically, i tracks the number of lanes blocked. These are combined in line 27 of canMove to satisfy constraint (13).
Algorithm 1 Conflict Region Algorithm
Sort S i (t) by arrival time at i 4:
Remove first i vehicles in S i (t) and add them to V 5:
for all j ∈ Γ do 7:
y ij (t) := 0 8: end for 9: end for 10: Sort V by f (v) 11: for all v ∈ V do 12: 
Proof: Initialization of V (lines 1 through 9) iterates through each vehicle in S(t). Sorting V (line 10) is therefore O(|S(t)| log |S(t)|). Initializing y ij (t) requires O(|Γ −1 ||Γ|). Therefore initialization is O(|S(t)| log |S(t)| + |Γ −1 ||Γ|). The main loop (lines 11 through 24) iterates through each vehicle at most once, scaling with |S(t)|. It may add vehicles to V in sorted order, requiring O(log |S(t)|) time to find the appropriate index. For each vehicle, the destination link and the conflict regions it passes through is checked once for conflicts in the canMove subroutine, which is O(|C R |). If canMove returns true, the flow through each conflict region is updated, also requiring O(|C R |). Therefore, the main loop is O(|C R ||S(t)| log |S(t)|).
Although the conflict region algorithm produces a feasible solution in polynomial time, it may not be optimal. It takes as input some priority f (·) to each vehicle, and moves the highest priority vehicle able to enter the intersection. It does not consider the value of moving a vehicle to allow vehicles behind to cross the intersection sooner. However, for specific objective functions, such as FCFS, the priority function will result in an optimal solution to the IP.
Proposition 6: The conflict region algorithm, using reservation time as the prioritization (f (v) =θ(v)), produces an optimal solution for the FCFS policy.
Proof: From Proposition 4, the solution created by the conflict region algorithm is feasible. Since vehicles cannot request a reservation unless they are not blocked from entering the intersection, for any two vehicles
Once at the front of the intersection, reservations are ordered by f (·) for consideration. Therefore, if the reservation of v 1 is rejected, there must be some v 2 with f (v 2 ) ≤ f (v 1 ) blocking the movement of v 1 , which is the definition of FCFS.
B. Heuristic
Solving IPs is in general an NP-hard problem, and it is easy to construct scenarios in which non-integer flows result in a greater objective value for the conflict region IP. The computational requirements of solving the conflict region IP on a single intersection per time step are well within the capabilities of current computers due to the limitations on sending flows, and in practice, each intersection manager might solve the IP exactly. For modeling purposes, though, solving many such IPs per simulation, and simulating the network many times to solve for UE, is computationally prohibitive. Certain objective functions can lead to polynomial-time algorithms, such as FCFS. However, this is not sufficient for arbitrary policy strategies. Therefore, in this section we propose a polynomial-time greedy heuristic for objective functions of the form Z(x(t)) = z · x(t). This does not require that z > 0; because it is a greedy heuristic it will move vehicles if their reservation request does not conflict with other vehicles. Since x v (t) ∈ {0, 1} for all v ∈ S(t), many potential policy strategies can be modeled by this type of objective function.
The conflict region IP with objective z · x(t) is similar to the class of problems known as multiple-constraint knapsack (MCKS) problems [38] . In general, MCKS problems on the set of sending flow are described as is similar to this form as constraints (9) and (11) can be modeled in the form of constraint (17) . However, constraint (10) could have negative coefficients on the decision variables.
Nevertheless, heuristics for MCKS problems have been studied in great detail, and the similarities are useful for analyzing the conflict region IP. MCKS problems in general are also NPhard, and furthermore, no fully polynomial-time approximation scheme exists [38] . The same proof that MCKS problems are NP-hard may be applied to the conflict region IP where the number of lanes for each incoming link are sufficiently large to be non-restrictive. Although pseudo-polynomial time algorithms have been developed for the case in which w d ∈ Z
|S(t)| +
, since the coefficients in constraint (9) may not be integral, the computational requirements of such algorithms are likely still prohibitive. However, greedy heuristics for MCKS problems have also been studied, and the FIFO constraint can easily be incorporated into a greedy algorithm. The conflict region algorithm of Levin and Boyles [10] , shown in Algorithm 1, is in fact a greedy algorithm limited to a specific class of objective functions. We generalize it into a heuristic for the conflict region IP with arbitrary objective by including an efficiency e v , which is the value of moving vehicle v considering its resource consumption. Dobson [39] studied the efficiency function of
for the MCKS problem. We propose using vehicle priority f (v) = e v in the conflict region algorithm, and greedily se- lecting the vehicle with the greatest efficiency from the set of vehicles able to enter the intersection. Due to the FIFO constraint on link queues, there exist scenarios in which this heuristic is suboptimal, such as having a high weighted vehicle behind a low weighted vehicle on a single lane link. For many practical objectives, such as maximum efficiency, such disparity in vehicle weights is unlikely to occur. The results demonstrate significant overall improvement when applying this heuristic to city networks to reduce congestion and energy consumption.
V. DEMONSTRATION
We used the conflict region IP of Section III-B to consider objective functions with the goals of decreasing intersection delay. Although optimizing these objectives requires further study due to FIFO constraints and UE routing, we demonstrate that the more general intersection model developed in this paper can improve over FCFS on a city network. The objective for reducing delay (Section V-B) was developed empirically through testing on a single intersection. We do not claim that we optimize these objectives on the network because of UE route choice and the use of a suboptimal heuristic. However, the results show that the IP formulation can significantly improve over the widely used FCFS policy. We also show effectiveness of the heuristic from Section IV-B.
To make the IP tractable for models of large cities, we used the heuristic proposed in Section IV-B. The downtown Austin network (Fig. 2) with 171 zones, 546 intersections, 1247 links, and 62836 trips distributed over 2 hours in the AM peak was modeled using CTM [14] , [15] . CTM is a Godunov approximation [40] of the kinematic wave theory of traffic flow [12] , [13] , and is widely used in DTA models [11] . CTM determines the sending and receiving flows at the downstream and upstream ends of each link, respectively, which are the inputs to the IP formulation. Travel times were determined by using CTM and the MCKS heuristic to simulate vehicle flow through the network. The method of successive averages [41] was used to find an assignment close to user equilibrium. The IP formulation can be quickly solved exactly with CPLEX for a single intersection, or even a network containing a small number of intersections. However, for a city network with 546 intersections, a polynomial-time heuristic is necessary. In addition to the MCKS heuristic, the considerable literature on efficiently finding heuristic solutions to IPs could be applied to this problem. In terms of practical implementation, each individual intersection would be controlled by an intersection manager which could solve the IP exactly.
Travel demand (trip origins, destinations, and departure times) were from the Capital Area Metropolitan Planning Organization. DTA was used to fins a route assignment close to UE. Travel times were determined by simulation. The conflict region IP (Section III-B) determined vehicle movement across intersections, with the sending flow and receiving flows determined by CTM.
A. Convergence Fig. 3 shows how convergence increases with computation time for Q 2 . FCFS and Q 2 were solved to a gap of 2%. Computation times differed for each objective due to the number of iterations required. However, both objectives required less than 20 minutes on an Intel Xeon processor running at 3.07 GHz. This shows that the MCKS heuristic is tractable for city networks.
B. Improved Efficiency
We used total system travel time (TSTT) to evaluate overall level of service and congestion. TSTT is the sum of travel times for all vehicles. Since the demand remains constant, any changes in TSTT from different intersection controls are due to intersection efficiency and/or induced changes in route choice. The network (Fig. 2 ) mostly consists of a downtown grid, where most congestion stems from intersection saturation. Therefore, reductions in TSTT result from reductions in intersection delay and congestion.
To improve TSTT, we used an objective function based on estimating link queue lengths. The space occupied by the queue was estimated as the number of contiguous congested cells starting from the end of the link. Then the link queue lengtĥ S i (t) was estimated as the maximum of the number of vehicles in those congested cells and S i (t). To reduce queue sizes, we considered the objective function The queue of the downstream link was subtracted because moving a vehicle onto a congested link is of little benefit. An objective based on queue lengths, rather than maximum flow (i.e., S(t) x v (t)) was chosen because maximum flow tends to result in long queues on incoming links with lower capacity.
2 was observed to improve more thanŜ i (t) because it places a greater emphasis on long queue lengths. Table I shows the overall TSTT for both FCFS and objective (20) , referred to as Q 2 , which reduced the TSTT by 17.68%. Fig. 4 shows that Q 2 reduced congestion and therefore travel time. For vehicles departing early, both FCFS and Q 2 had similar travel times through the network, but this would be true for most objective functions because the network is initially empty. As more vehicles enter the network, link density increased sufficiently to create significant congestion. Q 2 alleviated some of this congestion at intersections since the function is aimed at reducing the queue length. Vehicles in queues of longer length were given precedence over others, shortening queues and reducing link travel times. For vehicles departing between 9:00 am and 9:15 am, there were more vehicles moving through intersections for FCFS because less demand from early time intervals had reached their destination. For Q 2 , more vehicles had already exited the network before these times. With lower demand, the queue lengths provided insufficient pressure for Q 2 to perform as well as FCFS. This indicates that the optimal policy for system efficiency depends on the level of demand. Nevertheless, if the demand and simulation time were infinite, Q 2 would most likely continue to perform as well as or better than FCFS.
C. Reduced Energy Consumption
We also studied objective functions that reduce total energy consumption. A significant proportion of greenhouse gas emissions are from transportation, so reducing the environmental impact of transportation is important to policy makers. Previously, Aziz and Ukkusuri [42] studied an environmental objective for system optimal (SO) DTA. Since forcing vehicles to use SO routes may not be practical, we studied objective functions for reservation-based intersections to reduce energy consumption with UE routing. To estimate energy consumption, we used the energy model of Levin et al. [43] for CTM, which is based on road power equations, including power required for acceleration, rolling and air resistance, and elevation changes. Speed per cell was estimated for each vehicle based on the time spent in the cell, and acceleration is estimated based on the difference in speeds. Road elevation data for downtown Austin was taken from Google Maps. The energy model calculates the energy consumption per vehicle at each time step. We found that an objective function based on potential energy savings was effective at reducing energy consumption, denoted as ΔE
where
and E v (t) is the energy consumption of vehicle v if it crosses the intersection at time t. We took ΔE v (t) to the 4th power based purely on empirical analysis. Different exponents may perform better for different networks. The purpose of this objective is to demonstrate the effectiveness of the heuristic (Section IV-B) for reducing energy consumption. ΔE 4 weights vehicles by the difference in energy consumed if it were to wait instead of moving in the next time step-the potential energy savings from moving the vehicle this time step instead of the next time step. Using an exponent of four for this coefficient was used to help increase the magnitude of differences between energy consumption between vehicles. This number was observed to be more effective than smaller exponents and a power of five did not produce a significant improvement.
To fully demonstrate the benefits of the energy objective, a distribution of vehicle energy consumption was chosen to differentiate vehicles. Because the available energy model parameters were limited to a single vehicle type (for internal combustion engine vehicles), we assigned each vehicle an efficiency factor that scaled its energy consumption. We assume that intersection managers have perfect information on vehicle efficiency (i.e., the vehicle truthfully communicates whether it is a car, truck, etc.). For demonstration purposes, each vehicle was randomly assigned an efficiency factor of 0.5 or 1.5, with equal probability for each. Efficiency factors of 0.5 produced better average MPG per car than those with 1.5. ΔE 4 achieved a better mile per gallon (MPG) rating and also consumed less energy than both FCFS and Q 2 (Table I) . For both efficiencies, ΔE 4 produced the highest average MPG rating. The goal of ΔE 4 was to reduce the amount of energy consumed and there is a direct link between the amount of energy consumed and the MPG of the car. Figs. 6 and 7 show that more vehicles consumed less energy for ΔE 4 than either FCFS or Q 2 . This disparity improvement was observed to be greater when an exponent of four was used on the change in energy parameter. ΔE 4 resulted in significantly higher travel time than FCFS. We hypothesized that this increase in time could be due to how ΔE 4 ranked vehicles at intersections. ΔE 4 might favor the less efficient vehicles while the more efficient vehicles are delayed because deceleration-acceleration cycles increase energy significantly. This could results in longer queues and greater congestion. However, vehicles with different efficiencies were observed to have similar travel times. Therefore it is likely, as observed with auctions in Levin and Boyles [10] , that high value vehicles became trapped behind lower value vehicles in intersection congestion. This is a particular issue with the greedy heuristic used because it considers only vehicles able to enter the intersection, not high value vehicles further back in a queue. Nevertheless, we still achieved a 6.95% decrease in energy consumption.
It is possible that the different intersection policies would encourage vehicles to choose alternate routes. To determine if there were large differences between policies, we studied the distance traveled by each vehicle for each objective function. Since demand was constant, any changes in distance traveled would be from changes in the UE route choice. Overall, there were only slight differences in total vehicle miles traveled of around 0.01 miles between FCFS, Q 2 , and ΔE 4 . ΔE 4 had an average 0.79% increase in distance traveled over the FCFS model, while Q 2 had an average 0.66% percent increase. This suggests that the observed improvements were primarily due to the changes in the order in which vehicles cross intersections rather than induced routing changes.
VI. CONCLUSION
This paper developed and optimized a simplification of TBR [1] for autonomous vehicles. We first formulated an IP for the conflict point transformation of TBR [9] . After transforming the IP for use in SBDTA, the spacing constraints were found to naturally reduce to capacity limitations on each conflict point. For computational tractability on large networks, we aggregated conflict points into conflict regions, resulting in a model similar to that of Levin and Boyles [10] formulated as an IP. This admits arbitrary objective functions and can therefore be used to optimize the order that vehicles cross the intersection for a more general class of policies.
Since IPs in general are NP-hard, we derived theoretical results about the conflict region algorithm [10] . It solves the IP for the FCFS objective, and admits a polynomial-time greedy heuristic based on the MCKS problem for general objective functions. We demonstrated the potential utility of this model and its heuristic on the downtown Austin city network by presenting two objective functions, Q 2 and ΔE 4 , that reduce travel time and energy consumption, respectively.
However, a better polynomial-time heuristic (using IP optimization techniques) for solving the conflict region IP could improve the results. More analytical work is needed on objective functions and avoiding Braess paradox [26] -like scenarios due to reservation-based intersection control. In addition, verifying these objective functions on a microsimulation model of TBR would be beneficial.
