This paper treats the problem of designing a fault tolerant cellular space which simulates an arbitrary given cellular space in real time. A cellular space is called fault tolerant if it behaves normally even when its component cells misoperate.
INTRODUCTION
Among the outstanding features of biological systems, their fault tolerance or reliability is one of the most interesting. Needless to say, a living organism such as a nervous system consists of millions of components, each of which is subject to failure or death. In order for such a complex system to function normally even in the case of a component's misoperation, it must have a certain mechanism which invalidates or corrects the error.
The same kind of problem arises in the logical design of digital systems--it is generally desirable to synthesize a reliable system out of unreliable components. It was yon Neumann who first explicitly stated such a problem for the two terminal logical circuit [1] . Since then much effort has gone into research concerning this problem under such titles as redundancy techniques, fault tolerant computing, diagnosis, fail-safe logic, and so on.
The most elementary trick of fault tolerant computing might be to use three identical computers and take the majority result. In this case, however, the majority decision element is assumed to be faultless. On the other hand, we can not assume the existence of a special reliable component in a living organism like a nervous system. Therefore we will consider a system in which the error correcting function is distributed within the system, or in which we want to render the capability of error correction to every component equally.
A mathematical model for systems consisting of many identical components is the cellular space. The cellular space or cellular automaton has been investigated from various points of view. In a biological context, it has been used as a logical model of self-reproduction, cell division, morphogenesis, and possibly ecology. Here we will utilize it as a setting for the study of fault tolerant systems. Though the cellular space is too uniform and homogeneous as compared to real organisms, we hope that it serves as the first step toward more complex systems.
Cellular Spaces

A cellular space (CS) is represented by the 4-tuple (Z a, S, N,f), where Z a is the set of all d-tuples of integers, S is the finite set of the states of each cell that is located at a point of Z a, N is a finite subset of Z a containing the origin and called the neighborhood index, and f is a mapping: S u ~ S called the local map.
A configuration of CS is defined to be any assignment of elements of S to all points of Z a and denoted by a mapping c: Z a --~ S. We assume as usual that S contains a quiescent state s o with f(s o , s o .... , so) = s o . A configuration c is said to be finite, if {x [ c(x) =/= so} is a finite set. The set of all finite configurations is denoted by C.
From the local map f we define the global map F: C ~ C as follows. For any x ~ Z a,
F(c)(x) = f(c(x + al), c(x + a2) ..... c(x -]-alN[)),
where N = {a 1 , a 2 ..... alNi} and q-means the ordinary vector sum in Z a. and g = majority function.
Simulation of CS
Let
MISOPERATIONS AND ERRORS IN C8
Now consider a real behavior of a CS, where component cells are allowed to misoperate. A cell is said to misoperate if its next state differs from one expected from the local map applied to the states of its neighbors. Here we have no interest in the detail or the source of such misoperations. You may suppose the permanent breakdown of a cell or occasional trouble caused by noise. We reduce all possible troubles to incorrect state transitions of some cells. We refer to such a cellular system where component cells may misoperate as a real CS.
K-Separated Misoperations
In order to make analysis feasible, we restrict the occurrence of misoperations in the following way. Let K be a finite connected subset of Z a containing the origin, where the connectedness is defined, as usual, by means of the Manhattan-streetdistance. A real CS is said to behave within K-separated misoperations, if at each state transition at most one cell of each area x + K, x ~ Z a, possibly misoperates (Fig. 2) . We indicate such a real CS by suffixing with K, as in CSK = (Z ~, S, N,f)K.
In CSK the global map induced fromf is not deterministic. In fact, to a configuration there correspond possibly infinitely many next configurations resulting from the lifxisapointandXasubset ofZ a, X 4-x = (y 4-x [ycX}. real behavior of CSK. In particular, the set of finite configurations is not closed under the realistic global map FK, which allows K-separated misoperations. The quiescent configuration is not necessarily quiescent in CSK. 
Realistic Simulation of CS
Now we can consider the realistic simulation of a given CS in the same fashion as in the previous section. We stress here that the realistic global map FK maps C into the set 2 c of subsets of C, where C now contains infinite configurations.
The map G: 2 c ~ C O should be defined so that every configuration resulting from K-separated misoperations may be mapped to the same configuration of C O . See Fig. 3 , which illustrates this condition.
CODING OF CONFIGURATIONS AND CORRECTION OF K-SEPARATED ERRORS
Though our method holds for higher-dimensional spaces (indeed, we will show the general theory later), we explain here a concrete example, which we think contains the essential points of our theory.
First we suppose that a two-dimensional CS ~0 = ( Z~, So, H1 ,f0) is given, where Ha is the so-called von Neumann neighborhood index consisting of five points, while S o and fo are arbitrary. We are to design a two-dimensional real CS K which simulates S o . For this we must design a CS ,.~ = (Z 2, S, N,f) and specify K so that the above-mentioned scheme of realistic simulation may hold. In order to complete the commutative scheme, we must define adequately the mapping G ----(M, A, g). For this purpose we introduce the following notion of the coding of configurations.
Coding of Configurations
We begin with establishing the concept of two-dimensional coding of configurations. Consider the transformation matrix A 1 = (12-11) and the coding unit M 1 = {(0, 0), (1, 0), (0, 1)). Then the following lemma is clear. 
X~ Z 2
Therefore we can define the partition PMx of Z 2 by considering each area M 1 q-xA 1 as its block. Each block of P~t is a copy of 3//1, which is L-shaped and consists of three points.
Let P be any partition of Z 2. In general a configuration is said to be P-compatible or compatible with P, if the cells belonging to the same block of P have the same state. Figure 4 shows the partition PM1 and a PM -compatible configuration. 
Error Correcting Scheme
Now our aim is to design CS~ which takes only the configurations of C r when M 1 it starts from an Ml-compatible configuration. For this we introduce the error correcting scheme which corrects any K-separated error caused by K-separated misoperations of the space.
Specification of K.
For the designer, a small K is unfavorable, since the real space misoperates more often when K is small. In the following we will show a design using as K the 5 • 5 rectangle with the origin at its center, i.e., K = {(i,j) l lil ~ 2, l j] ~ 2}.
For the finite area x + K we define three partitions P0, P1, and P2 in a similar way to PMI: Let x' and x" be two points of x + K. Then 
Case (i). Suppose that c'(x + K) = e(x + K) or no error occurred.
Then (ECS i) of the error correcting scheme, and also possibly (ECS iii), holds, while (ECS ii) does not, from the same reasoning as Case (ii)(a) below. Therefore
$(e'(x + K)) = c'(x) = c(x).
Case (ii) . Suppose that c'(x) C = c(x) = s00 or the error occurred at the point x. 
, we obtain a Pi-compatible pattern, c(x + K) itself. But if we replace it otherwise, we will obtain no compatible pattern, from the same reasoning as that in the previous paragraph (a). Therefore
(ECS ii) holds and ~b(c'(x + K)) = c(x).
(c) Finally, we must show that (ECS iii) does not hold for this kind of error. Finally, we must show that (ECS ii) does not hold; i.e., by replacing c'(x) we can obtain no compatible pattern. But this ease is the same as Case (ii)(c) above, and it has been shown that this case also gives ~(c'(x + K)) = c(x). This completes the proof. RecoUecting that our error correcting scheme detects and corrects the error on the basis of a certain geometrical shape M 1 , we may refer to our coding method of configurations as a "geometrical coding." Having established the error correcting scheme we now show how to implement it for the fault tolerant cellular space.
DESIGN OF FAULT TOLERANT CELLULAR SPACES
We will continue to use the example M s = {(0, 0), (1, 0), (0, 1)} and A 1 = (2 --11) . The initial configuration of the simulating CS S K is determined by applying the mapping H given in Section 3 to that of the simulated CS ~0. It is a PMl-compatible configuration.
Our task now is to define the local map f so that ~'tc takes only configurations of C~1 which are mapped by G to correct configurations of S o .
Let us call Nx ~ HxA 1 the "fo-computation neighborhood index" of f, since it is the transformation of the original neighborhood index in 2~ 0 . That is, the cell x of S computes its next state using the values of x + N 1 . But these neighbors possibly have erroneous states and we, or the cell x, must correct them beforefo-computation.
For this we apply the error correcting scheme described above to each point of x + N x independently but simultaneously. Therefore in order to get the correct states of the five neighbors, the cell x needs the information of the area x q-N1 -]-K.
That is, the neighborhood index off is determined to be N ~-N1 + K ----HaA 1 + K (see Fig. 8) .
The local mapf itself should be a simple composition of the error correcting scheme ~b applied to every point of N, and )Co 9 Though we do not write down the circuitry explicitly, it will be easily seen that the error correcting scheme followed by )Co can be implemented as a single step of the local map on N. Each cell possibly misoperates at the very instant of setting the new state which it has computed by correcting errors. But, since we have assumed that the space always operates within K-separated misoperations, at most one cell of each area x + K may make such a failure. That is, the next configuration is kept within C~ and is surely corrected at the next step--before the next f0-computationI
In this manner the real space S~c , when started with a PM,-compatible initial configuration, keeps the CKu,-Configurations, which are mapped by G to the correct configurations of S o . Thus we have completed our design of the fault tolerant CS.
Summing up our design, we note the following.
(1) In defining f, we did not use the property that fo is common to every cell. Therefore our method is applicable to cellular systems having heterogeneous local maps.
(2) In comparison with the original space S0, the simulating real space SA: needs an area three times larger to do the same thing. This is because we used/1//, of size three. M 1 , however, is the smallest coding unit as long as we use the majority function as the mapping g. 
FURTHER CONSIDERATIONS ON OUR DESIGN
In Sections 3 and 4 we assumed a priori M,, AI, and K. Here we investigate what happens if we take other K and M.
THEOREM 2. If Theorem 1 holds for a subset K, then it holds for any K' such that K' D K as well.
Proof. The proof is clear from the proof of Theorem 1.
We want a smaller K but the following theorem gives a limit.
THEOREM 3. If K is a 4 • 4 rectangle, Theorem 1 does not hold.
Proof. Assuming S-----{a, b}, we can show a counterexample for each position of the origin 0 in K. Three cases are given below, while the other cases can be given similar counter examples. In each figure the underlined cell indicates the position of 0. 
In case of (1), if we replace the state a of the origin 0 by b, we obtain a Po-compatible pattern, while if we change the encircled @ to b, we obtain a Pl-compatible pattern. Therefore in applying the error correcting scheme to the pattern (1), both cases (ECS ii) and (ECS iii) hold and contradiction arises.
Out of the pattern (2) which is not compatible with any partition, we obtain a P0-compatible pattern by replacing the state a of the origin by b. But replacing the encircled (b) by a gives a P2-compatible pattern. Therefore the correction scheme can not determine the value of ~b uniquely.
The pattern (3) is itself Pl-compatible, but we obtain a P0-compatible pattern by replacing _a by b, which results in a contradiction.
From Theorem 3 and the contraposition to Theorem 2, we obtain
THEOREM 4. If Theorem 1 does not hold for K, it does not hold for any K" such that K' C K.
Therefore it is seen that there are minimal subsets for which Theorem 1 holds. Indeed in case of M 1 , there is the minimum K. Using the minimum K, which consists of 19 points, the minimum neighborhood index for the fault tolerant CS is found to be N = H1A 1 + Kmin having 49 points. Now let us investigate the shape of the coding unit M. It is clear that M should contain at least three points, as long as we use the majority decision principle for the mapping G.
When we use an M that differs only by rotation from M 1 , the same theory will hold. But we cannot use a "one-dimensional figure" for M. In fact we have 
X
The cell x cannot decide if it has the correct state b or the erroneous state b which should be replaced by a, because it cannot see by investigating the finite area whether its position is (3n, 0) or (3n + 2, 0). | Theorem 6 holds for any finite connected line used for the coding unit M. Therefore we conclude that our correction scheme has succeeded because of the essentially two-dimensional shape of M 1 .
In case of the one-dimensional CS however, if we use a disconnected coding unit, we can design a simulating space which corrects the K-separated misoperation according to our error correcting scheme. In fact we have the following theorem which was suggested by S. Seki. Proof. We denote the point (x, 0) simply as x. Thus M = {0, 1, 5}. Let us define three partitions P0, P1, and P5 as follows, x and x' are in the same block of Pi (i = 0, 1, or 5), if they are in the subset M + 3y -i, where y is an arbitrary integer.
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First we will show by giving counterexamples that the template K = {x[--10 ~ x ~ 7} is necessary for the error correction. Consider the following configuration.
x --7 --6 --5 --4 --3 --2 --I 0 1 2 3 4 5 6 "',
If we assume it to be Po-compatible, then the state a of the point 0 is erroneous, while if we assume the Pl-compatible pattern it is correct (this time the state b of the point 1 is incorrect). Thus we cannot decide, according to the error correcting scheme applied to the area K' = {x Ix ~ 6}, whether the state of the point 0 is correct or not.
Similarly, observe the following configuration on K" = {xl --9 ~ x}.
This time we cannot decide whether the state a of the point 0 is incorrect (the configuration should be Ps-compatible) or correct (it should be Pa-compatible and the state b of the point --4 should be incorrect).
Next, in order to verify that the template K is sufficient for the error correction, we can find two distinct circular paths for each pair of partitions as in the proof of Theorem 1. In the case of Px and Ps, for example, note the following chain of equations, where s~ stands for the state of the point x. The other cases can be proved similarly. I
THE GENERAL THEORY OF CODING OF CONFIGURATIONS
In the preceding sections we described our design method for a typical twodimensional coding of configurations. Here we will generalize it to higher-dimensional CS's, keeping the principle unchanged.
Generalization of Coding Unit
We assume here 
Example of the three-dimensional coding unit. Consider
A 3 = --1 .
1
The simplest M for A 3 will be M o = {(0, 0, 0), (I, 0, 0), (0, 1, 0), (0, 0, 1)}. Now such a coding unit M as described above satisfies the following lemma, which is nothing other than the well-known coset decomposition theorem of groups. Proof. The proof is clear from the coset decomposition theorem.
Following this lemma, we define the partitions PM1 (from now on Pi, with PM = Po in particular) for i = 0, 1 ..... L --1 as before.
Generalization of Error Correcting Scheme
Let K be a finite area containing 0. For the points x and y of K, if there are a sequence of points x0, x 1 .... , xk in K and a pair of partitions P~ and P~ such that x 0 ~ x, x k =y, and xmPixm+l or xmPjxm+a for all m = 0, 1 ..... k-1, we write xP*y and call such a sequence a Pij-path between x and y.
We write xP*(z, z')y, when there is a P/j-path between x and y which does not contain two points z and z'.
The Pi-compatible configuration and the Pi-compatible pattern on K are defined in the same way as in Section 3. Proof. We use the following lemmas. Case (ii) . Suppose that c'(x) ~ c(x), i.e., cell x misoperated.
Generalized error correcting scheme (GCS).
(a) c' is clearly not compatible with P~. From the same argument as that in the latter half of Case (i), it is not compatible with any other partition. Therefore (GCS i) does not hold. In this case (GCS i) of the error correcting scheme possibly holds.
By changing the state of the point z to c(z), we obtain c itself which is Pk-compatible and therefore (GCS iii) certainly applies and we have r = c'(x) = c(x).
Finally we must verify that (GCS ii) does not hold, but this is the same as Case (ii)(c) above.
This completes the if-part of the proof.
Proof of only-if-part.
We will show that if the condition of the theorem does not hold there is a pattern giving a contradiction to the error correcting scheme. Now we can write K = K s -7-K2 + {0) + {z0} + X, where + means the disjoint union of sets and X is possibly the null set (see Fig. 10 ).
Fic. 10. Partition of K into K1, K2,0, z0, and X.
Taking two arbitrary elements, say a and b, from S which has been assumed to have at least two elements, we define two patterns e 0 and c 1 on K as follows. is not compatible with any partition, we obtain compatible patterns by changing the state of either point 0 or z 0 . In the former case we get c o itself and in the latter case we obtain c 1 , which is P~.o-compatible. Since c0(0 ) =# q(0) we cannot compute the value of r ) uniquely. This completes the only-if-part of the proof. II When M is fixed, Theorem 8 is useful for testing whether a given subset K is adequate for the error correcting scheme or not. A testing algorithm of the condition given in Theorem 8 will be written in the form of a computer program. As the matter of fact, the minimum K shown in Fig. 9 should pass such a test.
co(K1)
=
CONCLUDING REMARKS
(1) We have shown a correction algorithm for K-separated errors, but have not considered quantitatively the trade-off between cost and profit. It will be mathematically interesting to estimate the error probability of the fault tolerant space which is capable of correcting K-separated errors but whose components are more complex and supposed to be less reliable than those of the original space.
(2) Thus far we have discussed error correction. But the problem of fault tolerant behavior could have been approached by considering the detection of errors as well. Indeed in the case of artificial computers, the sequence of error-detection, diagnosis, and repair has been a practical solution. The parity check code is extensively used. But we do not know if such a notion is applicable to living organisms which cannot stop for diagnosis.
Anyway, our method of error treatment is easily modifiable so that the simulating space may detect errors as well as correct them. As to detection of errors in the cellular automaton, see also other materials [4; M. Harao and S. Noguchi, J. Comput. System Sci., this issue].
(3) It is also interesting to generalize the concepts of the compatible pattern and the coding of configurations. In this paper we assigned the same state to every point of a partition block and used the majority decision function as the mapping G.
We are now investigating "d-dimensional binary coding," "d-dimensional comma-free codes," and so on.
