Abstract. The representation of emotion in human brain is an important question in the cognitive neuroscience. However, it was remained unclear to what extent the connections between different brain regions contribute to the emotion recognition. The present study mainly focused on the emotion decoding based on the functional connectivity patterns. We designed the experiment and collected the neural activities while participants viewed emotion stimuli using the functional magnetic resonance imaging (fMRI) technology. We constructed the whole-brain functional connectivity patterns for each emotion, and performed emotion classification using multivariate pattern analysis combined with machine learning algorithms. We found that emotions could be successfully decoded from the whole-brain functional connectivity patterns. These results provide new evidence that large-scale functional connectivity patterns contain rich emotion information and contribute to the emotion recognition. Our study extends exist fMRI studies on emotion perception and may further our understanding of how human beings achieve easy and quick recognition of emotions.
Introduction
Humans can effectively recognize others' emotions and make the corresponding reactions. The mechanism under which human brains represented emotion information to achieve the easy and exact recognition of emotions is an important question and was intensively studied.
Functional magnetic resonance imaging (fMRI) technology can accurately locate the increased neural activities in brain areas, providing a wealth of time and space information and does no harm to subjects, thus it was widely used in the cognitive studies. Previous fMRI studies had identified several brain regions which showed preferential activation for emotions. For instance, the superior temporal sulcus (STS) had been identified perceiving faces and bodies [1, 2] and exhibited sensitivity to the movements, postures and emotions [3, 4] , the amygdala (AMG) was considered as a top-down control of the visual responses to fear [5] and the human motion cortex was also found sensitive to dynamic emotion information [5, 6] . However, previous studies on emotion perception mainly focused on the activation in single brain regions by measuring the average response signals. As there are certain connections between different brain regions, it remains unclear to what extent these connections contribute to the decoding of emotion information.
Machine learning methods take advantage of the multivariate nature of the fMRI data thus could be used to perform decoding analysis. In this study, we acquired the functional magnetic resonance imaging (fMRI) data while participants viewed emotion stimuli in our block design experiment. After preprocessing of the fMRI data, we explored the emotion classification based on the functional connectivity patterns using multivariate pattern analysis (MVPA) and machine learning. In order to examine the extensive connections in our brain, we constructed the whole-brain functional connectivity (FC) patterns rather than only estimated connections between several regions. Our classification scheme contained feature selection and then performed a cross-validation procedure to assess the decoding performance.
Experiment and Data Collection Experimental Procedure
The emotion stimuli were taken from the GEneva Multimodal Emotion Portrayals (GEMEP) Corpus [7] . Our experiment contained three emotions (joy, anger and fear), which were most adopted in the relevant fMRI studies on emotion perception [5, 8, 9, 10] . Videos of eight identities (4 males) displayed 3 emotions were selected, thus totally 24 videos clips. All videos were cropped to 2 s to retain the transition from neutral to emotion apex and were converted to the gray scale according to previous studies [5, 8, 9, 11] for the consideration of controlling low-level features.
Our experiment employed a block design. At the beginning, there was a 10 s fixation cross, followed by a stimulus block and then a 2 s button press task. Successive stimulus blocks were separated by a fixation cross of 10 s. During each block, 8 trails of the same emotion were presented in a pseudo-random order, with each presented for 2 s separated by an inter-stimulus interval (ISI) of 500 ms. Participants indicated their discrimination of the emotion they had seen in the previous block by pressing a button. The schematic representation of the employed paradigm was shown in Figure1. The scan session included 18 blocks presented in a pseudo-random order, with each emotion category appearing 6 blocks. We used E-Prime 2.0 Professional (Psychology Software Tools, Pittsburgh, PA, USA) to display the stimulus. 
fMRI Data Acquisition
Sixteen healthy participants (right-hand, range from 19 to 25 years old) were recruited in this study. They were with normal or corrected-to-normal visions and declared having no history of neurological or psychiatric disorders. All participants signed the informed consent before the experiment and this study was approved by the local ethics committee.
The functional and anatomical data were collected using a 3.0 T Siemens scanner with an eight-channel head coil in Yantai Hospital Affiliated of Binzhou Medical University. A three dimensional magnetization-prepared rapid-acquisition gradient echo (3D MPRAGE) sequence was used to acquire the T1*-weighted anatomical images (TR = 1900 ms, TE = 2.52 ms, TI = 1100 ms, matrix size = 256 × 256). And the T2*-weighted images were acquired using an echo-planar image (EPI) sequence (TR = 2000 ms, TE = 30 ms, matrix size = 64 × 64, slices = 33).
Methods

Preprocessing
Functional images were preprocessed using SPM8 toolbox (http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) before the further analysis of functional connectivity. The first 5 images were discarded to allow for T1 equilibration effects. The remaining images were corrected for slice-timing and head motion. The structural images were segmented and co-registered to the functional data and then the functional images were normalized in the standard Montreal Neurological Institute (MNI) space. And the normalized images were smoothed with a 4-mm full-width at half-maximum Gaussian kernel.
Functional Connectivity Estimation
The estimation of the functional connectivity was carried out with CONN toolbox (http://www.nitrc.org/projects/conn). We employed Harvard-Oxford atlas (96 cortical regions and 16 subcortical regions) to define the 112 brain notes in the whole-brain functional connectivity estimation [12] . For each participant, the preprocessed functional data were used to construct the connectivity patterns. Time series of each condition were extracted from each voxel and averaged within each ROI. Then a component-based (CompCor) strategy was used to remove the non-neural confounders. The data were temporally filtered with a previously used for task-relate connectivity analysis 0.01 -0.1 HZ band-pass filter [13] .We conducted ROI-to-ROI analysis to assess pairwise correlations between ROIs. Finally, we got 3 connection matrices (112 × 112) for each participant, one per emotion. Then we conducted second-level analysis for each emotion for the group comparisons of the functional connectivity (FC) patterns (p<0.001, FDR corrected for connection-level, two-sides).
Classification Scheme
In order to explore whether functional connectivity (FC) patterns effectively represented emotion information, we employed classification scheme to examine the emotion classification performance based on the estimated FC patterns. In accordance with the previous study [13] , in this part, we only used positive FCs as inputs, which had values significantly higher than zero with one-sample t-test across participants and corrected with multiple comparisons with false discovery rate (FDR) q=0.01. We performed emotion-pairwise classification (joy VS anger, joy VS fear, and anger VS fear) with a leave one subject out cross-validation (LOOCV) scheme [13, 14] . In each iteration, data of one subject was used as testing data while the data of the remaining subjects were used for training. Feature selection was executed using ANOVA (p<0.05) to extract the FCs which were significantly contributed to discriminate different emotions. The feature selection procedure was only conducted using the training data in each LOOCV iteration to ensure the separation of the training and testing data. The overall classification performance for each emotion pair was obtained by averaging the accuracies of all iterations. The statistical significance of the results was generated by the permutation test, in which emotion labels were randomly exchanged and the cross-validation scheme executed for 1000 times. P value was calculated as the fraction of the accuracies from all permutations that were equal to or larger than the actual accuracy using correct labels. If p<0.05, the results were considered to be significant.
Results
We collected the BOLD time series in a block design fMRI experiment during which participants viewed emotion videos of 3 emotions. We constructed the whole-brain functional connectivity patterns for each emotion. Using multivariate pattern analysis combined with machine leaning, we explored the emotion decoding performance based on the functional connectivity patterns.
Results of FC Patterns
For each participant, we obtained 3 FC matrices which contained connections between brain notes for the 3 emotions. Figure 2 shows the second-level analysis results for the group comparisons of the functional connectivity (FC) patterns for each emotion (p<0.001, FDR corrected for connection-level, two-sides). 
Classification Results Based on FC Patterns
Using FC patterns as input, we explore the emotion decoding performance with pairwise classification scheme. Statistical significance was generated through the permutation tests in which the cross-validation was executed on randomly exchanged emotion labels for 1000 times. Figure 3 shows the accuracies for each emotion-pairwise classification. With the p value calculated across 1000 permutation tests, we found all classification rates were significant, indicating that emotion information could be successfully decoded from the FC patterns.
* represents significant across the 1000 permutation tests 
Discussion
The main purpose of the current study was to explore the potential contributions of the whole-brain functional connectivity patterns in the decoding of emotions. Using multivariate pattern analysis and machine learning, we found that emotion information could be successfully decoded from the whole-brain FC patterns. Our results added to the recent FC-based decoding studies which found functional connectivity patterns could be used to discriminate different populations [14] , task or mental states and different object categories [13] , and further highlighted the effects of the whole-brain functional connectivity patterns in the emotion perception. Overall, our results provide new evidence that large-scale functional connectivity patterns also contain rich emotion information and effectively contribute to the recognition of emotions. Our study extends exist fMRI studies on emotion perception and may help to get better understanding of how human brains achieve easy and quick emotion recognition.
