This paper considers application of the SALSA algorithm as a method of forecasting and applies it to simulated electrical signal, temperature recording from the Australian Bureau of Meteorology and stock prices from the Australian stock exchange. It compares it to basic linear extrapolation and casual smoothing extrapolation, in all cases SALSA extrapolation proves to be a better method of forecasting than linear extrapolation. However, it cannot be imperially stated that it is superior to Causal smoothing extrapolation in complex systems as it has a higher L2-euclidean in these experiments. while usually retaining more shape and statistical elements of the original function than Causal smoothing extrapolation. Leading to the conclusion the Causal Smoothing extrapolation can provide a more conservative forecast for complex systems while the SALSA algorithm more accurately predicts the range of possible events as well as being the superior forecasting method for electrical signals, the physical process it is designed to forecast.
Introduction
Forecasting future events has always been both an extremely worthwhile and difficult endeavour, and while many processes have been able to predicted by improving our fundamental understanding of the underlying process, not all processes are simple and stable enough to mathematically predicted. The purpose of this project is to do a comparative study on the Extrapolation of sequences with application to forecasting [1] was the primary focus of the previous work [2] , in which it was determined that in most cases more Causal Smoothing Extrapolation creates more accurate forecasts than linear extrapolation. This was explored using financial and regional maximum temperature time series data. The following next step in the investigation of Causal Extrapolation would be to compare it with a more complex extrapolation method. Split augmented Lagrangian Shrinkage algorithm or Salsa first proposed in Fast Image Recovery using Variable splitting and Constrained Optimization [3] is a method of data extrapolation currently under study by todays mathematics community and is there for the most relevant method to compare to Causal Smoothing Extrapolation.
Theory

Causal Extrapolation Summary
The method is based on approach from [1] . The following is an extract from Applications of band-limited extrapolation to forecasting of weather and financial time series [2] which provides a summary of how the Causal Smoothing Extrapolation works. This shows the progression of time series data z(t) for s ≤ t ≤ q from raw data to Causally Smoothed x(t) points by operators Q * , Rv and Q. Whereω and v are constants selected by the simulation of 111 data points repeated 10,000 times in order to select the constants which give the most accurate projections. This topic is fleshed out further in Applications of band-limited extrapolation to forecasting of weather and financial time series [2] while the full proofs and workings of this algorithm can be found in [1] .
Split Augment Lagrangian Shrinkage Algorithm or SALSA
SALSA is a method of image restoration and reconstruction where the goal is to minimise the following function by spliting the two major components of the functions and minimising them independently.
Here component one f (x) = The complete algorithm is the following:
7. Continue until stopping criterion is satisfied.
Here ||x|| 2 2 is defined by the L 2 norm
The algorithm will initialise with zero vectors d and v of the same size as x. The parameter µ is the penalty parameter which will be determined by simulation, σ is the regulation parameter(P in the appendices code) which can be found mathematically as N the length of the basis vector and ω(lambda in the appendices code) is the regularizer also known as amount the white noise found in the signal. Elements in the basis vector x are updated with each iteration for as many repetitions as required. This can be summarised as the following, after choosing initial conditions µ¿0, v 0 , and d 0 apply to the time series bases vector x k to get x k+1 repeat until the values of the bases vector set can be transformed into a vector which closely resembles the original data set.
For my purposes I have chosen to use the Fast Fourier transform in Matlab to convert the original signal y to basis set x and the Inverse Fast Fourier transform to convert it back. Circumventing the need to directly define the transform A. I have also used the function soft from Ivan Selesnicks SALSA toolbox in order to calculate the argmin values needed in step 3 and 4 of the algorithm [4] . Finally, in order to forecast using SALSA part of the original signal is masked using matrix K. K is and MxM identity matrix with values missing to represent a patchy or incomplete signal, since I am only using SALSA for forecasting the matrix K will obscure the last 2-10 values of y.
The vector Ky will be used in place y in the algorithm.
Ky = Ax
For further information on this please look into the lecture notes provided by Ivan Selesnick [4] . 4 
Linear Extrapolation
Linear extrapolation has also been included in portions of this paper in order to provide a base line for how the previous two methods compare to a standard trend line. The following equation is used in all linear forecasts in this paper.
Linear extrapolation for A historical Data points: [1, 2] . The Monte Carlo simulation is structured as follows, A(t) takes random values within a uniform distribution, ω(t)is standard gaussian white noise and ρ is simply 1 [1] . This is to ensure that the process appears to be entirely random and cannot be forecasted by some other method.
Here A(t) takes random values within a uniform distribution, γ(t) is the standard Gaussian white noise.
We used 0.1 ≤ µ ≤ 200 in steps of 0.1, 1 ≤ ω ≤ 10 with integer steps and 100 ≤ N ≤ 1000 in steps of 100 with 10,000 trials each forecasting 7 points for a total of 70,000 total data point per trial was the original testing circumstances in order to provide a complete overview and find the most effective values, however this test was abandon after 72 hours of simulation when no significant reduction in the L2-Norm was noticed was noticed past µ of 0.6 , ω of 1 and N of 200.
This has henceforth been used at the as the values for future forecasting. 
Electrical signal experiements
The electrical signal information is a simulated data set provided by Dr. Nikolai Dokuchaev to the author. It consists of 1000 signals lasting for 3 minutes each. Two experiments were done using this data set, the first was a 0.2 second forecast repeated 450 times and 1 second forecast repeated 90 times. Both forecasting methods were allowed 91 points of data in order to predict the next 2-10 points. The Results of which are below, linear extrapolation has been intentionally omitted from these graphs in order to improve the clarity of the following figures.
In both cases SALSA extrapolation has far lower L2 euclidean per point then linear extrapolation and casual smoothing extrapolation showing it to be far better extrapolation method for this process. This makes sense as the SALSA algorithim has been designed with the goals heavily compress the range of data points maintaining 94-96% of the range of the raw data set .
The inaccuracy of Casual smoothing in this case is highly visable on the 1 second forecast data, in which forecasts maintains a flat trajectory while the data sharply assends or decends. This highlights the need to forecast using methods that relate to the physical process whenever it is avalible and save Casual smoothing extrapolation for when the process is completely unknown. In these experiments the superiority of Casual smoothing extrapolation is clear with the L2-euclidean in the temperature data being 45-55% smaller then its nearest competitor.Though while its predictions are far closer to the actual points then the other two methods it compresses extrapolation appears to be a significantly more useful forecasting tool for this particular data set.
Australian stock exchange experiements
Similar to the previous section 4 tests were conducted using data from the Australian stock exchange, with 2 day and 5-day forecasts of minimum and maximum prices repeated 79 and 31 respectfully with moving 91-point data sets. The data set for the testing of stock prices were obtained from Market index [6] consisting of the opening, high, low and close values of a tradeable stock and index fund between the 11th of October 2017 and the 10th of October 2018. These values were also confirmed with Commonwealth Securities Limited quotes [7] of these data points. 
Summary and Conclusion
In all cases the primary methods of forecasting discussed in this paper are superior to a basic linear forecast when the underlying processes are unknown and Salsa extrapolation is clearly superior in the known process. In the case of the complex underlying process Casual Smoothing extrapolation had a lower L2 euchlideon then Salsa extrapolation, resulting in a forecast more likely to be closer to the actual value that will occur. This is ideal for the Australian Stock exchange data as it will result in the minimum amount of loss when conducting trades and making trades closer to the minimum and maximum prices on any given day. It also has not produced a forecast in which a loss would occur if a stock was sold at the maximum forecast price and bought at the minimum forecast price, while this has occurred multiple times with SALSA extrapolation. This is not to say that either processes would be guaranteed to make a profit on any give day or over time, but the Salsa extrapolation has the greatest capacity to incur a long-term loss or catastrophic shortterm loss for an autonomous trading process. In the case of the weather data which is the superior method of prediction is not as straight forward as no cross over of the data between minimum and maximum forecasts occurs. Though the casual smoothing extrapolation had a L2 euclidean half of the SALSA forecasts and a range at most 82% of the SALSA range. This would result in the Casual smoothing forecasts having far more accurate forecasts of the expected maximum and minimum temperatures for any given day while the SALSA forecast would produce a winder band of temperatures which could prove more useful for preparing for what kind of weather tomorrow may bring. The forecasting of electrical signals is the most simple series to discuss as the SALSA forecasts are more accurate, barely compressed and are completed faster than Casual smoothing extrapolation. This makes Casual smoothing extrapolation a redundent method for forecasting electrical signals as forecast period was shorter then the time it took to complete a prediction.
SALSA extrapolation on the other hand is shown to be a forecasting processes that is highly practical for making short range predicitions of electrical signal data. This lead to the conclusion that Casual smoothing extrapolation is a method useful when the underlying process does not have forecasting method or is too complex to reasonably forecast but does not out perform a specially tailored forecast solution. These experiements that have been conducted cannot be considered exhaustive, and it would be advisable to do more extensive tests on each data set, adjust the parameters for both SALSA and Causal smoothing extrapolation depending on the data set and adjusting it depending on fluctuation in that set. This would achieve more accurate results which are unattainable in the confines of this paper. The most conclusive statement that can be made about these forecasting methods is that Causal smoothing extrapolation provides a more conservative estimation of future series data while losing more information about said data set. While SALSA extrapolations are in general less likely to be the actual values that occur in the future, but are much faster and have a wider range of values. With the exeption of the process which it has been designed to forecast, in which it is the superior forecasting method in all aspects. Each of these characteristics could be more useful depending on circumstances and the need for forecasting. Finally both are far better than following an average trend line when the underlying process is either too complex or unknown. (1)+z (2)+z (3)+z (4)+z (5) 
