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∗
Greg Bodwin†
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Abstract
A distance preserver of p node pairs in an n-node graph G is a subgraph that agrees with
G on all p of these distances. Trivial lower bounds show that the worst-case size of distance
preservers is at least linear in n and p; that is, Ω(n + p) edges are sometimes needed in the
subgraph. In this work, we try to categorize in what situations this is tight, i.e. a distance
preserver on O(n+ p) edges is guaranteed to exist. We give three fairly simple arguments that
make new progress on this basic question:
1. Any p = O(n1/3) node pairs have a distance preserver on O(n) edges (even if G is directed
and weighted).
2. Any p = Ω
(
n2
RS(n)
)
node pairs have a distance preserver on O(p) edges when G is undi-
rected and unweighted. Here, RS(n) is the Ruzsa-Szemere´di function from combinatorial
graph theory.
3. We sometimes need ω(s2) edges to preserve all pairwise distances within a subset of s =
o(n2/3) nodes, even if G is undirected. If we additionally require that G is unweighted,
then the range falls slightly to s ≤ n2/3−o(1).
∗A preliminary version of this paper appeared in the conference proceedings of SODA 2017.
†greg.bodwin@gatech.edu
1 Introduction
We study distance preservers, a fundamental graph theoretic tool that has been applied in
research on distance oracles [17], spanners [8, 9, 29, 16, 10, 3, 1, 2], hopsets [3, 23, 22], shortcutting
[22, 3], and graph algorithms [4, 11]. Distance preservers have also been a recently popular object
of study study in their own right [10, 13, 9, 6, 19, 11].
Definition 1 (Distance Preservers [13]). Given an n-node graph G = (V,E) and a set of |P | = p
node pairs in G, a subgraph H is a pairwise distance preserver of G,P if distG(s, t) = distH(s, t)
for all (s, t) ∈ P .
When P = S×S for a subset of |S| = s nodes, we also say that H is a subset distance preserver
of G,S.
The most basic result in the area of distance preservers is the familiar shortest path tree lemma:
when P = {s}×V , there always exists a distance preserver that is a tree and thus has only ≤ n−1
edges. This simple fact is indispensable in math and computer science, but it is not the end of
the story: in many applications we do not happen to have the structure P = {s} × V , and yet we
still need good guarantees about the size of the available distance preserver. Thus, in some sense,
the goal of research on distance preservers is to generalize the shortest path tree lemma beyond its
fairly restrictive requirements on P .
We can’t hope to beat the shortest path tree lemma in general: even when p = 1, we need n− 1
edges in a distance preserver when G is a big long path. We similarly can’t improve its dependence
on p, since we need ≥ p edges in a distance preserver when G is a clique. Hence, the best general
upper bounds we can ever dream of have the form |E(H)| = O(n + p). This dream comes true in
the special case of shortest path trees, but a fundamental question is to categorize when else we
are guaranteed the existence of linear size distance preservers on only O(n+ p) edges. The goal of
this work is to make progress on this categorization.
1.1 Prior Work
The inaugural work on distance preservers by Coppersmith and Elkin [13] (see also [10]) made
some important strides towards understanding linear size distance preservers. Their results (as
well as [9]) are summarized in Figures 1 and 2. Notably, it was proved that when G is undirected
and p = O(n1/2), there exists a distance preserver on O(n) edges, and hence nontrivial guarantees
of linear size distance preservers do indeed exist. Moreover, this result is best possible in a very
strong way: not only is its range p = O(n1/2) unimprovable, it remains unimprovable even when
attention is restricted to undirected unweighted G and we consider subset distance preservers (i.e.
we assume the structure P = S × S).
On the other side, Coppersmith and Elkin [13] showed that ω(p) edges are sometimes needed for
a distance preserver in the entire range p = o(n2), even when attention is restricted to undirected
G. If we additionally require G to be unweighted, then the range falls slightly to p ≤ n2−o(1). For
subset distance preservers, the picture is much fuzzier: we do not know if O(p) edges suffice in
general in any nontrivial range s = o(n), and yet it is still conceivable that O(p) edges suffice even
when s is polynomially far from n.
No further progress has been made on linear size distance preservers since the original work
of Coppersmith and Elkin. However, progress has since been made on several related objects.
These include pairwise spanners, in which distances only need to be preserved up to some error
[14, 25, 24, 31, 26, 1, 2], and fault-tolerant distance preservers in which distances need to be
preserved even after nodes or edges “fail” [28, 27, 7, 20].
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Upper Bound Lower Bound
Unwtd.
Undir.
O(np1/3 + n2/3p2/3)
and O(n+ n1/2p)
O(n) when p = O(n1/2)
Ω(n2d/(d
2+1)pd(d−1)/(d
2+1)), d ∈ N
ω(n+ p) when ω(n1/2) = p = o(n2−o(1))
Dir. O(np1/2)
Wtd.
Undir.
O(n+ n1/2p) and O(np1/2)
O(n) when p = O(n1/2)
Ω(n2/3p2/3)
ω(n+ p) when ω(n1/2) = p = o(n2)
Dir. O(np1/2)
Figure 1: State of the art upper and lower bounds for pairwise distance preservers of |P | = p node
pairs. The first upper bound for undirected unweighted graphs is due to [9], and the remaining
bounds in this chart are all due to [13].
Upper Bound Lower Bound
Unwtd.
Undir.
Same as pairwise preservers
(with s2 substituted for p)
Ω(n10/11s4/11 + n9/11s6/11)
ω(n+ s2) when ω(n1/4) = s = o(n9/16)Dir.
Wtd.
Undir. Ω(n6/7s4/7)
ω(n+ s2) when ω(n1/4) = s = o(n3/5)Dir.
Figure 2: State of the art upper and lower bounds for subset distance preservers of |S| = s nodes.
All lower bounds are due to [13].
1.2 Our Results
In this work, we give three new fairly simple arguments that prove or refute the existence of
linear size distance preservers in some new settings. In the following, let n be the number of nodes
in the graph being discussed and p the number of node pairs. Our first result is in the setting of
directed weighted graphs:
Theorem 1. For any directed weighted graph and set of node pairs, there is a distance preserver
on O(n+ n2/3p) edges.
Thus when p = O(n1/3), the preserver has O(n) edges. Nothing beyond the trivial range
p = O(1) was previously known. This theorem improves on the previous upper bound of O(np1/2)
[13] in this setting whenever p = o(n2/3). We remark tightness of this range of p remains open:
Open Question 1. What is the largest p = p(n) so that any p node pairs in an n-node directed
graph have a distance preserver on O(n) edges?
(By the bounds of Theorem 1 and [13], the answer is in the range Ω(n1/3) = p = O(n1/2). Note
that the answer to this question might differ between the weighted vs. unweighted settings.)
Our second result is in the setting of undirected unweighted graphs:
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Theorem 2. For any undirected unweighted graph and any p = Ω
(
n2
RS(n)
)
node pairs, there is a
distance preserver on O(p) edges.
Here, RS(n) is the Ruzsa-Szemere´di function from combinatorial graph theory, defined as follows.
Given an undirected unweighted graph G = (V,E), an edge subset M ⊆ E is an induced matching
if it is a matching and it is exactly the edge set of some induced subgraph of G. A Ruzsa-Szemere´di
graph is one whose edges can be partitioned into ≤ n induced matchings.1 We then define RS(n)
as the largest value so that every Ruzsa-Szemere´di graph has ≤ n2/RS(n) edges. The function
takes its name from a celebrated result of Ruzsa and Szemere´di [30] stating that RS(n) = ω(1). It
remains a major open question to determine the value of RS(n); the currently-known bounds are
2Ω(log
∗ n) = RS(n) = 2O(
√
logn)
due to Fox [18] and Behrend [5] (see also [15]).2 As this is an old problem with a rich history, we
refer the reader to the survey by Conlon and Fox [12] for further information.
Notably, this result implies the first separation between any two settings for distance preservers.
While Coppersmith and Elkin [13] showed that distance preservers on O(p) edges do not exist in
general in any nontrivial range (p = o(n2)) when G is undirected and weighted, this theorem states
that such preservers do exist in the nontrivial range p = O(n2/RS(n)) when G is undirected and
unweighted. This is the first refutation of the possibility that the correct bounds for distance
preservers are identical between (say) directed weighted graphs and undirected unweighted graphs.
Further, our result is conditionally tight in the following sense. The lower bound construction of
[13] specifically gives that ω(p) edges are sometimes needed for a distance preserver of an undirected
unweighted graph whenever p = o(n22−Θ(
√
logn)). Theorem 2 might already match this bound,
depending on the true value of RS(n). If not, it still implies that the lower bound of [13] cannot
be improved without giving a new upper bound on RS(n), which would be a breakthrough. An
interesting question left by this work is whether a similar result can be proved in the setting of
directed unweighted graphs:
Open Question 2. Is there any p = o(n2) so that every directed weighted graph and set of ≥ p
node pairs has a distance preserver on O(p) edges?
Lastly, we show two impossibility results for linear size subset distance preservers. Let s be the
number of nodes in the subset being considered.
Theorem 3. There is no general construction of subset distance preservers on o(sn2/3) edges for
undirected weighted graphs.
Theorem 4. For any integer 2 ≤ d ≤ O(√log n), there is no general construction of subset distance
preservers on
o
(
n
2
d+1 s
(2d+1)(d−1)
d(d+1) 2−Θ(
√
logn)
)
edges for undirected unweighted graphs.
1Standard terminology is that a graph is an (r, t)-Ruzsa-Szemere´di graph if its edges can be partitioned into t
induced matchings, each of size exactly r. In this paper we suppress the leading (r, t) because we exclusively consider
t = n, and we omit the detail that the matchings must have the same size (which affects all relevant functions only
by a constant factor).
2More specifically: the upper bounds on RS(n) are implied by graphs derived from dense sets of integers without
short arithmetic progressions; these latter constructions are the current best ways to construct progression-free sets.
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Theorem 3 implies by direct computation that there is no general construction of subset distance
preservers on O(s2) edges when s = o(n2/3) for undirected weighted graphs. Theorem 4 implies the
same result for undirected unweighted graphs in the slightly reduced range s = o(n2/32−Θ(
√
logn)),
by setting d to its maximum. It is still conceivable to improve these ranges all the way to s = o(n)
(weighted setting) and s = o(n · 2−Θ(
√
logn)) (unweighted setting), so large polynomial gaps remain
in our understanding of the possibilities for linear size subset distance preservers. In particular,
the following question is open in every graph setting – we can neither prove it for the special case
of undirected unweighted G, nor refute it for the general case of directed weighted G:
Open Question 3. Is there a constant c > 0 so that every n-node graph and set of s = Ω(n1−c)
nodes has a subset distance preserver on O(s2) edges?
We consider this to be the main open question in the area of distance preservers.
2 O(n)-Sized Preservers for Directed Weighted Graphs
In this section, we show:
Theorem 1. Any (possibly directed and/or weighted) graph G = (V,E) and set P of p node pairs
has a distance preserver on O(n+ n2/3p) edges.
The proof of this theorem is directly inspired by the proof of O(n)-sized distance preservers for
unweighted graphs discussed in the introduction [13], and it can be viewed as an adaptation of this
result from the undirected to the directed setting. Our first observation is that it suffices to show
that any p = O(n1/3) node pairs has a distance preserver on O(n) edges. We may then partition
any set of node pairs P into groups {Pi} of size |Pi| = O(n1/3) each, build a preserver of each Pi
on O(n) edges, and then take a union bound over the sizes of each individual preserver to obtain
the claimed upper bound.
We begin with some useful background on tiebreaking functions for shortest paths. When the
pairs in P do not happen to have unique shortest paths between them, it is necessary to somehow
break ties, i.e. choose one of the many shortest paths between each node pair to include in the final
preserver. This notion is formalized as:
Definition 2 (Shortest Path Tiebreaking Function [9]). Given a graph G, a shortest path tiebreak-
ing function is a map πG from ordered pairs of nodes (s, t) to a shortest path in G from s to t.
When the underlying graph is clear from context, we will suppress the subscript G. For a set of
node pairs P , we will use π(P ) as a shorthand for
⋃
p∈P
π(p).
Definition 3 (Consistency [9]). A tiebreaking function π is consistent if, for all nodes w, x, y, z ∈ V ,
if x, y ∈ π(w, z) with x before y, then π(x, y) is a subpath of π(w, z).
It is well known that all graphs admit a consistent tiebreaking function:
Lemma 1 (Folklore). For any graph G, there is a consistent tiebreaking function π.
Proof Sketch. Modify all edge weights in G by adding independent uniform random variables, all
drawn from the interval [0, x] for some parameter x > 0. With probability 1 there will be no more
ties between shortest path lengths; additionally, if we choose x small enough then it is not possible
for any previously non-shortest path to become a shortest path over this reweighting.
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To construct distance preservers implementing Theorem 1, let π be any consistent tiebreaking
function, and then our preserver is the graph H = (V, π(P )). We then upper bound |EH | = |π(P )|
as follows.
Definition 4 (Branching Triple). A branching triple is a set of three distinct (directed) edges
{e1 = (u1, v), e2 = (u2, v), e3 = (u3, v)} that all enter the same node.
Lemma 2. H has at most
(
p
3
)
branching triples.
Proof. For each edge e in H, assign ownership of e to some pair p ∈ P such that e ∈ π(p). We will
prove the claim by arguing that there do not exist any two branching triples
t = {e1 = (u1, v), e2 = (u2, v), e3 = (u3, v)} and t′ = {e′1 = (u′1, v′), e′2 = (u′2, v′), e′3 = (u′3, v′)}
with their edges owned by the same set of three pairs p1, p2, p3 ∈ P (with ei and e′i owned by pi for
each i ∈ {1, 2, 3}).
Suppose towards a contradiction that such branching triples t, t′ do exist, and note that either
(1) at least two of the three edges ei ∈ t precede the corresponding edge e′i ∈ t′ in their respective
path pi, or (2) at least two of the three edges e
′
i precedes ei in the same way. Let us specifically
assume w.l.o.g. that e1 precedes e
′
1 in p1 and e2 precedes e
′
2 in p2. It follows that v, v
′ ∈ π(p1) and
also v, v′ ∈ π(p2), with v preceding v′ in both. Since π is consistent, this means that π(v, v′) is a
subpath of both p1 and p2. Therefore p1 and p2 both use the same edge entering v
′, and so e′1 = e
′
2.
This contradicts the distinctness of the three edges in t′, and the lemma follows.
Lemma 3. A graph with O(n) branching triples has O(n) edges.
Proof. Consider adding O(n) edges one by one to an initially empty graph. The first and second
edge entering any given node do not create any new branching triples. Each subsequent edge creates
(at least) one new branching triple. Therefore, the number of edges in the graph is at most 2n
more than the number of branching triples in the graph.
It now follows immediately from these two lemmas that |E(H)| = O(n) whenever |P | = O(n1/3).
3 O(p)-Sized Preservers for Unweighted Graphs
All graphs in this section are undirected and unweighted.
Definition 5 (Induced Matching). Given a graph G = (V,E), a set of edges E′ ⊆ E is an induced
matching if E′ is a matching, and there exists a set of nodes S ⊆ V such that edges in the induced
subgraph of G on S are exactly E′.
Definition 6 (Ruzsa-Szemere´di Graph). A graph G = (V,E) is a Ruzsa-Szemere´di graph if its
edge set can be partitioned into ≤ n induced matchings. The function RS(n) is defined to be the
largest value such that every Ruzsa-Szemere´di graph has at most n
2
RS(n)
edges.
In this section, we show:
Theorem 2. Any graph G and set P of p = Ω
(
n2
RS(n)
)
node pairs has a distance preserver on
O(p) edges.
We must again be careful with our tiebreaking function in order to construct preservers satisfying
our claimed bound. Our first step is to define this tiebreaking function.
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Definition 7 (Branching Edges). In a tree T rooted at a node s, a branching edge is one whose
first node has out-degree ≥ 2 when the edges of T are oriented away from s. The set of branching
edges of T is denoted B(T ).
Definition 8 (Lazy Tiebreaking). Let G = (V,E) be a graph, let P be a set of node pairs, and let
Ps denote the subset of P whose first node is s. A tiebreaking function π is lazy for P if for all Ps,
we have:
1. The graph Ts := (V, π(Ps)) is a tree plus zero or more isolated nodes, and
2. For all distinct edges (x, y), (x′, y′) ∈ Ts \ B(Ts) with distG(s, x) = distG(s, x′), we have
(x, y′), (x′, y) /∈ E.
We will repeat some of the notation in this definition (Ps, Ts) in the argument to follow. Infor-
mally speaking, a lazy tiebreaking function tries to push the branching edges of Ts as far away from
s as possible. This follows from the definition because if the second requirement of lazy tiebreaking
is violated – e.g. (x′, y) ∈ E – then we can re-choose the path from s to y such that it passes
through x instead of x′, and this will delay its final branching edge (as in the following argument).
We first show that a lazy tiebreaking scheme is always available:
Lemma 4. Every graph G and set of node pairs P has a lazy tiebreaking function.
Proof. It suffices to consider only some restricted pair set P = Ps in which all pairs have the same
source node s. Let T be the set of all consistent tiebreaking functions; thus, for all π ∈ T we
have that π(Ps) is a tree T
π plus zero or more isolated nodes. We now define a partial order over
T as follows. For each π ∈ T , sort B(T π) by descending order of distance from s (breaking ties
arbitrarily). The comparison of π, π′ is then inherited by comparing the lists B(T π),B(T π′), which
is defined by the following rules:
1. If the lists B(T π),B(T π′) are both empty, then they are incomparable. If (say) B(T π) but
not B(T π′) is empty, then B(T π) < B(T π′)
2. Otherwise, if the distances from s to the first edges in B(T π),B(T π′) are different, then we
compare the lists by comparing these distances.
3. Otherwise, if these distances are equal, then we remove the first edge from each list and
recursively compare the reduced lists.
Let π∗ be any maximal tiebreaking function in this partial ordering. Assume towards a contradiction
that π∗ is not lazy; that is, there are distinct edges
(x, y), (x′, y′) ∈ T π∗ \ B
(
T π
∗
)
with distG(s, x) = distG(s, x
′) and (x, y′) ∈ E;
assume also for convenience that x, x′ are closer to s than y, y′. We then define a new tiebreaking
scheme π′ as follows. For each (s, t) such that (x′, y′) /∈ π∗(s, t), we define π′(s, t) := π∗(s, t).
Otherwise, if (x′, y′) ∈ π∗(s, t), then we define
π′(s, t) := π∗(s, x) ◦ (x, y′) ◦ π∗(y′, t) (where ◦ denotes concatenation of paths).
We note that π′ inherits the consistency of π∗, and thus π′ ∈ T . Moreover, we have (x, y), (x, y′) ∈
T π
′
and so (x, y) ∈ B(T π′), but by definition (x, y) /∈ B(T π∗). By construction T π∗, T π′ are identical
on all edges at distance at least distG(s, x) from s, except that
(x′, y′) ∈ T π∗ \ T π′ and (x, y′) ∈ T π′ \ T π∗ .
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Thus the sorted lists B(T π′),B(T π∗) agree on their prefixes containing all edges at distance at least
distG(s, x+1) from s, but B(T π′) contains at least one more edge at distance distG(s, x) from s (in
particular, (x, y)). Hence T π
′
> T π
∗
, which contradicts that T π
∗
is chosen as a maximal element
in the partial ordering.
A preserver implementing Theorem 2 may be built from any lazy tiebreaking function: that is,
our preserver is H := (V,EH := π(P )) for some lazy π.
Lemma 5. We can discard a constant fraction of the edges in EH \
⋃
s∈V
B(Ts) and then partition
the remaining edges into n induced matchings.
Proof. First, it will be convenient to make H bipartite. We achieve this by choosing a random
equitable bipartition of the nodes and keeping only the edges that cross this partition. Each edge
survives with probability ≥ 1/2, so in expectation we discard only ≤ 1/2 of the edges of H.
Next, assign each surviving edge e ∈ EH \
⋃
s∈V B(Ts) to a node s such that e ∈ Ts. For each
s ∈ V , partition the edges {(u, v)} owned by s into three sets C0s , C1s , C2s by the value of distG(s, u)
mod 3, where u is the closer endpoint to s. Randomly choose one of these three sets to keep,
discarding the other and all of its edges. We now have n such sets in total – one for each s ∈ V –
and in expectation ≥ 1/6 of the edges originally in EH \
⋃
s B(Ts) remain.
We now only need to show that each set Cis is an induced matching. Consider two edges
(u, v), (w, x) ∈ Cis, and assume for convenience that u,w are the closer endpoints to s. We rule out
the four possible violating edges in two cases:
1. We have (u,w) /∈ EH , since we would then have an odd cycle inH of the form s u→ w  s
and yet H is bipartite. We also have (v, x) /∈ EH by identical logic.
2. We next argue that (u, x) /∈ EH . If distG(s, u) 6= distG(s,w), then these distances differ by
at least 3 (since they are equal mod 3), and it thus follows from the triangle inequality that
(u, x) /∈ EH . Otherwise, if distG(s, u) = distG(s,w), then we have (u, x) /∈ EH immediately
from the definition of lazy tiebreaking. We also have (w, v) /∈ EH by identical logic.
Lemma 6.
|EH | = O(p) +O
(
n2
RS(n)
)
Proof. From Lemma 5, we can discard a constant fraction of the edges of H and then partition the
remainder into a Ruzsa-Szemere´di graph and a subset of
⋃
s∈V B(Ts). By definition, the Ruzsa-
Szemere´di graph has O
(
n2
RS(n)
)
edges. We also note that |B(Ts)| = O(|Ps|) by standard structure
of trees, and thus ∣∣∣∣∣
⋃
s∈V
B(Ts)
∣∣∣∣∣ ≤
∑
s∈V
|B(Ts)| = O
(∑
s∈V
|Ps|
)
= O(p).
The lemma then follows from a union bound over these two parts of H.
Theorem 2 is now immediate from Lemma 6.
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4 Lower Bounds for Subset Preservers
4.1 Weighted Setting
We first show:
Theorem 3. For any s = O(n), there is a family of undirected weighted graphs G = (V,E) and
sets S of s nodes in G such that any subset distance preserver of G,S has Ω(ns2/3) edges.
We note that the theorem only gives the trivial lower bound Ω(s2) (or weaker) in the range
s = Ω(n2/3), and thus we may assume s = O(n2/3) in the arguments to follow. The proof is based
on the obstacle product framework of [2].
Definition 9 (Perfect Pair Sets). A set of node pairs P in a graph G = (V,E) is perfect if for
each (s, t) ∈ P there is a unique shortest s  t path in G, these paths are pairwise edge-disjoint,
and E is exactly the union of these paths.
Given a layering of G, we say that P is layer-perfect if additionally the shortest path for each
pair in P uses exactly one node in each layer (and hence starts in the first layer and ends in the
last layer).
Theorem 4 ([13]). For any n and p = O(n2), there is an undirected weighted graph G on n nodes
and Θ
(
n2/3p2/3
)
edges and a perfect set of |P | = p node pairs.
A special case of this theorem (with a few more details explicitly stated) gives the following:
Corollary 1 ([13]). For any n, there is a 3-layered undirected weighted graph G = (V1∪V2∪V3, E,w)
on |V1| = |V2| = |V3| = n nodes per layer and a layer-perfect set of node pairs P so that each v ∈ V2
is contained in the shortest path of Θ(n) node pairs in P .
Our construction starts with a graph GO = (V1 ∪ V2 ∪ V3, E,w) and pair set PO drawn from
Corollary 1 with s nodes per layer. We call GO the outer graph and E the outer edges. We then
replace each node v ∈ V2 with a particular graph GvI drawn from Theorem 4 with n/s nodes3
and |P vI | = s node pairs in the associated pair set (remark: these parameter settings need our
assumption s = O(n2/3) to obey the restriction p = O(n2) in Theorem 4). We call each GvI an
inner graph and its edges are inner edges. It is also necessary to multiply all inner edge weights by
some sufficiently small ε > 0, which clearly does not change the structure of its internal shortest
paths.
We then connect GO and G
v
I as follows. By Corollary 1 there are initially exactly degGO(v)/2
pairs in PO whose unique shortest path includes v; since these paths are edge-disjoint they define
a natural pairing of the degGO(v) edges incident to v. We then assign each of these edge pairs
{(u, v), (v,w)} that appear together in a path to a uniformly random pair (s, t) ∈ P vI . When v is
replaced by GvI , we replace the edges {(u, v), (v,w)} with the new edges {(u, s), (t, w)}. Once this
process is performed for all v ∈ V2, the construction is complete.
Let G denote the final graph; the final pair set is PO which remains unchanged through the
construction. Note that we have n+2s = O(n) nodes in G, and that all pairs in PO are in V1 × V3
which has total size |V1 ∪ V3| = 2s. We thus only need to show that any distance preserver of G,P
is sufficiently dense.
Lemma 7. For each (u,w) ∈ PO with unique shortest path (u, v, w) in GO, there is still a unique
shortest path π(u,w) between these endpoints in G. Moreover, π(u,w) has the following structure:
when u,w are removed from the start/end, it is equal to the unique shortest path in GvI between the
node pair (s, t) ∈ P vI associated with {(u, v), (v,w)}.
3We assume for simplicity that n/s is an integer; this affects our bounds by only lower-order terms.
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Proof. Let π′(u,w) 6= π(u,w) be an alternate u  w path in G. We consider two cases. First,
suppose that π′(u,w) does not intersect any inner graph besides GvI . Then by construction, the
second node of π′(u,w) is s, the second-to-last node is t, and all intermediate nodes lie in GvI . Since
π′(u,w) 6= π(u,w) it travels a non-shortest s t path in GvI , and thus it is longer than π(u,w).
Otherwise, suppose that π′(u,w) intersects some other inner graph GxI , x 6= v. Thus the outer
edges used by π′(u,w) correspond to a non-shortest u  w path in GO. Let ∆ be the minimum
positive difference between any two path lengths in GO; it follows that the outer edges of π
′(u,w)
have at least ∆ more total weight than the outer edges of π(u,w). Meanwhile, the inner edges of
π(u,w) contribute at most diam(GvI ) to its length. By choice of sufficiently small ε, we may have
diam(GvI) < ∆, and thus π(u,w) is shorter than π
′(u,w).
Lemma 8. In expectation, the sparsest possible distance preserver H = (V,EH) of G,P has |EH | =
Ω
(
ns2/3
)
.
Proof. The number of edges contained in all inner graphs is
Θ
(
s ·
(
s · n
s
)2/3)
= Θ
(
ns2/3
)
,
and so it suffices to argue that each such edge must remain inH with constant probability. Consider
some edge e in an inner graph GvI ; by Theorem 4 it is contained in the unique shortest path in G
v
I
for exactly one pair (s, t) ∈ P vI . By Lemma 7, e is then contained in the unique shortest path in G
for some pair (u,w) ∈ PO if and only if (1) the shortest u w path in GO is (u, v, w) and (2) the
edges {(u, v), (v,w)} are associated to (s, t) in the construction. There are s total pairs in P vI and
deg(v)/2 = Θ(s) pairs in PO whose shortest path in GO includes v, and thus the probability that
some pair is assigned to (s, t) is 1− (1− 1/s)Θ(s) = Θ(1).
Theorem 4 follows since there is a possible setting of G,P for which the number of edges in the
sparsest distance preserver H matches or exceeds this expectation.
4.2 Unweighted Setting
Now, we will show
Theorem 5. For any integers 2 ≤ d = O(√log n), s = O(n), there is a family of undirected
unweighted graphs G = (V,E) and sets S of s nodes in G such that any subset distance preserver
of G,S has at least
|E| = n 2d+1 s
(2d+1)(d−1)
d(d+1) 2−Θ(
√
logn) edges.
We will use a very similar construction to the weighted setting, but we need somewhat different
inner/outer graphs:
Theorem 6 ([22],4 see also [13, 21, 2, 4]). For any integers 2 ≤ d = O(√log n), p = O(n2), there
is an undirected unweighted layered graph G = (V0 ∪ · · · ∪ Vℓ, E) on n nodes and
|E| = Θ
(
n2/(d+1)p(d−1)/d
)
edges, and also a layer-perfect set of node pairs P .
4The original version of this paper proved a similar lemma with worse density properties, so in this full version
we have replaced this lemma with the recent improved construction of [22].
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Like before, we draw our outer graphs from the following special case (obtained by setting
p = n2d/(d+1) and d to its maximum):
Corollary 2 ([22]). For any n, there is a 3-layered undirected unweighted graph G = (V1 ∪ V2 ∪
V3, E,w) on |V1| = |V2| = |V3| = n nodes per layer and a layer-perfect set of node pairs P so that
each v ∈ V2 is contained in the shortest path of n/2Θ(
√
n) node pairs in P .
Our construction is now exactly identical to the one in the weighted setting, with the outer
graphs GO drawn from Corollary 2 and the inner graphs G
v
I drawn from Corollary 6. We first
verify the shortest paths structure of the final construction G,P = PO, which requires a slightly
tweaked proof:
Lemma 9 (Identical to Lemma 7 but for the unweighted setting). For each (u,w) ∈ PO with
unique shortest path (u, v, w) in GO, there is still a unique shortest path π(u,w) between these
endpoints in G. Moreover, π(u,w) has the following structure: when u,w are removed from the
start/end, it is equal to the unique shortest path in GvI between the node pair (s, t) ∈ P vI associated
with {(u, v), (v,w)}.
Proof. As before, let π′(u,w) 6= π(u,w) be an alternate u  w path in G, and we consider two
cases. First, suppose that π′(u,w) does not intersect any inner graph besides GvI . This case is
identical to Lemma 7. In particular, by construction, the second node of π′(u,w) is s, the second-
to-last node is t, and all intermediate nodes lie in GvI . It thus travels a non-shortest s t path in
GvI , and so it is longer than π(u,w).
Otherwise, suppose that π′(u,w) intersects some other inner graph GxI , x 6= v. The outer edges
used by π′(u,w) correspond to a non-shortest u w path in GO, so π′(u,w) has at least one more
outer edge than π(u,w). Meanwhile, π(u,w) uses exactly ℓ inner edges (where the inner graphs
have ℓ + 1 layers), while π′(u,w) must use at least ℓ inner edges in total since all layers of some
inner graph must be crossed to get from u ∈ V1 to w ∈ V3. Thus π′(u,w) is again longer than
π(u,w).
Lemma 10. In expectation, the sparsest possible distance preserver H = (V,EH ) of G,P has
|EH | ≥ n2d/(d+1)2s(2d2+d+1)/(d+1)22−Θ(
√
logn).
Proof. By an identical argument to Lemma 8, each inner edge of G must remain in H with constant
probability. We thus only need to count the inner edges. We have s inner graphs on n/s nodes
each which have pair sets of size s/2Θ(
√
log s), and so by Theorem 6 this is
s ·
(n
s
) 2
d+1
(
s
2Θ(
√
log s)
)(d−1)/d
=n
2
d+1 s
(2d+1)(d−1)
d(d+1) 2−Θ(
√
logn).
Theorem 5 now follows from Lemma 10 exactly as before.
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