Abstract. We investigate the stability of pulses that are created at T-points in reaction-di usion systems on the real line. The pulses are formed by gluing unstable fronts and backs together. We demonstrate that the bifurcating pulses can nevertheless be stable, and establish necessary and su cient conditions that involve only the front and the back for the stability of the bifurcating pulses.
Introduction
We consider travelling waves for reaction-di usion equations posed on the entire real line. Suppose that the ordinary di erential equation (ODE) that describes travelling waves admits a heteroclinic cycle so that the rst connection is transversely constructed while the other connection is of codimension two; see Figure 1 . This situation is often called a T- point 10] . The interpretation for the partial di erential equation (PDE) is as follows. There are two homogeneous rest states so that one of them is stable while the other one is unstable. There is also a front that connects the rst to the second rest state, and a back that connects the second to the rst rest state. Furthermore, the front and back have the same wave speed. It is known 3, 11] that, for certain nearby parameter values, the PDE exhibits pulses that connect the stable rest state to itself; see Figure 2 . In other words, the pulses are created by gluing the front and the back together. The bifurcating pulses are characterized uniquely by the length L of the plateau where the pulse is close to the unstable rest state; see again Figure 2 . An interesting issue is the stability of these pulses. Since the pulses resemble concatenated copies of the front and the back, one might expect that the spectrum of the pulses is close to the union of the spectra of the front and the back. Thus, the pulses should then always be unstable as the front and the back are both unstable since they connect to an unstable rest state. Nevertheless, in direct numerical simulations, stable bifurcating pulses have sometimes been observed, see 22, 24] . It is the goal of this article to shed some light on this phenomenon. Hence, we shall investigate the spectrum of the bifurcating pulses. Recall that the pulses are parametrized by the characteristic length L where the limit L ! 1 corresponds to the bifurcation point. The idea is to consider the limiting spectral set that is obtained as the limit (so it exists) of the spectra about the pulses as L tends to in nity. If this limiting set exists, then the spectrum of the pulses is close to it for all su ciently large L. We demonstrate that the limiting spectral set indeed exists, at least typically, and that it is the union of the following three sets: the spectrum 0 ess of the stable rest state, the so-called absolute spectrum 1 abs of the unstable rest state and a nite number of uniformly isolated eigenvalues. The spectral sets 0 ess and 1 abs consist of curve segments and can be calculated using only information about the asymptotic rest states. In fact, the spectrum of the pulse contains the essential spectrum 0 ess about the stable rest state. Each point in the absolute spectrum, however, is approached by in nitely many di erent discrete eigenvalues in the spectrum of the pulse as L ! 1.
In other words, more and more eigenvalues of the pulse accumulate onto the limiting absolute spectrum. We emphasize that the absolute spectrum of the unstable rest state di ers, in general, from the rest state's essential spectrum; in fact, the absolute spectrum is to the left of the essential spectrum. In particular, the bifurcating pulses can be stable. created by eigenvalues of the front and the back, computed in an exponentially weighted norm. In other words, they arise as zeros of the Evans functions of the front and the back, computed for the linearization in a function space with exponential weights. Such eigenvalues are often referred to as resonance poles; they do not necessarily correspond to eigenvalues for the operator on the original C 0 or L 2 space since the associated eigenfunctions may increase exponentially. Our results demonstrate in particular that the pulses have generically only one eigenvalue near the origin, namely = 0. This is in sharp contrast to pulses that are constructed from fronts and backs that connect two stable rest states: in this situation, it is known that the pulses have two eigenvalues near the origin; see 1].
To prove the aforementioned results, we employ the very same ideas and methods that we already used in 20] where we proved that the spectrum of PDE operators on large bounded intervals is a perturbation not of the essential spectrum computed on the real line but of the operator's absolute spectrum. In particular, we use exponential dichotomies for the linearization in certain exponentially weighted spaces. Exponential weights have been used, for the rst time, by Sattinger 21] . Since then, they have been applied to a variety of di erent problems; see, for instance, 15, 5, 6] for applications.
Matching or gluing the pulses from fronts and backs is similar to imposing a boundary condition in the middle of the domain. Thus, given the results in 20], we expected that the stability properties of the pulse are not determined by the essential spectrum of the unstable rest state but rather by its absolute spectrum which can be stable even though the essential spectrum is unstable.
Simultaneously and independently, Nii 14] obtained results that are related to those presented here. He proved that the bifurcating pulses are unstable whenever the dispersion relation of the unstable rest state has a branch point in the right half-plane. His result is a consequence of ours as the absolute spectrum of the unstable rest state is to the right of the imaginary axis whenever its dispersion relation has a branch point that lies in the right half-plane (but not vice versa). Jones (personal communication) has an example where the bifurcating pulses are indeed stable; see also Section 8 below.
This paper is organized as follows. We begin in Section 2 by reviewing the necessary existence theory near T-points. The essential and absolute spectra of the homogeneous rest states are studied in Section 3. In Section 4, we consider the PDE linearization about the front and the back, while Section 5 contains the set-up for the linearization about the pulse. The main results are contained in Sections 6 and 7 where we compute isolated and non-isolated eigenvalues, respectively. In Section 8, we apply our results to a reaction-di usion model of FitzHugh-Nagumo type. Section 9 contains conclusions and a brief discussion.
T-points arising in reaction-di usion equations
Consider the reaction-di usion system U t = DU xx + F(U; ); U 2 R N ; x 2 R ; Figure 1 . Note that we typically need two parameters to obtain these connections. First, using (2.5), we expect that the rst intersection in (2.6) is transverse.
On the other hand, we see that the dimensions of the manifolds W u (p 1 ) and W s (p 0 ) in the second intersection add up to n ? 1 so that we expect to need two parameters to make them intersect along a curve. We assume that the intersections appearing in (2.6) are as transverse as possible.
The front that connects p 0 with p 1 is transversely constructed. We assume that the two parameters ( ; c) unfold the back in a generic fashion. 
uniformly in L L . Besides these pulses, there are no other pulses to the equilibrium p 0 for parameters ( ; c) close to ( ; c ).
Proof. The theorem has been proved in 3, 11] . In these references, additional assumptions on the eigenvalues were imposed to make the dependence of ( L ; c L ) on L more explicit. It is a consequence of the results in 12, 23 ] that these assumptions are not needed for the statement of the theorem as we have formulated it. The exponential estimates are also a consequence of 12].
In other words, the pulses h L are glued together from the front h f and the back h b such that h L (x) is close to p 1 for x in a interval of length approximately equal to 2L.
PDE-spectra of the homogeneous rest states
We return to the PDE (2.2) and begin by discussing the stability of the rest state P 0 that correspond to the equilibrium p 0 to (2.4). The stability properties of the homogeneous rest state P 0 to (2.2) are determined as follows. Upon linearizing (2.2) about P 0 , V t = DV xx + cV x + @ U F(P 0 ; )V; has a purely imaginary spatial eigenvalue = ik. We assume that the homogeneous rest state p 0 is stable.
Hypothesis 3 The spectrum 0 ess = f 2 C ; (3.2) has a solution k for some k 2 R g of the rest state P 0 at ( ; c ) is contained in f 2 C ; Re < ?2 g for some > 0. Thus, we choose, and x, an open, bounded and connected subset C n 0 ess . Throughout the remainder of this article, we consider 2 .
As shown above, the matrix A 0 ( ) is hyperbolic for 2 . We denote its stable and unstable eigenspaces by E s;u 0 ( ). De ne the Morse index i = dim E u 0 ( ), and note that i is independent of 2 . We emphasize that i may change once we choose a di erent set in a di erent connected component of C n 0 ess .
Next, we consider the matrix A 1 ( ). We order its eigenvalues j ( ) according to their real part so that Next, we restrict to 2 n 1; abs and consider (4.1) for x 0. Since = 2 1; abs , there are numbers and s;u such that
The evolution ' f (x; y; ) of (4.1) can then be written as ' f (x; y; ) = ' s f (x; y; ) + ' u f (x; y; ); x; y 0 so that ' s f (x; x; ) is a projection and Let E ( ) be two subspaces of C n that depend analytically on such that n ? + n + = n where n := dim E ( ) is independent of . Choose vectors v 1 ( ); : : : ; v n ( ) such that E ( ) = spanfv 1 ( ); : : : ; v n ( )g and v j ( ) is analytic in for all j. We Note that this function is analytic in . In addition, the order of any of its zeros does not depend on the choice of the bases; in fact, any two such functions di er by a product with a non-zero analytic complex-valued function.
We 
The PDE linearization about the pulse
We are interested in the linearization
about the pulse h L (x).
Before we continue, we discuss the structure of the spectrum of the linearization about the pulse h L . First, is the disjoint union of the essential spectrum and the point spectrum, = ess pt ;
where the point spectrum consists of all isolated eigenvalues with nite multiplicity, and the essential spectrum is the complement of the point spectrum. Since h L (x) ! p 0 as jxj ! 1, the essential spectrum of the linearized operator is equal to the essential spectrum of the rest state p 0 at the parameter values ( L ; c L ). Therefore, upon exploiting the estimate (2.7) and using Hypothesis 3, we conclude that the essential spectrum is to the left of the line Re = ? for all L su ciently large. It therefore remains to investigate isolated eigenvalues.
Exponential dichotomies for the pulse
We shall compare the evolution operators of the front with the evolution operator for the linearization about the pulse.
Recall that the pulse satis es the estimate
see (2.7). In other words, with ?1 < x L, the coe cients of the linearization The lemma is also true for the equation Proof. This is an immediate consequence of Theorem 2 and the above de nition of e;
ext .
In fact, as we shall see below, the extrapolated spectral set is actually equal to the absolute spectrum of p 1 provided the following assumption is met. that terminate onto a heteroclinic cycle formed by a front that connects p 0 to p 1 and a back that connects p 1 to p 0 . The corresponding parameter values are c = 1:73144 and = 0:10744. We do not attempt to prove the existence of a front or a back rigorously. Note, however, that Hypothesis 1 is automatically met in three space dimensions once the front and the back exist.
We shall calculate the essential spectra of p 0 and p 1 as well as the absolute spectrum of p 1 , and compare our ndings with numerical simulations. Linearizing the PDE (8.1) about p 0 and p 1 , and writing the associated eigenvalue problems as rst-order ODEs, we obtain the constant-coe cient matrices A 0 and A 1 , respectively, that are given by In particular, p 0 is stable while p 1 is unstable, and Hypothesis 3 is met. We plotted the essential spectrum of p 0 in Figure 4(a) .
Next, we compute the absolute spectrum 1 abs of p 1 . Note that C n 0 ess has four disjoint connected components which we denote by 1;2;3;1 as indicated in Figure 4 so that the bifurcating pulses are stable as far as the absolute spectrum of p 1 is concerned.
In the last two sections, we have proved that the spectrum of the bifurcating pulses is the union of the essential spectrum of p 0 , the extended spectral set e ext and all uniformly isolated eigenvalues. Theorem 3 states that, in each connected component of C n 0 ess , the extended spectral set e; ext is equal to the absolute spectrum of p 1 provided Inspecting the proof of Theorem 3, it follows that one of the coe cients a b i ( ) and a b i +1 ( ) that appear in (7.4) vanishes identically; as a result, it can be shown that the pulses should not exhibit any spectrum inside the region 3 . In summary, the spectrum about the bifurcating pulses is given by the union of the essential spectrum of p 0 , the absolute spectrum of p 1 in the region 1 and a nite number of uniformly isolated eigenvalues; see Figure 4 (b). Next, we compare these calculations with numerical simulations. We truncated the real line to an interval of length 400 and imposed periodic boundary conditions. The results in 20] imply that the entire spectrum, including the essential spectrum, of the operator on the unbounded real line is then well approximated; note that this is no longer true if we use separated boundary conditions 20]. Figure 5 contains a plot of the PDE spectrum about the bifurcating pulse. The absolute spectrum 1; 1 abs is resolved. To con rm that the edge of the absolute spectrum is indeed located to the left of the imaginary spectrum, we computed the rst three eigenvalues on the real axis that are to the left of the trivial eigenvalue at = 0, and continued these three eigenvalues in the bifurcation parameter L that is the equal to half the length of the plateau where h L (x) is close to p 1 . The results are shown in Figure 6 . The indications are that the eigenvalues indeed stop at the edge = ?0:038471 of 1; 1 abs . In addition, these computations con rm that there is only one eigenvalue close to the origin uniformly in L as predicted by Lemma 3.
We remark that the spectra of the front and the back cannot be computed numerically by truncating the domain to a bounded interval and imposing boundary conditions. Indeed, we cannot use periodic boundary conditions for fronts or backs. On the other hand, as shown in 20], separated boundary conditions will not recover the spectrum on the unbounded domain. at L = 15 computed for an overall interval length of 400 with periodic boundary conditions. We discretized the operator using centered nite di erences with 1500 equi-distant mesh points and solved the resulting matrix eigenvalue problem using the routine dgeev from the lapack package 2]. If we continue front and back to larger values of b, then the bifurcating pulses are eventually unstable. The reason is that the two unstable eigenvalues of the matrix A 1 (0) associated with the equilibrium p 1 merge and become non-real complex conjugated eigenvalues. Thus, = 0 is in the absolute spectrum 1; 1 abs , and the bifurcating pulses are unstable.
Conclusions and discussion
We begin by summarizing our results. We considered pulses that were glued together from a front and a back. Front and back connect two di erent homogeneous rest states with each other; the rst rest state p 0 is stable, while the second rest state p 1 is unstable with respect to the underlying PDE. In particular, the front and the back are both unstable. We considered the bifurcating pulses that connect the stable rest state to itself. These pulses can be parametrized by a characteristic length L that is related to the length of the spatial interval over which the pulses are close to the unstable rest state p 1 ; see Figure 2 . We established that the spectrum of the pulse is close to the union of the essential spectrum 0 ess of the stable rest state, the absolute spectrum 1 abs of the unstable rest state and a nite number, bounded uniformly in L as L ! 1, of isolated eigenvalues counted with their multiplicity.
The essential spectrum 0 ess can be calculated as follows: write the eigenvalue problem for the PDE, linearized about p 0 , as a rst-order system. The right-hand side is then a certain matrix A 0 ( ) that has constants coe cients and depends upon the complex number : is in the essential spectrum of p 0 precisely when A 0 ( ) has a purely imaginary eigenvalue.
Next, we consider the absolute spectrum 1 abs of p 1 As an example, consider a ctitious travelling-wave ODE in three space dimensions with i = 2: a number is then in the absolute spectrum if, and only if, the two eigenvalues of A 1 ( ) with smallest real part have, in fact, the same real part; see Figure 3 (c) in Section 3. In particular, in the situation shown in Figure 1 in Section 1, = 0 is certainly in the absolute spectrum of p 1 , so that the bifurcating pulses are unstable, if the two stable eigendirections at p 1 correspond to two complex conjugate eigenvalues, i.e. if p 1 is a saddle-focus rather than a saddle. Thus, it is necessary for stability of the pulses that the equilibrium p 1 is a saddle and not a saddle-focus. This has the following interesting consequence: if the rest state p 1 is a saddle-focus, then the parameter curve ( L ; c L ) for which the pulses exist spirals into ( ; c ) as L ! 1; see 3, 10, 11] . In particular, the pulses experience in nitely many saddle-nodes as L ! 1 since c denotes only the wave speed. Our theorem shows that these saddlenodes generate more and more unstable eigenvalues that cross the imaginary axis and accumulate onto the unstable absolute spectrum. We mention that two-humped pulses near Shilnikov saddle-foci also experience in nitely many saddle-nodes; there, however, it is only one single eigenvalue that moves forth and back near the origin; see 18] .
Having covered the essential and the absolute spectrum, it remains to understand where the additional eigenvalues might come from. Since is then neither in the essential spectrum of p 0 nor in the absolute spectrum of p 1 , the spatial spectra of A 0 ( ) and at +1. Note that the stable and unstable eigenspaces of A 1 might not be of dimension i and (n ? i ), respectively. Therefore, the aforementioned connections may not be related at all to eigenvalues of the front or the back. For instance, in Lemma 3, we had seen that the zero eigenvalue of the front that is generated by translational invariance does not show up as an eigenvalue of the pulse. The reason is that the relevant (n?i )-dimensional eigenspace of A 1 corresponds to the strong stable eigenspace A 1 ; we then miss the derivative of the pulse. We remark that the resonance poles of front and back can be computed nicely by calculating the spectrum of the linearization about front or back numerically with separated boundary conditions; see 20] . Finally, we comment on some additional issues that we did not cover in this article. First, there is another family of pulses that bifurcate at a T-point. These pulses connect the unstable rest state to itself and are therefore all unstable. Both families of pulses generate periodic orbits with large period that can be interpreted as wave trains for the original PDE. All these periodic orbits form a single two-parameter family of solutions; we can think of L 0 and L 1 as the characteristic parameters where L 0 and L 1 correspond to the amount of time spent by the periodic solution near p 0 and p 1 , respectively. We expect that the spectrum of these periodic orbits, considered on a bounded interval with periodic boundary conditions, interpolates between the absolute and the essential spectrum of p 1 as we vary the ratio L 0 =L 1 : the larger this ratio is, the more should the spectrum resemble the absolute spectrum of p 1 . The smaller it is, the closer should the spectrum be to the unstable essential spectrum of p 1 . We did not attempt to calculate the spectra of the periodic orbits; it should, however, be possible to carry out such an analysis using similar techniques. A related issue is the stability of two-humped pulses that can bifurcate near T-points. Their stability could be investigated by combining the methods used with the approach taken in 18, 19] .
