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“Perhaps owing to the fact that Anthropology is now treated largely from the 
cultural point of view, there seems to be a tendency to separate the needs of 
primitive man too largely from those of the other higher mammals. For instance, 
certain modern books on the subject state that primitive man mi- grated in order 
to seek adventure, to make war, or to gain pearls and gold. Possibly some of these 
reasons dominated man during early historic times, but in the far distant days 
when man was evolving into the races which are distributed over the world 
today, the related factors of food, climate and shelter were, in the writer's opinion, 
all-important, and the other "urges" hardly existed. We may safely assume that 
the world was relatively empty of man in those distant days of the ice ages. If so, 
then "pressure of population, “trade incentives," and "laws of trespass "may well 
have been unknown. On the other hand, it seems likely to the writer that 
primitive communities might be likely to stay in any environment which they 
found satisfactory; and that they dreaded the unfamiliar and were loath to leave 
their home- lands, unless they were driven to do so. When migrations occurred, 




Qu’elle soit fossile ou actuelle, une population biologique se définit communément comme 
l’ensemble des individus d’une même espèce vivant sur un territoire donné. Dans cette définition 
générale et consensuelle, on trouve déjà l’essentiel de ce que doit rassembler une étude 
populationnelle : une analyse de l’espèce mais aussi une étude de l’environnement dans lequel cette 
dernière évolue. Toute population se caractérise donc à la fois par un ensemble de propriétés 
intrinsèques mais aussi par une série d’interactions avec le milieu qui influent sur ces propriétés. 
L’étude des populations fossiles ne s’éloigne pas de cette conception, elle nécessite une approche 
holistique et se décline donc en de nombreux aspects complémentaires. Si la paléoanthropologie 
classique trouve son objet d’étude dans l’analyse morphologique des fossiles eux-mêmes, elle 
s’associe souvent à d’autres disciplines telles que l’archéologie, la préhistoire, l'archéozoologie, 
l’ethnologie, la paléobotanique ou encore la géochimie pour comprendre le mode de vie de ces 
populations fossiles. Dès 1934, Griffith Taylor mettait en évidence l’importance de prendre en 
compte l’environnement des populations passées pour mieux comprendre leurs caractéristiques et 
leur évolution. Les interactions qui lient les hommes à leur environnement tout comme les résultats 
de ces interactions, sont par nature inconstants, instables, ils sont dépendants de la composition 
même des écosystèmes et de ce fait des fluctuations s’opérant en leurs seins. L’instabilité des 
écosystèmes au cours du temps rend l’étude de ces interactions particulièrement intéressante, 
faisant même des ces dernières des marqueurs pertinents de l’évolution des populations.  
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C’est dans cette optique mettant en avant les relations Homme-milieu que s’inscrit cette recherche 
doctorale sur l’évolution démographique des Néandertaliens. Pour mieux rendre compte de 
l'influence de l’environnement sur cette population fossile, cette thèse s'est appuyée sur une 
démarche classique d’étude en écologie des populations et s’est appliquée à analyser la 
démographie des espèces en présence, la dynamique des interactions et des pressions sélectives. La 
population néandertalienne, comme toutes les populations de chasseurs-cueilleurs et toutes les 
sociétés primitives, est une population soumise aux aléas de son environnement immédiat. Même si 
elle a su faire preuve d’adaptations culturelles notables, les interactions entre cette population et 
son environnement (biotique comme abiotique) ont dû vraisemblablement constituer des pressions 
effectives sur sa dynamique démographique. Pour réaliser ce travail doctoral et du fait de la 
complexité du monde biologique, nous avons eu recours à l’utilisation de la modélisation 
mathématique. La modélisation mathématique offre une grande flexibilité ce qui est un avantage 
non négligeable lorsque l’on travaille sur des populations anciennes qui ne sont pas toujours 
exhaustivement documentées. Cette démarche et ces méthodes empruntées à l'écologie des 
populations nous ont semblé tout à fait adaptées à l’étude des populations paléolithiques en général 
et à l’étude des Néandertaliens en particulier. A travers le filtre de la modélisation mathématico-
écologique, ce travail vise à améliorer les connaissances sur la dynamique démographique de la 
population néandertalienne au cours de la période dite de transition.  
 
Chapitre 1 : Enoncé des concepts, Contextualisation et Objectifs de l’étude 
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Chapitre 1 : Enoncé des concepts, Contextualisation et Objectifs de l’étude 
 
1. Définitions et concepts 
 
1.1 La démographie préhistorique : 
 
Durant cette thèse, nous avons étudié la dynamique de la population néandertalienne au cours du 
stade isotopique 3. La dynamique des populations passées est étudiée par la démographie 
préhistorique, ou paléo-démographie. Cette science s’insère dans le champ disciplinaire de la 
paléoanthropologie de part son sujet d’étude, l’homme fossile, et s'intéresse aux comportements 
démographiques des populations anciennes (Buchet et Séguy 2002). La paléodémographie, 
contrairement à la démographie classique ou à la démographie historique, ne peut s'appuyer 
directement sur des données textuelles à partir desquelles on détermine généralement les 
paramètres démographiques simples. La paléodémograhie doit inférer ces paramètres à partir de 
données archéologiques ou même génétiques "via une relation supposée entre les données 
(archéologiques) et la démographie, c'est  dire par un modèle" (Bocquet-Appel 2008). 
La démographie actuelle peut se permettre, grâce à des données fiables et exhaustives, d'appliquer 
des statistiques poussées et bien adaptées afin de connaitre la structure des populations (par âge, 
par sexe ou par statut) et d'estimer les paramètres relatifs à l’évolution dans le temps du nombre 
d’individus, de la fécondité, de la natalité ou encore de la mortalité. Ceci permet aux démographes 
d'analyser de façon précise et fiable la structure des populations actuelles et de proposer une lecture 
prospective de la dynamique de ces populations. La démographie historique et à fortiori la 
démographie préhistorique ne peuvent malheureusement pas partager ces ambitions de fiabilité.  
La paléodémographie se divise en deux champs principaux. Le premier s'intéresse à l'évolution du 
nombre d'individus sur un territoire à travers l'étude des vestiges matériels et des 
paléoenvironnements en mettant en parallèle les observations issues des fouilles et ce que l'on sait 
des populations de chasseurs-cueilleurs actuels. Le second champ analyse les restes osseux en vue de 
déterminer des paramètres démographiques. Dans les deux cas, le corpus de données brutes est 
souvent fragmentaire et incertain et il n’existe que peu de méthodes d’analyse éprouvées. De façon 
générale, il s’agit pour le paléodémographe de comprendre la structure des populations anciennes et 
la dynamique de leur évolution à travers un filtre particulièrement sélectif où les données collectées 
"sont le plus souvent rassemblées sous la forme de distributions statistiques dont on cherche à 
extraire une information interprétable démographiquement" (Bocquet-Appel 2008). Malgré ces biais, 
la paléodémographie garde la lecture à deux niveaux, à la fois synchronique et diachronique, de la 
démographie classique. Cette science reste essentielle pour mieux comprendre l’évolution des 
populations du passé et le rôle des variables démographiques sur la dynamique de ces populations 
(Buchet et Séguy 2002).  
L’émergence de disciplines nouvelles et la propension des recherches à devenir pluridisciplinaires 
permettent d’avoir aujourd’hui un nouveau regard sur la paléo-démographie et de proposer de 
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nouvelles approches (Bocquet-Appel 2008). Parmi les approches connexes pouvant aborder 
l’évolution démographique d’une population, celle que nous avons choisie d’approfondir dans cette 
thèse est la modélisation mathématique. Cette approche, très utilisée en écologie, s’est révélée être 
dans la pratique un outil performant dans l’étude de la dynamique des populations. 
 
1.2 La modélisation mathématique : 
 
L'intérêt d'un modèle est d'extraire les principales caractéristiques d'un système afin de pouvoir 
l'étudier. Un système peut se définir comme un ensemble d'éléments qui interagissent entre eux 
selon un certain nombre de lois. Un modèle mathématique est donc une représentation simplifiée, 
une abstraction d’un système sous forme d’un ensemble d’équations mathématiques, équations 
visant à établir des relations entre différentes grandeurs observables (propriétés mesurables du 
système). C’est, dès lors, une vision particulière et incomplète, mais réfléchie et consciemment 
réductrice, de la réalité sur laquelle on se propose de travailler en prenant le parti de la modélisation. 
En effet, il est impossible de représenter un écosystème complet avec un modèle, le niveau de 
complexité serait impossible à traiter. Le rôle de la modélisation est de simplifier la description des 
processus régissant le système afin de quantifier et comprendre l’influence de chacun d’eux. Elle 
permet ainsi de tester des hypothèses (bâties à partir d'observations extérieures) et de déterminer 
des paramètres (éléments informatifs et quantifiables relatifs aux variables) ne pouvant être 
directement mesurés dans le dit système. Notons qu'à priori la quantification d’une variable ou d'une 
grandeur n’est valable que dans l’intervalle de validité du modèle, il faudra donc en tenir compte 
pour toute extrapolation ou généralisation. De plus, il faut garder à l’esprit que les modèles 
empiriques ne peuvent rien expliquer, seulement favoriser, par les résultats obtenus, une hypothèse 
par rapport à une autre. C'est là le principal objectif de la modélisation. Pour ce qui est de l’étude des 
interactions entre les variables, il faut souligner que l’effet de la variation d’une grandeur sur 
l'évolution du système n’est pas toujours intuitif ; des modèles même simples ont souvent mis en 
évidence ce phénomène (Poggiale, communication personnelle).  
De façon générale, un modèle simple est souvent plus utile qu’un modèle trop complexe. Ceci est 
particulièrement vrai pour des modèles qui cherchent à définir des valeurs de paramètres  inconnus. 
En effet, la gestion de la complexité par des outils calculatoires implique des approximations et, pour 
conserver la vraisemblance des résultats, il faut essayer de limiter ces approximations. En outre, il 
faut également s’assurer d’être capable d’interpréter les résultats d’une modélisation car des 
modèles trop complexes peuvent parfois mener à un résultat illisible. De plus, trop complexifier un 
modèle revient à l’orienter. En effet, un modèle très complexe a de grandes chances de conclure par 
ce qu’on a voulu lui faire dire ; on ne sait alors pas si cela est dû à la construction du modèle lui-
même ou aux valeurs attribuées aux différents paramètres. Au contraire, si avec un modèle simple 
on obtient une représentation cohérente avec l’hypothèse de départ, on pourra alors attribuer cette 
conclusion aux valeurs de paramètres qu’on aura choisies. Comme nous l’avons déjà énoncé, la 
création d’un modèle n’est pas une fin en soi, il nécessite l’existence d'une question préalable à 
laquelle on essaye de répondre. En plus de tester des hypothèses ou d’estimer des grandeurs 
difficilement accessibles, un bon modèle doit être capable de susciter de nouvelles hypothèses ou de 
suggérer des expériences (Poggiale, communication personnelle). Il est très important de conserver 
Chapitre 1 : Enoncé des concepts, Contextualisation et Objectifs de l’étude 
15 
 
ces notions à l’esprit afin de ne pas être tenté d’attendre plus de la modélisation que ce qu’elle est 
capable d’apporter. 
Comme nous le mentionnions précédemment, la réalité que l’on cherche à modéliser correspond la 
plupart du temps à un système, ces deux notions sont donc difficilement dissociables. 
 
1.3 Systèmes et écosystèmes : 
 
La notion de système est une notion assez ancienne qui, selon une définition classique, représente 
un ensemble d’éléments interagissant ensemble selon une série de lois. La notion d’écosystème, 
quant à elle, a été proposée en 1935 par AG Tansley (Tansley 1935) afin de définir le système 
physique qui unit une communauté biologique et son environnement. Un écosystème peut donc être 
défini par l’association d’une biocénose et du biotope dans lequel elle se développe. Le fait de 
représenter une communauté vivante sous la forme d’un système physique permet de mettre en 
avant les interactions constitutives de cette communauté, interactions qui peuvent avoir lieu entre 
les différentes espèces présentes dans le système ou entre ces espèces et leur environnement 
abiotique (composante minérale sol, roches, cours d’eau, lumière, chaleur etc.). Finalement, 
l’écosystème représente un état d’équilibre entre toutes les forces en présence et la 
conceptualisation sous forme de système permet d’avoir une vision presque mathématique des 
choses, une vision dynamique dans tous les sens du terme que l'on pourrait résumer en quelque 
sorte par une somme d’échanges et d’interactions. 
 
1.4 Interactions au sein des écosystèmes : 
 
Comme nous venons de le définir, biotope et biocénose sont les deux versants d’un écosystème, le 
premier désignant l’environnement physique, abiotique, et le second l’ensemble des organismes qui 
y vivent. Il existe de nombreuses interactions entre ces deux entités, entités qui sont même 
interdépendantes. Tandis que l’évolution d’un biotope est influencée par les organismes vivants qui 
s’y développent (la faune et particulièrement la flore) en termes de composition atmosphérique, de 
nature et de structure des sols, de mouvements d’eau et d’évolution climatique, les facteurs 
abiotiques exercent quant à eux des pressions non négligeables sur le monde organique. En effet, il 
existe un flux de matière et d’énergie entre les êtres vivants et leur environnement, flux de lumière, 
de chaleur, de minéraux, de gaz atmosphériques permettant la croissance des organismes végétaux, 
la survie du règne animal et l’équilibre du biotope. De ce fait, les variations de l’environnement 
physique imposent des adaptations du monde vivant, la survie de chaque individu dépendant de sa 
capacité à composer avec ces variations (Ricklefs et Miller 2003). Ces adaptations permettent de 
conserver des conditions internes adaptées au fonctionnement normal de l’organisme. Ceci dit, 
chaque organisme possède un intervalle de conditions limité pour sa survie, c’est la notion de 
gamme de tolérance (Ricklefs et Miller 2003). L’évolution connait de nombreux exemples 
d’adaptations physiologiques et fonctionnelles à long terme menant à la différentiation des 
embranchements, classes, ordres etc. mais il existe des adaptations plus ponctuelles, circadiennes, 
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saisonnières ou périodiques. On observe en effet trois grandes catégories d’adaptations : régulation, 
acclimatation et développement; chacune demandant un temps plus long que la précédente pour se 
mettre en place et présentant un degré de réversibilité moindre (Ricklefs et Miller 2003). Concernant 
les mammifères, lors d’une modification ponctuelle du climat, le principal défit est de conserver un 
état homéostatique (présence de conditions internes constantes malgré les oscillations des 
conditions externes), notamment en termes de température (homéothermie). Le rapport 
coût/bénéfice de ces adaptations nécessite une régulation complexe (certains bénéfices ponctuels 
pouvant se transformer en coûts et vice versa). Les réponses apportées peuvent être diverses: 
ingestion accrue de nourriture, ralentissement du métabolisme mais également migrations. En effet, 
si les plantes ne survivent que dans des conditions environnementales qui leur sont favorables, les 
animaux eux peuvent mettre en place des stratégies d’habitat. La disponibilité des ressources jouant 
indéniablement sur la gamme de tolérance d’un individu, ce dernier va naturellement tendre à 
conserver le même niveau de disponibilité des ressources en utilisant des stocks réalisés en amont 
ou en se déplaçant. Les modifications environnementales peuvent entrainer une subdivision des 
populations. Les différentes sous-populations ainsi formées se retrouvent confrontées à des 
conditions de vie différentes favorisant l’apparition d’adaptations génétiques (notion d'écotype chez 
les organismes végétaux ne pouvant se mouvoir). Associée à la notion de groupes, géographiques ou 
génétiques, la notion de métapopulation se définit comme un ensemble de populations entre 
lesquelles il existe des flux plus ou moins nombreux et plus ou moins constants d’individus. Ce type 
de structuration écologique concerne de nombreuses populations animales et il nous semble 
pertinent de le considérer dans le cas des populations de chasseurs-cueilleurs (Binford 1968; 
Bocquet-Appel et Demars 2000; Bocquet-Appel et al. 2005; Eller, Hawks, et Relethford 2009; Gunz et 
al. 2009; Hublin et Roebroeks 2009; Premo et Hublin 2009; Ray, Currat, et Excoffier 2003). 
 
2. Contexte de l’étude 
 
2.1 Contexte chrono-culturel : la transition Paléolithique moyen - 
Paléolithique supérieur : 
 
Processus démographique et culturel, la « transition » désigne globalement la période allant de 
l’arrivée des Homo sapiens en Europe à la disparition des Néandertaliens. Elle regroupe donc deux 
volets, d’une part la disparition des Néandertaliens et les processus qui y ont mené; d’autre part 
l’apparition des Hommes modernes en Europe et avec eux une culture et une industrie qui leur sont 
propres. Dès lors, deux conceptions s’opposent. La transition a-t-elle été un simple remplacement 
sans contact d’une espèce par une autre (Mellars 1992; Stringer 1988, 1989, 2011; Stringer et 
Gamble 1994; Stringer et Andrews 1988; Stringer et McKie 1998; Stringer, Barton, et Finlayson 2000) 
ou bien une période d’échanges (Hawks et Wolpoff 2001; Thorne et Wolpoff 1981; Wolpoff 1992, 
1994; Wolpoff et Caspari 2011; Wolpoff et al. 2001) comme le supposent plusieurs auteurs sur la 
base (i) de certains fossiles  (Dobos 2010; Frayer 1992; Smith 1991; Smith, Falsetti, et Donnelly 1989; 
Thorne et Wolpoff 1981; Trinkaus 2011a; Trinkaus et al. 2003; Wolpoff et al. 1994; Zilhão et Trinkaus 
2002), (ii) de certaines études génétiques (Abi-Rached et al. 2011; Green, Krause, et al. 2010 ; Plagnol 
et Wall 2006; Wall et al. 2009), (iii) de certaines interstratifications (Bordes 2003; Gravina, Mellars, et 
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Ramsey 2005 ; Mellars, Gravina, et Bronk Ramsey 2007; Zilhão et al. 2007) ou encore (iiii) de 
certaines industries lithiques (d’ Errico, Zilhão, et al. 1998; Hublin, Spoor, et al. 1996; White 2001)? 
Cette question semble fondamentale pour comprendre les pressions exercées par l’arrivée des Homo 
sapiens en Europe mais elle est cependant très soumise aux datations proposées concernant les 
derniers Néandertaliens comme les premiers Homo sapiens (Jöris et Street 2008; Jöris et al. 2011). 
Le cadre chronologique de cette période reste en effet imprécis car les datations des sites dits de 
"transition" sont souvent remises en question du fait de la difficulté d’avoir des dates radiocarbones 
fiables aux limites d’application de la méthode, qui se trouve aux alentours de 40000ans BP.  La 
datation au carbone 14 n’est pas la seule méthode utilisable mais les autres techniques, ESR, TL/OSL, 
U-series, sont peu utilisées pour étudier cette période et, dans les cas où elles le sont, n’améliorent 
pas toujours la précision des résultats (Jöris et Street 2008) même si ces méthodes connaissent des 
avancées importantes depuis quelques années (Adler et al. 2008; Jacobi et Higham 2008; Richter, 
Tostevin, et Skrdla 2008). Dès lors, il a été nécessaire d’apporter une calibration à la datation au 
carbone 14 pour cette période proche de la limite d’application de la méthode. Ces calibrations 
semblent indiquer que les datations radiocarbones seraient sous-évaluées (Blockley, Ramsey, et 
Higham 2008; Higham, Brock, et al. 2009). Par ailleurs, l'émission de cendres volcaniques par le 
"Campanian Ignimbrite" aurait pu modifier la teneur en carbone 14 de l'atmosphère et ainsi 
influencer les mesures réalisées (Giacco et al. 2006; Pinhasi et al. 2011). Dès lors, les connaissances 
que nous avons sur les relations entre Néandertaliens et Homo sapiens sont très dépendantes des 
datations proposées et tributaires de l’attribution de la culture aurignacienne aux seuls Homo 
sapiens. En effet, les profils de diffusion proposés pour l’expansion de ces Homo sapiens sont très 
souvent dérivés des patterns de dispersion estimés pour la culture aurignacienne (Bar-Yosef et Zilhao 
2006; Mellars 2006; Zilhão 2003), culture qui est pourtant rarement associée à des restes humains.  
Si son cadre chronologique est difficile à identifier, les déterminants de cette transition sont eux aussi 
complexes, à la fois culturels et biologiques. L’ensemble des études sur la transition s’appuient sur un 
postulat dont la véracité n’est pas indiscutablement prouvée à savoir qu’il existe un lien exclusif 
entre culture et population, précisément entre l’aurignacien et les Hommes modernes et entre les 
industries de transition et les Néandertaliens comme nous venons de l'évoquer (Roebroeks 2008). 
D’un point de vue culturel, la transition correspond à l’apparition en Europe de nouvelles industries 
lithiques, Bohunicien et Szélétien en Europe centrale, Lincombian–Ranisian–Jerzmanowician en 
Europe du Nord, Uluzzien en Italie et Châtelperronien en France. Mais que représentent ces 
industries ? Témoignent-elles d’une adaptation aux changements environnementaux, à la 
compétition avec les Homo sapiens ? Sont-elles des adaptations issues de contacts avec les industries 
nouvelles apportées par les Homo sapiens ? Si tel est le cas, y a-t-il eu de véritables échanges 
culturels ou simplement un mimétisme ? Est-il possible que cette évolution technique soit 
indépendante de l’arrivée des Homo sapiens? Est-on certain de l’attribution de ces différentes 
industries? Les questions sont multiples et les consensus peu nombreux. En effet, on peut se 
demander si toutes ces industries sont réellement contemporaines et associables aux Néandertaliens 
(Bailey et Hublin 2005; Bailey, Weaver, et Hublin 2009; Churchill et Smith 2000; Mellars et French 
2011) car des doutes subsistent sur ce point (Benazzi et al. soumis). Certains fossiles retrouvés en 
association avec des industries de transition pourraient finalement se révéler intrusif (Bordes 2002; 
Bar-Yosef et Bordes 2010). De même, il existe des interrogations sur l'existence d'interstratifications 
entre l'aurignacien et ces industries de transition (Teyssandier 2007; Zilhão 2003, 2007). Par ailleurs, 
on peut se demander s'il est même possible de comparer ces différentes industries entre elles 
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(Bohunicien, Szélétien, Lincombian–Ranisian–Jerzmanowician, Uluzzien, Châtelperronien), si elles 
sont équivalentes technologiquement et/ou chronologiquement (Straus 2007). D'un point de vue 
purement préhistorique, on peut également s'interroger, à la lecture de certains travaux, sur les 
différences entre ces industries de transition et ce que l'on appelle "proto-aurignacien". Il faut donc 
garder à l'esprit que toute étude sur cette période dépend des postulats sur lesquels on s'appuie. 
D'un point de vue environnemental, une caractéristique majeure de cette période réside dans 
l’apparition vers 60kans de grandes fluctuations climatiques et notamment la succession 
d’événements froids dit « de Heinrich » (cf. 2.2).  
 
2.2 Contexte climatique : l’événement de Heinrich 4: 
 
Evénements récurrents de la dernière glaciation, les événements de Heinrich correspondent à la 
fonte des glaces polaires et au déversement dans l’océan de très importantes quantités d’eau douce 
très froide et d’icebergs. Le mélange entre cette eau douce et l’eau de mer diminue la salinité, la 
densité et la température des eaux de surface et provoque une modification des courants 
océaniques. Ces courants ayant une très grande influence au niveau global, c’est le climat de la Terre 
entière qui s’en trouve modifié. Durant l’événement Heinrich 4, la zone de fonte aurait été située 
entre 40 et 50° de latitude nord, c’est pourquoi des chercheurs supposent que la majorité des 
icebergs déversés dans l’Atlantique proviendraient de l’effondrement des calottes nord américaine 
et groenlandaise principalement (Cortijo et al. 2005). Le refroidissement consécutif des eaux de 
surface aurait stoppé la progression du Gulf Stream vers le nord. Ces changements dans l’intensité de 
la circulation thermohaline (« circulation profonde engendrée par les différences de densité entre les 
masses d’eau », rapport du GIEC 2001) auraient entrainé une diminution des températures 
atmosphériques globales et donc eu une répercussion sur tout l’hémisphère nord (lettre PIGB 15-
PMRC). En effet, en présence d’une dynamique classique entre ces courants chauds et froids, il 
existe, au niveau de l’Atlantique Nord, un transfert de chaleur à l’atmosphère (Cortijo 2008). Il faut 
noter qu’un retour à des conditions climatiques normales est observé une fois l’incorporation totale 
des glaces par l’eau de mer. De ce fait, et malgré leur intensité notable, ces événements sont 
généralement très brefs. Concernant l’événement Heinrich 4, la littérature propose différentes 
datations, autour de 38 000 ans BP (Cortijo et al. 2005; Hemming 2004) ou entre 41 000 et 39 000 BP 
(Banks et al. 2008). Cet événement se situe donc au sein d’une période dite de Dansgaard/Oeschger, 
période au climat et à la végétation plutôt tempérés. Les conséquences climatiques associées à 
l’événement Heinrich 4 semblent d’assez forte amplitude par rapport à d’autres événements du 
même type et cela serait justement dû au fait que cet événement se produise, au contraire des 
autres, lors d’une phase climatique tempérée (Cortijo et al. 2005). Le refroidissement induit par cet 
épisode entraine en Europe la présence d’une large couche de glace qui s’étend jusqu’au sud de la 
Scandinavie. Les conditions environnementales sont arides et le couvert végétal clairsemé. Les 
chercheurs supposent la présence de vents de sables du fait de la présence de lœss (roche détritique 
issue de l’érosion éolienne) sous la végétation. La moyenne des températures estimées se situe entre 
-9 et -4°C (10-11°C en été, -20 à -27°C en hiver). Les modélisations environnementales proposées par 
Huntley et Allen en 2000 (Allen et Huntley 2000) montrent elles aussi que la végétation arbustive est 
limitée au nord et présente essentiellement sous forme de forêts boréales et de forêts de conifères. 
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Les herbacées de milieu froid, les pelouses tempérées, les plantes de déserts arborés et les 
végétations steppiques sont favorisées par leurs simulations. Ces auteurs réfutent donc l’idée d’un 
biome forestier pour cette époque, biome prédominant par ailleurs durant le reste de cette période 
de Dansgaard/Oeschger.  
Cette période est donc une période complexe durant laquelle les pressions ont été récurrentes et 
variées, c’est une période charnière pour de nombreuses espèces qui n’y survivront pas. Elle est en 
cela très intéressante dans l'étude des Néandertaliens et a constitué le cadre chronologique de cette 
thèse. 
 
3. Acquis, préalables et prérequis/discussion 
 
3.1 Disparition des Néandertaliens: hypothèses et mode d’étude 
 
De nombreuses causes ont été proposées pour expliquer l’extinction des Néandertaliens, les plus 
connues étant l’exclusion compétitive et le climat (Bar Yosef 1988; Brauer et Smith 1992; Condemi et 
Weniger 2011; Hublin et Tillier 1991; Mellars 1992; Stringer 2011). Mais est-on seulement certains 
qu’ils aient réellement disparu ? Si certaines études paléo-génétiques appuient cette hypothèse 
(Belle et al. 2008; Caramelli et al. 2003; Currat et Excoffier 2004; Hodgson et Disotell 2008), certaines 
sont moins catégoriques (Abi-Rached et al. 2011; Evans et al. 2006; Forhan, Martiel, et Blum 2008; 
Green et al. 2010; Hardy et al. 2005; Herrera et al. 2009; Nordborg 1998; Plagnol et Wall 2006; Serre 
et al. 2004; Wall et al. 2009; Wolpoff 2009). Ces dernières rejoignent les conclusions des études 
soulignant l’existence de fossiles à la morphologie hybride (Dobos 2010; Smith, Falsetti, et Donnelly 
1989; Smith 1991; Thorne et Wolpoff 1981; Trinkaus 2011a; Trinkaus et al. 2003; Wolpoff et al. 1994; 
Zilhão et Trinkaus 2002). Ceci dit, si une contribution au pool génétique moderne peut être 
supposée, en revanche son ampleur est discutée, de très modérée (Green, Johannes Krause, et al. 
2010) à plus conséquente (Abi-Rached et al. 2011). Comme nous l'avons vu, deux conceptions 
s'opposent donc, le remplacement contre le mélange (génétique et culturel). Dans cette thèse, nous 
avons choisi de réétudier les hypothèses pouvant conduire au remplacement de la population 
néandertalienne par les Homo sapiens. Reste à savoir dater la disparition des Néandertaliens et à en 
comprendre les causes. La plupart des études situe cette disparition entre 40ka BP et 25ka BP en 
fonction des régions considérées (Pettitt 1999), mais les progrès techniques des datations tendraient 
à réévaluer ces dates à la hausse (Blockley, Ramsey et Higham 2008) réduisant la fourchette entre 
30ka/32ka et 40ka. Les causes avancées pour l’extinction des Néandertaliens sont multiples, on a très 
souvent évoqué une exclusion compétitive à cause d’un régime alimentaire restreint (Hockett et 
Haws 2003; O’Connell 2006; Richards et Trinkaus 2009), d’un manque d’agressivité ou d’innovations 
techniques moins performantes (Klein 2003; Plumb et al. 2009; Richards et Trinkaus 2009). En effet, 
certaines études tendraient à montrer que le spectre alimentaire des Néandertaliens aurait été 
moins large que celui des Hommes modernes et notamment qu’ils auraient consommé uniquement 
des proies de grande taille négligeant les proies plus modeste et le poisson (Hoffecker 2009; 
Richards, Pettitt, et al. 2001; Richards et Trinkaus 2009), ce qui, en plus des carences éventuelles 
(Hockett et Haws 2005; Hockett 2011), leur aurait été défavorable en période de stress climatique. 
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De nouvelles approches ont récemment mis en évidence l'existence de différences cérébrales voire 
cognitives entre les Néandertaliens et les Homo sapiens (Gunz et al. 2010; Kyriacou et Bruner 2011). 
Si pour certains auteurs elles peuvent être considérées comme cause possible du déclin des 
Néandertaliens (Gunz et al. 2010), la plupart des études récentes ne montrent aucune différence 
cognitive ou technique significative entre les deux espèces et réfutent l’idée que la disparition des 
Néandertaliens puisse être due à de tels facteurs (d’Errico et al. 1998; d’Errico 2003a; d’Errico 2003b; 
d’Errico, Borgia, et Rontichitelli 2011; Henshilwood et Marean 2003; Krause et al. 2007; Pearson 
2007; Peresani et al. 2011; Zilhão 2011). Certaines de ces études mettent le doigt sur le fait, 
également observé au niveau physiologique, que les différences constatées ne sont pas tant 
spécifiques que territoriales et qu’elles témoigneraient donc d’avantage d’adaptations au milieu que 
de réelles dissemblances pouvant expliquer la suprématie d’une espèce sur l’autre (Mednikova 2007; 
Pearson 2007). Une autre hypothèse intéressante et originale a été proposée par Horan et 
collaborateur en 2005 (Horan, Bulte, et Shogren 2005) mettant en cause le comportement, 
l'organisation sociale et économique de la population néandertalienne qui aurait pu entrainer son 
déclin et sa disparition. Pour ce qui est de l’hypothèse d’une parturition difficile chez les 
Néandertaliens, là encore il faut être prudent surtout que les premières études sur le sujet semblent 
montrer qu’elle n’était pas différente de celles des Hommes modernes (Franciscus 2009; Weaver et 
Hublin 2009). Le climat a également été présenté comme un facteur ayant pu être prédominant dans 
la disparition de cette population (Finlayson et Carrión 2007; Hublin et Roebroeks 2009; Jiménez-
Espejo et al. 2007; Morin 2008; Stewart 2007; Tzedakis et al. 2007; Van Andel, Davies, et al. 2003). En 
effet, les fluctuations climatiques très marquées au cours du stade isotopique 3 (événements de 
Dansgaard-Oeschger et événements de Heinrich) ont pu fragiliser la population à tel point qu’elle 
n’était plus démographiquement viable du fait d’un effectif trop faible, d’une consanguinité trop 
forte, d’une courbe des âges déplacée ou encore d’une fragmentation excessive de la population. 
D’autre part, à la lumière de ce que l’on sait aujourd’hui sur la contamination des amérindiens par les 
colons européens, l’arrivée de maladies nouvelles apportées par les Homo sapiens est elle aussi 
présentée comme une cause potentielle de l’extinction des Néandertaliens; ces allégations n’ont 
jusque là pas pu être vérifiées n’ayant laissé aucune trace sur les ossements. Les épidémies, les 
maladies génétiques ou endémiques ont, elles aussi, été évoquées mais souvent sans plus de preuve 
(Chiarelli 2004; Sørensen 2011; Underdown 2008; Wolff et Greenwood 2010). Si les modèles 
épidémiologiques semblent contredire ces hypothèses car les épidémies ont un pouvoir destructeur 
plus rapide que le temps supposé pour l’extinction des Néandertaliens, ces hypothèses restent 
envisageables pour des populations très fragmentées. Récemment une étude suggère l'influence 
d'une modification magnétique entrainant une augmentation de l'irradiation, notamment via des 
UVB, avec des conséquences non négligeable sur la santé humaine qui, associée à d'autre facteurs, 
pourraient avoir entrainé la disparition des Néandertaliens (Valet et Valladas 2010). Une autre étude 
est venue apporter matière au débat en proposant une nouvelle hypothèse concernant cette 
disparition, les auteurs l’attribuent à la survenue d’événements volcaniques de grande ampleur 
(s’étendant de l’Italie à l’Europe centrale) ayant une influence écologique notable et potentialisant 
les effets induits par les oscillations climatiques propres aux événements de Heinrich (Golovanova et 
al. 2010). Ces facteurs ont pu bien sûr être combinés, une détérioration des conditions climatiques 
entrainant une compétition accrue au sein de la niche écologique, une augmentation de l’agressivité 
des autres prédateurs et des Homo sapiens. Qui plus est, ces facteurs ont pu être d’autant plus 
influents que les Néandertaliens auraient été préalablement affaibli démographiquement, par une 
diminution de la diversité des ongulés, leur gibier de prédilection (Morin 2008), par une 
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fragmentation de la population due aux divers épisodes froids précédents, à des extinctions locales 
non suivies de recolonisations etc. Malgré l’existence d’hypothèses privilégiées, la question de la 
disparition des Néandertaliens et de ses causes reste aujourd’hui encore largement ouverte et 
débattue. 
 
3.2 Exploration des modèles existants : 
 
Afin de mieux appréhender la question de la disparition des Néandertaliens, nous nous sommes 
penché sur l’histoire de vie de cette population et principalement sur les relations qu’elle entretenait 
avec l’écosystème dans lequel elle vivait. On peut principalement envisager deux types d’interactions 
concernant les populations de chasseurs-cueilleurs en général et la population néandertalienne en 
particulier, d’une part des interactions de prédation, d’autre part des interactions de compétition, 
même s’il faut garder en tête que ce ne sont pas les seules. Après avoir rapidement passé en revue 
les modèles les plus classiques et les plus employés, souvent à la base des modèles plus complexes, 
nous nous sommes penché sur quelques un des modèles établis pour analyser des populations de 
chasseurs cueilleurs, des populations fossiles et même la population néandertalienne. Ce panorama 
s’est révélé fondamental dans l’élaboration de nos modèles; il a permis de mettre en évidence les 
apports de chacun des modèles ainsi que les biais et les travers à éviter. 
 
3.2.1 Modèles généraux : 
 
Les modèles utilisés en écologie des populations sont très majoritairement utilisés pour analyser la 
croissance d’une population et ses fluctuations démographiques. De façon extrêmement simple, la 
croissance d’une population, en absence de migration, peut se définir de la façon suivante : 
  
  
                              
       
Où « b » représente le taux de natalité et « m » le taux de mortalité. Cette équation correspond à 
celle proposée par Malthus en 1798 (Malthus 1798).  
Une autre manière de modéliser la croissance d’une population est d’intégrer une notion de 
saturation. La notion de saturation reflète l'existence d'un effectif maximum pour une population (ou 
capacité de soutien), effectif dépendant essentiellement des conditions de subsistance du milieu. 
Cette notion se retrouve dans le modèle proposé par Verhulst en 1836 (Verhulst 1838) :  
  
  




Où « r » représente le taux de croissance et « K » la capacité de soutien. 
Ce modèle, dit de croissance logistique, a été à la base de bien d’autres modèles par la suite. En effet, 
des termes de prédation ou de diffusion peuvent y être ajoutés.  
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En plus d'étudier la dynamique d'une population unique, de nombreux modèles s'intéressent aux 
interactions entre les différentes populations présentes dans un écosystème. Parmi les interactions 
les plus fréquemment étudiées, nous pouvons citer les interactions ressources-consommateurs, les 
interactions de prédation ou encore les interactions de compétition.  
Les interactions ressources-consommateurs sont influencées par les structures biologiques, 
démographiques et spatiales des populations. De ce fait, réduites à l’étude de deux espèces, elles 
sont souvent trop simplifiées pour représenter fidèlement les communautés (ensemble d'organismes 
vivants dans un même environnement) (Ricklefs et Miller 2003) mais elles restent un outil 
intéressant dans la compréhension partielle de phénomènes plus complexes (à titre d'exemple nous 
pouvons mieux comprendre un écosystème en étudiant même indépendamment chaque maillon 
d'une chaine alimentaire). Deux questions majeures sont généralement analysées à savoir : les 
populations de prédateurs réduisent-elles la taille des populations de proies? Et, ces interactions 
causent elles des oscillations dans la densité des populations de consommateurs? Pour répondre à 
ces questions beaucoup d’études se basent sur le modèle classique dit de Lotka-Volterra développé 
en 1926 (Lotka 1925; Voterra 1926) par les chercheurs du même nom afin de comprendre la 
survenue d’oscillations dans les prises des pêcheurs de l’Adriatique (Murray 2002). Dans ce modèle 
classique, en l’absence de prédation, les proies croissent selon un terme de croissance malthusien 
noté aN. L’effet de la prédation induit une perte proportionnelle au nombre de proies (N) et au 
nombre de prédateurs (P) notée –bNP. La croissance des prédateurs est uniquement due à la 
consommation de proies, cNP, et leur mortalité est représentée par le simple retranchement d’un 
taux de mortalité per capita, –dP (Murray 2002). Ce modèle observe la variation du nombre de proies 




        
  
  
        
  
A partir de ce modèle très simple, d’autres modèles ont été créés comme celui de Rosenzwerg-Mac 
Arthur par exemple, qui intègre en plus d’une autolimitation des ressources  
  
  





















   
    
  
Où « K » est égal à la capacité de soutien de la population de proie,  « a » son taux de croissance, 
« α »le temps de chasse, « β » le temps de gestion de la proie,  « 
  
   
 » la saturation du prédateur, 
« e » un taux de conversion et « d » la mortalité du prédateur. 
La notion de réponse fonctionnelle a été proposée en 1959 par un entomologiste, C.S. Holling 
(Holling 1959), qui critiquait le fait qu’il puisse exister une relation linéaire entre proies et prédateurs 
(comme dans le modèle de Lotka et Volterra). Il existe trois grands types de réponse fonctionnelle. 
Pour illustrer l'importance de la réponse fonctionnelle, nous avons choisi de présenter ici le modèle 
de Rosenzwerg-Mac Arthur dans lequel la réponse fonctionnelle de Holling est utilisée. Cette réponse 
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fonctionnelle représente la notion de demi-saturation, la majorité des prédateurs trouvant leur 
équilibre pour une population de proie étant à la moitié de sa capacité de soutien (Neal 2004). Dite 
de type 2, cette réponse fonctionnelle implique que le nombre de proies tuées augmente dans un 
premier temps puis se stabilise alors que la proportion de proies tuées diminue progressivement 
avant de se stabiliser, cette réponse est utilisée pour modéliser la majorité des arthropodes par 
exemple. Une réponse similaire, la réponse fonctionnelle de Thompson, propose que le nombre de 
proies tuées soit rapidement constant, ce type de réponse convient bien à l’étude des crustacés 
même si elle n’est pas reconnue comme étant une réponse classique. Les deux autres réponses 
classiques sont, d’abord la réponse de Nicholson et Bailey (type 1) (Nicholson et Bailey 1935) dans 
laquelle les prédateurs consomment une proportion constante de proies quelle que soit leur 
densité ; cette réponse est adaptée à la modélisation d’insectes ou de parasites. Et enfin, selon la 
réponse de type 3 la prédation n’est importante qu’au-delà d’un certain seuil, avant ce seuil la 
quantité de proie étant faible cela induit une faible efficacité de chasse et donc une faible prédation, 
au delà de ce seuil, le niveau de prédation se stabilise. Ce dernier type de réponse fonctionnelle peut 
convenir à l’étude des vertébrés. Le type de réponse fonctionnelle utilisé dépendra de la densité 
initiale de la proie, si elle est faible on utilisera préférentiellement un type 3, si elle est forte plutôt un 
type 2 (Ricklefs et Miller 2003).  
D’une façon générale, on voit que, dans ces modèles, la prise alimentaire est assimilée au facteur de 
croissance. Grâce à l’utilisation d’un terme de conversion, souvent noté  « e », on transforme donc 
cette consommation en équivalent natalité. Il est assez aisé de démontrer que ce système d’équation 
possède plusieurs équilibres et notamment un équilibre de coexistence lorsque [ea>d] et 
[K>(bd)/(ea-d)+. Dans ce type de modèle on est en face de ce que l’on appelle le paradoxe de 
l’enrichissement car l’enrichissement du milieu (valeurs élevées de K) peut induire l’extinction des 
espèces en générant des fluctuations très importantes. C’est pourquoi la coexistence entre proies et 
prédateurs peut avoir lieu uniquement pour des capacités de soutien intermédiaires. On remarquera 
que si l’on applique l’autolimitation à la proie uniquement, le système ne sera stable que pour des 
densités de proies relativement faibles ; au contraire, si l’on applique l’autolimitation aux deux 
espèces alors l’équilibre est toujours présent. 
Lorsque l’on s’intéresse aux métapopulations, comme c’est notre cas, il est envisageable de 
modéliser la répartition des espèces dans l’espace par le biais d'équations. Ainsi, il devient possible 
de complexifier les modèles en permettant aux métapopulations en présence de diffuser dans un 
territoire. On obtient évidemment un degré de réalisme supérieur par rapport à un modèle classique. 
Il faut cependant garder à l’esprit que gagner en réalisme implique d’avantage d’approximations 
mathématiques. Afin de limiter ces approximations et les erreurs qui pourraient en résulter, il faut 
toujours rester vigilant et privilégier le compromis.  
Deux types de modélisation peuvent être envisagés si l’on veut autoriser la mobilité des populations 
dans un modèle. Soit on peut modéliser la population structurée spatialement en discrétisant 
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(Pour un espace structuré en n patch, pour « j » allant de 1 à n et avec  « Nk » le nombre de proies 
sur le patch k et « Pk » le nombre de prédateurs sur le patch k.) 
 Soit on peut utiliser des équations aux dérivées partielles pour modéliser un espace continu et dans 





   
  





   
   
   
   
  
  
   
  
   
      
   
   
  
Ces équations sont basées sur le modèle de Fisher (1937) (Fisher 1937) qui distingue une part de 
croissance logistique et une part de diffusion : 
  
  
             
   
   
 
 
Concernant le concept de compétition, il est assez ancien, Darwin déjà l'avait traité. A la base des 
modélisations mathématiques de ce phénomène on retrouve encore A.J. Lotka et V. Volterra (Lotka 
1925; Voterra 1926) même si ce n’est que dans les années 40 que la communauté scientifique 
prendra la mesure du rôle de cette interaction dans l’évolution de l’effectif des populations 
dépendantes d’une même ressource limitante grâce aux travaux de David Lack (Ricklefs et Miller 
2003). Ceci dit, l’équation suivante, dite de Lotka-Volterra, reste la plus connue et est à la base de 
nombreuses autres (Murray 2002) : 
 
   
  
        
  
  




   
  
        
  
  





Où « N » représente les compétiteurs, « r » représente le taux de croissance, « K » la capacité de 
soutien de l’environnement et « b » le coefficient de compétition. 
Ce type de modèle possède plusieurs équilibres mais ne permet la coexistence des compétiteurs que 
dans un seul cas à savoir lorsque     
        
        
    
        
        
  et si et seulement si K1 n’est pas 
très différent de K2.  
De tels modèles peuvent être complexifiés en intégrant par exemple une mise en équation des 
ressources, prenons pour exemple le modèle proposé par P. Amarasekare en 2002 (Amarasekare 
2002). Ce modèle permet de différencier la compétition par exploitation des ressources de la 
compétition par interférences. La compétition par exploitation des ressources est une compétition 
indirecte dans laquelle chaque compétiteur influe négativement sur la disponibilité des ressources. 
La compétition par interférence en revanche est une compétition directe influant sur la territorialité, 
la croissance, ou chaque compétiteur empêche l'autre d'exploiter au mieux la ressource quelle que 
soit son abondance. Le modèle que nous avons choisi comme exemple s’exprime de la façon 
suivante : 










                        
   
  
                                     
   
  
                                     
  
D’une façon générale dans ce type de modèle, si l’interférence induit un coût alors la coexistence est 
impossible car on a une dominance compétitive du consommateur supérieur dans l’exploitation des 
ressources. Si l’interférence induit un bénéfice par contre alors la coexistence devient possible car le 
consommateur supérieur dans l’exploitation des ressources souffre d’une perte nette due à 
l’interférence (IC1>0), alors que le consommateur inférieur dans l’exploitation des ressources 
accumule un bénéfice net (IC2>0). Dit d’une autre manière, quand l’interférence est coûteuse, la 
coexistence n’existe pas, il peut y avoir une dominance compétitive du meilleur exploiteur de 
ressources ou un effet prioritaire du consommateur le plus nombreux alors que quand l’interférence 
est bénéfique, la coexistence est possible via un compromis entre exploitation et interférence et ce à 
la fois pour des ressources biotiques et abiotiques (Amarasekare 2002). 
De même que pour les modèles de prédation, on peut introduire une dimension spatiale dans les 
modèles de compétition. Les modèles structurés à temps discrets comme les modèles de diffusion 
continue sont utilisables. 
Le modèle conçu dans ce travail de recherche doctorale s’inspire des propriétés de ces différents 
systèmes d’équation. 
 
3.2.2 Modèles appliqués aux populations anciennes et aux Néandertaliens : 
 
3.2.2.1 Modèle de Winterhalder (1988) 
 
Avant de s’intéresser aux modèles concernant les Néandertaliens en particulier, intéressons nous à 
plusieurs modèles conçus spécifiquement pour étudier les chasseurs-cueilleurs. Un premier modèle 
qu’il est intéressant de considérer est celui que propose Winterhalder en 1988 (Winterhalder, 
Baillargeon, Cappelletto, Daniel Jr, et Prescott 1988). Dans son article l’auteur choisit de modéliser la 
relation qui unit les chasseurs-cueilleurs à leurs proies. Il utilise un modèle à temps discret classique 
avec une croissance logistique pour représenter la dynamique des proies ; l’interaction est quant à 
elle considérée en retranchant à chaque pas de temps l’équivalent du nombre de proies 
consommées par les chasseurs. Cette consommation étant elle-même dépendante du temps de 
recherche de la proie comme c’est le cas dans la réponse fonctionnelle de Holling. La croissance des 
chasseurs-cueilleurs, toujours logistique, est quant à elle dépendante du produit de la chasse. Ce 
modèle dont la base mathématique semble relativement simple est néanmoins extrêmement 
complexe et fait  intervenir un grand nombre de paramètres : la taille des populations (proies et 
chasseurs), le taux de croissance populationnelle des proies, celui des prédateurs, le nombre de 
chasseurs, la vitesse de chasse, l’aire de chasse, l’aire occupée par un groupe de chasseurs-cueilleurs, 
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le cout de la chasse, la proportion de viande consommable sur la proie, le temps de poursuite, le 
temps de capture, l’énergie nécessaire à la poursuite, le rendement maximal à long terme, la densité 
à la capacité de soutien, la densité de chacune des proies, le nombre de proies dans le régime 
alimentaire, le nombre de calories chassées par heure, le métabolisme basal des chasseurs et le 
nombre d’heures qu’ils passent à chasser par jour. Le modèle est présenté sous la forme suivante : 
Pour ce qui est de la croissance des proies : 
  
  
     
     
 
   
Où « K » est la capacité de soutien des proies et « r » leur taux de croissance. 
            
      
              
  
Pour ce qui est des chasseurs, l’équation dépend de la valeur de Rj qui correspond au rendement de 
la chasse, si ce dernier est supérieur au seuil de survie (S) alors : 
                   
    
 
   
Où « m »  est le taux de croissance des chasseurs et «   »  le taux de chasse permettant à la 
population de se maintenir. 
Si Rj est très inférieur à S alors : 
                   






Et enfin si Rj est très inférieur à 0, Nj égale 0. 
Nous n’avons pas détaillé ici les valeurs choisies pour chacun des paramètres qui sont clairement 
explicités dans l’article (Winterhalder, Baillargeon, Cappelletto, Daniel Jr, et Prescott 1988) mais il est 
à souligner qu’un choix rigoureux de ces valeurs est indispensable. Ce premier modèle montre bien 
que la croissance ou la décroissance de la population de chasseurs-cueilleurs est fonction du 
rendement de la chasse et de la cueillette, que les choix alimentaires sont très soumis à la densité 
des ressources et que les populations de proies répondent bien à l’intensité de leur exploitation. 
L’intérêt majeur de ce modèle est qu’il fût l’un des premiers à prendre en considération autant de 
paramètres et à mettre en évidence la complexité des processus. L’auteur montre bien que les 
résultats obtenus divergent des conclusions proposées par des études précédentes basées sur des 
modèles logistiques plus simples. Cette étude met en lumière le fait que de nombreux paramètres 
entrent en jeux dans les processus de croissance et de prédation. Il est à remarquer que les 
paramètres ayant trait aux besoins alimentaires et à l’économie de la chasse semblent 
prépondérants. Nous avons tenu compte de ces résultats pour l’élaboration d’un modèle appliqué 
aux populations néandertaliennes. 
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3.2.2.2 Modèle d’Alroy (2001) 
 
Le modèle proposé par Alroy (Alroy 2001) ne s’attache pas directement à l’étude des chasseurs-
cueilleurs en tant que tel mais plutôt en tant que cause potentielle des extinctions massives du 
Pléistocène. Il existe d’autres modèles sur le sujet mais nous considérerons celui-ci à titre d’exemple 
car c’est le plus récent et celui qui propose l’approche la plus globale. Il s’agit donc pour l’auteur de 
déterminer si les taux de croissance et de prédation des Homo sapiens présents en Amérique du nord 
autour de 13 000 ans BP ont pu être suffisants pour entrainer la disparition de nombreuses espèces 
d’herbivores. Le modèle proposé ici permet de simuler la croissance des populations humaines, 
les rendements de la chasse et la dynamique démographique d’une quarantaine d’herbivores dont 
les trois quarts ont aujourd’hui disparu. Là encore de nombreux paramètres sont considérés comme : 
la répartition spatiale des espèces, la masse corporelle des herbivores, les densités de population, le 
taux de croissance populationnelle des herbivores, les valeurs énergétiques des plantes et des petits 
mammifères (ressources alimentaires secondaires pour les Homo sapiens), le métabolisme des Homo 
sapiens, le taux de croissance maximal de ces derniers, la datation de leur apparition sur le continent 
américain, la capacité de chasse, la taille des populations dans le temps, la capacité des soutien, 
l'effort de chasse, la compétition entre les proies pour les ressources ou encore le taux de dispersion 
spatiale. Tous ces paramètres sont inclus dans un modèle de réaction diffusion. Le modèle n’est pas 
présenté explicitement dans l’article mais il s’agit vraisemblablement d’un modèle à temps continu 
intégrant prédation et compétition entre les proies. Il est intéressant de noter que la plupart des 
valeurs utilisées pour la plupart des paramètres sont dérivées d’équations faisant intervenir le poids 
corporel des herbivores. Cette approche peut se révéler intéressante quand il n’existe aucune 
estimation de ces valeurs, ce qui est souvent le cas pour les populations du Pléistocène. Quoi qu’il en 
soit l’auteur utilise des intervalles pour certains paramètres comme la capacité de chasse, le taux de 
croissance, le taux de compétition inter-populationnel, les densités maximales, le pourcentage de 
viande dans l’alimentation ou l’énergie dépensée pendant la chasse. En faisant varier ces 
paramètres, il obtient un certain nombre de tests dont il classe la pertinence en fonction du taux de 
survie finale (en comparaison avec les taux prédits) et du temps d’extinction. Cette approche lui 
permet de savoir quels sont les paramètres influençant le plus la dynamique du modèle. De ce fait et 
si le modèle est validé, l'auteur a pu avoir une idée du rôle des Homo sapiens dans l’extinction de ces 
espèces. 
L’intérêt de ce modèle réside dans sa structure mathématique, même si celle-ci n’est pas clairement 
explicitée, ainsi que dans son mode de validation. En effet, l’utilisation d’intervalles de valeurs 
semble inévitable et encore plus pertinente dans le cadre d’une étude sur des populations fossiles. 
Cette démarche a également été la mienne au cours de cette thèse. 
 
3.2.2.3 Modèle d’Hazelwood et Steele (2004) 
 
L'étude d'Hazelwood et Steele (Hazelwood et Steele 2004) cherche à valider l’application des 
modèles mathématiques de diffusion à l’étude de la dispersion de populations qui ne sont 
documentées que par les archives archéologiques et pour lesquelles les datations restent soumises à 
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caution. Pour ce faire les auteurs utilisent le modèle dit de Fisher-Skellam (parfois simplement appelé 
modèle de Fisher (Fisher 1937)) que nous avons déjà rapidement présenté dans le chapitre 
précédent. Ce modèle est constitué, comme nous l’avons décrit, de deux parties, l’une modélisant la 
croissance et l’autre la diffusion. Il permet de mettre en évidence des phénomènes d’invasion 
visualisés sous la forme de fronts d’expansion. Le taux de diffusion est défini d’après le modèle de la 
façon suivante :   
  
  
  et la vitesse d’expansion comme :          (où « λ » est la distance 
parcourue en une génération, « τ » le temps de génération et « α » le taux de croissance). 
Les résultats d'Hazelwood et Steele suggèrent que le profil d’expansion dépend essentiellement de la 
capacité de soutien mais que la largeur et la vitesse des ondes d’expansions dépendent, elles, du 
taux de croissance et du taux de diffusion. Ceci étant, il est donc possible pour les auteurs, selon le 
profil obtenu, d’associer tel ou tel résultat à des signatures archéologiques différentes. Cependant, 
s’il est assez facile d’interpréter les graphiques obtenus lorsque que la capacité de soutien est 
homogène sur le territoire, cette étude montre bien que ce n’est pas toujours le cas quand elle est 
hétérogène, c’est pourquoi il est important de bien définir la surface étudiée. Quoi qu’il en soit, les 
analyses faites par ces auteurs sur le Néolithique et sur l’arrivée des Homo sapiens en Amérique se 
sont révélées pertinentes. Le point essentiel à retenir ici est que ce type d’équations reste adapté à 
l’étude de populations fossiles malgré les marges d’erreurs issues des datations au radiocarbone. 
 
3.2.2.4 Modèle de Zubrow (1991) 
 
Le modèle proposé ici est un modèle de croissance appliqué à l’étude de l’expansion des Homo 
sapiens en Europe. Le système d’équation n’est pas présenté textuellement dans la publication de 
Zubrow (Zubrow 1991) mais il serait composé d’un module de base reflétant une croissance pouvant 
être tour à tour simple, sexe-dépendante ou encore âge-dépendante. Dans ce modèle l’auteur 
considère que Néandertaliens et Hommes modernes sont deux sous-populations d’Homo sapiens 
dont les stratégies de chasse s’opèrent sur des territoires chevauchants. Il fait varier 4 paramètres : la 
taille initiale des populations, la croissance des populations, le taux de contact et enfin le taux de 
compétition. Dans ce modèle, les rencontres comme la compétition sont considérées comme des 
interactions directes et l’auteur observe les déterminants du remplacement d’une sous-espèce par 
une autre. 
Ce qui est intéressant dans ce modèle est l’utilisation d’un grand nombre de valeurs pour chaque 
paramètre afin de palier les problèmes d’estimations inhérents à toute étude paléoanthropologique. 
Ainsi l’auteur peut proposer différents scénarios démographiques ayant mené à la disparition des 
Néandertaliens. Parmi ces scénarios, il discute de la valeur des paramètres ayant pu mener à cette 
disparition afin de mieux comprendre les phénomènes et de susciter de nouvelles hypothèses plus 
précises (la disparition des Néandertaliens tiendrait d'une compétition directe avec une population 
d'Homo sapiens à fort effectif et à forte croissance colonisant rapidement les territoires).  
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3.2.2.5 Modèle de Flores (1998) 
 
En 1998, Flores propose d’étudier la compétition entre Néandertaliens et Homo sapiens (Flores 1997) 
à l’aide d’un modèle mathématique simple dérivé des équations de Lotka-Volterra et de Fisher. C’est 
un des premiers modèles mathématiques utilisés pour l’étude de la population néandertalienne. 
Plusieurs postulats sont posés dans ce travail : il n’y a pas eu de coexistence entre Sapiens et 
Néandertaliens, ces deux taxons constituent deux espèces distinctes et sont entrés en compétition 
pour une même niche écologique. Dans un premier temps l’auteur utilise un modèle non linéaire très 




       
  
  
        
  Où            
Dans ces équations, « N » représente les Néandertaliens, « C » les Homo sapiens, « s » le taux de 
similarité entre les deux espèces (compris entre 0 et 1), « β » le taux de mortalité et « F » le taux de 
natalité. Contrairement aux études que nous avons présentées précédemment on constate pour 
celle-ci que les paramètres retenus sont des paramètres démographiques purs, paramètres 
malheureusement très difficiles à estimer. De plus, il faut remarquer que le paramètre « s » est situé 
aléatoirement dans l’une des deux équations du système. De ce fait l’auteur part du postulat que 
l’espèce C, ici les Homo sapiens, est plus apte à la survie que l’autre, les Néandertaliens. La seule 
issue possible pour ce modèle réside dans la disparition d’au moins une des deux espèces. Les 
Néandertaliens sont donc victimes d’une exclusion compétitive, il ne pouvait en être autrement en 
choisissant de placer le terme « s » dans la seconde équation. Ce modèle est d’ores et déjà orienté. 
Par la suite l’auteur rajoute à son modèle un terme de diffusion tout d’abord avant de transformer 
son système en un système d’équations différentielles aux dérivées partielles à l’aide du modèle de 
Fisher. Il met alors en évidence un front d’invasion dont la célérité est égale à            . 
L’analyse détaillée de ce modèle permet de mettre en évidence des approximations fortement 
critiquables. Sans entrer dans le détail on voit clairement que ce modèle est orienté, il conclut ce 
qu’on lui impose de conclure du fait de la formulation des équations. De ce fait, ce modèle ne se 
révèle absolument pas informatif. Ceci dit, l’analyse de ce modèle nous a permis de réaliser qu’il 
fallait toujours garder un œil critique sur le modèle que l’on crée et bien vérifier que ce dernier n’est 
pas orienté. D’autre part, ce modèle met très nettement en évidence qu’il est très difficile d’utiliser 
les paramètres démographiques classiques sans orienter le modèle puisque les marges d’erreur des 
estimations paléo-démographiques réalisées à ce jour ne permettent pas d’affirmer qu’il existe des 
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3.2.2.6 Modèle de Currat (2004) 
 
Dans sa thèse M. Currat (Currat 2004) cherche à modéliser les interactions entre populations 
invasives et populations autochtones et notamment l’invasion de l’Europe par les Homo sapiens au 
Paléolithique supérieur et par les agriculteurs-éleveurs du Néolithique. Pour cela, il propose comme 
base à son raisonnement plusieurs modèles mathématiques reposant sur le modèle de compétition 
de Lotka Volterra, un modèle de compétition simple avec des taux de compétition fixés (M1), un 
modèle identique mais avec des taux de compétition densité-dépendants (M2) puis deux autres 
modèles identiques aux deux premiers mais auxquels l’auteur ajoute la notion de temps de latence 
(M3 et M4). En effet, tant que deux populations peuvent coexister dans un même environnement 
sans subir de pression alimentaire alors il n’y a pas de raison que la compétition entre en jeu. Celle-ci 
n’intervient que quand la capacité de soutien de l’environnement n’est plus suffisante pour subvenir 
aux besoins des deux populations. Cependant, cette idée qui semblait pertinente et intéressante à 
tester se révèle peu significative dans la pratique. En effet, les modèles avec un taux de compétition 
densité-dépendant ont presque un profil identique, avec comme point positif pour celui qui n’impose 
pas de temps de latence de voir une disparition plus lente de la population qui subit l’exclusion 
compétitive.  
Le modèle retenu par les auteurs est donc le suivant : 
 
                
                 
  
 
                
                 
  
 
  Où  
      
    
           
      
    
           
  et où               
Ce qu’il est important de signaler ici c’est qu’on a la preuve par l’exemple qu’un modèle reste une 
expression mathématique, une représentation simplifiée de la réalité qui peut parfois présenter des 
résultats contre-intuitifs ou comme c’est le cas ici atténués par rapport à l’idée qu’on s’en faisait du 
fait des concepts mis en jeux. Dans ce cas et comme souvent un modèle relativement simple 
convient mieux qu’un modèle trop complexe qui n’apporte pas d’informations supplémentaires ou 
des informations qui ne sont pas suffisamment pertinentes pour risquer de plus amples 
approximations mathématiques.  
Pour représenter les populations invasives, l’auteur ne s’arrête pas à ce simple modèle de 
compétition, il va y ajouter un terme de migration. Le nombre d’émigrants dans toutes les directions 
de l’espace est calculé de la façon suivante : 
               Où   
    
     
 
   
 
« Dj »  étant la probabilité de migration vers l’une des cellules voisines et « Fj »  la friction de la cellule 
voisine. Cette équation se base sur les équations mises en place par N. Ray dans sa thèse en 2003 et 
tiennent compte de la friction de l’environnement ce qui est un paramètre non négligeable dans 
l’étude des flux migratoires et de la vitesse de ces flux. M. Currat propose également de calculer les 
événements d’hybridation entre les deux populations mais nous ne détaillons pas ce point car nous 
ne l'avons pas pris en compte dans la conception de notre modèle. On peut remarquer que dans le 
modèle de Currat l’espace est discrétisé contrairement aux modèles précédents qui étaient des 
Chapitre 1 : Enoncé des concepts, Contextualisation et Objectifs de l’étude 
31 
 
modèles à temps continu. Les deux types d’approches sont envisageables et ont été envisagées dans 
l’étude des flux migratoires des populations fossiles (Currat 2004; Flores 1997, 2011; Ray, Currat, et 
Excoffier 2003). 
 
3.2.2.7 Modèle de Horan, Bulte et Shogren (2004) 
 
Le modèle proposé par R. Horan et ses collaborateurs (Horan, Bulte, et Shogren 2005) est original par 
le fait qu’il choisit de modéliser la population néandertalienne d’un point de vue économique. Ces 
auteurs cherchent à démontrer l’influence du comportement dans la disparition de cette population 
et notamment l’importance de la répartition du travail et de la mise en place d’un potentiel système 
d’échanges. Ces auteurs soulignent le fait qu’aucune différence biologique entre Néandertaliens et 
Homo sapiens n’a pu être mise en évidence avec certitude. De plus, ils rappellent les limites du 
principe d’exclusion compétitive qui s’intéresse plus aux traits attenants aux individus qu’à la 
population. Les auteurs se basent sur le fait que les recherches existantes tendraient à montrer un 
retard technologique des Néandertaliens du fait de l’absence d’échanges entre les groupes, de 
compétition intergroupes ou encore d’une aire de récolte des matériaux lithiques plus restreinte. 
Pour modéliser les interactions entre les deux taxons Horan et ses collaborateurs utilisent comme 
base la fonction de Cobb Douglas, ou fonction de production, fonction très utilisée en économie pour 
représenter le lien entre ressources et produits. Dans le modèle proposé ici, la croissance des 
Néandertaliens est encore dépendante des ressources consommées, et la population est divisée en 
deux sous-populations, d’une part les chasseurs expérimentés, d’autre part les chasseurs 
inexpérimentés, la descendance potentielle des deux sous-populations n’étant pas la même. La 
croissance des chasseurs expérimentés est représentée par l’expression suivante : 
                                   
Où « Ns » est le nombre de chasseurs expérimentés, « Nu » le taux de chasseurs inexpérimentés, 
« dN» le taux de mortalité de ces chasseurs, « ηNs» leur taux de descendance, « bNmN» le taux de 
croissance, « mN» la quantité moyenne de viande consommée par tête. Ici les auteurs remplacent 
l’exclusion compétitive par la sélection naturelle qui, selon eux, ne fait pas que déplacer une 
population mais opère des changements importants dans le pool génétique des populations. Le taux 
de sélection naturelle est défini de la façon suivante pour les deux espèces en compétition : 
   
  
                             
  
    
           
    
  
  
               
Où        (j=(s,u)) représente l’effet direct de la fertilité d’une sous-population sur cette sous-
population et où           
  
    
              
    
  
 représentent l’effet direct de la fertilité 
d’une sous-population sur une autre sous-population ; le dernier terme représentant la 
consommation de viande. 
En ajoutant un système d’échange, la sélection naturelle devient égale à : 
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La dynamique des proies est quant à elle représentée de façon très simple : 
        
 
 
          
Où « α » représente la croissance des proies et « k » sa capacité de soutien ; « m » représente la 
consommation de viande. 
Ce modèle est intéressant du fait de sa singularité et de part, selon nous, l’analyse qui est faite en 
amont. Il semble très pertinent de faire intervenir dans les populations humaines des 
comportements qui leur sont propres. On peut cependant regretter que seul l’effort de chasse soit 
pris en compte dans la réponse fonctionnelle (            où qij correspond à l’accessibilité de la 
proie et eij à l’effort de chasse). 
 
3.2.2.8 Modèle de Sørensen (2011) 
 
Le dernier modèle abordé dans ce chapitre est le modèle de Sørensen (Sørensen 2011). Ce modèle a 
été conçu pour tester l’influence du climat sur la disparition des Néandertaliens.  
L’auteur utilise ici des équations différentielles de premier ordre représentant la variation de la 
densité des individus (P) en fonction de l’âge (a), du sexe (s) et du temps (t), soit P(s,a,t). Il pose 
δt=1an pour observer des phénomènes à grande échelle selon les équations suivantes : 
                                             
Où la densité d’individus P d’âge a+1 au temps t+1 est égale à P au temps t moins le produit du taux 
de mortalité (D(s,a,t)) par la valeur de P au temps t. 
                                 
 
 
Où la densité d’individus nés au temps t+1 est égale à la somme des produits du taux de natalité par 
âge par la densité de femmes du même âge. 
Il précise qu’il ajoute deux termes de surmortalité, l’une associée à l’obtention de nourriture, la 
seconde aux effets du climat ; il implémente également un terme de migration à son modèle 
démographique. Afin de valider son modèle l’auteur propose un intervalle de valeurs pour les deux 
paramètres clés de son modèle, C et F, respectivement le taux de mortalité dû au climat et la fertilité 
(nombre de naissances par femme). Ainsi il peut affiner les résultats en enlevant les valeurs de C ou 
de F impliquant un taux de croissance ou une densité non conforme avec les données de la paléo-
démographie et notamment le nombre de sites archéologiques connus par période et par zone 
géographique. Pour cet auteur, la compétition avec les Homo sapiens ne semble pas avoir pu jouer 
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un rôle prépondérant, il la modélise néanmoins dans l’un de ses tests en attribuant à la population 
néandertalienne un terme de surmortalité de l’ordre de 1%. 
Ce qui est intéressant dans ce modèle, outre le fait que l’auteur parvienne à déterminer une 
surmortalité associée aux pressions climatiques, c’est le mode de validation du modèle. En effet, 
l’auteur valide un modèle lorsque les dates des événements concordent avec ce qui est observé dans 
la réalité et lorsque les densités finales et les taux de croissance au cours du temps sont cohérents 
avec les données de la paléodémographie. Ce mode de validation que l’on peut considérer comme 
relativement simple s’applique cependant parfaitement à l’étude de populations anciennes comme 
la population néandertalienne ; nous avons appliqué le même principe à nos propres modèles. 
 
3.3 Prérequis { l’élaboration d’un modèle de la population 
néandertalienne : 
 
3.3.1 Une connaissance générale de la chaine alimentaire associée aux Néandertaliens 
 
Comme nous venons de le discuter, un modèle représente souvent un système, rarement une 
population isolée. Afin d’établir un modèle représentatif de l’écosystème néandertalien, il a fallu 
vérifier la nature des relations que cette espèce entretenait avec les autres membres de son 
écosystème. Dans notre étude nous avons choisi de modéliser uniquement la partie de la chaine 
alimentaire dans laquelle les Néandertaliens étaient impliqués. En effet, comme nous l’avons 
précédemment indiqué, il est impossible de rendre compte de la complexité d’un écosystème dans 
son ensemble, la modélisation nécessite de faire des choix, de cibler les questionnements. Pour ce 
faire nous avons donc choisi de travailler sur les espèces qui entretenaient des relations trophiques 
ou compétitrices avec les Néandertaliens. Il s’agissait à ce stade d’avoir une vision préliminaire des 
forces en présence afin de cibler le choix du matériel et les réflexions associées. Si de nombreuses 
études établissent le comportement carnivore des Néandertaliens (cf. tableau 1) et de ce fait 
témoignent implicitement de relations de compétition entre les Néandertaliens et les grands 
carnivores, les études concernant l’existence d’une compétition pour la ressource entre 
Néandertaliens et Homo sapiens montrent que cette dernière est plus discutée (Fabre et al. 2011; 
Mellars et French 2011; Stewart 2004). En effet, si de nombreux auteurs sont en faveur d’une 
compétition entre les deux espèces, ils ne précisent pas toujours la nature de cette dernière, aurait-
elle pu être uniquement d’ordre territorial, centrée sur les sites d’habitats préférentiels ? Concernait-
elle aussi les ressources ? Afin d’obtenir cette information préalable, nous avons réalisé une étude 
isotopique des deux populations. Le but de cette étude était de modéliser les régimes alimentaires 
des deux espèces afin de mettre en évidence ou non des différences de comportement alimentaire 
au cours du temps. Cette étude nous a montré que les Néandertaliens et les Homo sapiens du stade 
3 avaient des régimes alimentaires légèrement différents mais suffisamment proches pour qu'une 
compétition pour la ressource ait pu avoir lieu (cf. Article/article1). 
Ces dernières années, les analyses isotopiques sur les populations du Paléolithique (Néandertaliens 
et Homo sapiens) se sont multipliées et offrent un corpus de données conséquent permettant la 
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réalisation de méta-analyses. Les principales conclusions de ces études ponctuelles tracent le portrait 
de populations humaines essentiellement carnivores consommant de grands ongulés principalement 
même si une alimentation plus variée et notamment composée d’un apport important d’ichtyofaune 
semble avérée chez les Homo sapiens.  Récemment quelques études ont été menées dans le but de 
comparer les habitudes alimentaires des Néandertaliens et des Hommes modernes mais ces études 
utilisent en règle générale des moyennes pour représenter les faunes et considèrent donc  
implicitement que ces populations étaient spatialement homogènes. Notre étude se propose de 
revenir sur ce postulat et de considérer au maximum la variabilité spatiale et temporelle qu’il existe 
au Pléistocène supérieur en réalisant des regroupements géographiques, temporels et 
environnementaux. Pour cela, nous avons repris l’ensemble des études publiées à ce jour sur le 
Pléistocène supérieur et nous avons constitué un corpus de données allant du stade isotopique 5 au 
stade isotopique 2, en Europe du Nord, en Europe centrale et en Europe du Sud ouest. Nous avons 
ainsi pu considérer à la fois la géographie et la période mais aussi l’environnement dans lequel vivait 
tel ou tel fossile analysé et procéder à des regroupements. Après avoir réalisé une étude statistique 
afin de valider la pertinence des regroupements proposés, nous avons retracé l’alimentation et 
l’évolution de cette alimentation à l’aide de deux logiciels de simulation, IsoSource et IsoConc, puis 
nous avons comparé les régimes alimentaires des Néandertaliens et des Homo sapiens par des tests 
statistiques. 
Les résultats obtenus au cours de cette étude nous ont montré que les Néandertaliens avaient une 
alimentation homogène au cours du temps alors que les Homo sapiens présentaient des variations 
chronologiques dans leur régime alimentaire. Il a été intéressant de noter que les Homo sapiens du 
stade isotopique 3 présentaient un régime alimentaire similaire à celui des Néandertaliens alors que 
les Homo sapiens du stade isotopique 2 avaient un régime alimentaire dont la composition relative 
était statistiquement différente. Bien sûr, les régimes alimentaires étaient composés des mêmes 
proies, ce sont les proportions qui différaient vraisemblablement. Ces deux taxons étaient donc en 
compétition pour les ressources mais n’observaient pas exactement la même place dans la chaine 
alimentaire. Cependant, ces conclusions ne permettent pas de dire que ces deux taxons occupaient 
des niches écologiques différentes. 
L’information importante à retenir quant à l’élaboration d’un modèle mathématique représentant la 
chaine alimentaire des Néandertaliens est que Néandertaliens et Homo sapiens du stade isotopique 
3 peuvent être considérés comme compétiteurs pour les ressources alimentaires tout en sachant 
qu’ils n’avaient vraisemblablement pas exactement le même régime alimentaire. 
 
3.3.2 Une connaissance de sa structure démographique 
 
Afin de mettre en place un modèle reflétant efficacement l’évolution démographique de la 
population néandertalienne, il fallait commencer par la caractériser démographiquement. Plusieurs 
études se sont penchées sur la question mais il manquait des informations concernant la structure 
spatiale et la fragmentation de la population. Pour obtenir des données sur ce point, nous avons 
réalisé une étude préliminaire basée sur la modélisation démographico-génétique de la population 
(cf. Articles/article2). 
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La démographie et la génétique sont deux disciplines complémentaires entre lesquelles il peut 
exister une forte intégration. En effet, la structure génétique d’une population est très influencée par 
la démographie de cette dernière que ce soit en termes d’effectifs, de flux migratoires, de 
fragmentation ou encore de nuptialité. C’est pourquoi l’étude de la diversité génétique d’une 
population peut nous permettre de retrouver indirectement des traces de son état démographique, 
état démographique ayant conduit à cette « structure » génétique particulière. C’est en tous cas 
l’approche que nous avons voulu développer dans ce travail préliminaire car l’utilisation de ces 
disciplines dans l’étude d’une population permet, entre autres, d’avoir à la fois une approche spatiale 
et une approche temporelle. Rappelons que le but de cette thèse est de comprendre l’évolution 
démographique de la population néandertalienne et notamment sa disparition à l’aide de 
méthodologies nouvelles et de modélisations. Nous avons pu constater qu’il reste difficile à l’heure 
actuelle d’obtenir des informations précises avec la modélisation génétique, cette dernière étant 
soumise au nombre de séquences disponibles dans la littérature, et que l’utilisation de telles 
méthodologies reste donc pour le moment encore limitée. 
La population néandertalienne est une population dont la répartition géographique est extrêmement 
vaste et couvre environ 8900000km² (Powell, 2009) allant de l’Atlantique à la Sibérie centrale et du 
sud de la Scandinavie au Proche Orient. Au sein de ce territoire immense la population a développé 
des particularismes et/ou des adaptations locales que ce soit en termes de morphologie (Bar Yosef 
1995; Bar Yosef et Vandermeersch 1991; Condemi 2001;  Condemi 2007; Hambücken 1997; Lumley 
de 1973; Rosas et al. 2006; Vandermeersch 1981), de culture (existence de différents faciès, faciès 
quina par exemple (Delagnes et Meignen 2006)), ou encore d’alimentation (Stiner et Munro 2002; El 
Zaatari et al. 2011). Il est donc nécessaire de se demander si ces particularismes sont le reflet ou non 
d’une structuration de l’espace en sous-groupes distincts, s’il existe une hétérogénéité de la 
population ou si au contraire cette dernière est homogène comme semble le penser certains 
généticiens. Outre les observations faites par les paléoanthropologues sur les ossements fossiles, 
celles faites sur les outils lithiques par les préhistoriens ou encore celles réalisées par les archéo-
zoologues et les biochimistes sur les restes fauniques, la simple analyse géomorphologique du 
territoire permet de supposer des regroupements à la faveur d’espaces géographiques plus ou moins 
isolés. Ces hypothèses sont d’ailleurs amplifiées par les analyses paléoclimatiques qui témoignent de 
la présence de larges calottes glaciaires sur les reliefs accentuant encore l’effet de barrière de ces 
structures géologiques. L’ensemble des ces données semble donc séparer le nord de l’Europe du 
pourtour de la Méditerranée et des Proche et Moyen Orients. 
Afin de vérifier l'existence de regroupements géographiques au sein de la population 
néandertalienne, nous avons comparé les mesures de diversité génétique réalisées sur les séquences 
d'ADN ancien disponibles aux mesures proposées par un logiciel de coalescence (Bayesian Serial 
SimCoal) sur la base de différents schémas démographiques. Ainsi, nous avons pu mettre en 
évidence la structure démographique correspondant le mieux aux données génétiques disponibles à 
ce jour. 
Les résultats de cet article et de cette étude suggèrent l’existence de plusieurs groupes 
génétiquement et géographiquement distincts au sein de la population néandertalienne. Les 
données génétiques disponibles à ce jour permettre d’en mettre en évidence trois, un sous-groupe 
s’étendant du nord de l’Europe à l’Europe centrale (sous-groupe dont on n’a pas pu tester 
l’éventuelle divisibilité faute d’un nombre de séquences suffisant), un sous-groupe intégrant les 
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régions du pourtour de la Méditerranée et un sous-groupe en Orient. Ces résultats sont intéressants 
puisqu’ils sont en faveur d’un fractionnement de la population. Et l’existence d’un tel fractionnement 
est intéressant à considérer dans le cadre de l’étude de l’évolution démographique des 
Néandertaliens au cours de l’OIS3, période dont on sait qu’elle a vu se produire la disparition de 
cette espèce. En effet, il est évident que les différentes pressions ayant pu entrainer la disparition 
des Néandertaliens n’ont pas pu agir de la même manière sur une population homogène que sur une 
population fragmentée, et même lorsque l’issue est identique les délais sont forcément différents. Ce 
facteur semble donc éminemment important et il faudra en tenir compte dans les modèles mis en 
place par la suite.  
La fragmentation mise en évidence ici est bien sûr mineure mais elle témoigne d’unicités génétiques 
régionales qui pourraient se révéler encore plus locales si des tests pouvaient être effectués à cette 
échelle. Ceci n’est pas improbable aux vues de la diversité génétique mitochondriale globale des 
Néandertaliens qui semble être du même ordre de grandeur que celle des Hommes modernes. Il 
serait intéressant de pouvoir connaitre la diversité génétique locale, de connaitre le rôle de la 
fragmentation dans ce phénomène afin de pouvoir formuler les hypothèses qui en découlent en 
termes de flux migratoires et d’échanges inter-populationnels, deux facteurs qui sont primordiaux 
dans la persistance d’une population affaiblie et/ou menacée. De plus, il semble nécessaire d’estimer 
la taille de ces populations fragmentées, car la probabilité d’extinction est supérieure dans les petites 
populations. Sachant que les territoires vierges se repeuplent rarement après extinction (Berger, 
communication personnelle), une accumulation de petites extinctions locales peut amener 
rapidement à la disparition de la population dans son ensemble.  
Il serait donc intéressant de poursuivre les investigations concernant le niveau de fragmentation des 
populations anciennes. En effet, la survenue de stress environnementaux dans le milieu peut avoir un 
impact différent selon le niveau de fragmentation des populations. L’arrivée d’un stress 
environnemental tel qu’un nouveau compétiteur dans le milieu ou une modification des conditions 
climatiques peut avoir un impact majoré sur une population fragmentée et entraîner la disparition 
rapide de ces petites populations isolées. Au contraire certains facteurs d’extinctions pourront être 
freinés par la fragmentation des populations, c’est le cas par exemple des épidémies. En effet, en 
imaginant une population allochtone envahissant relativement lentement un territoire occupé, si 
cette population est porteuse de maladies elles-mêmes allochtones, ces dernières vont se répandre 




Le stade isotopique 3 est, comme nous l'avons vu, une période particulière caractérisée par la 
survenue de nombreuses modifications environnementales. Outre les fluctuations climatiques qui 
sont nombreuses et plus intenses que lors les stades précédents, l'arrivée d'une nouvelle espèce au 
sein du territoire européen vient modifier l'écosystème et la distribution des niches écologiques. Ces 
phénomènes déstabilisants ont-ils eu une influence sur la population néandertalienne? S'en est-elle 
trouvée affectée et comment? Quelles sont les évolutions démographiques que cette population a 
observées en réponse à ces stress? 
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 Ce travail de thèse cherche à caractériser et à expliquer la structure et la dynamique démographique 
de cette population au moment de la période de transition entre le Paléolithique moyen et le 
Paléolithique supérieur en mettant en évidence les phénomènes responsables de son déclin et de sa 
disparition. Pour ce faire, nous avons fait appel aux principes de la modélisation mathématique en 
écologie, dont nous avons vu qu'ils étaient adaptés pour répondre à ces questions. Dans un premier 
temps, nous avons utilisé des modèles théoriques classiquement utilisés en écologie pour 
comprendre comment la nature des stress pouvait impacter des paramètres démographiques tels 
que la croissance, la taille, la structure par âge ou encore la fragmentation des populations. Dans un 
second temps, nous avons conçu un modèle original, adapté à l’étude de la population 
néandertalienne. Ce modèle modulaire nous a permis de tester trois des hypothèses proposées pour 




Chapitre 2 : Matériel et Méthodes 
38 
 
 Chapitre 2 : Matériel et Méthodes 
 
1. Matériel 
Notre matériel de travail a été constitué par les variables d’état et les paramètres entrant dans la 
composition de nos modèles, à savoir les espèces intégrants ces modèles ainsi que les paramètres 
démographiques ou spécifiques associés à chacune d’elle. Le but de cette thèse étant d’analyser 
l’évolution démographique des Néandertaliens nous avons séparé le matériel en deux parties : ce qui 
tient essentiellement de la population néandertalienne d’une part et ce qui tient de son écosystème 
et des espèces qui y vivent en interaction avec notre population d’intérêt d’autre part. 
 
1.1 La population néandertalienne 
1.1.1 Démographie : 
Caractériser démographiquement les populations anciennes n’est pas une tâche aisée. Il existe 
toutefois un certain nombre de données sur les populations du Paléolithique en général et les 
Néandertaliens en particulier. La démographie étudie l’état et la dynamique des populations à 
travers différents paramètres tels que la densité, la fécondité, la natalité, la mortalité, la croissance, 
les migrations etc. Concernant la densité, il existe différents types d’estimations, certaines sont 
basées sur la densité des sites archéologiques (Bocquet-Appel et al. 2005), d’autres sur la capacité de 
soutien de l’environnement (Nicolas Ray 2003; Mathias Currat 2004), d’autres encore sur les études 
génétiques (Green et al. 2006; Lalueza-Fox, Sampietro, et al. 2005; Noonan et al. 2006), certaines 
résultent même d’équations basées sur le poids des individus (Alroy 2001). Elles vont en moyenne de 
0,006 à 1 individu par km² environ (cf. annexe 2). Ces estimations sont assez spécifiques; pour 
d’autres paramètres tels que la fécondité ou la mortalité, elles sont majoritairement dérivées 
d’estimations sur les chasseurs-cueilleurs actuels. Sorensen utilise par exemple un taux de 7,604 à 
7,623 pour la fécondité et un taux de mortalité moyen entre 0,02 et 0,04 (Sørensen 2011). Trinkaus 
comme Flores préconisent un taux de mortalité de 0,025 (Flores 1997; Trinkaus 1995) alors que les 
estimations concernant les chasseurs-cueilleurs actuels sont comprises entre 0,011 et 0,023 (Hill, 
Hurtado, et Walker 2007; Kaplan, Gurven, et Winking 2008). Fort et ses collaborateurs (Fort, Pujol, et 
Cavalli-Sforza 2004) reprennent en 2004 pour la fécondité le taux proposé pour les chasseurs-
cueilleurs par Sellen et Mace en 1997 (Sellen et Mace 1997), soit environ 5,3 naissances par femmes. 
Concernant le taux de croissance il existe de très nombreuses estimations issues de modélisation très 
variées et allant de 0,001 à 2,7% par an. Ces taux peuvent être calculés à partir de modèles 
écologiques (Brook et Bowman 2002; Winterhalder, Baillargeon, Cappelletto, Daniel Jr, et Prescott 
1988), de modèles métaboliques (Alroy 2001), de modèles démographiques (Robinson et Redford 
1986), d’études ethnographiques (Binford 1980; Hassan 1980), d’analyse de la sphère d’expansion de 
diverses populations (Homo sapiens (Klopfstein, Currat, et Excoffier 2006; Ray et al. 2005; Ray, 
Currat, et Excoffier 2003), Néolithiques (Currat 2004; Currat et Laurent Excoffier 2005), Amérique du 
Nord (Belovsky 1988; Hassan 1981; Mosimann et Martin 1975) ou encore issus de l’analyse 
démographique des sites archéologiques (Bocquet-Appel et al. 2005). Certains auteurs comme Steele 
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et ses collaborateurs en 2009 (Steele 2009) différencient les possibilités de croissance en territoire 
vierge et en territoire occupé. Certains distinguent taux de croissance intrinsèque, à court terme, et 
taux de croissance net, à long terme comme Alroy en 2001 (Alroy 2001). De façon générale et quel 
que soit le paramètre étudié, il faut noter que ces estimations sont très imprécises et ne peuvent 
être considérées qu’à travers des intervalles. Le fait qu’elles dérivent le plus souvent de données 
actuelles nécessite de tenir compte des biais induits par l’évolution intrinsèque des populations de 
référence, évolution que l’on ne connait pas toujours et dont les conséquences sont donc souvent 
délicates à approximer. De nombreux facteurs peuvent jouer sur la dynamique démographique des 
populations. Cette dernière va à son tour avoir une incidence sur d’autres versants de l’évolution 
d’une population, son évolution génétique par exemple. 
 
1.1.2 Génétique : 
Afin de mettre en place des modèles reflétant les interactions entre les Néandertaliens et leur 
environnement, il était intéressant de savoir si les Néandertaliens constituaient une espèce à part 
entière ou une sous-espèce d'Homo sapiens. Depuis une quinzaine d’années, les études sur le 
génome néandertalien se sont multipliées. D’abord grâce à l’ADNmt puis à différents gènes et enfin 
au génome nucléaire, les chercheurs ont pu mettre en évidence une véritable identité génétique 
néandertalienne.  
Les différents séquençages de la région hypervariable de l’ADNmt de plusieurs Néandertaliens ont 
permis d’établir la structure génétique de cette population et de la comparer à celle de l’Homme 
moderne. Les chercheurs ont découverts que le nombre moyen de nucléotides différents entre deux 
hommes modernes était très inférieur, et ce quelle que soit l’origine de ces individus, au nombre 
moyen de différences entre Homme moderne et Néandertalien. Cette différence nucléotidique entre 
deux individus est environ trois fois supérieure entre Homme moderne et Néandertalien qu’entre 
deux Hommes modernes mais reste deux fois moins grande que la différence qui sépare les Hommes 
modernes des chimpanzés. Il existe cependant un léger recouvrement entre le pool génétique 
néandertalien et le pool génétique actuel (Degioanni, Fabre, et Condemi 2010).  
Une des questions clé de la paléogénétique et un point très important à considérer dans 
l’élaboration de nos modèles est donc de savoir si les Néandertaliens constituent une espèce à part 
entière ou une sous-espèce des Homo sapiens. Dans nos modèles, nous avons considéré que 
Néandertaliens et Homo sapiens constituaient deux populations séparées. L’existence de phénotypes 
dits hybrides retrouvés notamment en Europe centrale pose cependant la question d’un éventuel 
mélange entre des populations de Néandertaliens et des populations d’Hommes modernes (Dobos 
2010; Trinkaus et al. 2003). Les études réalisées à partir des données de l’ADNmt semblent 
globalement conclure en une absence de mélange, même si les données concernant les autosomes 
paraissent plus nuancées. On ne peut pas exclure, là encore, que le poids culturel soit important et 
qu’il y ait eu des unions sexe-dépendantes (qui ne seraient pas visible via l'ADNmt transmis 
uniquement par la mère). Ceci dit, beaucoup de ces études sont basées sur des modèles statistiques 
qui sont bien évidement très dépendants des hypothèses et des paramètres initiaux que l’on fournit 
au modèle. De plus, absence de détection ne signifie pas absence de mélange, celui-ci aurait pu être 
effacé par de nombreux facteurs tels que la dérive génétique, l’influx constant d’allèles modernes 
dans le pool génétique, une expansion néolithique sans contact ou encore l’absence d’hybrides 
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fertiles par exemple. On ne peut donc pas totalement exclure l’existence de flux géniques faibles 
entre populations archaïques et population moderne.  
Un dernier point qu’il est important de soulever est celui de la structuration génétique de la 
population néandertalienne. Il est assez curieux de remarquer parmi les séquences néandertaliennes 
disponibles à ce jour que celles qui présentent le plus de nucléotides en commun ne sont pas 
nécessairement les plus proches géographiquement. Cette observation mène certains auteurs à 
penser que la population devait donc présenter une très grande homogénéité génétique même si 
nous avons précédemment proposé une hypothèse alternative (l'existence de grands groupes 
régionaux, (Fabre, Condemi, et Degioanni 2009)). Cette homogénéité pourrait être due, selon 
certains auteurs, à un repeuplement rapide du continent européen à partir de zones refuges 
(Lalueza-Fox et al. 2006). Malgré cela, les études génétiques estiment la taille de la population 
néandertalienne à environ 12000 individus, et on peut décemment se demander si une population 
de 12000 individus sur un territoire dépassant les 8 millions de kilomètres carrés a réellement pu 
être homogène. 
 
1.1.3 Interactions Néandertal-biocénose : 
 
Les différentes modifications du biotope que nous avons évoquées en introduction, avec leur lot de 
migration, d’extinction, de baisse de la densité et de la croissance des populations, bouleversent les 
réseaux trophiques. Les populations humaines intégrant ces réseaux en sont donc tout 
naturellement affectées. Elles ont dû faire face à un changement climatique s'associant à une baisse 
des températures et entrainant des conditions de vie plus difficiles, ainsi qu’à une restriction des 
ressources alimentaires disponibles impliquant une précarité dans leur système de subsistance 
(Burch 1972).  
 
1.1.3.1 Influence de l’environnement faunique sur la population 
néandertalienne : 
 
En période froide, on note, comme nous l’avons déjà remarqué, une expansion des formations à 
graminées et une réduction des espaces forestiers et ceci semble en accord avec une relation 
quantitative entre biomasse végétale/biomasse animale/densité humaine. La forte démographie 
supposée dans les périodes où se développent les steppes tempérées par rapport aux périodes 
arborant majoritairement des espaces forestiers tient au fait que ce premier type d’environnement 
est favorable au développement de grands mammifères, gibier de prédilection des Néandertaliens. 
Ces observations semblent être en accord avec les données de Bocquet-Appel sur le Paléolithique 
supérieur. Les changements climatiques auraient donc eu un impact sur les distributions humaines 
en Europe au Pléistocène supérieur. Mais il faut garder en tête que des évolutions différentes 
peuvent indiquer l'influence de rythmes climatiques différents comme l'influence de cultures 
différentes. Selon d’autres auteurs comme Eugène Morin, la démographie néandertalienne serait 
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corrélée avec la variabilité des espèces d’ongulés en présence. Ce chercheur observe en effet que la 
densité des populations de chasseurs-cueilleurs actuels des hautes latitudes semble dépendante de 
la dynamique populationnelle des rennes/caribous. Les données paléoanthropologiques du site 
néandertalien de Saint-Césaire lui font supposer une diminution de la diversité des ongulés à l’OIS3, 
diminution qui aurait eu une influence sur la démographie des populations humaines. La fluctuation 
des densités de renne, ressource majoritaire, aurait entrainé des phénomènes de type goulot 
d’étranglement qui auraient fragilisé les populations néandertaliennes (Morin 2008). Cette 
hypothèse est également soutenue par Françoise Delpech pour les populations d’Homo sapiens 
subséquentes; elle suggère que la densité des populations du Paléolithique supérieur aurait « varié 
*…+ dans des proportions comparables à la biomasse des ongulés » (Delpech 1999). 
 
1.1.3.2 Interactions trophiques entre les Néandertalien et leur écosystème : 
 
Comme on vient de le voir, les populations néandertaliennes semblent très liées aux populations 
d’ongulés. En effet, selon l’ensemble des études sur le sujet, ces espèces constituent une grande part 
de leur régime alimentaire. Les néandertaliens semblent consommer préférentiellement des proies 
de grande taille, mammouths, cervidés ou bovidés mais peuvent parfois se rabattre sur un gibier 
beaucoup plus modeste, lièvres, lagopèdes, poissons, tortues ou crustacés. Si ces études convergent 
sur le fait que les Néandertaliens étaient vraisemblablement de très grands carnivores, on ne peut 
pas exclure la consommation de végétaux, notamment à la belle saison, leur proportion est toutefois 
inconnue et délicate à déterminer (Hardy 2010; Hardy et Moncel 2011; Henry, Brooks, et Piperno 
2011; Lev, Kislev, et Bar-Yosef 2005). Il est à noter qu’en période tempérée et humide le spectre 
alimentaire semble plus large qu’en période sèche et froide, la diversité des grands herbivores étant 
certainement plus grande en période tempérée du fait d’une alimentation primaire/végétale elle-
même plus variée (Rivals, Schulz, et Kaiser 2009). Les principales études sur le régime alimentaire des 
Néandertaliens sont présentées dans le tableau ci-dessous (Tableau 1): 




N° Localisation Pays HN/HS Faune consommée Proportions Méthode Auteurs Année 









poissons jusqu'à 30% 
végétaux faible 
2 Scladina Belgique HN grands herbivores 
 
isotopes 
Bocherens et al. 








Bocherens et al. 











lait ou poisson 
  
Scladina grands herbivores 
  
 
mammouth ou poisson 
  
4 Saint-Césaire France HN 
bovidés 3-22% 
isotopes+faune 
Bocherens et al. 
(Bocherens, Drucker, Billiou, 










Kendrick cave Grande Bretagne HS 
herbivores 0-33% 
 
Bocherens et al. 
(Bocherens et al. 2006) 
2006 







6 St Germain la Riv. France HS 
grands bovidés 68-100% 
isotopes+faune 
Drucker et Henri-Gambier 
(Drucker et Henry-Gambier 
2005) 
2005 saumons 0-18% 
saïgas/rennes 0-25% 
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N° Localisation Pays HN/HS Faune consommée Proportions Méthode Auteurs Année 
chevaux 0-84% 




Fizet et al. 





8 Kendrick’s Cave UK HS 
mammifères marins 30% 
isotopes 




(Richards, Jacobi, et al. 2005) 
9 





Richards et al. 
(Richards, Hedges, et al. 2000) 
2000 cerfs commun 
chevaux périodique 
10 Vindija Croatie HN 
ressources carnées principale 
isotopes 
Richards et al. 
2000 
végétaux non significatif (Richards, Pettitt, et al. 2000) 
11 Europe centrale  HS 
poissons d'eau douce 25-50% 
isotopes 





(Richards, Pettitt, et al. 2001) 
12 Pays de Galles UK HS ressources marines pas sûr isotopes 
Schulting et al. 
(Schulting et al. 2005) 
2005 




Lev et al. 













Stiner et Munro 
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HS ressources marines 
 
isotopes 
Richards et Trinkaus 
(Richards et Trinkaus 2009) 
2009 
17 Gibraltar Espagne HN 
mammifères marins 5% 
faune 
Stringer et al. 
2008 
herbivores 58% (Stringer et al. 2008) 





Valensi et Psathi 







19 Jonzac France HN 
bovidés principale 
isotopes 
Richards et al. 
(Richards, Taylor, et al. 2008) 
2008 
chevaux principale 
autres herbivores commun 
poissons absence 
20 Amud Israel HN végétaux commun palynologie 
Madella et al. 
(Madella et al. 2002) 
2002 
21 
basses et moyennes 
latitudes   
végétaux très significatif 
 
Cordain et al. 
(Cordain, Miller, Eaton, Mann, 
Holt, et Speth 2000a) 
2000 
 
Neander valley Allemagne HN 
chevreuils principale 
isotopes 
Richards et Schmitz 
(Richards et Schmitz 2008) 
2008 22 cerfs principale 
 
végétaux noisettes 
23 Les Pradelles France HN rennes essentiel boucherie 
Costamagno et al. 
(Costamagno et al. 2006) 
2006 
24 Sud Ouest France HN bovidés/chevaux 0-70% isotopes 
Drucker et Bocherens 
(Bocherens et Drucker 2003) 
2003 








Gaudzinski et Roebroeks 
(Gaudzinski et Roebroeks 2000) 
2000 
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Grayson et Delpech 
(Grayson et Delpech 1998) 
1998 







Grayson et Delpech 


















Tableau 1: tableau récapitulatif des principales études sur l’alimentation des Néandertaliens 
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Les interactions entre une espèce et un biotope sont une source d’étude très importante en écologie 
et en modélisation, nous y reviendrons ultérieurement. Il existe deux types de facteurs qui vont 
influer sur la survie et la démographie d’une espèce ; d’abord, les facteurs limitants qui sont 
généralement densité-dépendants lorsqu’il s’agit de facteurs biotiques, densité-indépendants 
lorsqu’il s’agit de facteurs abiotiques comme le climat ; ensuite les facteurs régulateurs qui sont 
toujours biotiques et densité-dépendant, c’est le cas de la compétition, de la prédation ou du 
parasitisme par exemple  (Mabille 2007). La chaîne alimentaire que forment les Néandertaliens et 
leurs proies constitue une première interaction avec le milieu sous la forme d’une interaction 
trophique, d’une relation proies prédateurs. 
 
1.1.4 Interactions Néandertal-biotope : 
 
1.1.4.1 Stress climatiques : 
 
Les populations de chasseurs cueilleurs sont très inféodées à leur environnement et de ce fait 
particulièrement tributaires des changements qui s’opèrent au cours du temps. La démographie de 
ces populations est dès lors très dépendante des variations climatiques. A ce titre, il faut préciser que 
ça ne serait pas les grandes variations lentes qui influeraient le plus sur les activités humaines et les 
environnements, mais plutôt les petites variations annuelles ou pluriannuelles. Par exemple, des 
recherches ont montré que le nombre de sites archéologiques était fonction de la variabilité des 
paramètres orbitaux et suborbitaux, particulièrement le niveau de glace au pôle. Selon Francesco 
d’Errico, le nombre de sites reflète correctement la démographie et de ce fait le volume de glace (et 
les événements climatiques de Dansgaard Oeschger associés) la densité de population.  
 
1.1.4.1.1 Avant dernier pléniglaciaire : 
 
Le nouvel environnement induit par ce pléniglaciaire a donc eu une répercussion importante sur les 
populations néandertaliennes. Il impose la mise en place de nouvelles techniques de collecte ainsi 
qu’une adaptation de la structuration sociale et de l’organisation spatiale des populations 
moustériennes (Tchernov 2002) les poussant à migrer en direction de l’aire méditerranéenne. En 
effet, la création et l’analyse de bases de données des sites moustériens par période semble montrer 
que durant les phases froides ou juste après les phases froides, on retrouve une majorité de restes, 
osseux et matériels, dans les régions plus au sud ((Van Andel, Davies, et al. 2003) ; base de données 
en annexe 1). Ces observations peuvent s’interpréter de deux manières, soit par une disparition 
massive des populations nordiques qui n’arrivent pas à s’adapter à ce nouvel environnement soit par 
une potentielle migration vers le sud. Quoi qu’il en soit la réduction du spectre alimentaire a 
certainement dû avoir un certain nombre de conséquences en termes de démographie. En effet, 
certains auteurs, comme Hockett et Haws (Hockett et Haws 2005; Hockett 2011), suggèrent qu’un 
régime alimentaire varié diminuerait le risque de mortalité fœto-maternelle, néonatale et infantile, 
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et pourrait augmenter les taux de fécondité et de croissance des populations, ceci étant cependant 
soumis à de forte règles sociales. Toutefois, quand on regarde les estimations faites par Bocquet-
Appel et Demars en 2005 (Bocquet-Appel et al. 2005) sur les taux de croissance populationnels des 
sapiens du Paléolithique supérieur, on constate une augmentation du taux de croissance en période 
froide. Cela est peut être dû à un artefact d'analyse si la croissance est fonction de la densité. En 
effet, si les hommes se rapprochent quand il fait froid et s'éloignent lorsque le climat se réchauffe, la 
densité locale augmente en période froide et diminue en période tempérée mais l'espace occupé 
augmente en période tempérée. Peut être alors que la population totale augmente également, 
même si on ne l'observe pas à l'échelle locale. Ces observations et ces estimations étant établies à 
partir de bases de données, il est légitime de s’interroger sur la pertinence de cet outil. En effet, il 
faut toujours garder à l’esprit la possibilité d’une conservation différentielle entre les sites (même si 
c’est moins vrai quand on travaille à la fois sur l’os et le matériel lithique) et surtout le fait que la 
fouille du territoire néandertalien n’est absolument pas exhaustive (on peut remarquer une 
superposition presque parfaite de la carte des sites de fouilles avec la carte des découvertes). 
 
1.1.4.1.2 Evénements de Heinrich : 
 
Le refroidissement imputable aux décharges glaciaires des événements de Heinrich a certainement 
causé une dispersion de la faune, et notamment des ongulés, qui se manifesterait en termes de 
densité comme de variabilité (Brugal 2006). En effet, on observe une diminution de la diversité 
spécifique/faunique à partir de 37 000 ans et, en parallèle, certains modèles proposent une 
diminution de la densité des populations humaines (Morin 2008). Ceci peut s’expliquer par une plus 
grande dépendance vis-à-vis de ressources moins abondantes et plus fluctuantes. Les modifications 
du biotope ont donc des conséquences au niveau de la faune comme de la flore et ont imposé aux 
populations humaines de s’adapter, entrainant une plus grande mobilité ainsi qu’une occupation plus 
diffuse et différentielle des territoires (Brugal 2006). On peut effectivement observer que les 
ressources s’accumulent au niveau de zones confinées ou zones refuges et ceci peut avoir de graves 
conséquences sur la démographie humaine (Morin 2004). Si on regarde les températures moyennes,  
les couverts végétaux potentiels et les conséquences sur la biocénose, cet événement climatique est 
assez comparable à la période froide du dernier pléniglaciaire même s’il a duré moins longtemps (et 
s'il était peut être un peu plus aride). 
 
1.1.4.2 Mobilité et zones refuges : 
 
Il existe plusieurs travaux sur la mobilité des Néandertaliens et notamment sur une mobilité que l’on 
pourrait qualifier de « quotidienne ». En effet, dès les années 1980 des chercheurs comme Hassan ou 
Winterhalder ont calculé l’aire de vie d’un groupe de chasseurs-cueilleurs, l’estimant à environ 300 
km² sur la base du nombre de kilomètres pouvant être parcourus par jour en revenant au 
campement chaque soir. Leur études analysaient aussi la  dynamique des populations (Hassan 1981; 
Winterhalder, Baillargeon, Cappelletto, Daniel Jr, et Prescott 1988). D’autres chercheurs ont utilisé 
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une approche se basant sur l’estimation de la capacité de soutien qu’offrent les environnements, et 
notamment en termes de biomasse de proies, afin de déterminer densité et superficie du territoire 
qui peut alors aller jusqu’à 2500km² (Delpech 1999; Hayden 1972; Hayden et al. 1981) ; cela en 
considérant la relation quantitative entre biomasse végétale, biomasse d’ongulés et densité 
humaine.  Ce type d’études basées sur les principes de l’écologie ont conduit à l'élaboration de deux 
théories concernant la mobilité des Néandertaliens et des chasseurs cueilleurs en général, la théorie 
des collecteurs qui propose un modèle radiatif avec un camp de base et des stratégies logistiques et 
la théorie des « chasseurs-accumulateurs » qui propose un modèle de circulation libre avec des 
stratégies opportunistes (Binford 1980; Kuhn 1995; Rivals, Kacimi, et Moutoussamy 2004). Un 
troisième modèle, celui de Kelly (Kelly 1990, 1995) se trouve à l’interface des deux précédents avec 
des chasseurs qui se déplacent dans une zone circonscrite autour d’une localité centrale. On 
remarque donc qu’il existe plusieurs types de mobilité, au sein d’un territoire défini autour d’un 
camp de base, ou alors aléatoire en fonction des besoins. 
Dans les années 1990, il a été démontré d’autre part qu’à partir de l’OIS6, les Néandertaliens 
parcouraient jusqu’à 100km (voir plus, jusque 300km au Paléolithique moyen mais ces cas restent 
exceptionnels) pour se procurer du matériel lithique de bonne qualité. A partir de 50ka BP des 
distances excédant 500km ne semblent même plus exceptionnelles (Feblot-Augustins 1993, 1999; 
Gamble 1999; Roebroeks et Tuffreau 1999). Une étude très récente, basée sur les besoins 
alimentaires des Néandertaliens, conclut que les populations néandertaliennes devaient se déplacer 
de 2190km par an au sein d’un territoire défini et que ces déplacements devaient être inférieurs à 
ceux des Homo sapiens (Macdonald, Roebroeks, et Verpoorte 2009). D’autres études récentes se 
basent sur l’analyse de certains isotopes comme le strontium et/ou des images scanner des dents 
afin de déterminer la distance parcourue mais cette fois au cours d’une vie (Richards et al. 2008) et 
obtienne des estimations d’au moins 20km. Des études menées en Belgique iraient jusqu’à 100km. 
Ces études donnent une idée plus précise des déplacements des individus mais ne traitent pas de la 
mobilité des populations sur plusieurs générations, sur une plus longue période de temps ou sous 
des pressions environnementales pluriannuelles. Très peu d’études se penchent par exemple sur 
l’impact migratoire des grands changements climatiques sur la population néandertalienne, tout 
juste sont ils évoqués au sein d’études plus vastes. Les changements climatiques ont pourtant une 
grande influence sur la dynamique des populations en général. Les études concernant la migration 
des flores et des faunes lors d’épisodes climatiques froid ou chaud sont assez bien documentées 
(Paus 1989; Svenning, Normand, et Kageyama 2008; Svenning, Normand, et Skov 2008; Miracle, 
Mauch Lenardic, et Brajkovic 2009) et le terme de zone refuge est souvent évoqué. De façon 
générale, la littérature est riche d’exemples de faunes dites tempérées qui survivent aux périodes 
froides au sein de zones refuges (Hewitt 2000; Bhagwat et Willis 2008; López-García et al. 2010; 
Sommer et Benecke 2004; Sommer et Benecke 2005; Stewart et al. 2010) avant de recoloniser leurs 
anciens territoires lors de phases climatiques plus clémentes (Sommer et Nadachowski 2006). Ces 
zones dites refuges sont localisées dans les péninsules ibérique, italienne et balkanique. Les données 
génétiques semblent d’ailleurs tout à fait en accord avec ces scénarios de contraction/ré-expansion 
suivant les fluctuations du climat (Hewitt 2000). La variabilité génétique des populations est 
effectivement liée à la vitesse d’expansion, à la croissance et à la densité des populations, aux 
barrières environnementales ainsi qu’aux variations climatiques et peut être de ce fait considérée 
comme un bon marqueur de ces phénomènes migratoires et démographiques. Cependant, certains 
auteurs comme Stewart, van Kolfschoten, Markova et Musil en 2004 (Stewart, van Kolfschoten, 
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Markova et Musil 2004) réfutent l’idée de zones refuges et parlent plutôt de zones d’endémisme. En 
effet, ces auteurs, qui ont étudié la période 60-20ka, constatent que les espèces présentes dans ces 
zones refuges restent également présentent dans des localités plus nordiques. Ce terme reste donc 
assez vague et peut représenter à la fois les territoires du nord ou du sud où migrent les espèces 
inféodées aux climats froids ou chauds en période de fluctuations climatiques. Toutefois, il peut 
également s’agir de zones beaucoup plus localisées jouissant d’un microclimat particulier et 
permettant également la survie des espèces lors de modifications du climat. Ces zones de survie sont 
alors des zones de goulot d’étranglement génétique d’où des espèces au pool génétique modifié 
vont se développer à nouveau et recoloniser l’ensemble du territoire (Bennett et Provan 2008). 
Concernant les refuges glaciaires du Weichsélien pour les espèces tempérées trois zones sont comme 
nous venons de le voir traditionnellement énoncées : la péninsule ibérique, la péninsule italienne et 
les Balkans (Sommer et Benecke 2005; Sommer et Nadachowski 2006; Taberlet et al. 1998). 
Concernant les Néandertaliens, on remarque par exemple une absence de trace archéologique au-
delà de 50° de latitude nord pendant l’OIS4. Ces populations ont-elles disparu ? Ont-elles migré vers 
le sud ? Certains indices comme la présence d’une industrie laminaire retrouvée uniquement dans le 
nord de la France à l’OIS5 puis uniquement au sud-est par la suite semblent être en faveur d’une 
migration démique, mais il est possible qu’il s’agisse plutôt d’une diffusion culturelle (Depaepe 2009). 
Ceci dit, à l’image de certaines espèces comme le renard polaire, les Néandertaliens n’auraient ils pas 
pu simplement subir des extinctions ponctuelles dans ces zones (Hublin et Roebroeks 2009)? La 
question n’est pour le moment pas tranchée et nous avons essayé à travers cette thèse d’y apporter 
une réponse. 
 
1.2 L’écosystème néandertalien 
 
1.2.1 Territoire : 
 
Les Néandertaliens constituent selon toute vraisemblance une espèce d’ascendance européenne. 
D’abord concentrée en Europe occidentale (entre 350 et 70ka), cette population migre vers l’est 
jusqu’au Proche-Orient où elle est attestée vers 60ka sur le site de Kebara. Cependant, elle pourrait y 
être plus ancienne puisque des fossiles présentant une morphologie néandertalienne ont été 
retrouvés sur le site de Tabun et datés d’environ 120ka. Ces occupations pourraient être dues à des 
migrations initiées par les conditions climatiques particulièrement difficiles des glaciations saalienne 
(OIS6) et weschelienne (OIS4). Toutefois, la théorie d’une expansion en période climatique favorable, 
ouvrant des passages jusque là obstrués par les glaces, n’est pas totalement réfutée à l’heure 
actuelle. Il semblerait d’ailleurs que ça soit pendant la période chaude de l’Eémien (OIS5) que des 
groupes néandertaliens aient rejoint la Finlande où leur présence est attestée sur le site de Wolf 
cave. Les études génétiques de ces dernières années ont même permis de supporter la présence des 
Néandertaliens au Moyen Orient (Teshik Tash, Ouzbékistan) et jusqu’en Sibérie orientale 
(Okladnikov) aux confins de la Chine, de la Russie et de la Mongolie. Ces découvertes repoussent de 
2000km vers l’est le territoire que l’on connaissait à cette population. C’est donc un territoire 
immense que l’on doit considérer, territoire d’environ 8 883 000 km² (Powell, Shennan, et Thomas 
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2009) qui s’étend sur 20 degré de latitude et presque 90 degré de longitude, du Portugal à la Sibérie 
et de la Finlande à Israël. Il va de soit que dans un si vaste territoire les environnements ne sont pas 
homogènes, d’océanique à très continental, d’altitude très faible à très élevée, avec une sismicité 
importante ou presque nulle, ils présentent des caractéristiques intrinsèques à prendre en 
considération. De même, les pressions environnementales qui s’exercent sur ces territoires sont elles 
aussi très différentes et leur impact sur les populations humaines est donc éminemment variable. 
 
1.2.2 Climats et environnements associés : 
 
Le vaste territoire que nous venons d’évoquer était composé de différents biomes. Un biome est un 
ensemble d’écosystèmes différents s’étendant sur une aire géographique importante. Il se définit par 
l’existence de conditions climatiques homogènes à l’origine d’une végétation particulière (Campbell 
et Reece 2004). Les populations néandertaliennes classiques (130 000 – 30 000 ans BP) se sont 
développées dans des environnements variés et sous des conditions climatiques très changeantes. La 
fin de l’Eemien et le début du Weichselien montrent en effet une très forte augmentation de 
l’instabilité climatique (Novenko et al. 2008). Et des oscillations même de l’ordre du millénaire ont pu 
avoir des influences notables sur la végétation en place (Fletcher et al. 2010; Harrison et Sanchez 
Goñi 2010; Margari et al. 2009; Margari et al. 2010).  
Apparus aux alentours du dernier interglaciaire vers 130 000 ans, les Néandertaliens classiques ont 
d’abord connu une phase climatique tempérée avec une calotte glaciaire réduite et un niveau de la 
mer supérieur à l’actuel de 10 à 12 mètres (Van Andel et Tzedakis 1996). Cette période se caractérise 
par la présence d’un biome forestier homogène un peu partout en Europe successif à un 
reboisement rapide dû à l’augmentation des températures et de l’humidité (Guiter et al. 2003; 
Novenko et al. 2008). En effet, on voit une expansion des végétations arboricoles à partir des zones 
refuges, différentes espèces ont été dominantes tour à tour en fonction des fluctuations climatiques, 
des interactions biotiques et de la maturation des sols (Van Andel et Tzedakis 1996). Globalement on 
observe la succession suivante : chênes déciduaux et ormes, noisetiers et ifs puis charmes, sapins, 
épicéa et pins. En Europe centrale et en Allemagne particulièrement on observe d’abord de denses 
forêts de pin puis de pins et bouleaux avant de retrouver la succession précédente (Novenko et al. 
2008). Au nord de l’Eurasie, on observe une alternance de végétations de milieux légèrement plus 
froids, forêts, forêts-steppes et steppes ; ces végétations de périodes interglaciaires vont se 
développer tout au long de l’OIS5 en Europe de l’Est et pas seulement pendant l’OIS5e (Molodkov et 
Bolikhovskaya 2009). 
 Après 20 000 ans environ, on entre dans un pléniglaciaire caractérisé par une alternance de courts 
épisodes froids et de périodes tempérées plus longues. D’une façon générale, on entre dans une 
phase de régression marine (Van Andel et Tzedakis 1996) pendant laquelle les phases froides 
seraient dues à un affaiblissement du Gulf Stream (Guiter et al. 2003). Durant ces périodes, on 
constate de dramatiques changements dans la végétation avec l'apparition de toundra et de steppes 
arctiques, une augmentation de la continentalité et des températures moyennes inférieures à 0°C 
(Guiter et al. 2003). Durant les périodes chaudes une végétation tempérée de feuillus se développe 
(forêts de chênes ou de charmes). Durant ce pléniglaciaire, on observe un gradient de végétation 
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Nord Sud (ou Nord-Ouest Sud-Est) plus marqué qu’aujourd’hui avec des températures et des 
précipitations inférieures à la phase précédente (Van Andel et Tzedakis 1996). Contrairement aux 
zones nordiques qui semblent présenter une cohérence avec les végétations de l’interglaciaire 
précédent, les paléoenvironnements du sud de l’Europe montrent une grande variabilité (Allen et 
Huntley 2009). En effet, si au début on a plutôt des forêts ouvertes (100-86ka), par la suite elles 
laissent place à une végétation de steppe (86-84ka) qui sera elle-même remplacée par des forêts de 
feuillus (84-75ka) (Allen et Huntley 2000). 
Vers 74 000 ans BP commence la période la plus froide de la glaciation weichselienne, on observe 
une augmentation importante du volume des glaces aux pôles et sur les reliefs ; la végétation est 
ouverte et extensive (Van Andel et Tzedakis 1996). Ce refroidissement semble corrélé avec des 
changements dans les circulations atmosphériques, des oscillations dans l’intensité de l’anticyclone 
scandinavo-polaire, des vents secs, une fluctuation Nord-Sud du front polaire et une humidité 
atlantique. Taïga et toundra apparaissent en France alors que des forêts de conifères se développent 
en Allemagne (Fernández 2006). En Europe centrale, persistent certaines espèces arboricoles 
pionnières comme le bouleau ou certains pins mais ce sont les poacées qui dominent; artémises et 
chénopodiacées se développent également (Novenko et al. 2008). Il semblerait que, même durant 
les périodes glaciaires, une végétation arboricole ait subsistée en Europe centrale et orientale (Willis, 
Rudner, et Sümegi 2000; Willis et van Andel 2004). On retrouve un nombre assez important de pollen 
d’herbacées à large spectre et de façon générale la végétation semble proche de la forêt-toundra 
actuelle avec la présence de quelques espèces de steppe (Novenko et al. 2008). Au nord de l’Eurasie, 
cette période glaciaire est caractérisée par une alternance de toundras périglaciaires, forêts-toundras 
périglaciaires, de toundras-steppes, de forêts-toundras-steppes et de steppes périglaciaires 
(Molodkov et Bolikhovskaya 2009). Dans le sud de l’Europe et particulièrement en Grèce, des 
prairies/steppes à Artémises, chénopodiacées et graminées s’étendent durant cette période au cours 
de laquelle l’érosion des sols semble importante (Margari et al. 2009). Les seules espèces arboricoles 
régulièrement présentes au sud de l’Europe sont les pins et les genévriers (Allen et Huntley 2000). 
Entre 60 000 et 29 000 ans, les conditions sont globalement plus tempérées même si on observe 
toujours des oscillations correspondant à la variabilité D/O (Dansgaard-Oeschger) dans l’Atlantique 
Nord. Des cycles froids de 10 ou 15 000 ans témoignent de l’effondrement périodique des calottes 
glaciaires. Ces cycles sont caractérisés par une diminution de la strate arborescente, une 
augmentation des espèces semi-désertiques ou de steppe sèche et l’existence de vents de sables 
suggérés par la présence de lœss. Au sud, la contraction maximale de la végétation arborescente a 
lieu pendant les événements de Heinrich ; la végétation est majoritairement composée d’Artémises, 
de chénopodiacées et de graminées, témoignant d’un retour à des conditions froides et arides 
(Margari et al. 2009). Les périodes chaudes sont, là encore, marquées par des gradients Nord Sud 
dans la végétation qui se compose de bouleaux, saules, genévriers, épicéas ou pins dans les zones les 
plus au Nord (toundra boisée, espèces arbustives pionnières), de forêts déciduales ouvertes au Sud 
(chênes, noisetiers, ormes, tilleul et saules) et de pelouses arides et de steppes à armoises sur les 
côtes méditerranéennes (Guiter et al. 2003; Van Andel et Tzedakis 1996). En Grèce, des forêts de 
Pins et Chênes déciduaux témoignent d’une augmentation des températures et des précipitations 
(Margari et al. 2009). Entre 60 000 et 40 000 ans, le développement des forêts au sud de l’Europe 
semble favorisé par les conditions climatiques (chênes, hêtres, sapins mais aussi tilleuls, ormes ou 
frênes) mais ces dernières restent ouvertes comme en témoigne la présence de pollens de graminées 
en quantité importante (Allen et Huntley 2000). Par la suite, les forêts mixtes de feuillus semblent 
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prédominer dans cette région avant de laisser place à des végétations steppiques au sud de l’Europe 
et à des végétations de toundra-steppe en Europe centrale entre 34 000 et 29 000 ans (Allen et 
Huntley 2000). Les sites de Norvège quant à eux semblent montrer une faible extension de la calotte 
glaciaire entre 38 000 et 29 000 ans mais les enregistrements du Groenland et de l’Atlantique 
suggèrent que cette période a été l’objet de fortes modifications climatiques (Sejrup et al. 2009). 
Entre 28 000 et 25 000 ans, les données palynologiques suggèrent une proportion importante de 
végétation steppique avec par endroit un couvert arboricole incomplet; on s’approche des conditions 
du dernier maximum glaciaire et en Scandinavie/Norvège, la calotte atteint déjà son expansion 
maximale (Sejrup et al. 2009). 
 
1.2.3 Zonation des faunes et des flores : 
 
D’une manière générale, les changements climatiques ont une influence évidente sur l’évolution d’un 
biotope, à la fois sur la flore, comme on vient brièvement de le voir, mais aussi sur la faune. D’un 
point de vue populationnel,  l’impact de ces changements s’observe au niveau de la physiologie, de la 
distribution et de la sélection exercée sur les animaux aussi bien que sur les végétaux (Nevoux 2008). 
D’un point de vu physiologique, on observe des changements sur la croissance pondérale des 
animaux (Kurten 1968; Pozzi, Depracter, et Torre 2004) mais aussi sur leur mortalité ; ces facteurs 
étant soumis à l’abondance des ressources alimentaires. Concernant la distribution spatiale des 
espèces, on sait que, globalement, en période froide et dans une région donnée, l’environnement 
animal change. Selon les climatologues, de fortes oscillations climatiques avec des différences de 
températures moyennes au pôle de 10°C se seraient produites pendant le Pléistocène supérieur et 
ces différences ont vraisemblablement eu un impact non négligeable sur la répartition des espèces 
vivantes ; même si les enregistrements continentaux (pollens) montrent des différences de 
températures moindres. La zonation est un état écologique ou géographique qui décrit la distribution 
des espèces ou des climats sur un territoire donné. D’ailleurs, à ce jour, les climatologues observent 
une assez bonne corrélation entre zonation climatique et environnementale. Et il semblerait, selon 
des études en composantes principales réalisées par l’algorithme GARP, que la température soit 
responsable à 85% de la distribution géographique des espèces (d’Errico, communication 
personnelle). D'autres études mettent plutôt en évidence l'impact des précipitations (Cadènes et al. 
soumis). Dans le cas du Pléistocène supérieure, cette zonation est à la fois géographique et 
temporelle en ce qui concerne les faunes comme la flore ; cependant les espèces animales ayant 
d’avantage de moyens de s’adapter au pressions climatiques que les espèces végétales, on n’observe 
pas nécessairement de phénomène d’extinction concernant les faunes.  
 
1.2.3.1 Zonation de la végétation : 
 
Si les carottages de glace au pôle ont permis d’avoir une idée globale et relativement précise des 
variations climatiques de ces 200000 dernières années, les études polliniques ont permis de corréler 
les événements marins aux événements continentaux et d’avoir une vision plus locale de ces 
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changements à travers l’analyse des variations de la végétation. On sait d’ailleurs que la végétation 
répond très rapidement aux changements climatiques, en une centaine d’années au maximum, 
même s’il existe une variabilité spatiale qui préconise de travailler à l’échelle régionale. En plus de 
l’étude des carottages continentaux, plusieurs programmes comme le programme IMAGES 
(International MArine Global changE Study) ont mis en évidence une zonation nord-sud de la 
végétation au cours du Pléistocène supérieur (Sánchez Goñi et al. 2008; Sanchez Goñi et al. 2009) 
tout au moins en Europe occidentale. Au cours des périodes tempérées, les événements de 
Dansgaard Oeschger semblent avoir joué un grand rôle sur la répartition des forêts et notamment 
sur les contractions et les réexpansions de la forêt méditerranéenne. Le rôle du climat sur ce 
développement des forêts peut être mis en évidence par l’étude des températures des eaux de 
surfaces. En effet, on observe un synchronisme entre température des eaux de surface et climats 
continentaux. Par ailleurs, il existe une bonne corrélation entre le développement de la forêt 
tempérée et la température des eaux de surface qui doivent se situer entre 12 et 18°C pour que se 
mette en place ce type de végétation. Globalement, les chercheurs observent pendant les périodes 
froides une expansion des formations à graminées et une réduction des espaces boisés. Le climat 
joue sans aucun doute un rôle important dans la zonation des végétaux. Les paramètres orbitaux 
(volume de glace, insolation) et suborbitaux (température) ont donc une influence sur la distribution 
de la végétation et notamment sa distribution latitudinale et temporelle. Des paramètres tels que la 
continentalité ou l’océanité quant à eux ont plus d’influence sur la zonation longitudinale. En effet, la 
nature des forêts d’Europe centrale au Pléistocène supérieur, forêts essentiellement constituées de 
conifères, semble soumise à l’influence de la continentalité. D’ailleurs, l’environnement forestier en 
Europe centrale est très souvent remplacé par une steppe à graminées. On peut définir trois grandes 
régions climatiques en Europe au Pléistocène supérieur, l’Europe du nord, l’Europe centrale et 
l’Europe méditerranéenne (Tableau 2, Figure 1). 
 
Période Europe du nord Europe du sud Europe centrale 
101 500 – 93 800 Forêt boréale Forêt tempérée décidue Forêt tempérée décidue 
93 800 – 86 600 Forêt boréale Forêt tempérée décidue/ forêt mixte froide Forêt boréale 
86 600 – 84 200 Zone périglaciaire Steppe (boisée) chaude/froide Steppe froide 
84 200 – 78 800 Forêt boréale Forêt tempérée décidue Forêt tempérée décidue 
78 800 – 77 600 Forêt boréale Steppe Forêt boréale 
77 600 – 75 400 Forêt boréale Forêt tempérée décidue Forêt boréale 
75 400 – 74 700 Zone périglaciaire Steppe chaude/froide Steppe toundra 
74 700 – 73 000 Zone périglaciaire Steppe boisée Steppe toundra 
73 000 – 69 000 Zone périglaciaire Steppe chaude/froide Steppe toundra 
69 000 – 64 300 Zone périglaciaire Steppe (boisée) chaude/froide Steppe toundra 
64 300 – 60 400 Zone périglaciaire Steppe froide Steppe toundra 
60 400 – 57 900 Zone périglaciaire Steppe (boisée) chaude/froide Steppe toundra 
57 900 – 56 200 Zone périglaciaire Steppe chaude/froide Steppe toundra 
56 200 – 53 800 Toundra à arbustes nains Steppe chaude/froide / bois mixte froid Bois boréal ouvert 
53 800 – 50 000 Zone périglaciaire Steppe chaude/froide Steppe toundra 
50 000 – 42 300 Toundra à arbustes nains Steppe boisée / bois mixte froid Bois boréal ouvert 
42 300 – 40 000 Zone périglaciaire Steppe chaude/froide Steppe toundra 
40 000 – 37 600 Toundra à arbustes nains Steppe boisée / bois mixte froid Bois boréal ouvert 
37 600 – 36 500 Zone périglaciaire Steppe chaude/froide Steppe toundra 
36 500 – 34 900 Zone périglaciaire Steppe boisée Steppe toundra 
34 900 – 31 800 Zone périglaciaire Steppe chaude/froide Steppe toundra 
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Période Europe du nord Europe du sud Europe centrale 
31 800 – 29 400 Toundra arbustive Steppe boisée Bois boréal ouvert 
29 400 – 25 900 Zone périglaciaire Steppe chaude/froide Steppe toundra 
Tableau 2: tableau récapitulatif des types d’environnements par zone géographique et par période au Pléistocène 





Figure 1: évolution des environnements européens au cours du Pléistocène supérieur 
 
1.2.3.2 Zonation des faunes : 
 
Les modifications du climat ont eu une influence sur la répartition de la flore et de ce fait sur la 
répartition de la faune qui s’en nourrit. A l’heure actuelle, on observe un étagement des biocénoses 
du nord au sud, en fonction des facteurs climatiques pour la végétation, en fonction des facteurs 
environnementaux pour la faune. En prenant l’exemple des ongulés, on observe cet étagement 
longitudinal mais on peut également remarquer un étagement altitudinal des espèces. Les deux sont 
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même souvent combinés car la répartition des espèces est différente en fonction des 
environnements même si ceux-ci se situent à une altitude identique (par exemple la forêt 
caducifoliée, la steppe à graminée ou les environnements semi-désertiques sont différents 
environnements rencontrés dans des altitudes moyennes). De la même façon, il faut aussi noter que 
les espèces d’altitude sont souvent différentes des espèces des hautes latitudes même si le type de 
végétation est similaire (Delpech 2000; Delpech 2003) (Tableau 3).  
 
Type d’environnement Faune d’ongulés associée 
Toundra Renne et Ovibos 
Taïga Elan, Renne, Chevreuil, Cerf et Sanglier 
Forêt mixte Élan Sanglier, Chevreuil et Cerf 
Forêt caducifoliée Cerf, Chevreuil et Sanglier 
Steppes à graminées Antilope saïga, Cheval (désert de Gobi) et Bison 
Pelouse alpine, toundra de montagne Bouquetin et Chamois 
Forêt de conifères subalpine Bouquetin, Chamois, Cerf et Chevreuil 
Forêts mixte et caducifoliées d’altitude Cerf, Chevreuil et Sanglier 
Tableau 3: tableaux présentant la répartition des principaux ongulés par type de végétation à l’heure actuelle, d’après 
Delpech 2000. 
 
Durant les périodes froides, les changements climatiques et environnementaux entrainent un 
abaissement de la zone polaire abiotique et de ce fait une migration des populations animales vers le 
sud. Il en est de même dans les zones d’altitude où l’étage alpin prend d’avantage de place. Les 
rennes des hautes latitudes ou les chamois et bouquetins des hautes altitudes vont descendre vers 
des latitudes et des altitudes plus clémentes. Concernant l’OIS4 par exemple, on peut citer à titre 
d’illustration le cas du sud ouest de la France où des espèces telles que les cerfs, les chevreuils ou les 
chevaux sauvages sont remplacées par des espèces de plus hautes latitudes comme les rennes 
(Delpech et Prat 1980; Tchernov 2002). On retrouve des changements similaires en Europe centrale 
(Gábori 1976). De la même façon, il peut se produire une migration vers l’ouest des espèces lors de 
périodes d’aridification des zones d’Europe centrale et d’Asie occidentale (Delpech 2000). La 
biomasse des faunes est également variable et dépendante du milieu, de 0,44t/km² dans la toundra 
jusqu’à 15,71t/km² dans la forêt caducifoliée en passant par 6,67t/km² dans les steppes tempérées 
(Delpech 1999). Il est toutefois à noter que la majorité de la biomasse animale dans les forêts se 
compose d’invertébrés et de vertébrés non mammaliens. A contrario, les steppes tempérées 
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1.2.4 Les faunes du Pléistocène supérieur : 
 
Afin d’étudier les réponses des Néandertaliens face aux changements de leur écosystème, il a fallu 
trouver un moyen de modéliser l’environnement. Pour cela, souhaitant travailler sur l’analyse des 
relations inter et intra-populationnelles, nous avons choisi de considérer la chaine alimentaire dans 
laquelle cette population fossile était impliquée. De ce fait, il s’agissait dans un premier temps 
d’approximer un biotope à un biome puis à un réseau trophique. En effet, par des comparaisons avec 
l’actuel, il est possible de proposer une aire de répartition et un type habitat pour les faunes fossiles, 
et inversement avec les données sur les paléoclimats et les paléo-environnements, il est 
envisageable de proposer pour chaque type de biotope un cortège faunique associé. 
 
1.2.4.1 Les mammouths : 
 
Les mammouths sont des espèces herbivores appartenant à l’ordre des proboscidiens. Ces derniers, 
bien que réduits aux seuls éléphants aujourd’hui, étaient un groupe dominant au Pléistocène vivant 
sur la majeure partie de continents (Kurten 1968). En Europe entre 150 000 et 25 000 ans on 
retrouve plusieurs espèces de proboscidiens, l’éléphant à défenses droites (palaeoloxodom antiquus) 
que l’on observe essentiellement dans les zones refuges du sud de l’Espagne, le mammouth des 
steppes qui est très rapidement remplacé par le mammouth laineux principal représentant de cet 
ordre durant la période considérée (Kurten 1968). Cette espèce, très largement majoritaire, était 
adaptée à un climat froid et vivait dans des steppes à graminées mais aussi dans des espaces boisés 
de type taïga (présence d’aulnes, mélèzes ou bouleaux), jamais loin des cours d’eau (Patou-Mathis 
2009; Pozzi, Depracter, et Torre 2004; Riser 1999). Ce paysage, appelé par les chercheurs « steppe à 
mammouth », a aujourd’hui entièrement disparu. Les mammouths se nourrissaient d’herbacées et 
de mousses et migraient en suivant les glaciers (Pozzi, Depracter, et Torre 2004). 
 
 
Figure 2: répartition des différentes espèces de mammouths 
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1.2.4.2 Les rhinocéros : 
 
Les rhinocéros sont des espèces communes au Pléistocène et adaptées à des environnements variés 
allant de la forêt à la toundra (Kurten 1968). Les espèces présentes en Europe durant la période 
150 000 – 25 000 ans appartiennent à deux lignées, la première étant composée par les rhinocéros 
de forêts (Dicerorhinus kirchbergensis) et les rhinocéros de steppes (Dicerorhinus  hemitoechus), la 
seconde par les rhinocéros laineux (Coelodonta antiquitatis) (Patou-Mathis 2009; Riser 1999). Les 
rhinocéros de Merck (Dicerorhinus kirchbergensis) sont présents un peu partout en Europe, de 
l’Angleterre à l’Espagne en passant par l’Europe centrale et plus ou moins nombreux selon les 
périodes (Kurten 1968); ils étaient donc adaptés à des environnements divers et consommaient 
essentiellement de feuilles de buissons, d’herbes ou d’écorces d’arbres (Pozzi, Depracter, et Torre 
2004; Riser 1999). Le rhinocéros des steppes quant à lui semble se développer lors des périodes de 
recul du rhinocéros de Merck, la morphologie de ses dents semble indiquer que cette espèce vivait 
dans des prairies ouvertes mais il se révèle incapable de coloniser des environnements de toundra, 
son habitat principal restant les zones tempérées (Kurten 1968). Le rhinocéros laineux est, quant à 
lui, une espèce typique des zones froides, parfaitement adapté à la toundra et présentant une 
spécialisation pour la consommation d’herbacées même s’il ingérait également des rameaux et des 
feuilles de saules, noisetiers ou bouleaux (Pozzi, Depracter, et Torre 2004). Très souvent associé au 
mammouth, il est très présent en Europe durant la période considérée (Kurten 1968; Patou-Mathis 
2009; Riser 1999). 
 
 
Figure 3: répartition des rhinocéros laineux 
 
1.2.4.3 Les hippopotames : 
 
Les hippopotames sont représentés en Europe au Pléistocène supérieur par une espèce principale 
Hippopotamus incognitus qui vivait le long des fleuves, Loire, Allier, Seine, Tamise ou Rhin et ceci 
même pendant les périodes plus froides tant que les eaux n’étaient pas gelées (Riser 1999). Il se 
nourrissait de plantes d’eau telles que les roseaux ou les lotus (Kurten 1968). 
 




Figure 4: répartition des hippopotames 
 
1.2.4.4 Les bovidés : 
 
La famille des bovidés regroupe de très nombreuses espèces et un certain nombre est retrouvé en 
Europe au Pléistocène supérieur. Les bisons et les aurochs sont très présents mais on rencontre 
également des bœufs musqués, des bœufs d’eau, des antilopes saïga, des chamois, des mouflons, 
des bouquetins ou des caprins (Kurten 1968; Riser 1999).  
Deux espèces de bisons coexistent en Europe entre 150 000 et 25 000 ans, le bison des steppes 
(Bison priscus) et le bison des forêts (Bison schoetensacki) plus rare. Le premier est une espèce 
grégaire et migrante qui vit dans un environnement steppique et se nourrit essentiellement de 
graminées (Kurten 1968; Riser 1999). On le retrouve du sud de l’Angleterre à l’Espagne en passant 
par l’Italie, la Palestine ou la Sibérie (Kurten 1968). Il apprécie les climats froids et secs (Pozzi, 
Depracter, et Torre 2004). Le second, le bison de forêts, est contemporain du premier ; il est très 
souvent associé à un environnement forestier mais pas exclusivement. 
Les Aurochs (Bos primigenius) vivaient sous un climat tempéré et humide et dans des paysages de 
type prairie ou forêt ouverte, souvent près des cours d’eau car ils avaient une grande dépendance 
vis-à-vis de cette dernière (Kurten 1968; Patou-Mathis 2009; Pozzi, Depracter, et Torre 2004). Ils se 
nourrissaient d’herbacées ou de feuillage. 
Le bœuf musqué (Musk ox) est une espèce très commune en Europe au Pléistocène moyen et au 
Pléistocène supérieur (mais rare dans les sites préhistoriques). Lors des périodes plus froides, on le 
retrouve jusqu’au nord de l’Espagne (Patou-Mathis 2009). La répartition de cette espèce grégaire 
adaptée à la toundra devient circumpolaire durant la période glaciaire (Kurten 1968). 
L’Antilope saïga (Saiga tatarica) se développe en Europe à partit de 70 000 ans principalement en 
Angleterre, Belgique et France sur des végétations de pelouse ou des végétations éparses (Kurten 
1968). Elle vit sur des terrains faiblement accidentés, dans des plaines, de petites collines voire sur 
des plateaux où elle se nourrit de graminées, d’halophiles ou d’artémises (Pozzi, Depracter, et Torre 
2004). C’est un animal grégaire qui supporte bien les changements de température et qui n’a pas une 
grande dépendance vis-à-vis de l’eau (Patou-Mathis 2009). Cependant, certaines populations 
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semblent migrer lorsque les changements climatiques sont trop prononcés (Pozzi, Depracter, et 
Torre 2004). 
Les chamois (Rupicapra rupicapra) sont très présents dans les montagnes européennes durant la 
période. Vers 70ka on les retrouve principalement dans le Massif Central, les Vosges, la Forêt Noire 
et les Ardennes. Ensuite, ils désertent ces régions pour survivre et on les retrouve dans les Pyrénées, 
les montagnes cantabriques, les Alpes, les Apennins, les Abruzzes, les Carpathes et les montagnes 
des Balkans. Ils se nourrissent de trèfle, herbes variées et même mousses et lichens ou aiguilles de 
pin en hiver (Kurten 1968), ils aiment les milieux forestiers et les pentes abruptes et supportent mal 
la chaleur (Patou-Mathis 2009).  
Les mouflons (Ovis musimon) sont assez rares en Europe au Pléistocène mais on en retrouve en Italie, 
dans certains sites français (Jura essentiellement) et en Espagne (Kurten 1968; Patou-Mathis 2009). 
Ils présentent des adaptations morphologiques à une alimentation de type steppique.  
Les bouquetins (ibex), comme les chamois, sont largement présents dans les montagnes 
européennes au cours de la période considérée s’étendant jusqu’en Crimée et en Palestine. Ils sont 
également présents à Gibraltar, dans le sud de l’Italie, dans le sud de la France, en Belgique, en 
Allemagne et en Angleterre (Kurten 1968). Ils se nourrissaient essentiellement d’herbacées. Ces 
animaux ont pu vivre dans des zones d’altitude plus faible et moins accidentées lors des périodes les 
plus froides et remonter en altitude avec la fonte des glaciers (Pozzi, Depracter, et Torre 2004). 
Les caprins (Hemitragus bonali) sont présents en France au Pléistocène tardif. 
 
 
Figure 5: répartition des principales espèces de bovidés 
 
1.2.4.5 Les cervidés 
 
La famille des cervidés est composée de 6 lignées principales : les mégacéros, les élans, les élaphes, 
les rennes, les daims et les chevreuils (Riser 1999). 
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Entre 150 000 et 25 000 ans, on retrouve en Europe et au nord de l’Asie une seule espèce de 
mégacéros, Megaloceros giganteus, qui vivait dans des plaines humides et supportait facilement le 
froid (Patou-Mathis 2009). Il est absent du bassin des Carpathes, disparait en Europe de l’Est au 
Würm I et en Crimée au Würm II ; en Europe de l’ouest il survit jusqu’au début de l’holocène (Kurten 
1968). 
L’Elan (Alces alces) est une espèce commune des faunes tempérées européennes au cours du 
Pléistocène tardif. Il vit principalement dans des forêts des conifères où il se nourrit de saule, frêne, 
bouleau et pin ainsi que de diverses herbacées, herbes, lichens champignons et baies voire des 
plantes aquatiques (Kurten 1968; Patou-Mathis 2009). 
Le cerf élaphe (Cervus elaphus) est une espèce très répandue partout Europe au Pléistocène tardif. Il 
se nourrissait vraisemblablement de feuilles, de brindilles, d’écorce d’épicéa, d’herbes et de fruits 
voire même de lichens en hiver (Kurten 1968). Il préférait les zones boisées, peu froides et peu 
humides mais pouvait également vivre dans des environnements plus ouverts tant que le climat 
n’était pas trop froid. Durant les périodes froides, la taille de la population diminue alors que la taille 
de l’individu semble augmenter ;  les cerfs migrent alors vers des zones exposées au soleil ou dans 
des vallées (Pozzi, Depracter, et Torre 2004). 
Le renne (Rangifer tarandus) est très présent en Europe pendant le Würm, on le retrouve en 
Espagne, en Italie, au sud de la Russie et jusqu’en Scandinavie. Cette espèce opérait des migrations 
saisonnières de la forêt vers la toundra plus septentrionale et se nourrissait d’herbes, de pelouses,  
de feuilles ou de bourgeons pendant l’été et principalement de lichens pendant l’hiver (Kurten 1968; 
Pozzi, Depracter, et Torre 2004). Il supportait bien le froid mais assez mal l’humidité (Patou-Mathis 
2009). Au Würm II en France du sud ouest, le renne migre vers l’est puis sa taille diminue 
considérablement au Würm III du fait des conditions climatiques difficiles (Pozzi, Depracter, et Torre 
2004). 
Le daim (Dama dama) est retrouvé à partir de l’Eemien dans de nombreuses grottes de France, 
d’Espagne, d’Angleterre, d’Allemagne, de Pologne et d’Italie. Durant la période froide du Würm, il 
n’est présent que dans le sud. Très grégaire, le daim se nourrissait d’herbes, de brindilles et d’écorces 
(Kurten 1968). 
Le chevreuil (Capreolus capreolus) était lui aussi très commun pendant la période considérée, il vivait 
préférentiellement dans des zones boisées ou dans une végétation de buissons denses, rarement 
dans les milieux ouverts. Comme le daim, il est présent en Europe occidentale et en Europe  centrale 
particulièrement pendant les périodes tempérées (Patou-Mathis 2009). Son alimentation se 
composait de feuilles, brindilles, fruits, champignons, et herbes tendres (Kurten 1968).   
 




Figure 6: répartition des principales espèces de cervidés 
 
1.2.4.6 Les équidés 
 
De la famille des équidés, on ne retrouve au Pléistocène supérieur en Europe que des chevaux 
(Equus) répartis en de nombreuses espèces pas toutes clairement identifiées (Riser 1999). Equus 
przewalskii apparait en Europe au Würm II, il vit en troupeau dans des espaces ouverts préférant les 
climats froids et secs (Pozzi, Depracter, et Torre 2004). Equus hydruntinus laisse d’assez nombreux 
restes au Pléistocène tardif que ce soit dans des grottes ou sur des sites en plein air aux quatre coins 
de l’Europe. Enfin, les Onagres (Equus onager) sont observés uniquement dans les steppes et les 
déserts de Palestine (Kurten 1968). 
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1.2.4.7 Les suidés 
 
Les suidés sont des espèces omnivores ingérant une grande variété d’aliments allant des glands, 
herbes, fougères, tubercules, petits rongeurs et autres petits mammifères, aux reptiles, amphibiens 
ou charognes (Kurten 1968). L’espèce présente en Europe au Pléistocène supérieur, Sus scrofa, est 
comme ses congénères une espèce typique des phases tempérées, interglaciaires ou interstades. Du 
fait de leur régime alimentaire, ces animaux occupent des biotopes variés mais supportent mal le gel, 
la neige épaisse et la sécheresse (Patou-Mathis 2009). 
 
1.2.4.8 Les rongeurs 
 
L’ordre des Rodentiens est extrêmement fourni en espèces. Au Pléistocène supérieur, les écureuils 
sont représentés par l’espèce Sciurus vulgaris, espèce forestière se nourrissant de cônes, de 
bourgeons d’épicéas, de végétaux de forêts mixtes ou encore occasionnellement d’insectes, d’œufs 
ou de larves. Les marmottes sont représentées par la marmotte des Alpes (Marmota marmota) et la 
marmotte bobak (Marmota bobak) qui vit dans un couloir s’étendant du sud de la Russie à 
l’Allemagne. On observe également trois espèces de souslik, Citellus citellus s’étendant de 
l’Angleterre à la Bulgarie en passant par l’Italie et se nourrissant d’herbes, de racines, de graines 
voire d’insectes ou d’œufs ; Citellus suslicus retrouvé en Suisse et Citellus major présent au Würmien 
en Europe centrale et en France. Les castors ne sont quant à eux représentés que par l’espèce Castor 
fiber ; de même pour les porcs-épics qui sont représentés exclusivement par Hystrix vinogradovi dont 
l’aire de répartition s’étend de Gibraltar à la Russie. La siciste du bouleau (Sicista betulina) est 
présente en Europe centrale et vit dans un paysage de steppe ou dans des espaces ouverts se 
nourrissant de bourgeons, de jeunes pousses, de graines, de baies ou d’insectes. La gerboise 
Allactaga jaculus vit dans un environnement steppique et à une distribution similaire à la marmotte 
bobak. Une espèce de rat-taupe est également assez commune au Pléistocène, Spalax leucodon, en 
Europe centrale. Les loirs sont quant à eux représentés par plusieurs espèces. Muscardinus 
avellanarius est répandu en France, Allemagne, Italie, Suisse et Autriche et mange des noix, des 
glands, des fruits, des baies, des jeunes pousses et des écorces tendres. Glis glis, présent au cours de 
l’interglaciaire en Europe occidentale et en Europe centrale, mange des noisettes, glands, jeunes 
pousses, baies, insectes, œufs etc. ; le lérot (Eliomys quercinus) espèce omnivore est présent en 
Europe occidentale ; et enfin Dryomys nitedula, le lérotin commun, présent en Europe du Nord. Les 
hamsters sont de leur côté représentés par le hamster commun (Cricetus cricetus), pratiquement 
omnivore, présent en Europe du nord et le hamster nain (Cricetulus bursae) présent uniquement 
pendant l’interglaciaire dans les Pyrénées, en Suisse et en Hongrie. Les campagnols sont eux 
représentés par une multitude d’espèces, campagnol roussâtre (Clethrionomys glareolus) se 
nourrissant de noix, fruits, baies, écorces etc. ; le campagnol commun (Arvicola terrestris) 
principalement végétarien ; le lemming des steppes (Lagurus lagurus) observable dans le bassin des 
Carpathes ; le mulot (Microtus arvalis) présent en Europe de l’ouest dans des forêts ouvertes ; le 
campagnol agreste (Microtus agrestis) ; le campagnol de toundra (Microtus ratticeps) ; le campagnol 
des neiges (Microtus nivalis) qui est présent en Europe occidentale et Europe centrale ; le campagnol 
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grégaire (Microtus gregalis) en Europe centrale ; le campagnol souterrain (Microtus subterraneus) 
présent en Europe occidentale et Europe centrale ; le lemming de Norvège (Lemmus lemmus) et le 
lemming arctique (Dicrostonyx torquatus) qui s’étendaient sur toute l’Europe du nord. Les souris 
enfin sont représentées par le mulot sylvestre (apodemus sylvaticus) présent en Europe centrale et 
en Europe de l’ouest habitant des espaces ouverts ou en lisière de forêt ; le mulot rayé (apodemus 
agrarius) vivant dans les forêts et steppes d’Europe centrale ; et enfin la souris domestique (mus 
musculus). (Kurten 1968) 
 
1.2.4.9 Les lapomorphes 
 
Les lapomorphes constituent un ordre regroupant lièvres, lapins et pika. Le pika des steppes 
(Ochotona pusilla) est présent au Pléistocène supérieur à l’ouest de l’Angleterre, au sud de la Suisse, 
en Autriche, en Roumanie et en Crimée et se nourrit de d’herbes et de pelouses (Kurten 1968). Le 
lapin de garenne (Oryctolagus cuniculus) quant à lui est présent de l’Irlande à la Sibérie mais 
principalement dans la zone méditerranéenne (Portugal, Espagne, Italie) et même en Hongrie 
(Kurten 1968; Patou-Mathis 2009). Il se nourrit d’herbes, racines, feuilles, noix, glands, écorces etc. 
Le lièvre variable (Lepus timidus) est une espèce assez commune du Würm mais déjà présent à 
l’interglaciaire précédent; il vit essentiellement dans les forêts boréales et arctiques mais on peut le 
retrouver dans des milieux plus ouverts et en montagne (Kurten 1968; Pozzi, Depracter, et Torre 
2004), des fossiles ont même été retrouvés en France durant les périodes froides (Patou-Mathis 
2009). Il se nourrit de feuilles, herbes et écorces. Le lièvre d’Europe (Lepus europaeus) se retrouve 
également au Pléistocène supérieur en Europe, de l’Irlande au sud de la Russie en passant par l’Italie, 
il aime les climats tempérés et les milieux ouverts (Kurten 1968; Patou-Mathis 2009). Enfin, le lièvre 
du Cap (Lepus capensis) est lui aussi occasionnellement présent dans les dépôts du Pléistocène 
supérieur européen, en Allemagne, Hongrie et Italie notamment (Kurten 1968). 
 
 
Figure 8: répartition des différentes espèces de lapomorphes 
 
 




1.2.4.10 Les carnivores 
 
L’ordre des carnivores est représenté en Europe au Pléistocène supérieur par de nombreuses 
familles dont les canidés, les ursidés, les mustélidés, les félidés et les hyénidés (Riser 1999).  
Les Hyénidés, dont le mode de subsistance est essentiellement charognard, sont représentés par la 
hyène rayée (Hyaena hyaena) retrouvée au Portugal, en Autriche, à Gibraltar et en Palestine, et par 
la hyène tachetée ou hyène des cavernes (Crocuta crocuta) assez abondante dans toute l’Europe 
(Kurten 1968; Patou-Mathis 2009; Riser 1999). 
Les félidés sont représentés essentiellement par le genre « panthères ». Outre le lion des cavernes 
(Panthera spelea) fréquemment rencontré dans les dépôts de grottes du Pléistocène supérieur, on 
observe la présence de léopards (Panthera pardus) sous une ligne s’étendant du sud de l’Angleterre à 
la Moravie en passant par la Belgique (Kurten 1968; Patou-Mathis 2009; Riser 1999). Le genre 
« lynx » est lui aussi bien représenté par le lynx pardelle (Felis pardina) présent en Espagne et en 
Europe méridionale surtout mais aussi en Europe centrale et par le lynx boréal (Felis lynx) présent 
notamment en Italie et dans les Balkans et dans une moindre mesure en Espagne et dans le reste de 
l’Europe (Kurten 1968; Riser 1999). Dépendant des environnements forestiers, le lynx est absent des 
phases froides de toundra (Kurten 1968; Patou-Mathis 2009). Les félidés sont enfin représentés de 
façon plus anecdotique par une espèce de machairodonte (Dinobastis latidens) (Riser 1999) et par le 
chat sauvage (Felis sylvestris) vivant dans des environnements forestiers notamment en Palestine 
(Kurten 1968; Riser 1999). 
Les mustélidés sont représentés quant à eux (i) par les fouines (Martes foina) présentes en Palestine 
et en Irak dans des environnements forestiers ou steppiques (Kurten 1968) mais aussi en Moldavie 
(Robert Sommer et Benecke 2004) ; (ii) par les martes (Martes martes) présentes dans les forêts de 
pins du sud ouest de la France et de Moldavie (Robert Sommer et Benecke 2004), et se nourrissant 
d’oiseaux, œufs, insectes mais aussi fruits et baies (Kurten 1968) et (iii) par des putois marbrés 
(Vormela peregusna) également présent en Palestine (Kurten 1968). Bien d’autres mustélidés sont 
également présents en Europe au Pléistocène supérieur, le putois des steppes (Mustela eversmanni) 
mangeant essentiellement des petits rongeurs et vivant en France, en Allemagne et en 
Angleterre (Kurten 1968); le putois (Mustela putorius) présent en France, Espagne, Italie et Moldavie 
(Robert Sommer et Benecke 2004) ; l’hermine (Mustela erminea) animal forestier qui peut être 
présent dans les toundras nordiques comme au Portugal ou en Italie dans les périodes 
glaciaires (Kurten 1968; Robert Sommer et Benecke 2004); les belettes, Mustela nivalis présente dans 
la majorité des forêts européennes de l’époque et Mustela minuta présente en Europe centrale et en 
Italie (Kurten 1968; Robert Sommer et Benecke 2004); le blaireau (Meles meles) très présent au 
Pléistocène supérieur, notamment à Gibraltar, au nord de l’Espagne, en Italie et en Moldavie (Kurten 
1968; Robert Sommer et Benecke 2004), et se nourrissant de vers de terre, œufs, oiseaux, insectes et 
petits mammifères mais aussi de champignons et de baies ; et enfin la loutre d’Europe (Lutra lutra) 
assez présente également dans les dépôts de l’époque, notamment dans les Alpes (Kurten 1968; 
Robert Sommer et Benecke 2004). 
Chapitre 2 : Matériel et Méthodes 
65 
 
La famille des canidés est très bien représentée en Europe au Pléistocène supérieur. Loups, dhôles et 
renards sont plutôt omnivores et largement répandus (Riser 1999). Le loup (Canis lupus) est très 
présent dans les gisements du Pléistocène supérieur, grottes ou gisement en plein air en France, 
Allemagne, Irlande, Angleterre, Italie, Grèce, Moldavie ou Ukraine (Robert Sommer et Benecke 
2004). Il possède une grande tolérance climatique et peut vivre aussi bien dans la toundra que dans 
la steppe, la forêt ou le désert. Il se nourrit généralement de petits animaux, principalement des 
rongeurs (Kurten 1968; Patou-Mathis 2009; Riser 1999). Le chacal doré (Canis aureus) est quant à lui 
commun uniquement en Palestine mais présent aussi en Grèce (Kurten 1968; Robert Sommer et 
Benecke 2004). Les dhôles (Cuon alpinus), moins répandus que les loups, sont très présents en 
Europe Centrale mais aussi en France et au nord de l’Espagne et sont les plus carnivores des canidés 
(Kurten 1968; Riser 1999; Robert Sommer et Benecke 2004). Les renards sont essentiellement 
représentés par trois espèces, le renard roux (Vulpes vulpes) très communs dans les dépôts du 
Pléistocène supérieur (grotte ou plein air) dans des environnements variés, forêts, steppes ou 
déserts ; on le retrouve en Espagne, France, Italie, Allemagne, Pologne, Moldavie et Grèce (Kurten 
1968; Sommer et Benecke 2004). Contrairement aux autres canidés, cette espèce n’est pas grégaire. 
Elle se nourrit de rongeurs mais aussi d’oiseaux et de petits mammifères, reptiles, amphibiens, 
poissons etc. (Kurten 1968; Patou-Mathis 2009; Riser 1999). Le renard arctique (Alopex lagopus) est 
présent au Pléistocène supérieur de l’Espagne au sud de la Russie en passant par la France, l’Irlande, 
la Moldavie ou l’Ukraine. Bien adapté aux milieux froids, il annonce les phases froides et il se nourrit 
essentiellement de rongeurs (Kurten 1968; Patou-Mathis 2009; Riser 1999; Sommer et Benecke 
2004). Enfin, le renard des steppes (Vulpes corsac) est présent en Suisse, en Crimée et en Bohême et 
se nourrit de pikas et de petits rongeurs (Kurten 1968; Robert Sommer et Benecke 2004). Les chiens 
viverrins sont quant à eux présents uniquement en Palestine (Kurten 1968). 
Les ursidés sont représentés en Europe au Pléistocène par trois espèces. L’ours des cavernes (Ursus 
spelaeus), exclusivement européen et très omnivore même si son alimentation doit rester 
essentiellement végétarienne (Kurten 1968; Riser 1999), il est très présent dans les grottes du nord 
de l’Europe (Belgique, Hollande, Allemagne, Pologne) et dans quelques zones réduites en Italie et en 
Espagne (Kurten 1968), en effet il semble avoir bien résisté au froid mais mal à la chaleur et à la 
sécheresse (Patou-Mathis 2009). L’ours brun (Ursus arctos) est un animal forestier ayant une 
alimentation allant des baies ou des fruits aux grands mammifères herbivores (Kurten 1968). L’ours 
blanc (Ursus maritimus) enfin a une distribution circumpolaire et est présent au Pléistocène 
supérieur en Angleterre et en Scandinavie ; il semble se nourrir presque exclusivement de phoques 
(Kurten 1968; Patou-Mathis 2009; Riser 1999). 
Un dernier carnivore, la mangouste d’Egypte (Herpestes ichneumon), est présent au Pléistocène 
supérieur uniquement dans le sud de la péninsule ibérique (Kurten 1968). 
 








Figure 10: répartition des principales espèces de canidés 
 
1.2.4.11 Les oiseaux : 
 
Parmi les oiseaux, on peut citer une multitude d’espèces : perdrix grise, bartavelle, caille, canards 
(colvert et sarcelle d’hiver), chocard, pigeon biset, lagopède, tétras et moins fréquemment râle, 
vanneau, cygne, grande outarde, grue, cigogne, vautours (moines et fauves), gypaète barbu, aigle 
royal, faucon, pygargue, et même aigle à queue blanche qui sont plus ou moins présents selon les 
conditions climatiques (Mourer-Chauviré 1979). Il est intéressant de retrouver un certain nombre 
d’espèces de milieu froid comme le tétras des saules (Lagopus lagopus) qui vit pendant la période 
würmienne en Europe et se nourrit de bourgeons et de brindilles de saules (Pozzi, Depracter, et 
Torre 2004; Debard et al. 1983; Roger 2004; Guérin et al. 1983), la chouette des neiges (Nyctea 
scandiaca), le chocard (Pyrrhocorax graculus) (Debard et al. 1983) ou  encore le lagopède des Alpes 
(Lagopus mutus) qui est également présent dans les zones de montagne vivant dans les rocailles et 
les buissons mais également dans certaines zones boréales ou de toundra ; il se nourrit de 
bourgeons, fruits, baies, feuilles et insectes (Pozzi, Depracter, et Torre 2004; Debard et al. 1983). La 
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présence d'oiseaux de grande taille tels que les autruches est attestée autour de la Méditerranée 
(Stiner 2006).  
 
1.2.4.12 Les poissons et les crustacés: 
 
De très nombreuses espèces de poissons étaient présentes au Pléistocène supérieur. Concernant les 
poissons marins, la Méditerranée regorgeait d’espèces très variées (Landini et Sorbini 2005). Le 
saumon atlantique (Salmo salar), présent en Europe au Pléistocène supérieur, est une espèce qui vit 
en eau douce comme en eau salée selon la période (Adán et al. 2009; Pozzi, Depracter, et Torre 
2004). La truite commune (Salmon trutta) est une espèce retrouvée dans des sites archéologiques en 
Italie, comme les raies (Raia) ou d’autres salmonidés ou labridés (Adán et al. 2009). Le sar commun 
(Diplodus sargus/vulgaris) est quant à lui présent au moins à Gibraltar (Stringer et al. 2008). 
 
1.2.4.13 Les mammifères marins : 
 
Les mammifères marins sont représentés en Méditerranée notamment par le phoque moine de 
Méditerranée (Monachus monachus), le dauphin commun (Delphinus delphis), le grand dauphin 
(Tursiops truncatus) et d’autres représentants de la famille des delphinidés (Stringer et al. 2008). 
 
1.2.4.14 Les reptiles : 
 
Parmi les reptiles, on peut citer la tortue, très présente au Pléistocène supérieur autour de la 
Méditerranée notamment en Italie et au Proche-Orient (Stiner et al. 2000) ainsi que des lézards 
apodes également présents dans ces régions et retrouvés dans les sites archéologiques (Stiner et 
Munro 2002). 
 
1.3 Variables d’état et paramètres disponibles : 
 
La première étape de la création du modèle a été de réaliser une analyse démographique de la 
population. Il s’agissait de recenser les paramètres nécessaires et les paramètres disponibles pour les 
différentes espèces du système. Il a donc fallu avant tout définir quelles étaient les espèces à 
considérer pour représenter l’écosystème afin d'obtenir nos variables d'état. Comme nous l’avons 
décrit dans le matériel, le cortège faunique du Pléistocène supérieur est conséquent mais toutes les 
espèces ne rentrent pas directement en interaction avec les Néandertaliens. Ces derniers ont été 
confrontés à deux types de faunes notamment, d’une part celle qu’ils consommaient, d’autre part 
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celle avec laquelle ils étaient en compétition pour les ressources et les abris. Pour faire l’état des 
lieux des faunes consommées, nous nous sommes reporté aux différentes publications sur 
l’alimentation des Néandertaliens (cf. Articles/article1). Un modèle restant une représentation 
simplifiée de la réalité, nous avons parfois eu recours à des regroupements comme par exemple dans 
le cas des bovidés qui peuvent représenter aléatoirement les bisons ou les aurochs. Concernant les 
carnivores, le choix a été fait de considérer ceux qui avaient aux moins trois proies en commun avec 
les Néandertaliens. 
 
1.3.1 Le cortège faunique : 
 
1.3.1.1 Les proies : 
 
Parmi toutes les espèces que nous venons de lister, les proies choisies pour être intégrées dans le 
modèles ont été celles les plus consommées par les Néandertaliens et ce sont essentiellement des 
ongulés. Nous les avons rassemblées dans le tableau suivant (Tableau 4) : 
 
Espèces / genre Publications 
Nom vernaculaire Nom latin  
Mammouth Mammuthus (Balter et Simon 2006; Bocherens, Drucker, Billiou, Patou-Mathis, et 
Vandermeersch 2005; Patou-Mathis 2000);  
Rhinocéros Dicerorhinu, Coelodonta (Balter et Simon 2006; Bocherens, Drucker, Billiou, Patou-Mathis, et 
Vandermeersch 2005; Patou-Mathis 2000) ; 
Bison Bison (Balter et Simon 2006; Bocherens et Drucker 2003; Bocherens, Drucker, 
Billiou, Patou-Mathis, et Vandermeersch 2005; Fizet et al. 1995; Patou-
Mathis 2000; Richards, Taylor, Steele, McPherron et al. 2008; Valensi et 
Psathi 2004); 
Auroch Bos (Balter et Simon 2006; Bocherens et Drucker 2003;Bocherens, Drucker, 
Billiou, Patou-Mathis, et Vandermeersch 2005; Fizet et al. 1995; Patou-
Mathis 2000; Richards, Taylor, Steele, McPherron et al. 2008; Valensi et 
Psathi 2004); 
Cheval Equus (Balter et Simon 2006; Bocherens et Drucker 2003; Bocherens, Drucker, 
Billiou, Patou-Mathis, et Vandermeersch 2005; Fizet et al. 1995; Patou-
Mathis 2000; Richards, Taylor, Steele, McPherron et al. 2008); 
Renne Rangifer (Balter et Simon 2006; Bocherens, Drucker, Billiou, Patou-Mathis, et 
Vandermeersch 2005; Fizet et al. 1995; Costamagno et al. 2006; Patou-
Mathis 2000); 
Cerf Cervus (Bocherens, Drucker, Billiou, Patou-Mathis, et Vandermeersch 2005; Patou-
Mathis 2000; Richards et Schmitz 2008; Valensi et Psathi 2004); 
Bouquetin Ibex (Patou-Mathis 2000; Valensi et Psathi 2004); 
Chevreuil Capreolus (Patou-Mathis 2000; Valensi et Psathi 2004); 
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Espèces / genre Publications 
Lièvre Lepus (Stiner et al. 2000; Stiner et Munro 2002); 
Tortue Testudo (Lev, Kislev, et Bar-Yosef 2005; Stiner et al. 2000; Stiner et Munro 2002); 
Autres reptiles  (Stiner et Munro 2002);  
Ressources 
marines 
 (Bailey et Flemming 2008; Brown et al. 2011; Fa et al. 2007; Finlayson 2008; 
Finlayson 2006; Stiner et Munro 2002; Stringer et al. 2008; Stringer, Barton, 
et Finlayson 2000) ; 
Ongulés en 
général 
 (Bocherens et al. 1999; Stiner et Munro 2002; Stringer et al. 2008) 
Tableau 4 : principales proies consommées par les Néandertaliens 
 
Les différentes espèces de proies présentées ici ont été réparties dans un premier temps en 6 
régimes alimentaires potentiels, régimes alimentaires basés sur les études sus-citées et décrites dans 
le tableau ci-dessous (Tableau 5): 
 
Régimes alimentaires Proies consommées 
Type 1 (latitudes moyennes) Mammouths, Lièvres, Bovidés, Chevaux, Cervidés (Rennes/Cerfs) 
Type 2 (latitudes moyennes) Mammouths, Rhinocéros, Bovidés, Chevaux, Cervidés (Rennes/Cerfs) 
Type 3 (latitudes moyennes)  Mammouths, Lièvres, Bovidés, Chevaux, Cervidés (Rennes/Cerfs) 
Type 4 (sud) Bouquetins, Bovidés, Chevaux, Cerfs, Chevreuils, Lièvres 
Type 5 (sud) Bovidés, Cerfs, Bouquetins, Chevreuils, Tortues 
Type 6 (sud) Cerfs, Bovidés, Chevreuils 
 
Tableau 5 : tableau décrivant les différents régimes alimentaires envisagés dans un premier temps. 
 
Nous avons choisi d'analyser ces six combinaisons alimentaires classiques afin de bien comprendre 
l’influence du régime alimentaire choisi sur la dynamique du modèle.  
 
1.3.1.2 Les prédateurs : 
 
En ce qui concerne les prédateurs, notre choix s’est porté sur ceux présentant un régime alimentaire 
proche de celui des Néandertaliens. Comme nous l’avons vu en introduction, la hyène des cavernes, 
le lion des cavernes, la panthère, le lynx, le chat sauvage, la fouine, la marte, le putois, le blaireau, la 
loutre, le loup, le dhôle, le renard roux, le renard polaire, l’ours de cavernes et l’ours brun sont les 
principaux carnivores contemporains des Néandertaliens. Cependant, ils ne partagent pas tous le 
régime alimentaire de cette population d’hominidés fossiles. Après avoir réalisé une comparaison 
avec des ouvrages sur les populations actuelles ou anciennes et consulté des spécialistes de la faune 
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comme Marylène Patou-Mathis que nous remercions, nous avons seulement pris en considération 
dans le modèle les espèces suivantes (Tableau 6) : 
 
Espèces Régime alimentaire 
Nom vernaculaire Nom latin  
Hyène des cavernes Crocuta crocuta Bovidés, Cerfs, Rennes, Chevaux, 
Rhinocéros, Mammouths 
Lion de cavernes Panthera spealea Bisons, Cerfs, Chevaux, jeunes Mammouths 
Panthère Panthera pardus Cerfs, Chevreuils, Rennes, Chevaux 
Lynx Lynx spelaea/Felis pardina Lièvres, jeunes Chevreuils/Rennes/Chamois 
oiseaux et petits mammifères 
Loup  Canis lupus Chevaux, Bisons, Mammouths, Cerf, 
Bouquetins, petits mammifères 
Ours des cavernes/brun Ursus speleaus/arctos Rennes, Daims, Cerfs, Poissons 
Hommes modernes Homo sapiens Bovidés, Cerfs, Rennes, Chevaux, 
Rhinocéros, Mammouths, Chevreuils, 
Bouquetins, Lièvres, Poissons, Mammifères 
marins, Oiseaux, Végétaux 
Tableau 6 : régimes alimentaires des principaux carnivores en compétition avec les Néandertaliens. 
 
L’ensemble de ces espèces devait consommer, en plus de petits mammifères, des baies ou des fruits 
tombés à terre.  
Nous avons volontairement choisi d’intégrer ici les Homo sapiens qui, lorsqu’ils ont été pris en 
compte dans les modèles, ont été considérés comme des compétiteurs de premier ordre pour les 
Néandertaliens puisque même si les régimes alimentaires de ces deux taxons ne sont pas 
parfaitement  identiques ils restent très similaires (Richards et Trinkaus 2009; Fabre et al. 2011). Il 
semblerait toutefois que les Homo sapiens arboraient une alimentation plus diversifiée contenant 
notamment d’avantage de végétaux, de petits mammifères et de produits marins ou piscicoles 
(Hockett et Haws 2005; Muñoz et Casadevall 1997; Richards, Pettitt, Stiner, et Trinkaus 2001; 
Richards et Trinkaus 2009; Stiner et al. 2000). 
 
1.3.1.3 Les Néandertaliens : 
 
Concernant les Néandertaliens enfin, nous avons choisi de séparer la population en deux groupes, le 
groupe des chasseurs et celui des non chasseurs. S’il est vraisemblable que la majorité de la 
population participait à la chasse dans cette population, il n’en demeure pas moins vrai que les 
individus trop jeunes ou trop âgés ainsi que les femmes enceintes devaient plutôt se charger d’autres 
tâches comme la cueillette (Ambrose, Buikstra, et Krueger 2003; Kuhn et al. 2006; Stiner et Kuhn 
Chapitre 2 : Matériel et Méthodes 
71 
 
2009). L’apparition de zones au sein de l’habitat (Henry 2002, 2003; Vaquero et al. 2001) pourrait 
même suggérer un début de spécialisation des individus et induire les prémices d’une répartition du 
travail même si celle-ci semble bien moins développée que chez les Homo sapiens du Paléolithique 
supérieur (Kuhn et al. 2006; Owen 2005). 
 
1.3.1.4 Paramètres retenus et valeurs utilisées : 
 
Nous nous sommes attaché à réaliser une revue de la littérature afin d’identifier le maximum de 
paramètres pour lesquels des estimations quantitatives étaient donc disponibles. Notons cependant 
que certains paramètres pour lesquels il n’existe pas d’estimations mais pour lesquels il est facile de 
créer un intervalle de valeurs ont quand même été retenus. C’est le cas par exemple du temps de 
chasse des prédateurs pour lequel il est facile de simuler plusieurs essais en incrémentant de 1 à 
chaque fois, en choisissant l’heure comme l’unité temporelle. Le deuxième intérêt de ce travail 
préliminaire a été d’identifier, pour chacun des paramètres retenus au final, un intervalle de valeurs 
au sein duquel réaliser les simulations. En ce qui concerne ces paramètres disponibles, nous les avons 
listés dans le tableau suivant en séparant les herbivores des carnivores et des populations humaines. 
En effet, n’oublions pas que dans les questionnements initiaux on se demandait quel a pu être l’effet 
de la compétition avec les Homo sapiens, les paramètres retenus devaient donc être également 
disponibles pour cette population car la structure fondamentale de notre modèle modulaire n’a pas 
changé entre le modèle de base où une seule population d’hominidés, les Néandertaliens, est 
présente et les modèles suivants qui, pour certains, étudient également la dynamique des Homo 
sapiens (Tableau 7). 
 
Herbivores Carnivores Hominidés 
densité densité densité 
croissance populationnelle croissance populationnelle croissance populationnelle 
capacité de soutien capacité de soutien capacité de soutien 
répartition spatiale répartition spatiale répartition spatiale 
poids total métabolisme total métabolisme total 
poids de viande consommable temps de chasse métabolisme basal 
calories contenue dans 100g temps de recherche taux de retour 
diffusion temps de traitement efficacité de chasse 
 régime alimentaire niveau d’activité (PAL) 
 diffusion temps de chasse 
  temps de recherche 
  temps de traitement 
  rendement de la chasse 
  % végétaux consommé 
  régime alimentaire 
  surmortalité 
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Herbivores Carnivores Hominidés 
  taille du groupe 
  superficie occupée par groupe 
  mobilité 
  diffusion 
Tableau 7 : tableau recensant les paramètres disponibles dans la littérature pour chacun des groupes. 
 
Ce recensement nous a permis de savoir de quels paramètres nous disposions pour établir les 
équations qui allaient représenter les différents modules de notre équation type (cf. chapitre 2, 
paragraphe 2.2.2.2). 
Dès lors, nous avons recensé les valeurs existantes dans la littérature pour un certain nombre de ces 
paramètres pouvant intégrer la conception des modèles. Ces valeurs et les intervalles retenus pour la 





2.1 Les modèles théoriques 
 
Il n’est pas évident, lorsque l’on étudie un écosystème dans son ensemble, de distinguer les effets 
des différentes interactions constitutives, des phénomènes déstabilisants ou encore des effets 
d’autres paramètres tels que les paramètres démographiques intrinsèques aux populations par 
exemple. Afin de pouvoir dissocier les trois, nous avons décidé d’analyser dans un premier temps le 
rôle des facteurs démographiques et des épiphénomènes sur la densité et l’équilibre d’une 
population en utilisant des modèles mathématiques théoriques et généralistes.  
L’utilisation de tels modèles permet de poser les bases des mécanismes observés et de comprendre 
l’influence de certains de ces paramètres régissant des phénomènes potentiellement à l’origine 
d’une déstabilisation et/ou d’une disparition de la population néandertalienne. Les paramètres qui 
ont été testés au cours de ce travail de thèse, la croissance, la taille et la fragmentation des 
populations, les migrations et la répartition par âge, ont une influence attestée sur la dynamique 
démographique et la disparition des populations. Ils sont également très fréquemment rencontrés 
dans les modèles mathématiques en écologie et ont été intégrés dans les modèles appliqués que 
nous avons mis en place dans un second temps. Quant aux phénomènes déstabilisants que nous 
avons étudiés, la mortalité accrue (due au climat ou due à des facteurs démographiques ou 
morphologiques intrinsèques comme par exemple la maturation, la mortalité infantile ou encore la 
morphologie pelvienne), l’apparition d’une nouvelle forme de compétition ou la survenue 
d’épidémies, ils ont tous été préalablement proposés comme explication à la disparition des 
Néandertaliens (cf. chapitre 1, paragraphe 3.1).  
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Quatre modèles théoriques ont été analysés dans ce cadre : 
 Un modèle témoin correspondant à une absence de stress environnemental 
 Un modèle reflétant une augmentation de la mortalité 
 Un modèle s’intéressant à la compétition avec Homo sapiens 
 Un modèle étudiant l’hypothèse d’une épidémie 
Ces modèles ont été volontairement réduits à leur expression la plus simple et simulés à l’aide du 
logiciel Matlab version 2007b. Le choix qui a été fait dans un premier temps d’utiliser des modèles 
simples est un choix raisonné, certes il implique une perte d’information, une non considération de la 
complexité des systèmes vivants mais il permet a contrario de s’affranchir des problèmes 
d’estimation. De plus, il nous a semblé intéressant d’avoir une vision généraliste dans un premier 
temps afin de mieux comprendre et de mieux transcrire la complexité du système dans un second 
temps. Dans ce chapitre nous avons d’abord défini les paramètres démographiques considérés avant 
de détailler les modèles mathématiques eux-mêmes. 
 
2.1.1 Paramètres  généraux : 
 
Il existe de nombreux paramètres intervenant dans la constitution de modèles éco-mathématiques 
mais tous n’ont pas la même valeur informative ni le même poids sur l’issue de la modélisation. En 
effet, dans la majorité des cas, un système, un modèle, est « paramètre(s)-dépendant », c'est-à-dire 
qu’il est très dépendant de la valeur d’un ou plusieurs paramètres comparativement aux autres. 
Nous avons choisi de faire varier dans cette première partie du travail doctoral les valeurs des 
paramètres reconnus dans la littérature comme intervenant conséquemment sur l’issue des 
modélisations pour savoir comment ces paramètres jouaient sur l’état du système.  
 
2.1.1.1 La croissance : 
 
La croissance est souvent représentée en modélisation par un taux de croissance qui correspond 
traditionnellement à la variation du nombre d’individus dans la population par unité de temps. Très 
souvent, il s’agit de l’accroissement naturel (taux de natalité – taux de mortalité) car les phénomènes 
migratoires sont généralement modélisés à part. Quoi qu’il en soit, c’est un paramètre important de 
la dynamique des populations, il s’agit même sans doute du plus influent. En effet, si la croissance est 
et reste négative au cours du temps, et qu’il n’y a pas d’apport extérieur, la population finit 
inexorablement par disparaitre et ce même si le taux de croissance n’est pas très en dessous de 0. Il 
n’existe pas d’autres paramètres qui puissent, à eux seuls ou presque, engendrer une telle issue. Il 
semble aujourd’hui acquis que ce taux joue un rôle fondamental dans la réponse des populations 
face aux stochasticités environnementales et démographiques, et aux catastrophes (Foley 1994; 
Lande 1993; Ovaskainen et Meerson 2010). 




2.1.1.2 La taille des populations : 
 
A la base de la plupart des modèles démographiques, la taille est un paramètre important en 
écologie des populations et en génétique des populations. C’est une grandeur mesurable qui, à ce 
titre, permet d’étudier un système naturel. Dans notre cas, plus encore qu’un paramètre, elle 
caractérise l’état de notre système et peut donc être qualifiée de variable d’état. Une variable d’état, 
représentant une grandeur qui évolue au cours du temps, peut faire l’objet d’une modélisation dans 
le cadre notamment d’une étude de la dynamique des systèmes et des populations. De tous les 
paramètres retenus ici, seule la taille des populations peut être érigée au rang de variable d’état et 
c’est d’ailleurs la seule variable d’état que nous étudierons. En effet, en nous intéressant à l’évolution 
démographique de la population et à sa disparition nous nous intéressons directement aux variations 
de la taille de cette population au cours du temps. 
Cependant, la notion de taille de population intervient à plusieurs niveaux dans un modèle et peut 
avoir plusieurs expressions : la taille réelle à un instant T qui est ici notre variable d’état, la taille 
maximale possible ou capacité de soutien qui intervient en tant que simple paramètre dans nos 
modèles, ou encore la taille efficace qui ne comptabilise que les individus en âge de se reproduire et 
dont nous n’avons pas fait usage dans nos modèles. Dans ce paragraphe, nous nous sommes 
intéressé au paramètre taille à travers la taille initiale de la population (au temps t0 de la 
modélisation) et la taille maximale que l’environnement peut supporter ou capacité de soutien. En 
effet, ce que nous avons cherché à mettre en évidence était l’influence des paramètres sur les 
variations de la valeur de la variable d’état, nous nous sommes donc intéressés à la taille de 
population en tant que paramètre et non en tant que variable d’état.  
Le cas de la taille de la population est un cas particulier de notre étude puisque tous les modèles que 
nous avons choisis ou conçus sont basés sur l’équation logistique de Verhulst ou inspirés par cette 
dernière. Cette équation a été proposée en 1976 pour refléter le phénomène de densité-dépendance 
(Hutchinson 1978; Foley 1994), de ce fait le paramètre taille de la population a par nature un rôle 
important dans l’issue des modélisations. Ceci dit, de façon plus générale, il est attesté que la taille 
des populations et notamment sa manifestation en tant que capacité de soutien joue un rôle très 
important dans la résistance des populations face à la stochasticité environnementale, la 
stochasticité démographique et les catastrophes (Lande 1993; Ovaskainen et Meerson 2010). Elle 
peut même dans certains cas être un facteur déterminant de l’extinction ou non d’une population. 
Elle possède également un rôle primordial dans les interactions de type compétition et peut 
permettre à un mauvais compétiteur de persister dans un environnement s’il y est majoritaire en 
nombre d’individus (Amarasekare 2002). 
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2.1.1.3 La fragmentation des populations : 
 
La fragmentation des populations est à la limite entre le paramètre démographique et le phénomène 
déstabilisant. On peut la considérer comme paramètre démographique quand elle représente une 
caractéristique de la population au cours du temps, comme phénomène déstabilisant quand elle 
résulte de faits ponctuels. Elle peut être imputée à plusieurs causes, une fragmentation de 
l’environnement, de l’habitat, qui impose une fragmentation des populations ou bien constituer une 
caractéristique de populations souvent petites et dans lesquelles les phénomènes migratoires sont 
peu importants. Dans notre cas, les Néandertaliens (et les Homo sapiens) étant une espèce, si ce 
n’est ubiquiste au moins très largement répandue en Europe au paléolithique supérieur, la 
fragmentation des populations ne provient vraisemblablement pas d’une fragmentation des habitats, 
elle résulterait plutôt de la faible taille des populations ainsi que de la nature même des sociétés de 
chasseurs-cueilleurs qui sont des sociétés non hiérarchisées dont la survie nécessite que la taille des 
groupes soit peu importante (Aiello et Dunbar 1993; Steele et Shennan 1996; Winterhalder al. 1988) 
et les territoires conséquents. 
Les populations fragmentées peuvent souvent être définies comme des métapopulations (ensemble 
de populations locales connectées en réseaux par des échanges et des flux migratoires). Dans ces 
populations, outre les phénomènes d’extinctions locales caractéristiques de la stochasticité 
démographique, qui dans certaines configurations peuvent mener à des extinctions de plus grande 
ampleur, il semble que l’isolement et la réduction de la taille des populations locales contraignent 
ces dernières à avoir une diversité génétique moindre. De ce fait, les populations tendent à perdre 
certains allèles favorables dans un environnement donné, ceci fragilisant alors ces populations qui 
perdent en compétitivité. De la même manière, à l’échelle de la production « industrielle », il 
semblerait que la fragmentation des populations et la réduction des effectifs entrainent une 
diminution de l’innovation induisant des pertes de savoir faire et une 
« désadaptation/désadaptabilité » de certaines populations (Richerson, Boyd, et Bettinger 2009). 
D’une façon générale, le temps de persistance d’une métapopulation dépend du rapport entre le 
taux d’extinction locale et le taux de colonisation (Ricklefs et Miller 2003) mais la stochasticité 
environnementale peut entrainer une série d’événements malheureux (hivers très froids, feux de 
forêts, bouleversements climatiques etc.) détruisant une grande partie des populations locales et 
coupant les routes migratoires de recolonisation provoquant à terme la disparition de la 
métapopulation dans son ensemble. 
Afin de modéliser une potentielle fragmentation des populations nous avons choisi d’utiliser dans 
nos modèles théoriques la notion de structuration de la population en dèmes/îles avec des matrices 
de migration de proches en proches (alors que dans nos modèles appliqués nous avons opté pour 
une structuration continue; cf. chapitre 2 paragraphe 2.2, 2.2.1.3.3).  
 
2.1.1.4 Les migrations : 
La migration est un paramètre important en démographie comme en écologie des populations. Elle 
représente un déplacement d’individus et peut se définir comme un mouvement directionnel 
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coordonné d’un grand nombre d’individus (Claessens et Ferrières, communication personnelle). 
Théoriquement, il faudrait donc la différencier de la dispersion qui témoigne d’une distanciation 
d’individus partageant le même groupe initial. Cependant, ces phénomènes présentent des phases 
dispersives analogues, l’émigration, le transfert et l’immigration. Ces mécanismes étant communs 
nous avons choisi de considérer tous les déplacements d’individus comme homologues à l’échelle de 
notre population. Les déplacements peuvent être actifs, immigration, ou passifs, exploration, mais, 
n’ayant intégré aucune notion d’intention dans nos modèles, nous n’avons pas fait la distinction 
entre les deux types dans notre étude. Pouvoir formuler des hypothèses en termes de flux 
migratoires et d’échanges inter-populationnels était fondamental puisque ces deux facteurs ont une 
influence considérable dans la persistance d’une population affaiblie et/ou menacée. En effet, un fort 
taux de migration, de forts échanges entre les groupes peuvent homogénéiser une population 
subdivisée. Il faut donc savoir si les groupes constituent une métapopulation ou s’il s’agit simplement 
de populations locales isolées, car cet état peut affecter la survie de ces groupes.  
Les migrations entre les populations locales ont été modélisées à l’aide de la formule suivante :  
                
   
 
   
 
Où « m » est le taux de migration global, « j » le nombre de sous-populations considérées au total, 
« k » la sous-population dans laquelle on se place,  « d » le taux de migration et « Nj »  l'effectif de la 
sous-population « j ». 
Nous avons volontairement restreint les migrations aux dèmes adjacents (verticalement, 
horizontalement ou en diagonale). 
 
2.1.1.5 La répartition par âge : 
La répartition par âge est un paramètre intéressant dans la description d’une population car elle est 
souvent caractéristique d’un type de société. En démographie actuelle, on différencie très bien les 
sociétés industrialisées des sociétés n’ayant pas encore terminé, voir pas encore commencé, leur 
transition démographique. Il suffit de regarder la pyramide des âges d’une population pour en 
déduire un nombre conséquent d’informations la concernant. Les populations de chasseurs-
cueilleurs n’échappent pas à la règle et ont également des profils démographiques qui leur sont 
propres (Gurven, Kaplan, et Gutierrez 2006; Gurven et Kaplan 2007). A l’instar des populations pré-
jennériennes, ces populations présentent généralement un faible taux de survie des personnes âgées 
ainsi qu’une forte mortalité infantile. La fécondité est un paramètre démographique lié à la 
répartition par âge dans le sens où elle influe sur le nombre de juvéniles dans une population, elle est 
généralement moyenne à haute dans les populations de chasseurs-cueilleurs mais peut se révéler 
très variable d’une population à l’autre (Pennington 2001). Dans notre étude nous avons considéré le 
nombre d’individus par classe d’âge et la fécondité. Pour cela nous avons opté pour un modèle de 
structuration par âge classique : 










                
  
  
           
  
  
       
  
où « J »  correspond à la population juvénile, « A » à la population adulte (d'où « A/2 » la population 
féminine), « V » à la population âgée, « mJ »  à la mortalité juvénile, « mA »  à la mortalité adulte, 
« mV »  à la mortalité sénile, « v » le taux de passage de la classe des juvénile à la classe des adultes, 
« w » le taux de passage de la classe des adultes à la classe des individus âgés et « f » la fécondité de 
la population adulte.  
Nous avons ensuite intégré ces équations aux différents modèles analysés (cf. tableau 9). 
 
2.1.1.6 Valeurs retenues pour tester chacun des paramètres : 
Dans ce chapitre, le but était d’analyser différents phénomènes de façon générale ainsi que l’effet de 
différents paramètres démographiques sur la densité d’une population soumise à ces phénomènes. 
Malgré l’aspect volontairement généraliste de cette partie, les valeurs testées pour chacun des 
paramètres correspondent à ce qui a pu être estimé pour des populations paléolithiques, c'est-à-dire 
des taux de croissance et des densités faibles (cf. tableau annexe 2). Ceci dit, dans cette partie, il 
s’agissait d’observer l’effet relatif des valeurs, ces valeurs en elles mêmes ont donc peu d’intérêt. 
Les valeurs de paramètres utilisées dans les modèles théoriques présentés ci-dessous sont 
regroupées dans le tableau 8. 
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paramètres à tester symbole valeurs des paramètres testés 




Tableau 8 : valeurs simulées dans les différents modèles théoriques. 
 
2.1.2 Les modèles théoriques: 
 
Les modèles que nous avons considérés dans cette première partie sont des modèles de base, très 
classiques et très utilisés en écologie des populations puisqu’ils sont adaptables à un grand nombre 
d’espèces et de populations. Ils ne sont donc pas spécifiques de l’espèce humaine et encore moins 
des Néandertaliens mais permettent d’avoir une vision générale des processus, vision nécessaire à la 
compréhension de modèles plus complexes.  
Dans chacun de ces modèles, pour simuler l’effet de la croissance plusieurs valeurs du taux de 
croissance "r" ont été testées alors que pour simuler l’effet de la densité plusieurs valeurs de "N0", 
effectif à l'origine, et de capacité de soutien, "K", ont été choisies. La fragmentation de la population 
a été modélisée par une séparation en 3, 6 ou 12 groupes, les taux de migrations entre ces groupes 
étant variables. La répartition par âge a, quant à elle, été représentée par 3 groupes d’âges : les 
immatures, les adultes et les personnes âgées. Les équations utilisées dans les différents cas sont 
résumées dans le tableau 9 et les valeurs des paramètres dans le tableau 8. 
Ces modèles ont été simulés par le logiciel Matlab  dans sa version 2007b  et les codes informatiques 
correspondant à chacun d’eux sont présentés en annexe numérique. Les variables d’état et les 
paramètres sont recensés et détaillés dans un tableau synthétique en annexe 3. 
 
2.1.2.1 Modèle témoin : absence de stress : 
 
Afin de pouvoir observer l’influence de divers phénomènes sur la démographie d’une population, il 
fallait une référence fixe, c’est pourquoi nous avons choisi d’utiliser un modèle témoin qui reflète 
l’évolution démographique d’une population en absence de stress particulier. Dans ce modèle, 
l’évolution de la population a été représentée par une simple équation logistique de type Verhulst : 
  
  




« N »  représente le nombre d’individus et dN/dt la variation du nombre d’individus ; « r » représente 
la croissance de la population et « K » la capacité de soutien de cette dernière.  




2.1.2.2 Surmortalité : 
 
Ce modèle de surmortalité représente une opposition, une limitation à la croissance d’une 
population. Cette limitation peut être multifactorielle, de ce fait nous avons volontairement choisi de 
la représenter par un simple taux de mortalité. Ainsi, il peut aussi bien caractériser l’effet négatif du 
climat, que l’effet  létal d’une parturition difficile ou n’importe quel autre facteur tendant à réduire la 
croissance d’une population. Afin de rester le plus général possible, ce taux de mortalité a 
simplement été ajouté à l’équation logistique. 
  
  
        
 
 
      
Où « m » le taux de mortalité surnuméraire.  
 
2.1.2.3 Compétition interspécifique: 
 
Comme nous l’avons évoqué en introduction, la compétition interspécifique est un phénomène très 
étudié et les modèles cherchant à la caractériser sont nombreux. Toujours dans un souci de 




       
 
  






       
 
  





« N » représente le nombre d’individus de la population 1 et dN/dt la variation du nombre 
d’individus de cette population; « C » représente le nombre d’individus de la population 2 et dC/dt la 
variation du nombre d’individus de cette population ; « r1 » et « r2 » représentent la croissance des 
populations, « K1 » et  « K2 » leurs capacités de soutien et « b » les taux de compétition.  
Nous avons choisi dans notre analyse de conserver les mêmes taux de compétition et donc la même 
hiérarchie entre les compétiteurs dans tous nos tests afin de n’observer que l’effet des paramètres. 
 
2.1.2.4 Modèle épidémiologique : 
 
Dans cette section nous avons choisi d’utiliser un modèle épidémiologique de la famille des modèles 
compartimentaux, le modèle de type de Kermack-MacKendrick. Dans ce type de modèle, la 
population est compartimentée. Ici les compartiments représentent l'état épidémiologique des 
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populations à savoir "susceptibles", "infecté" ou "réfractaire". Il faut également définir entre les 
compartiments la nature et l’unité de temps des taux de transfert. Il existe deux types d’épidémies, 
celles qui confèrent une immunité et celles qui n’en confèrent pas. Nous avons choisi ici d’utiliser un 








      
 
 
            
  
  
                
  
  
          
  
« N » représente le nombre d’individus de la population totale, « S » les individus susceptibles, « I » 
les individus infectés et « R » les individus en rémission ; « r » représente la croissance de la 
population totale, « K » sa capacité de soutien, « c » le taux de passage de réfractaire à sain, « b » les 
taux de contact entre les individus, « a » le taux de passage d’infecté à réfractaire et « m » le taux de 
mortalité des individus infectés.  
 
2.1.2.5 Formulations informatiques : 
 
Ces modèles ont tous été formulés informatiquement selon le même schéma, à savoir à l’aide de 
deux fichiers, un fichier contenant les équations mathématiques, un autre contenant les valeurs 
choisies pour les paramètres. Dans nos modèles théoriques nous avons choisi d’utiliser les 
calculateurs ode45 et/ou ode23s.  
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 Croissance (r) 
Taille de la population 
(K/N0) 
Fragmentation de la population / phénomènes 
migratoires 















   
  
                     
 
 
   
   
 















      
 
  
         
  
  
      
 
  






      
 
 
     
  
  
      
 
 
     
   
  
                     
 
 
      
   
 









                   
 
  
     
  
  
      
 
  
             
  
  
      
 
  







       
 
  






       
 
  




   
  
  
       
 
  






       
 
  










   
  
                     
 
  
    
 
  
   
   
 
   
   
  
                     
 
  
    
 
  
   
   
 



















            
 
 
     
 
  




   
  
                         
  
   
   
 




      
 
  
   
  
  
         
   
  
        
  
   
   
 
   
        
    
  
  
      
 
  
   
  
  
     
   
  
        
  
   
   
 
   












      
 
 
            
  
  
                
  
  









      
 
 
            
  
  
                
  
  











   
  
                     
 
 
              
   
 
   




                               
      
   
  
                           
   
 







   
  
  
   
  
 
   
  
 
   
  
   
  
 
   
  
 
   
  
 
   
  
   
  
  
   
  
 
   
  
 
   
  
  
Tableau 9 : modèles simulés adaptés à partir de modèles théoriques existants disponibles dans la littérature. 




2.2 Les modèles appliqués 
 
2.2.1 Création du modèle mathématique 
Comme nous l’avons vu dans l’introduction, la création d’un modèle se fait en plusieurs étapes. Tout 
d’abord, il faut définir les questions auxquelles devra répondre notre modèle, les hypothèses qu’il 
permettra de tester. Par la suite, il s’agit de réaliser une analyse démographique de la population ; 
dans un premier temps, déterminer les paramètres disponibles en fonction de la population d’étude, 
ce que nous avons fait dans la partie matériel; dans un second temps, définir les intervalles de 
valeurs dans lesquels nous faisons varier ces paramètres. Enfin, il s’agit de créer le modèle à partir de 
ces paramètres disponibles, d’abord un modèle le plus simple possible puis un modèle modifié en 
fonction des biais éventuellement identifiés en cours d'analyse. 
 
2.2.1.1 Les questionnements sous-jacents 
 
Le but de ce modèle est d’analyser l’évolution démographique de la population néandertalienne en 
termes de densité, de croissance, de migrations et de fragmentation. A l’aide de la base de données 
des sites que nous avons constituée (annexe 5) et des bases de données existantes disponibles dans 
la littérature, nous avons pu mettre en évidence une répartition homogène de ces sites sur tout le 
territoire en période tempérée. Il semble cependant que dans les périodes plus froides le rapport 
entre le nombre de sites au sud et le nombre de sites au nord augmente. Il serait donc intéressant de 
savoir si cela résulte d’un artéfact dû à la destruction des sites nordiques par la calotte glaciaire, à 
une mauvaise conservation de ces sites du fait d’un substrat plus acide, d’une fouille moins 
exhaustive des zones nordiques ou si au contraire cette observation reflète une réalité archéologique 
témoignant d’une disparition des populations nordiques (Hublin et Roebroeks 2009), d’une migration 
vers le sud (Delagnes, Jaubert, et Meignen 2007; Hublin 1998; Jaubert et Delagnes 2007), de 
l’existence de zones refuges1 (Crubézy, Braga, et Larrouy 2002) (Figure 11), ou d’une diminution de la 
croissance et des effectifs de cette population qui s’est retrouvée alors plus fragmentée et dispersée 
dans de petites zones refuges aux microclimats favorables (Le Tensorer 2001; Locht 1998; Patou-
Mathis 2000). Concernant la période dite de transition, de nombreux auteurs témoignent d’un repli 
des Néandertaliens dans des zones refuges au sud de l’Europe (Crubézy, Braga, et Larrouy 2002; d’ 
Errico et Sánchez Goñi 2003a; Finlayson 2008; Jöris, Fernandez, et Weninger 2003; Kozlowski et 
Sacchi 2006; Pettitt et Pike 2001) et notamment dans le sud ouest de la France et en Espagne 
(Bocquet-Appel et Demars 2000; Finlayson 2008). Ce repli, certainement engagé suite aux 
fluctuations climatiques importantes du stade isotopique 3 et notamment aux évènements de 
Heinrich, a certainement été amplifié par l’arrivée des Homo sapiens en Europe occidentale durant 
cette période. 
                                                          
1
 La notion de zones refuges se retrouve chez la plupart des espèces animales comme végétales (Finlayson et 
Carrión 2007; Pazonyi 2004; Sher et al. 2005) 





Figure 11 : carte représentant les potentiels refuges néandertaliens et  
l’expansion des Homo sapiens, d'après Mellars 2006. 
 
Le fait de savoir comment les populations néandertaliennes se sont comportées au cours du temps, 
si elles ont migré et dans quelles directions, si elles ont persisté dans les hautes latitudes au cours 
des épisodes froids, si leur densité et leur croissance ont fluctué au cours de ces périodes, tous ces 
éléments permettront de mieux comprendre l’influence du climat et des pressions écologiques 
comme l’arrivée des Homo sapiens sur cet écosystème. Car c’est bien l’ensemble de l’écosystème et 
des interactions entre les espèces qui le composent que nous avons dû modéliser. En effet, 
l’évolution d’une espèce peut dépendre de facteurs abiotiques, comme les fluctuations climatiques 
ou la nature du sol sur lequel elle vit par exemple, mais elle va dépendre surtout de l’état des 
interactions qui la lie aux autres espèces de cet écosystème. L'écosystème va lui-même être dans son 
ensemble influencé par les facteurs abiotiques, répercutant les changements sur toutes les espèces 
et constituant une pression sur les interactions inter et intra spécifiques. C’est notamment à travers 
les chaines alimentaires que les effets du climat vont se propager à tout l’écosystème et par là même 
aux populations humaines fossiles (Mabille 2007). C’est pourquoi il nous a semblé essentiel de tenir 
compte de ces interactions trophiques dans les modèles.  
L’analyse et la compréhension de cette dynamique démographique ont également eu pour but de 
mieux appréhender les autres causes proposées pour expliquer la disparition des Néandertaliens. 
Outre le fait d’appuyer ou de rejeter l’une ou l'autre des hypothèses concernant la disparition des 
Néandertaliens, le modèle a été conçu pour déterminer le poids relatif de chacune de ces causes 
dans l’issue fatale de l’évolution de cette population. 
Afin de pouvoir considérer tous ces aspects et répondre à toutes ces questions, les modèles mis en 
place au cours de cette thèse devaient permettre de modéliser les interactions trophiques 
(prédations ou compétition dans notre cas), la mobilité des espèces, la fragmentation des 
populations, l’évolution démographique en termes de croissance et de densité, et d’appréhender 
l’influence du climat et de nouvelles pressions comme l’arrivée des Homo sapiens dans l’écosystème. 
Ces modèles ont été répartis en deux groupes, d’abord le modèle de base ou système d’équation de 
base qui a permis de valider l’approche choisie par rapport à la problématique envisagée; ensuite les 
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modèles « appliqués » qui ont permis, grâce à l’ajout de modules spécifiques, de répondre à cette 
problématique. Dans cette partie, nous avons détaillé seulement le système de base à l’origine de 
tous les modèles appliqués que nous avons décrits dans le chapitre suivant.  
 
2.2.1.2 Les interactions interspécifiques à considérer dans notre modèle 
 
Il existe de nombreuses interactions interspécifiques dans le monde vivant mais toutes n’ont pas la 
même influence sur les populations humaines, certaines même ne concernent pas du tout ces 
populations. Parmi les relations qui unissent les populations humaines et leur environnement, il en 
est deux qui sont de première importance lorsque l’on s’intéresse aux populations de chasseurs-
cueilleurs, à savoir la prédation et la compétition. 
La relation proies-prédateurs : 
La relation proie-prédateur s’inscrit dans le domaine des interactions inter-populationnelles. La 
dynamique de cette interaction trophique affecte chacune des populations concernées. La proie 
constitue la ressource qui est un bien indispensable à la conservation, à la croissance et à la 
reproduction d’un organisme, ici représenté par le prédateur. Lorsque la disponibilité de la ressource 
est affectée, cela peut entrainer de telles conséquences sur les mécanismes biologiques que 
l’accroissement populationnel des consommateurs (prédateurs) peut en être diminué (Ricklefs et 
Miller 2003). Dans le type d’interaction que nous analysons ici, les ressources sont renouvelables, 
dans le cas où, bien sûr, le taux de  prélèvement reste inférieur à ce qui est supportable en termes de 
survie pour la population de proie. Les interactions ressources-consommateurs sont influencées par 
les structures biologiques, démographiques et spatiales des deux populations.  
La relation de compétition : 
La compétition se définit comme étant la relation entre deux populations qui convoitent la même 
niche écologique et dont les actions mutuelles entrainent une réduction de leur taux de croissance 
respectifs (Allman et Rhodes 2004). Il existe deux types de compétition, si elle a lieu entre individus 
de la même espèce, alors elle est dite intraspécifique ; si au contraire elle a lieu entre individus 
appartenant à deux espèces différentes, elle est dite interspécifique. La compétition intraspécifique 
entraine une diminution des ressources et affecte la survie et la fécondité d’une population, elle 
intervient dans la notion de régulation populationnelle (Ricklefs et Miller 2003). La compétition 
interspécifique quant à elle provoque un effet négatif pour chacune des espèces et de ce fait joue à 
la fois sur la régulation interne d’une espèce et sur la régulation imposée par l’autre espèce (Ricklefs 
et Miller 2003). Dans ce dernier cas, la question est de savoir si les espèces peuvent coexister ou non, 
ce qui est fondamental dans l’analyse structurelle d’une communauté.  
 




2.2.1.3  Composantes du modèle et paramètres démographiques : 
 
Les espèces ayant été définies dans le matériel (cf. chapitre 2, paragraphe 2.1), il fallait pouvoir 
représenter leur dynamique démographique (croissance et densité au cours du temps) et migratoire 
(densité dans l’espace au cours du temps). Ayant choisi de modéliser la chaine alimentaire, il nous 
apparaissait évident de choisir comme base un modèle de prédation-compétition-diffusion. Chacune 




Une fois ce schéma défini, l'objectif a été de définir les variables et les paramètres qui allaient 
représenter ces différents termes. 
 
2.2.1.3.1 La croissance : 
 
Il y a deux manières principales de représenter la croissance d’une population, soit de façon 
exponentielle, soit de façon logistique. La différence vient de la manière de calculer le taux de 
croissance, qui, dans tous les cas, équivaut à l’accroissement naturel. Au niveau spécifique, cet 
accroissement correspond au retranchement de la mortalité d’une population (m) à sa natalité (n) 
soit :                             
      . Outres les êtres unicellulaires, certains 
végétaux et les invertébrés inférieurs dont la multiplication est asexuée et se fait par scissiparité ou 
bourgeonnement (et qui présentent une croissance généralement exponentielle lorsque le substrat 
leur est favorable), les autres espèces, et c’est le cas de toutes celles qui nous intéressent dans ce 
modèle, présentent une croissance logistique essentiellement limitée par le mode de reproduction et 
la capacité de soutien de l’environnement. La manière la plus simple de modéliser ce type de 
croissance est d’utiliser deux termes : la croissance maximale, croissance qui existerait sans aucune 
limitation de l’environnement, et la capacité de soutien qui définit le nombre maximum d’individus 
d’une espèce donnée dont l’environnement peut assurer la subsistance. Ces deux termes sont 
associés dans l’équation de Verhulst que nous avons présentée précédemment, à savoir : 
                 
 
 
  (1) 
Où « N » représente le nombre d’individus dans la population, « r » la croissance maximum et « K » la 
capacité de soutien. 
C’est la formulation que nous avons choisi d’appliquer aux populations de proies. 
En ce qui concerne les prédateurs, Néandertaliens inclus, ce ne sont pas les mêmes paramètres qui 
vont entrer en jeux mais l’équation est toujours logistique dans le sens où elle présente encore un 
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seuil de saturation. Dans les modèles de prédation classiques, comme le modèle de Lotka Volterra 
que nous avons précédemment présenté (cf. chapitre 1, paragraphe 3.2.1), il est d’usage que le 
produit de la chasse soit transformé en équivalent croissance grâce à l’utilisation d’un terme de 
conversion que nous avons noté « e » par convention. Ce terme va donc dépendre du terme de 
prédation choisi et va s’exprimer de la façon suivante : notons « A » le taux de prédation (quelle que 
soit la réponse fonctionnelle choisie), si la prédation s’exprime comme:             
                           , alors l’équivalent croissance s’écrira de la façon suivante : 
                               . 
Pour estimer « A » nous avions d’abord pensé à le faire dépendre des besoins alimentaires du 
prédateur. En effet, nous avions proposé de le calculer de la façon suivante : 
Soit une proie « P » qui représente x% de l’alimentation d’un prédateur « N » et dont la densité initiale 
est « P0 », soit « V » le pourcentage de végétaux consommés par le prédateur, soit « C » le nombre de 
calories comestibles par proie et soit « E » les besoins alimentaires de ce prédateur par unité de temps 
(notons que les besoins alimentaires ici représentaient à la fois les besoins métaboliques du prédateur 
ainsi que le taux de retour qui se définit comme le nombre d’individus que pouvait nourrir un chasseur 
avec le produit de sa chasse ; « E » serait donc égal à        où « m » représente le métabolisme 
total du chasseur par unité de temps et « Tr » le taux de retour), alors :  
   




Une série de tests préliminaires a mis en évidence plusieurs erreurs dans la version initiale du modèle 
dont une compensation dans l’équation de la croissance détaillée ci-dessous entrainant un très léger 
biais. Ceci nous a conduit à proposer, pour les hominidés tout au moins, une autre façon de calculer 
ce « A ». Le biais engendré par la compensation sera expliqué par la suite. Comme c’est exposé dans 
le paragraphe suivant et en anticipant quelque peu, l’équation de la croissance d’un prédateur 
dépend des besoins alimentaires du dit prédateur. Pour éviter toute compensation dans l’équation 
de cette croissance et ainsi éviter tous les biais, nous avons donc décidé, dans les cas où les 
paramètres disponibles nous le permettaient, de calculer « A » sans tenir compte du paramètre que 
nous avions noté « E ». Pour ce faire nous avons choisi de considérer à la place, le temps de chasse et 
le rendement de la chasse (malheureusement uniquement disponible pour les hominidés). Le calcul 
de « A » pour les hominidés devient donc le suivant : 
Soit une proie « P » qui représente x% de l’alimentation d’un prédateur « N » et dont la densité initiale 
est « P0 », soit « C » le nombre de calories comestibles par proie, soit « T » le temps de chasse en 
nombre d’heures par unité de temps et « R » le rendement de la chasse en kcal rapportées par heure 
chassée alors : 
  




Ainsi, il est possible de s’affranchir de la compensation, si faible soit elle, lorsque des valeurs de « R » 
sont connues pour une espèce. Concernant les espèces pour lesquelles ça n’est pas le cas, 
l’approximation reste très minime et n’influence pas significativement la dynamique ; nous avons 
donc pu garder l’équation initiale pour les carnivores.  
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Pour expliquer le biais précédemment évoqué, on voit bien que si un des paramètres du 
dénominateur de l’équation 2 est calculé à partir de la valeur d’un des paramètres du nominateur, 
alors ces deux paramètres vont évoluer ensemble et se compenser dans tous les cas, ce qui entraine 
un léger biais. Cependant, le paramètre en question étant loin d’être le seul à intervenir dans le 
calcul du dénominateur et sa valeur étant faible par rapport aux autres termes, la compensation 
influe très peu; le biais induit est minime, même négligeable. Ceci dit, vu qu’il a été identifié, il était 
bien de le corriger ou au moins de s’assurer de son influence négligeable sur la dynamique du 
modèle. 
Pour ce qui est de la croissance elle-même, il faut rappeler que dans une équation logistique 
classique la saturation est représentée par le rapport entre le nombre d’individus d’une population 
et le nombre d’individus que l’environnement peut supporter. Dans l’équation que nous avons mise 
en place la saturation est indirecte mais néanmoins présente et dans chacun des cas un nombre trop 
élevé de prédateurs induira, au pas de temps suivant, une diminution de la croissance de ces derniers 
dont l’effectif finira par se stabiliser autour d’une valeur seuil. Nous proposons d’introduire un terme 
« a » représentant les besoins du prédateur en kcal par unité de temps. Ces besoins, qui dans un 
premier temps étaient l’équivalent du « E » de la première équation, représentent désormais 
uniquement le métabolisme total par unité de temps. La définition de ce paramètre nous a permis 
d’approximer la croissance de la façon suivante : 
Soit « N » le nombre d’individus d’une population de prédateurs, « Nc » le nombre de chasseurs de 
cette population, « b » le taux de croissance maximum de cette population, « a » ses besoins 
alimentaires et «eps » le nombre de calories végétales qu’il consomme, alors et compte tenu des 
équations précédentes : 
                  
   
             
  (4) 
Notons que le fait de considérer le nombre de calories apportées par l’alimentation végétale, « eps », 
pour tous les prédateurs, même si celui-ci est très faible pour les carnivores ici modélisés, permet 
d’éviter un éventuel zéro au dénominateur qui entrainerait un disfonctionnement des calculateurs 
mathématiques qui ne pourraient pas terminer la simulation (MATLAB ode23s et ode45). D’autre 
part, ce paramètre offre la possibilité de survivre même à très faible effectif lors d’une diminution 
massive des populations de proies. Il est évident qu’une population de carnivores ne pourrait pas 
survivre sur une alimentation végétale mais il va également de soi que ces populations ne se 
laisseraient pas mourir de faim, et si leurs proies de prédilection n’étaient plus assez abondantes, 
elles se tourneraient vers d’autres proies que nous n’avons pas représentées ici. En ce qui concerne 
les hominidés, la part des végétaux dans l'alimentation est encore très discutée. La plupart des 
études sur l’alimentation néandertalienne la définisse volontiers comme très majoritairement carnée 
(Bocherens, Drucker, Billiou, Patou-Mathis, et Vandermeersch 2005; Patou-Mathis 2000; Richards et 
Trinkaus 2009). Concernant les Homo sapiens, elles sont plus nuancées et autorisent une certaine 
part végétale dans l’alimentation (Bar Yosef 2002; Weiss et al. 2004; Weiss et al. 2008). 
Objectivement, cette part végétale a dû dépendre beaucoup de l’écosystème et de la localisation 
géographique. Des études ethnographiques tendraient à montrer que sous un climat qui était celui 
du pourtour méditerranéen au Pléistocène supérieur, les populations devaient consommer une 
quantité non négligeable de végétaux (Bar-Yosef 2004; Diamond 1997; Hardy et Moncel 2011; Hardy 
2010; Henry, Brooks, et Piperno 2011; Kelly 1995; Lev, Kislev, et Bar-Yosef 2005). De plus, les traces 
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de végétaux dans les sites archéologiques ont très bien pu être détruite par les processus 
taphonomiques ou encore jamais recherchées. De ce fait, il était assez difficile de savoir quelle avait 
été la part de l’alimentation végétale dans les populations d’hominidés considérées. Nous avons 
donc choisi de travailler avec un intervalle volontairement exagéré allant de 5 à 70% de végétaux 
dans l’alimentation ; 5% représentant les estimations isotopiques en faveur d’une alimentation 
essentiellement carnée, 70% les estimations ethnographiques pour des populations de milieux 
tempérés voir subtropicaux. Le calcul de ce paramètre dépend des besoins alimentaires des espèces 
et nous avons considéré que la proportion de végétaux dans l’alimentation restait la même pour une 
simulation donnée quels que soient les besoins alimentaires des espèces considérées. Nous avons 
parfois dû augmenter artificiellement le « eps » lorsque l’intégralité du régime carné d’une espèce 
n’était pas représenté (c’est le cas pour certaines espèces, notamment l'ours des cavernes, pour 
certains des six régimes alimentaires). Nous avons pu nous rendre compte que le fait de ne 
considérer que les proies propres aux Néandertaliens n’était pas toujours optimal, c'est pourquoi 
dans certains cas nous nous sommes appliqué à élargir le champ des proies considérées pour que le 
régime alimentaire de chacun des carnivores soit respecté.  
Pour ce qui est de la saturation de la croissance voyons maintenant comment elle s’établit dans les 
deux équations (Tableau 10): 
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Croissance des proies Croissance des prédateurs 
                 
 
 
                    
   
             
  
Si N>K alors N/K>1 
  
décroissance par surplus 
compétition intraspécifique 
N↘ 
la régulation se fait en fonction de K 
Si a>eAx alors a/eax>1 
  
décroissance par défaut 
stress alimentaire 
N ↘ 
Si N<K alors N/K<1 
  
croissance < r 
à l’itération suivante la population pourra 
continuer de croitre 
Si a<<eAx alors a/eax<<1 
  
la croissance ↗ par rapport à l’itération précédente 
et se rapproche de l’équation exponentielle bN  
  
la régulation va se faire grâce à l’interaction : 
Si a<<eAx alors N↗ 
Si N↗ alors AxN↗ 
à l’itération suivante x↘ et donc AxN↘ 
Si AxN↘ alors eAx↘ 
Si eAx↘ alors N↘ 
Lors du processus de régulation, la 
population décroit jusqu’à se trouver sous le 
seuil K et ré-augmente ensuite pour se 
stabiliser autour de cette valeur. 
Lors du processus de régulation, la population 
commence par croître entraînant une décroissance 
de sa proie, conduisant elle-même une diminution 
de la prédation à l’itération suivante, ceci entrainant 
une diminution de la croissance du prédateur (N). La 
régulation se met ainsi en place. 
Tableau 10 : dispositifs de saturation mis en place pour les proies et les prédateurs. 
 
On remarque dans ce tableau que la régulation ne se fait pas au même niveau dans les deux 
équations mais qu’elle a toutefois lieu dans chacune d’elle. Dans le premier cas, la saturation est 
directe, elle dépend d’un paramètre propre à l’espèce considérée ; dans le second cas, elle est 
indirecte, elle dépend d’une variable particulière, une autre espèce, elle est donc uniquement due à 
l’interaction. 
Une fois ces deux types d’équations établis, il a fallu définir les intervalles de valeurs dans lesquels 
faire varier les paramètres choisis (annexes 2 et 4). 
 
2.2.1.3.2 La surmortalité : 
 
La surmortalité va répondre à des événements différents si l’on considère les proies ou si l’on 
considère les prédateurs. Concernant les proies, cette dernière va se traduire par un terme de 
prédation, prédation induite par les carnivores du modèle. Concernant les prédateurs par contre, elle 
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sera plutôt due à la dangerosité de la chasse, à des accidents ou encore aux effets nocifs de facteurs 
extérieurs tels que le climat. 
Afin de modéliser la prédation et pour ne pas complexifier à outrance un modèle contenant déjà 
beaucoup de paramètres, nous avions décidé, dans un premier temps, de modéliser une prédation 
linéaire dépendant du nombre de proies et du nombre de prédateurs. Le terme de prédation était 
alors égal au « A » précédemment décrit, à savoir :    
     
 
  
     ou      
     
 
  
   selon les cas. 
Une série de tests préliminaires nous a permis de nous rendre compte que cette expression de la 
prédation entrainait trop d’approximations, que la dynamique du modèle était de ce fait peu réaliste. 
Nous avons donc décidé de modifier cette expression et de la transformer en équation fonctionnelle 
de type 2. La difficulté résidait dans le fait que le temps de chasse est un paramètre assez difficile à 
établir pour toutes les espèces de prédateurs; il nous a fallu ici encore plus qu’ailleurs travailler avec 
de larges intervalles. Nous avons donc dû considérer un temps de chasse aléatoire et un temps de 
gestion des proies correspondant à la fois à la découpe, au traitement des proies, à la confection 
d’outils pour la chasse ou le traitement des proies, au repas mais aussi à la digestion et au sommeil 
nécessaire après une activité de chasse. Nous avons donc décidé, dans un souci de simplification, de 
considérer que le temps quotidien qui n’était pas occupé à chasser l’était à gérer le produit de la 
chasse.  
Soit « s » la proportion de temps consacrée à la chasse et « q » la proportion de temps consacrée à la 
gestion alors,      , où 1 représente l’unité de temps. On a donc une certaine proportion du 
temps total occupée à chasser, une autre à gérer. 
L’équation que nous avons proposée pour la prédation était donc la suivante : 
Soit une proie « P », un prédateur chasseur « NC », « A » le taux de prélèvement/l’efficacité de chasse, 
« s » la proportion de temps consacrée à la chasse et « q » la proportion de temps consacrée à la 
gestion, alors : 
                       
     
    
 
Cette réponse fonctionnelle est définie par prédateur et par unité de temps, il y aura donc autant de 
réponses fonctionnelles à retrancher à la croissance de la proie que cette proie aura de prédateurs. 
Cette réponse est en réalité un mélange de type 2 et de type 3 puisque le calcul du « A » dépend de 
la densité initiale de chacune des proies, la prédation est donc dépendante de cette densité initiale. 
De ce fait, l’équation de croissance du prédateur, croissance qui dépend de la prédation, s’écrira 
donc de manière plus précise : 
                  
   
   
     
             
  
Concernant la surmortalité causée aux prédateurs, nous l'avons considérée comme nulle dans le 
cadre de la première étape de modélisation qui consistera à tester l’utilisabilité du modèle. Ensuite, 
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elle a été utilisée pour représenter : soit les effets du climat, soit des accidents, grâce aux estimations 
proposées par Sorensen en 2011 (Sørensen 2011). Dans tous les cas, il s’agit, dans le modèle de base, 
d’un simple terme de mortalité exprimé en pourcentage. 
Les intervalles choisis pour « s » et « q » sont les suivants (Tableau 11, annexe2) : 
 
 
Nombre d’heures « s » « q » 
2 0,083 0,917 
3 0,125 0,875 
4 0,166 0,834 
5 0,208 0,792 
6 0,25 0,75 
7 0,29 0,71 
Tableau 11 : valeurs utilisées pour le temps de chasse. 
 
2.2.1.3.3 La diffusion et la structuration de l'espace: 
 
Pour représenter la diffusion de toutes les espèces, nous avons décidé d’utiliser l’équation de Fisher. 
  
  
        
   
   
 
Ici F(u) représente à la fois le terme de croissance et le terme de surmortalité. Le fait d’utiliser ce 
type d’équation pour modéliser la diffusion implique de mettre en place un système d’équations 
différentielles aux dérivées partielles. Le traitement mathématique et informatique d’un tel système 
implique nécessairement des approximations dues à la résolution des calculs mis en jeux dans ces 
équations. Il n'est pas évident à première vue de savoir si le degré de réalisme apporté est 
suffisamment informatif pour contrebalancer ces approximations. En effet, les modèles que nous 
proposons ont un degré de complexité tel que l'utilisation d'outils calculatoires relativement simples 
comme Matlab peut engendrer une réponse numérique incertaine. Pour tenir compte au maximum 
des biais numériques dus à l'ajout d'un terme de diffusion, nous avons réalisé deux séries de 
simulations, une avec ce terme et une sans. Pour connaître l'influence de l’équation de diffusion 
nous avons donc pu comparer les résultats obtenus pour D=0 aux résultats obtenus pour un taux de 
diffusion imposé, constant dans le temps. Notons que, dans les deux cas, l'espace reste structuré et 
que l'on peut imposer des conditions spécifiques en fonction de la localisation. En comparant ces 
deux tests, nous avons pu nous rendre compte que le facteur de diffusion agissait presque comme 
une ressource supplémentaire en ce sens qu'il conférait un avantage démographique aux 
populations. Cette constatation est assez fréquente en écologie. Par ailleurs, nous avons également 
réalisé que l'ajout d'un facteur de diffusion entraînait un allongement des simulations et parfois, 
comme nous le redoutions, des approximations mathématiques (cf. chapitres 3 et 4, résultats et 
discussion). De ce fait, les premières étapes de modélisation ont été réalisées sans diffusion; cette 
dernière n'a été ajoutée qu'à la fin, lors de la dernière série de simulations. 
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Concernant la répartition spatiale des espèces, notons que pour le modèle de base, qui est exposé 
dans ce chapitre, l’homogénéité spatiale a été conservée pour toutes les simulations. En effet, pour 
ce modèle dont les fonctions essentielles sont de voir si les approximations mathématiques sont 
correctes et si le modèle est capable de répondre à la problématique, nous n’avons pas directement 
tenu compte de la répartition géographique des espèces. Cette dernière est juste sous entendue 
dans les différentes compositions alimentaires que nous nous sommes proposé de tester, 
compositions alimentaires plus ou moins corrélées/inféodées à une région géographique 
particulière. Nous verrons plus tard que la répartition spatiale des espèces a pris tout son sens 
lorsque le modèle a été utilisé pour tester les différentes hypothèses concernant l’influence des 
déterminants supposés de la structuration démographico-spatiale sur la démographie de la 
population néandertalienne. En ce qui concerne l’application du modèle de base à l’étude des 
pressions exercées par le climat ou la compétition sur les espèces, nous avons modifié l’équation des 
conditions initiales afin d’introduire une hétérogénéité au sein de l’environnement (ceci conférant 
d’avantage de vraisemblance au système), nous exposerons ce point dans le chapitre suivant. 
Cependant, il nous semble important de signaler dès maintenant que l’étude des mouvements de 
populations semblait indispensable dans l’analyse de la dynamique démographique, afin de mettre 
en évidence des phénomènes de compression de populations, d’expansion de populations ou encore 
d’invasion. 
 
2.2.2 Etablissement d’un modèle de base : 
 
La réalisation de cette analyse démographique a donc permis de poser les bases du modèle ; son 
élaboration finale en a ainsi été facilitée. Les différents points que nous venons d’aborder 
concernent, comme on a pu le voir, l’ensemble des modèles qui sont proposés dans cette thèse. 
Avant de détailler le système d’équation à la base de tous ces modèles, nous avons tenu à rappeler 
les buts et les enjeux de l’étude d'un tel modèle de base. 
 
2.2.2.1 Rôles du système de base : 
 
Le premier rôle que l’on peut allouer à l’étude d’un tel système est de pouvoir déceler les 
approximations non appropriées et les erreurs dans la conception du modèle lui-même ou dans la 
construction du codage informatique permettant sa simulation. En effet, il est souvent difficile et 
même parfois impossible d’anticiper tous les biais et tous les effets contre-intuitifs que peut contenir 
un modèle, il est donc important de pourvoir les mettre en évidence afin de les supprimer lorsque 
c’est possible, de les minimiser et surtout d’en avoir conscience lorsqu’il n’est pas possible de les 
supprimer. Comme on l’a vu, un modèle est dépendant des paramètres que l’on a à disposition pour 
le construire et les paramètres disponibles ne permettent pas toujours de s’affranchir de tous les 
biais. C’est pourquoi il faut pouvoir les identifier afin d’en tenir compte par la suite. Cette étape de 
contrôle du modèle nous a mené à modifier plusieurs fois le système d’équation lui-même et de très 
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nombreuses fois le code informatique sous-jacent. C’est donc une étape indispensable dans le 
processus d’analyse que nous avons choisi d’utiliser dans cette thèse.  
Le deuxième rôle de ce modèle initial a été de tester l’influence sur la dynamique des espèces de 
chacun des paramètres qui composent le système. Il s’agissait de voir, en les faisant varier un par un, 
quels étaient les paramètres qui induisaient des changements importants en termes d’évolution, de 
densité ou de croissance, et ce pour chacune des espèces considérées. 
Le dernier rôle enfin était de démontrer que le système d’équations proposé permettait de répondre 
à la problématique, à savoir, dans notre cas, tester l’influence du climat, de la compétition ou de la 
survenue d’épidémies dans l’évolution de la dynamique démographique de la population 
néandertalienne. Plus précisément, il s’agissait de savoir si les paramètres directement influencés par 
ces pressions étaient ou non très influents sur la dynamique démographique des espèces. 
 
2.2.2.2 Formulations mathématiques : 
 
Suite à l’analyse démographique, nous avons donc pu proposer une formulation mathématique pour 
notre modèle. Nous avons choisi de ne présenter ici que la formulation retenue, les précédentes 
formulations faisant appel à des points que nous avons déjà discutés dans le paragraphe sur les 
paramètres démographiques. La formulation que nous proposons reprend le schéma précédemment 









                                            
  
  
                                            
  
  
                                            
  
Où « P » représente l’ensemble des proies, « H » l’ensemble des hominidés et « N » l’ensemble des 
autres prédateurs.  
 
Dans le détail : 













   
  
       
 
 
   
      
    
 
   
    
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
Où « j » est le nombre total de prédateurs et « l » le nombre total de proies. 
Si on prend un exemple avec 5 proies, 2 groupes d’Hominidés et 6 carnivores, on obtient le système 
d’équations suivant : 




   
  
=[r1*x1.*(1-x1/K1)-sn*A1a*x1.*y1./(1+qn*x1)-s*A1b*x1.*z1./(1+q*x1)-s*A1c*x1.*z2./(1+q*x1)-s*A1d*x1.*z3./(1+q*x1)-s*A1e*x1.*z4./(1+q*x1)-s*A1f*x1.*z5./(1+q*x1)-s*A1g*x1.*z6./(1+q*x1)]+D
    
   
; 
   
  
=[r2*x2.*(1-x2/K2)-sn*A2a*x2.*y1./(1+qn*x2)-s*A2b*x2.*z1./(1+q*x2)-s*A2c*x2.*z2./(1+q*x2)-s*A2d*x2.*z3./(1+q*x2)-s*A2e*x2.*z4./(1+q*x2)-s*A2f*x2.*z5./(1+q*x2)-s*A2g*x2.*z6./(1+q*x2)]+ D
    
   
; 
   
  
=[r3*x3.*(1-x3/K3)-sn*A3a*x3.*y1./(1+qn*x3)-s*A3b*x3.*z1./(1+q*x3)-s*A3c*x3.*z2./(1+q*x3)-s*A3d*x3.*z3./(1+q*x3)-s*A3e*x3.*z4./(1+q*x3)-s*A3f*x3.*z5./(1+q*x3)-s*A3g*x3.*z6./(1+q*x3)]+ D
    
   
; 
   
  
=[r4*x4.*(1-x4/K4)-sn*A4a*x4.*y1./(1+qn*x4)-s*A4b*x4.*z1./(1+q*x4)-s*A4c*x4.*z2./(1+q*x4)-s*A4d*x4.*z3./(1+q*x4)-s*A4e*x4.*z4./(1+q*x4)-s*A4f*x4.*z5./(1+q*x4)-s*A4g*x4.*z6./(1+q*x4)]+ D
    
   
; 
   
  
=[r5*x5.*(1-x5/K5)-sn*A5a*x5.*y1./(1+qn*x5)-s*A5b*x5.*z1./(1+q*x5)-s*A5c*x5.*z2./(1+q*x5)-s*A5d*x5.*z3./(1+q*x5)-s*A5e*x5.*z4./(1+q*x5)-s*A5f*x5.*z5./(1+q*x5)-s*A5g*x5.*z6./(1+q*x5)]+ D
    
   
; 
   
  
=[b1*y1.*(1-a1a.*y1./((e*sn*A1a*x1./(1+qn*x1)+f*sn*A2a*x2./(1+qn*x2)+g*sn*A3a*x3./(1+qn*x3)+h*sn*A4a*x4./(1+qn*x4)+i*sn*A5a*x5./(1+qn*x5)).*y1+epsa))-m1*y1] +D
    
   
; 
   
  
=[b2*z1.*(1-a2.*z1./((e*s*A1b*x1./(1+q*x1)+f*s*A2b*x2./(1+q*x2)+g*s*A3b*x3./(1+q*x3)+h*s*A4b*x4./(1+q*x4)+i*s*A5b*x5./(1+q*x5)).*z1+epsb))-m2*z1]+ D
    
   
; 
   
  
=[b3*z2.*(1-a3.*z2./((e*s*A1c*x1./(1+q*x1)+f*s*A2c*x2./(1+q*x2)+g*s*A3c*x3./(1+q*x3)+h*s*A4c*x4./(1+q*x4)+i*s*A5c*x5./(1+q*x5)).*z2+epsc))-m3*z2]+ D
    
   
; 
   
  
=[b4*z3.*(1-a4.*z3./((e*s*A1d*x1./(1+q*x1)+f*s*A2d*x2./(1+q*x2)+g*s*A3d*x3./(1+q*x3)+h*s*A4d*x4./(1+q*x4)+i*s*A5d*x5./(1+q*x5)).*z3+epsd))-m4*z3]+ D
    
   
; 
   
  
=[b5*z4.*(1-a5.*z4./((e*s*A1e*x1./(1+q*x1)+f*s*A2e*x2./(1+q*x2)+g*s*A3e*x3./(1+q*x3)+h*s*A4e*x4./(1+q*x4)+i*s*A5e*x5./(1+q*x5)).*z4+epse))-m5*z4]+ D
    
   
; 
   
  
=[b6*z5.*(1-a6.*z5./((e*s*A1f*x1./(1+q*x1)+f*s*A2f*x2./(1+q*x2)+g*s*A3f*x3./(1+q*x3)+h*s*A4f*x4./(1+q*x4)+i*s*A5f*x5./(1+q*x5)).*z5+epsf))-m6*z5]+ D
    
   
; 
   
  
=[b7*z6.*(1-a7.*z6./((e*s*A1g*x1./(1+q*x1)+f*s*A2g*x2./(1+q*x2)+g*s*A3g*x3./(1+q*x3)+h*s*A4g*x4./(1+q*x4)+i*s*A5g*x5./(1+q*x5)).*z6+epsg))-m7*z6]+ D
    
   
; 
S 
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L’équation ci-dessus est celle qui a été utilisée pour l’analyse du modèle de base. Elle a également 
servie de base pour la constitution de tous les modèles appliqués. 
 
2.2.2.3 Formulation informatique : 
 
La formulation informatique de ce système est composée de différents fichiers, 8 au total, 
permettant de considérer l’ensemble des déterminants du modèle. En effet, la complexité d’un tel 
modèle nécessite de considérer un certain nombre de points. Comme pour les modèles théoriques, 
nous avons créé un premier fichier « F.m » contenant un rappel de l’ensemble des paramètres 
utilisés pour construire le modèle, le système d’équation en lui-même, la définition mathématique 
de chacune des variables d’état, et une fonction v relative au système. Cette fonction est reprise et 
associée à la matrice de migration dans un fichier nommé « compet.m ». De la même façon que dans 
les modèles précédents, nous avons également créé un fichier « parametres.m » regroupant les 
valeurs attribuées aux différents paramètres, les conditions initiales (à savoir la densité initiale de 
chacune des espèces considérées), le temps de simulation, la division de l’espace choisie, une 
formulation des figures souhaitées permettant de faire le lien avec le fichier « graphics.m » et un lien 
vers un fichier exécutable nommé « execompet.m ». Le fichier « graphics.m » contient le détail de 
toutes les figures souhaitées en sortie. Le fichier « execompet.m » rassemble l’ensemble des liens 
vers les 8 fichiers et désigne le calculateur mathématique choisi, ici ode45 ou ode23s. Enfin, le fichier 
« MkMat.m » contient la formulation informatique de la matrice de migration et le fichier 
« CondInit.m » contient les conditions initiales en termes de répartition des espèces dans l’espace. 
Ce dernier fichier est associé à un fichier « bosse.m » contenant l’équation relative à cette répartition 
dans l’espace. L’ensemble des codes mathématiques est présenté en annexe numérique. Il est à 
noter que dans tous les modèles appliqués, pour des facilités de calcul, les effectifs et les densités 
ont eu pour unité le million d'individus. Pour les mêmes raisons, l'unité de temps choisis a été la 
dizaine d'années. De ce fait, les unités des différents éléments de l'équation tiennent compte de ces 
postulats sur les unités d'effectif et de temps (cf. annexe 3). 
 
 
2.2.3 Validation du modèle de base : 
 
2.2.3.1 Tests réalisés : 
 
Il a été réalisé trois séries de tests sur ce modèle de base afin de s’assurer tout d’abord qu’il ne 
subsistait plus d’erreurs ou d’approximations erronées, ensuite de constater l’influence relative et 
combinée de chacun des paramètres du modèle et enfin de montrer que ce modèle était apte à 
répondre aux questions posées dans la problématique de ce travail. Les différentes séries de tests 
peuvent se définir de la façon suivante : 
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1) Une série de tests faisant varier les paramètres un par un 
2) Une série de tests faisant varier les paramètres un par un à l’exception des paramètres 
précédemment identifiés comme étant les plus influents 
3) Une série de tests dit cumulatifs afin de tester l’effet combiné des paramètres les plus 
influents entre eux 
Si la première série de tests a permis de mettre en évidence les paramètres ayant le plus d’influence 
sur la dynamique du modèle et des espèces, c’est l’ensemble des trois séries qui a permis de 
satisfaire les deux autres rôles de ce modèle de base, à savoir identifier les éventuels biais et valider 
l’utilisabilité de ce modèle dans la cadre de la problématique de cette thèse. Le processus d’étude a 
suivi le schéma suivant : 
  




































Identification des paramètres 
les plus influants 
Série 2 
biais identifiés pas de biais 
statistiques
s 
Identification des paramètres 
ayant une influence secondaire 
Série 3 





Validation du modèle pour les 
hypothèses envisagées 
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Les résultats de ces tests ont été obtenus sous forme de graphiques Matlab qui ont été analysés afin 
de faire ressortir les densités à l’équilibre de chacune des espèces et dans chacun des cas. Le but de 
ces séries de simulations, rappelons le, était de valider le modèle, en aucun cas d’en tirer des 
conjectures sur la dynamique de la population néandertalienne, cette question a été étudiée dans un 
second temps seulement. Afin de réaliser ces premiers tests, il a fallu d’abord fixer tous les 
paramètres à une valeur « moyenne »/ « intermédiaire » puis définir une valeur basse et une valeur 
haute afin de faire varier ces paramètres entre ces trois valeurs. Dans certains cas, seules les trois 
valeurs sus-citées ont été testées ; dans d’autres cas, d’autres valeurs, internes à l’intervalle, ont été 
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Tableau 12 : tableau indiquant le nombre de valeurs testées par paramètre. 
 
 
2.2.3.2 Résultats et méthodes statistiques employées pour l’analyse des résultats : 
 
Comme nous l’avons rapidement énoncé précédemment, les résultats de ces tests préliminaires se 
présentent sous la forme de graphiques Matlab analysant la densité de population dans le temps et 
dans l’espace pour chacune des espèces. Ces résultats ont été synthétisés dans trois tableaux, un par 
série, regroupant les densités à l’équilibre de chacune des espèces pour chacune des simulations et 
présentés en annexe 4. C’est le traitement de ces données brutes qui nous a permis de répondre aux 
trois objectifs de l’analyse de ce modèle de base. 
 
2.2.3.2.1 Statistiques : 
 
Les résultats bruts sont présentés dans des tableaux en annexe4 dans lesquels les densités à 
l’équilibre sont indiquées en millions d’individus. Ces densités concernent une aire géographique de 
8883000km², équivalent plus ou moins à l’aire de répartition des Néandertaliens (Powell, Shennan, 
et Thomas 2009). Toutefois, ces valeurs sont issues de densités et peuvent ainsi être rapportées sans 
problème en nombre d’individus par km². Afin de déterminer le test statistique applicable à ce jeu de 
données, il a fallu d’abord décrire ces données. Les variables ici représentées sont des grandeurs 
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quantitatives dépendantes. La plus simple des méthodes d’analyse de données applicable à nos 
résultats est l’analyse en composante principales ou ACP qui est une méthode descriptive basée sur 
un modèle géométrique et non sur un modèle probabiliste (Duby et Robin 2006). Ce n’est donc pas 
une fin en soit mais ça permet de mieux connaitre les données et de pouvoir observer si certains 
tests sont très différents des autres ; auquel cas, le paramètre modifié dans le dit test sera plus 
influant sur la dynamique du modèle que n’importe quel autre. Afin de compléter les informations 
apportées par les ACP, nous avons également réalisé des calculs de distances euclidiennes entre le 
test témoin, utilisant les valeurs moyennes pour chacun des paramètres, et les tests suivants, faisant 
varier les paramètres un à un. Ces calculs de distances euclidiennes ont été réalisés en utilisant le 
maximum de dimensions afin de ne perdre aucune information.  
 
2.2.3.2.2 Résultats : 
 
Les ACP ont permis de mettre en évidence les paramètres ayant la plus grande influence sur le 
modèle dans le sens où ils induisent des densités à l’équilibre qui augmentent la variance de 
l’ensemble des tests. La variance est une mesure qui est utilisée pour mesurer la dispersion d’un 
échantillon. Dans notre cas l’échantillon est constitué des différents tests et sa variance est d’autant 
plus grande que les tests induisent des résultats différents. L’avantage de l’ACP est qu’elle permet 
d’avoir une visualisation graphique de cette variance. Chacun des tests a pu être placé au sein de 
cette dispersion globale et nous avons ainsi pu savoir lesquels donnaient les résultats les plus 
différents. Cette analyse a été informative à deux niveaux. D’abord, comme nous le disions, elle a 
permis de mettre en évidence les paramètres les plus influents. Ceci est très important dans 
l’interprétation des résultats obtenus avec les modèles appliqués. Cela permet également d’identifier 
les paramètres qui n’ont aucune influence et ainsi de pouvoir fixer leur valeur dans les tests 
ultérieurs afin de limiter le nombre de simulations et le temps d’analyse souvent très conséquent. 
Dans un second temps, la connaissance des paramètres les plus influents (issue des séries de tests 1 
et 2) nous a permis de valider notre système de base. En effet, les paramètres qui ressortent de l’ACP 
sont : 
o Le pourcentage de végétaux consommés 
o Le temps de chasse 
o La capacité de soutien 
o Les choix alimentaires 
Ces quatre paramètres sont des paramètres très soumis aux fluctuations climatiques et 
environnementales ; il est même possible de dire qu’ils en dépendent. Le pourcentage de végétaux 
consommés va dépendre de l’environnement rencontré, le temps de chasse de la disponibilité des 
ressources, la capacité de soutien directement de l’environnement rencontré et les choix 
alimentaires également. On peut donc dire de ce fait que ces paramètres sont aptes à représenter les 
fluctuations climatiques puisqu’ils en dépendent tous. D’autre part, l’analyse de la série 3 met 
clairement en évidence la compétition entre les carnivores, notamment lors de stress alimentaires 
(cf. tableau série 3, annexe 4, simulations 57 et 69). Ces trois séries de tests permettent donc de 
valider le système et d’affirmer que ce dernier est apte à répondre aux interrogations formulées dans 
la problématique de cette thèse, à savoir l’influence de pressions environnementales telles que le 
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climat et la compétition sur la structuration spatiale ainsi que sur la dynamique démographique de la 
population néandertalienne.  
 
2.2.4 Etablissement des modèles appliqués: 
 
Comme nous l’avons déjà évoqué plusieurs hypothèses sont avancées pour expliquer les causes de la 
disparition des Néandertaliens. Dans ce chapitre, nous avons voulu tester les hypothèses les plus 
documentées dans le cadre de modèles mathématiques complexes et spécifiquement créés pour 
représenter au mieux le réseau trophique néandertalien et les interactions qui s’y déroulaient. 
Comme pour les modèles théoriques, nous avons retenu trois hypothèses, trois facteurs ayant pu 
déstabiliser l’équilibre démographique des Néandertaliens : la compétition avec un nouvel arrivant 
(ici Homo sapiens), le climat et la survenue d’épidémies. Dans ce chapitre, nous avons expliqué nos 
choix en termes de formulations mathématiques et informatiques pour représenter au mieux ces 
hypothèses. 
 
2.2.4.1 Le modèle de compétition : 
 
Le modèle de compétition est basé sur le modèle de base mais il fait intervenir une population 
supplémentaire, les Homo sapiens invasifs. Cette population se retrouve dans la formulation 
mathématique du modèle et implique l’ajout de paramètres et d’informations dans les différents 
fichiers informatiques précédemment évoqués. Le détail de ces ajustements est présenté avec les 
formulations informatiques en annexe numérique. De façon simplifiée, nous pouvons résumer ce 













                                            
  
  
                                            
  
  
                                            
  
  
                                            
  
Où « P » représente l’ensemble des proies, « H » les Néandertaliens, « S » les Homo sapiens et « N » 
l’ensemble des autres prédateurs.  
Soit dans le détail : 

















   
  
       
 
 
   
      
    
 
   
    
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
 
Où « j » est le nombre total de prédateurs et « l » le nombre total de proies. 
Dans ce modèle, nous avons simulé l’invasion des Homo sapiens sur le territoire des Néandertaliens. 
Pour cela nous avons considéré un espace continue sous la forme d’une matrice de diffusion du 
même ordre que celle évoquée dans le cas du modèle de base (« MkMat.m »). L’approche que nous 
avons choisi d’utiliser dans nos modèles ne permet malheureusement de tenir compte que d’une des 
composantes de l’espace, soit nord/sud, soit est/ouest. Dans ce modèle de compétition nous avons 
supposé que l’espace s’étendait selon une ligne est/ouest. Ainsi, nous avons pu imposer au modèle 
certaines conditions initiales (cf. « CondInit.m » modèles de compétition), à savoir qu’au début de la 
modélisation les Homo sapiens invasifs devaient se trouver sur la frange est du territoire 
uniquement, alors que les Néandertaliens étaient homogènement répartis.  
Dans les premières étapes de modélisation, nous avons considéré le terme de surmortalité, dû à une 
compétition autre que pour la ressource, comme homogène sur le territoire. Ceci permettait 
d'estimer sa valeur à priori. A la fin de l'analyse (cf. chapitre 3, paragraphe 2.1), nous avons voulu le 
faire correspondre à une compétition directe avec les Homo sapiens. Pour cela, il devait dépendre de 
la densité d'Homo sapiens; le terme de mortalité a donc été modifié de la façon suivante: 
 
                        
     
     
 
 
2.2.4.2 Le modèle climatique 
 
Le modèle climatique pour sa part reprend exactement les équations proposées pour le modèle de 
base. En effet, l’influence du climat dans ce modèle est simulée de deux manières, la première 
consiste à apporter une surmortalité imputable au climat, la seconde est de modifier la capacité de 
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soutien des espèces en fonction de la localisation spatiale. Mathématiquement nous avons donc 








                                            
  
  
                                            
  
  
                                            
  
 
Où « P » représente l’ensemble des proies, « H » les Néandertaliens, « S » les Homo sapiens et « N » 
l’ensemble des autres prédateurs.  












   
  
       
 
 
   
      
    
 
   
    
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
 
Où « j » est le nombre total de prédateurs et « l » le nombre total de proies. 
S’il est similaire mathématiquement au modèle de base, ce modèle climatique se distingue de celui là 
du point de vue informatique en revanche. Cette fois, contrairement à ce que nous avions fait pour la 
compétition, nous avons choisi de considérer l’espace selon un gradient nord/sud. Les espèces ont 
été différemment réparties sur ce gradient et surtout nous avons ajouté dans les paramètres une 
fonction permettant d’attribuer différentes valeurs de capacité de soutien et de mortalité aux 
différentes espèces en fonction de l’espace afin de représenter les différences vraisemblables entre 
les environnements steppiques froids des latitudes nordiques et les environnement plus tempérés 
des zones refuges du sud. La formulation informatique de cette fonction est présentée en annexe 
numérique. 
Dans un second temps, nous avons défini la mortalité due au climat à travers une matrice de 
mortalité dépendante non plus seulement de l'espace mais également du temps afin de refléter au 
mieux les oscillations de températures observées au cours du stade isotopique 3 (annexe 
numérique). 
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2.2.4.3 Le modèle épidémiologique 
Contrairement aux deux autres, le modèle épidémiologique a nécessité plus d’aménagements d’un 
point de vue mathématique. En effet, il a fallu diviser la ou les populations humaines, en fonction des 
cas, en différentes composantes : les individus sains, les individus infectés et les individus en 
rémission. Si on reprend les formulations simplifiées précédemment utilisées, on peut représenter ce 





















                                            
   
  
                                            
   
  
                                            
   
  
                                            
   
  
                                            
   
  
                                            
   
  
                                            
  
  
                                            
  
 
Où « P » représente l’ensemble des proies, « H » les Néandertaliens, « S » les Homo sapiens et « N » 
l’ensemble des autres prédateurs.  
Soit dans le détail : 



























   
  
       
 
 
   
      
    
 
   
    
   
   
   
  
         
    
      
     
     
      
 
        
                                
   
   
   
  
                                           
   
   
   
  
                     
   
   
   
  
         
    
      
     
     
      
 
        
                                
   
   
   
  
                                           
   
   
   
  
                     
   
   
  
  
         
    
      
     
     
      
 
        
          
   
   
  
 
Où « j » est le nombre total de prédateurs et « l » le nombre total de proies, « β » les taux de contact, 
« α » le taux de guérison, « γ » le taux de mortalité due à la maladie et « 1/c » la durée de la phase 
réfractaire. 
Nous avons représenté ici en gris les équations concernant Homo sapiens et impliquant une 
potentielle infectiosité venant de cette population invasive. En effet, il y a deux manières d’envisager 
l’épisode épidémique, soit par la survenue d’une épidémie « autochtone », soit par celle d’une 
épidémie « allochtone » apportée par les Homo sapiens. 
Dans les équations ci-dessus, nous avons considéré que le taux de contact était constant. Ce postulat 
pouvant sembler peu réaliste nous avons réalisé dans un second temps des simulations avec un taux 
de contact variable pour simuler la récurrence des épidémies. Pour ce faire, nous avons remplacé le 
taux fixe « β » par deux types d’équations oscillatoires : 
La première est une simple équation ondulatoire basée sur la fonction cosinus : 
                  
 
    
     
Où βAmp représente l’amplitude du taux de contact et βPer représente la période de ce taux. 
 
La seconde est tirée de ce qui est proposé dans l’ouvrage de Jean-François Guéguan et Marc Choisy 
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Où « β0 » représente la valeur moyenne du taux de contact et « β1 » représente l’amplitude de ce 
taux. 
Nous avons légèrement modifié cette équation pour y intégrer la périodicité du contact et obtenu 
une équation de la forme : 
                       
Où « β0 » représente la valeur moyenne du taux de contact, « β1 » représente l’amplitude de ce taux 
et p sa période. 
Pour ce paramètre nous avons fait le choix d’utiliser les deux formulations afin de confronter une 
formulation plus simple peut être moins orientée et une formulation plus réaliste entrainant souvent 
plus d’approximations mathématiques. Comme nous l’avons déjà évoqué, il faut trouver un équilibre 
entre l’apport d’une formulation et les biais qu’elle induit. Dans la plupart des cas, il faut privilégier la 
formulation la plus simple, celle qui entraine le moins d’approximations mathématiques possibles, 
mais dans ce cas la valeur moyenne est sous-entendue, nous avons donc voulu voir si les résultats 
étaient différents en exprimant cette valeur moyenne du taux de contact.  
Concernant la formulation informatique, nous avons réalisé les ajustements adéquats dans les 
différents fichiers. Ces derniers sont présentés en annexe numérique. 
 
2.2.4.4 Les modèles combinés 
Comme pour les modèles théoriques nous avons également testé la combinaison des facteurs, des 
hypothèses pour voir si les effets étaient cumulatifs, antagonistes ou si un facteur prenant 
l’ascendant sur un autre. Pour cela, nous avons combiné entre eux les différents modèles présentés 
précédemment. Pour ce qui est de l’espace, afin de pouvoir conserver les variations spatiales dues au 
climat nous avons considéré que le gradient était nord/sud en imaginant que les zones refuges du 
sud de l’Europe avaient dues être colonisées après les zones ouvertes du nord. Nous avons choisi de 
ne pas détailler à nouveau les équations mais elles sont présentées via les codes informatiques en 
annexe numérique. 
 
2.2.5 Validation des modèles appliqués, choix des valeurs de paramètres et simulation: 
 
Dans ce chapitre, nous avons détaillé la procédure que nous avons mise en place et utilisée pour la 
simulation des modèles proposés. Le but de cette thèse était de savoir si les hypothèses avancées 
pour expliquer la disparition des Néandertaliens étaient vraisemblables et de savoir laquelle ou 
lesquelles étaient favorisées par la modélisation éco-mathématique. Pour cela, il fallait donc 
chercher les cas dans lesquels les modèles proposés aboutissaient à la disparition des 
Néandertaliens. Cela étant, nous avons du mettre en place un protocole d’étude pour répondre à 
cette question et c’est ce protocole qui a été détaillé dans cette partie. L'objet de cette démarche 
était d’utiliser un algorithme d'estimation afin de déterminer pour quelles valeurs des paramètres on 
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minimisait la fonction représentant les Néandertaliens, et donc pour quelles valeurs des paramètres 
on avait une chance d’observer leur disparition. 
 
2.2.5.1 Influence des paramètres 
 
Avant toutes choses, nous avons cherché à savoir quels étaient les paramètres qui influaient le plus 
sur les modèles. En effet, l’utilisation d’algorithmes d’optimisation est une procédure lourde et 
chronophage, il était impossible, vu la complexité de nos modèles de chercher à définir les valeurs de 
tous les paramètres intégrés dans les équations. Il a fallu sélectionner certains paramètres et nous 
avons choisi de prendre ceux qui avaient une influence importante sur l’issue de la modélisation. Dès 
lors, nous avons appliqué la méthode décrite pour tester le modèle de base, à savoir faire varier tous 
les paramètres un par un, relever les densités à l’équilibre de chacune des espèces du modèle et 
réaliser des calculs de distance euclidienne et des analyses en composantes principales pour 
connaitre les paramètres les plus influents. 
 
2.2.5.1.1 Modèle de compétition : 
 
Concernant le modèle de compétition, nous avons testé chacun des paramètres du modèle en lui 
attribuant en règle générale trois valeurs, une moyenne, une haute et une basse pour tenir compte 
de la variabilité observée dans les estimations de la littérature. Les valeurs testées ont été 
répertoriées dans le tableau ci-dessous (13), chacune associée à un numéro de simulation. Nous 
avons relevé à l’issue de chacune des simulations les densités à l’équilibre de chacune des espèces du 
modèle, elles ont été recensées dans le tableau 14. Enfin l’ensemble des tests a été analysé à l’aide 
d’une analyse en composante principale dont les résultats nous ont permis de connaitre les 
paramètres les plus influents. Les représentations graphiques obtenues suite aux ACP sont 
présentées sur les figures 12 et 13 et dans les tableaux 16 et 17. 















































































































































































































































TEST1 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST2 10% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST3 15% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST4 5% 20% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST5 5% 30% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST6 5% 40% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST7 5% 5% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST8 5% 10% type 2 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST9 5% 10% Alroy 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST10 5% 10% Alroy2 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST11 5% 10% Robinson 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST12 5% 10% type 1 0,02 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST13 5% 10% type 1 0,0002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST14 5% 10% type 1 0,002 0,02 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST15 5% 10% type 1 0,002 0,0002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST16 5% 10% type 1 0,002 0,002 0,003 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST17 5% 10% type 1 0,002 0,002 0,2 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST18 5% 10% type 1 0,002 0,002 0,03 0,003 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST19 5% 10% type 1 0,002 0,002 0,03 0,2 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST20 5% 10% type 1 0,002 0,002 0,03 0,03 4500/3500 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST21 5% 10% type 1 0,002 0,002 0,03 0,03 2500/3500 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 















































































































































































































































TEST22 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4500/3500 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST23 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 2500/3500 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST24 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 50% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST25 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 80% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST26 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 50% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST27 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 70% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST28 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 2 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST29 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 3 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST30 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,25 0,75 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST31 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,35 0,65 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST32 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,083 0,917 2 2 0 965,3 965,3 0:0.9 0.9:1 
TEST33 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,125 0,875 3 3 0 965,3 965,3 0:0.9 0.9:1 
TEST34 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,166 0,834 4 4 0 965,3 965,3 0:0.9 0.9:1 
TEST35 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,25 0,75 6 6 0 965,3 965,3 0:0.9 0.9:1 
TEST36 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,29 0,71 7 7 0 965,3 965,3 0:0.9 0.9:1 
TEST37 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 800 965,3 0:0.9 0.9:1 
TEST38 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 1100 965,3 0:0.9 0.9:1 
TEST39 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 800 0:0.9 0.9:1 
TEST40 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 1100 0:0.9 0.9:1 
TEST41 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 2 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST42 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 3 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 















































































































































































































































TEST43 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 4 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST44 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 5 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST45 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 6 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST46 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 2 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST47 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 3 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.9 0.9:1 
TEST48 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0,01 965,3 965,3 0:0.9 0.9:1 
TEST49 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 965,3 965,3 0:0.7 0.7:1 
Tableau 13 : Tableau synthétisant les valeurs à utiliser pour chacun des paramètres dans les différentes simulations réalisées. 
 


































































































































Test 1 0,0214 0,0285 0,021 0,028 0,0171 0,0108 0,0153 0,0137 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 2 0,0428 0,057 0,021 0,028 0,0171 0,0108 0,0153 0,0137 0,0409 0,36 1,0223 48,45 2,03 18,37 18,318 3,9946 15,82 23,63 799,5 18,6 
Test 3 0,0641 0,0854 0,021 0,028 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,02 48,45 1,98 18,369 18,314 3,9939 15,82 23,63 799,5 18,6 
Test 4 0,0213 0,0286 0,042 0,056 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 5 0,0214 0,0286 0,063 0,084 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 6 0,0214 0,0286 0,084 0,112 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 7 0,0214 0,0286 0,0105 0,014 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 8 0,0214 0,0285 0,021 0,028 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 0,88 47,565 2,05 18,372 18,33 3,985 15,935 23,57 799,5 18,6 
Test 9 0,0214 0,0286 0,021 0,028 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,037 51,25 2,22 18,384 18,66 3,9959 15,978 23,882 799,5 18,737 
Test 10 0,02145 0,0286 0,021 0,028 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,0373 51,25 2,216 18,383 18,66 3,9958 15,978 23,882 799,5 18,737 
Test 11 0,02145 0,0286 0,021 0,028 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,034 48,95 2,17 18,372 18,32 3,994 15,962 23,52 799,5 18,6 
Test 12 0,0482 0,0642 0,021 0,028 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,0223 48,45 2,02 18,37 18,318 3,9943 15,82 23,63 799,5 18,6 
Test 13 0,0108 0,0142 0,021 0,028 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,028 48,45 2,1 18,372 18,324 3,9956 15,82 23,63 799,5 18,6 
Test 14 0,0214 0,0286 0,0526 0,07 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 15 0,032 0,0428 0,0105 0,014 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,0248 48,45 2,06 18,37 18,322 3,995 15,82 23,63 799,5 18,6 
Test 16 0,0214 0,0285 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 17 0,0214 0,0285 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 18 0,0214 0,0285 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 19 0,0214 0,0285 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 20 0,0189 0,0243 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,0262 48,45 2,09 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 21 0,0248 0,0347 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,07 18,372 18,324 3,995 15,82 23,63 799,5 18,6 
Test 22 0,0214 0,0286 0,0186 0,0239 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 23 0,0214 0,0286 0,0241 0,0339 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 24 0,0218 0,0285 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 25 0,0214 0,0286 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 


































































































































Test 26 0,0214 0,0285 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 27 0,0214 0,0285 0,021 0,028 0,0171 0,0107 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Test 28 0,021 0,028 0,0208 0,0277 0,017 0,0107 0,0151 0,01374 0,04085 0,36 0,49 22,4 1 9,18 8,95 2 7,9 11,7 400 9,22 
Test 29 0,0217 0,029 0,0212 0,0283 0,0173 0,0109 0,0155 0,01374 0,0409 0,36 2,07 128 4,29 36,75 37,1 8 31,8 47,6 1500 37,4 
Test 30 0,0214 0,0285 0,021 0,028 0,017 0,0107 0,0152 0,01374 0,0408 0,36 1,028 49,2 2,11 18,375 18,425 3,9954 15,86 23,71 799,5 18,64 
Test 31 0,0214 0,0285 0,021 0,028 0,0173 0,0109 0,0154 0,0138 0,0409 0,36 1,024 47,5 2,05 18,367 18,2 3,995 15,776 23,54 799,5 18,55 
Test 32 0,0205 0,0273 0,0204 0,02715 0,0171 0,0107 0,0153 0,01374 0,0408 0,36 1,028 48,45 2,11 18,373 18,326 3,9957 15,82 23,63 799,5 18,6 
Test 33 0,0208 0,0277 0,0206 0,0274 0,0171 0,0107 0,0153 0,01374 0,0408 0,36 1,028 48,45 2,1 18,3725 18,325 3,9956 15,82 23,63 799,5 18,6 
Test 34 0,021 0,028 0,0208 0,0277 0,0171 0,0107 0,0153 0,0137 0,0408 0,36 1,027 48,45 2,095 18,372 18,324 3,9954 15,82 23,63 799,5 18,6 
Test 35 0,0218 0,029 0,0212 0,0284 0,0171 0,0108 0,0153 0,01375 0,0409 0,36 1,0255 48,45 2,065 18,372 18,324 3,995 15,82 23,63 799,5 18,6 
Test 36 0,0222 0,0296 0,0216 0,0288 0,0171 0,0108 0,0153 0,01375 0,041 0,36 1,0247 48,45 2,05 18,372 18,324 3,9949 15,82 23,63 799,5 18,6 
Test 37 0,0212 0,0282 0,021 0,028 0,0171 0,0108 0,0153 0,01375 0,0408 0,36 1,0268 48,45 2,09 18,372 18,324 3,9953 15,82 23,63 799,5 18,6 
Test 38 0,0216 0,0288 0,021 0,028 0,0171 0,0108 0,0153 0,01375 0,0409 0,36 1,026 48,45 2,07 18,372 18,324 3,995 15,82 23,63 799,5 18,6 
Test 39 0,0214 0,0286 0,0208 0,0278 0,0171 0,0108 0,0153 0,01375 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,995 15,82 23,63 799,5 18,6 
Test 40 0,0214 0,0286 0,0211 0,0282 0,0171 0,0108 0,0153 0,01375 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,995 15,82 23,63 799,5 18,6 
Test 41 0,0213 0,0284 0,021 0,028 0,0172 0,01085 0,0154 0,0138 0,0414 0,36 1,204 48,45 2,105 18,371 18,322 3,994 15,82 23,63 799,5 18,6 
Test 42 0,0216 0,0287 0,021 0,028 0,0172 0,0108 0,0154 0,0138 0,0414 0,36 1,025 48,42 2,09 18,371 18,323 3,994 15,82 23,63 799,5 18,6 
Test 43 0,0207 0,0275 0,021 0,028 0,0172 0,0108 0,0154 0,0138 0,0412 0,36 1,029 48,42 2,11 18,371 18,325 3,996 15,75 23,63 799,5 18,6 
Test 44 0,0209 0,0278 0,021 0,028 0,0173 0,0109 0,0155 0,0139 0,042 0,36 1,029 48,42 2,11 18,372 18,323 3,996 15,81 23,63 799,46 18,58 
Test 45 0,0209 0,0278 0,021 0,028 0,0173 0,0109 0,0155 0,0139 0,0421 0,36 1,029 48,42 2,11 18,372 18,323 3,996 15,815 23,63 799,46 18,57 
Test 46 0,0214 0,0286 0,0206 0,0273 0,0171 0,0108 0,0153 0,01375 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,995 15,82 23,63 799,5 18,6 
Test 47 0,0214 0,0286 0,0206 0,0273 0,0171 0,0108 0,0153 0,01375 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,995 15,82 23,63 799,5 18,6 
Test 48 0,0104 0,0138 0,031 0,0414 0,0171 0,0108 0,0153 0,01375 0,0409 0,36 1,028 48,45 2,1 18,373 18,325 3,9956 15,82 23,63 799,5 18,6 
Test 49 0,0214 0,0286 0,0315 0,042 0,0171 0,0108 0,0153 0,01374 0,0409 0,36 1,026 48,45 2,08 18,372 18,324 3,9952 15,82 23,63 799,5 18,6 
Tableau 14: densités à l'équilibre obtenues pour chacune des simulations proposées dans le tableau 13. 
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Grâce à ce tableau, nous avons pu réaliser des analyses en composantes principales et des calculs de 
distances euclidienne afin de mettre en lumière les paramètres ayant une influence notable sur le 
modèle. Afin de ne pas en négliger certains, nous avons volontairement réalisé 4 analyses, une avec 
l’ensemble des espèces puis trois autres pour chaque groupe d’espèces : les carnivores, les 
herbivores et les hominidés. 
 
TOUTES ESPECES HOMINIDES CARNIVORES HERBIVORES 
paramètre testé d paramètre testé d paramètre testé d paramètre testé d 
K (proies) 20,432 % végétaux 7,167 alimentation HN 9,743 K (proies) 19,846 
K (proies) 11,131 % végétaux 6,386 alimentation HN 8,839 K (proies) 9,751 
alimentation HN 9,743 croissance HN 6,166 K (proies) 5,376 % végétaux 1,151 
alimentation HN 8,839 % végétaux 4,963 K (proies) 4,863 croissance des faunes 0,791 
% végétaux 7,263 % végétaux 3,216 temps de chasse 4,596 % végétaux 0,569 
% végétaux 6,389 croissance HS 3,159 alimentation HN 4,501 croissance des faunes 0,554 
croissance HN 6,166 % végétaux 2,507 temps de chasse 4,101 croissance des faunes 0,554 
% végétaux 4,996 croissance HS 2,377 alimentation HN 4,082 croissance des faunes 0,310 
temps de chasse 4,595 surmortalité 2,195 alimentation HN 3,082 % végétaux 0,221 
alimentation HN 4,498 croissance HN 1,961 sn/qn 0,896 alimentation HS 0,174 
temps de chasse 4,100 densité HN 1,493 sn/qn 0,821 croissance HS 0,168 
alimentation HN 4,081 répartition spatiale 1,260 sn/qn 0,574 temps de chasse 0,156 
% végétaux 3,217 % végétaux 1,259 sn/qn 0,544 % végétaux 0,147 
croissance HS 3,145 métabolisme 0,603 efficacité de chasse 0,424 alimentation HS 0,144 
alimentation HN 3,081 densité HN 0,505 sn/qn 0,355 temps de chasse 0,133 
% végétaux 2,515 métabolisme 0,459 % végétaux 0,343 croissance HN 0,133 
croissance HS 2,379 métabolisme 0,440 croissance des faunes 0,343 % végétaux 0,090 
surmortalité 2,190 métabolisme 0,332 croissance des faunes 0,343 croissance HS 0,087 
croissance HN 1,951 sn/qn 0,159 croissance des faunes 0,343 répartition spatiale 0,087 
répartition spatiale 1,261 % de chasseurs 0,134 alimentation HS 0,301 surmortalité 0,084 
% végétaux 1,261 alimentation HN 0,121 croissance des faunes 0,224 % végétaux 0,071 
densité HN 1,247 sn/qn 0,117 % végétaux 0,165 sn/qn 0,050 
Tableau 15: distances euclidiennes entre la simulation témoin (soit la simulation 1 correspondant aux valeurs moyennes 
pour chaque paramètre) du modèle de compétition et les autres simulations de ce modèle faisant varier les paramètres 
un à un. 
 




Figure 12: ACP sur l'ensemble des espèces du modèle de compétition 
 
Sur cette ACP nous voyons les simulations les plus variables lorsque l’on s’intéresse à l’ensemble des 
espèces du modèle. Les simulations donnant des résultats clairement différents par rapport à la 
moyenne sont les simulations 28, 29, 30, 31, 43, 44 et 45, soit les simulations faisant varier les 
alimentations ou les capacités de soutien des proies. 
Les ACP par type d'espèce sont présentées dans le tableau 16. 
D’une manière générale nous pouvions dire que les paramètres faisant varier le plus les résultats de 
notre modèle de compétition étaient les suivants : 
 l'alimentation des hominidés 
 la capacité de soutien des proies 
 le temps de chasse des carnivores 
 la consommation de végétaux 
 la croissance des hominidés 
 les besoins alimentaires des hominidés 
 l’existence d’une surmortalité due à une compétition pour autre chose que la ressource 
 la répartition initiale dans l’espace des Homo sapiens 
Parmi ces paramètres, on retrouve des paramètres qui influaient déjà sur le modèle de base, comme 
le pourcentage de végétaux consommé, le temps de chasse, la capacité de soutien des herbivores ou 
encore les choix alimentaires. Mais de nouveaux paramètres ressortent, peut être plus spécifique de 
ce modèle particulier, à savoir la croissance des hominidés, les besoins alimentaires des hominidés, 
l’existence d’une surmortalité due à la compétition et la répartition initiale dans l’espace des Homo 
sapiens. Afin de vérifier s’il pouvait être intéressant de considérer d’autres paramètres encore dans 
notre analyse de la compétition, nous avons réalisé une deuxième série d’ACP que nous avons 
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qualifiée de second ordre en enlevant les tests faisant varier les paramètres mis en évidence par le 
modèle de base. 
 
 
Figure 13: ACP de second ordre sur l'ensemble des espèces du modèle de compétition 
 
Cette ACP considérant l’ensemble des espèces fait ressortir les tests 1 à 8, 28 et 29, à savoir des tests 
faisant varier la croissance des proies et des prédateurs, la croissance des hominidés, la surmortalité 
due à la compétition et la répartition initiale des Homo sapiens. 
Les ACP par groupes d’espèces de cette 2ème série sont représentées dans le tableau 17. 
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 28, 29 
 30, 31 
 32, 33, 34 
 41, 42, 43, 44, 45 
 capacité de soutien des proies 
 temps de chasse des carnivores (s/q) 
 temps de chasse des hominidés 








 tests 2, 3, 4, 5, 6 
 test 12, 13, 14, 15 
 test 17 
 tests 20, 21, 22, 23 
 test 48 
 test 49 
 consommation végétale 
 croissance des hominidés  
 densité des Néandertaliens 
 besoins alimentaires 
 mortalité due à la compétition 
 répartition spatiale des Homo sapiens 
Tableau 16 : ACP de premier ordre réalisées sur chacun des groupes d'espèces (herbivores, carnivores et hominidés) 
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 tests 17, 18, 19 
 tests 21, 22 
 temps de chasse des hominidés 




 tests 1, 2, 3, 4 
 test 5 
 croissance des proies/prédateurs 




 tests 5, 6, 7, 8 
 test 28 
 test 29 
 croissance des hominidés 
 mortalité due à la compétition 
 répartition spatiale des Homo sapiens 
Tableau 17: ACP de second ordre réalisées sur chacun des groupes d'espèces (herbivores, carnivores et hominidés) 
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La réalisation de ces analyses en composantes principales nous a permis de connaître précisément 
les paramètres qui influent sur le modèle mathématique sous-jacent. Cette distinction nous a permis 
de connaître les paramètres à estimer à l’aide de l’algorithme du simplexe afin de tester l’hypothèse 
de compétition comme explication à la disparition des Néandertaliens. 
 
2.2.5.1.2 Modèle climatique : 
 
De la même façon que pour le modèle de compétition, nous avons testé pour le modèle climatique 
l’influence de chacun des paramètres de l’équation en les faisant varier un par un dans les intervalles 
de valeurs fournis par la littérature (Tableau 18). Les densités à l’équilibre de chacune des espèces 
ont été relevées à la fin de chaque simulation (Tableau 19) et des analyses en composante principale 
ont été effectuées. 






























































































































































TEST1 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST2 10% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST3 15% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST4 5% type 2 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST5 5% type 3 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST6 5% Alroy K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST7 5% Alroy2 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST8 5% Robinson K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST9 5% type 1 K au nord Kbis au sud 0,02 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST10 5% type 1 K au nord Kbis au sud 0,0002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST11 5% type 1 K au nord Kbis au sud 0,002 0,003 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST12 5% type 1 K au nord Kbis au sud 0,002 0,2 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST13 5% type 1 K au nord Kbis au sud 0,002 0,03 4500/3500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST14 5% type 1 K au nord Kbis au sud 0,002 0,03 2500/3500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST15 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 50% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST16 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 80% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST17 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 2 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST18 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 3 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST19 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 4 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST20 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 5 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST21 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 6 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST22 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 2 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST23 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 3 0,3 0,7 0,208 0,792 5 0,001 0 0 
TEST24 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,25 0,75 0,208 0,792 5 0,001 0 0 
TEST25 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,35 0,65 0,208 0,792 5 0,001 0 0 
TEST26 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,083 0,917 2 0,001 0 0 
TEST27 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,125 0,875 3 0,001 0 0 
TEST28 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,166 0,834 4 0,001 0 0 
TEST29 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,25 0,75 6 0,001 0 0 






























































































































































TEST30 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,29 0,71 7 0,001 0 0 
TEST31 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 0 0 
TEST32 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,0005 0 0 
TEST33 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,002 0 0 
TEST34 10% type 2 K au nord Kbis au sud 0,002 0,03 4000/3001 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0,001 
TEST35 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 0 0,01 
TEST36 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,001 0 0,001 
TEST37 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3001 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,01 0 0,001 
TEST38 5% type 1 K au nord Kbis au sud 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,01 0,01 0,001 











































































































































Test 1 0,04694 0,06258 0 0 0,01706 0,01073 0,01526 0,01372 0,04084 0,3609 1,081 51,26 2,16 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 2 0,0937 0,125 0 0 0,01706 0,01073 0,01526 0,01372 0,04084 0,3609 1,074 51,26 2,056 19,39 19,36 4,215 16,71 24,97 168,7 19,65 
Test 3 0,14 0,18 0 0 0,01706 0,01073 0,01526 0,01372 0,04084 0,3609 1,068 51,26 1,944 19,39 19,35 4,214 16,71 24,97 168,7 19,65 
Test 4 0,04702 0,06269 0 0 0,0171 0,01076 0,01529 0,01372 0,04084 0,3609 1,095 54,12 2,334 19,4 19,7 4,217 16,87 25,22 168,7 19,78 
Test 5 0,04687 0,06249 0 0 0,01706 0,01073 0,01525 0,01372 0,04084 0,3609 0,8929 50,61 2,117 19,39 19,38 4,202 16,82 24,91 168,7 19,65 
Test 6 0,04701 0,06268 0 0 0,0171 0,01076 0,01529 0,01372 0,04084 0,3609 1,095 54,12 2,334 19,4 19,7 4,217 16,87 25,22 168,7 19,78 
Test 7 0,04701 0,06268 0 0 0,0171 0,01076 0,01529 0,01372 0,04084 0,3617 1,095 54,12 2,334 19,4 19,7 4,217 16,87 25,22 168,7 19,78 
Test 8 0,04698 0,06265 0 0 0,01708 0,01075 0,01528 0,01372 0,04084 0,3609 1,091 51,79 2,269 19,39 19,36 4,215 16,85 24,85 168,7 19,65 
Test 9 0,04792 0,0639 0 0 0,01708 0,01075 0,01527 0,01372 0,04084 0,3609 1,081 51,26 2,158 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 10 0,04554 0,05544 0 0 0,01706 0,01073 0,01526 0,01372 0,04084 0,3609 1,081 51,26 2,159 19,39 19,37 4,216 16,71 24,97 168,7 19,65 
Test 11 0,04693 0,06258 0 0 0,01709 0,01075 0,01528 0,01372 0,04084 0,3609 1,081 51,26 2,16 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 12 0,04693 0,06258 0 0 0,01707 0,01074 0,01526 0,01372 0,04084 0,3609 1,081 51,26 2,16 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 13 0,04143 0,05127 0 0 0,01707 0,01074 0,01527 0,01372 0,04084 0,3609 1,082 51,26 2,172 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 14 0,05417 0,07585 0 0 0,01707 0,01074 0,01526 0,01372 0,04084 0,3609 1,08 51,26 2,144 19,39 19,37 4,216 16,71 24,97 168,7 19,65 
Test 15 0,04693 0,06258 0 0 0,01707 0,01074 0,01527 0,01372 0,04084 0,3609 1,081 51,26 2,16 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 16 0,04693 0,06258 0 0 0,01706 0,01073 0,01526 0,01372 0,04084 0,3609 1,081 51,26 2,16 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 17 0,04674 0,06232 0 0 0,01718 0,01079 0,01535 0,01378 0,0414 0,3619 1,068 51,25 2,225 19,39 19,37 4,214 16,71 24,97 168,7 19,37 
Test 18 0,0466 0,06214 0 0 0,01705 0,01073 0,01525 0,01371 0,04076 0,3608 1,08 51,21 2,177 19,39 19,37 4,218 16,71 24,97 168,7 19,37 
Test 19 0,04535 0,06046 0 0 0,01715 0,01078 0,01534 0,01376 0,04124 0,3616 1,087 51,2 2,227 19,39 19,38 4,218 16,57 24,96 168,7 19,37 
Test 20 0,04583 0,06111 0 0 0,01728 0,01083 0,01544 0,01385 0,04201 0,3629 1,087 51,23 2,225 19,39 19,37 4,218 16,69 24,96 168,7 19,33 
Test 21 0,0459 0,06119 0 0 0,0173 0,01084 0,01546 0,01386 0,04213 0,3631 1,087 51,23 2,227 19,39 19,37 4,218 16,71 24,96 168,7 19,32 
Test 22 0,04613 0,0615 0 0 0,0169 0,01061 0,01509 0,01371 0,04078 0,3607 0,5356 23,63 1,031 9,688 9,473 2,107 8,267 12,33 84,36 9,74 
Test 23 0,04766 0,06355 0 0 0,01722 0,01055 0,01542 0,01372 0,04087 0,361 2,182 105,9 4,465 38,8 39,07 8,433 33,56 50,18 333,7 39,36 
Test 24 0,04694 0,06259 0 0 0,01694 0,01064 0,01513 0,01369 0,04078 0,3606 1,083 52,05 2,184 19,4 19,47 4,217 16,75 25,05 168,7 19,69 
Test 25 0,04692 0,06256 0 0 0,0172 0,01084 0,0154 0,01374 0,0409 0,3612 1,079 50,29 2,133 19,39 19,25 4,216 16,67 24,88 168,7 19,6 
Test 26 0,04503 0,06003 0 0 0,01706 0,01074 0,01526 0,0137 0,04071 0,3607 1,085 51,26 2,225 19,39 19,37 4,218 16,71 24,97 168,7 19,65 
Test 27 0,04561 0,06082 0 0 0,01706 0,01074 0,01526 0,01371 0,04075 0,3607 1,084 51,26 2,205 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 28 0,04624 0,06165 0 0 0,01706 0,01074 0,01526 0,01371 0,04079 0,3608 1,082 51,26 2,184 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 29 0,04771 0,06361 0 0 0,01707 0,01073 0,01526 0,01372 0,04089 0,361 1,079 51,26 2,133 19,39 19,36 4,216 16,71 24,97 168,7 19,65 
Test 30 0,04851 0,06467 0 0 0,01707 0,01073 0,01526 0,01373 0,04094 0,3611 1,077 51,26 2,104 19,39 19,36 4,216 16,71 24,97 168,7 19,65 




































































































































Test 31 0,04803 0,06404 0 0 0,01707 0,01074 0,01527 0,01372 0,04084 0,3617 1,081 51,25 2,158 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 32 0,04748 0,06331 0 0 0,01707 0,01074 0,01526 0,01372 0,04084 0,3613 1,081 51,26 2,159 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 33 0,04585 0,06116 0 0 0,01706 0,01073 0,01526 0,01371 0,04083 0,3601 1,081 51,27 2,162 19,39 19,37 4,217 16,71 24,97 168,7 19,65 
Test 34 0,04693 0,06258 0 0 0,01706 0,01073 0,01526 0,01372 0,04084 0,3609 1,08 51,26 2,159 19,39 19,36 4,216 16,7 24,97 168,7 19,64 
Test 35 0,03801 0,05041 0 0 0,01706 0,01072 0,01525 0,01368 0,04075 0,3536 1,082 51,33 2,176 19,39 19,38 4,217 16,71 24,97 168,7 19,65 
Test 36 0,04693 0,06258 0 0 0,01708 0,01075 0,01528 0,01372 0,04084 0,3609 1,08 51,26 2,159 19,39 19,36 4,216 16,7 24,97 168,7 19,64 
Test 37 0,04692 0,06256 0 0 0,01708 0,01075 0,01528 0,01372 0,04084 0,3609 1,073 51,23 2,151 19,37 19,34 4,21 16,59 24,96 168,6 19,62 
Test 38 0,04691 0,06255 0 0 0,01708 0,01074 0,01527 0,01372 0,04084 0,3609 1,044 51,12 2,118 19,27 19,25 4,186 16,14 24,91 168,2 19,53 
Tableau 19: densités à l’équilibre de chacune des espèces considérées pour chaque simulation. 
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Concernant le modèle climatique, comme pour le modèle de compétition, nous avons réalisé 
plusieurs analyses en composante principale et calculs de distance afin de ne négliger l’influence 
d’aucun paramètre. 
 
TOUTES ESPECES HOMINIDES CARNIVORES HERBIVORES 
paramètre testé d paramètre testé d paramètre testé d paramètre testé d 
K (proies) 18,079 % de végétaux 7,800 alimentation HN 7,982 K (proies) 17,423 
K (proies) 9,664 % de végétaux 4,032 alimentation HN 7,293 K (proies) 8,730 
alimentation HN 7,984 mortalité nord 0,778 mortalité nord 5,674 croissance proies 0,942 
% de végétaux 7,816 métabolisme 0,754 K (proies) 4,826 croissance proies 0,525 
alimentation HN 7,296 métabolisme 0,621 K (proies) 4,148 croissance proies 0,525 
mortalité nord 5,725 croissance HN 0,342 s/q 3,653 croissance proies 0,525 
% de végétaux 4,039 sn/qn 0,165 alimentation HN 3,647 % de végétaux 0,518 
s/q 3,651 alimentation HN 0,137 s/q 3,258 mortalité globale 0,290 
alimentation HN 3,645 sn/qn 0,135 alimentation HN 2,736 croissance proies 0,273 
s/q 3,252 sn/qn 0,114 croissance proies 1,109 % de végétaux 0,250 
alimentation HN 2,738 alimentation HN 0,095 croissance proies 0,928 alimentation HN 0,187 
croissance proies 1,143 mortalité nord 0,094 croissance proies 0,928 alimentation HN 0,186 
Tableau 20: distances eucliediennes entre la simulation témoin (simulation 1) du modèle climatique et les autres 




Figure 14: ACP l'ensemble des espèces du modèle climatique 
 
Chapitre 2 : Matériel et Méthodes 
124 
 
Sur cette ACP nous voyons les simulations les plus variables lorsque l’on s’intéresse à l’ensemble des 
espèces du modèle. Les simulations qui ressortent sont les suivantes : 17, 19, 20, 21, 22, 23, 24, 25 et 
35 à savoir les simulations concernant l’alimentation des hominidés, le temps de chasse des 
carnivores, la capacité de soutien des proies et la surmortalité des proies au nord. 
Les ACP réalisées en fonction des groupes d'espèces sont présentées dans le tableau 21. 
D’une manière générale nous pouvions dire que les paramètres influents le plus sur notre modèle 
climatique étaient les suivants : 
 l'alimentation des hominidés 
 la capacité de soutien des proies 
 le temps de chasse des carnivores 
 la consommation de végétaux 
 la croissance des carnivores 
 les besoins alimentaires des hominidés 
 l’existence d’une surmortalité des prédateurs au nord (si les valeurs sont élevées) 
Parmi ces paramètres, on retrouve là encore les paramètres qui influaient déjà sur le modèle de 
base, comme le pourcentage de végétaux consommé, le temps de chasse, la capacité de soutien des 
herbivores ou encore les choix alimentaires. De même que pour la compétition d’autres paramètres 
sont mis en avant, peut être plus spécifiques de ce modèle particulier, à savoir la croissance des 
carnivores, les besoins alimentaires des hominidés, l’existence d’une surmortalité au nord. Pour 
savoir si d’autres paramètres n’auraient pas été négligés à tort, nous avons réalisé une deuxième 
série d’ACP en enlevant comme précédemment les tests faisant varier les paramètres soulignés par 
le modèle de base. 
 
 
Figure 15: ACP de second ordre sur l'ensemble des espèces du modèle climatique 
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Cette ACP considérant l’ensemble des espèces fait ressortir les tests 2 à 4, 21 et 24, à savoir des tests 
faisant varier la croissance des proies et des prédateurs et la surmortalité due au climat (soit 
seulement au nord, soit sur tout le territoire). 
Les ACP par groupes d’espèces de la seconde série sont représentées dans le tableau 22. 
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 test 7 
 tests 17, 19, 20, 21 
 tests 22, 23 
 tests 24, 25 
 test 35 
 croissance des faunes 
 alimentation des hominidés 
 capacité de soutien des proies 
 temps de chasse des carnivores (s/q) 








 tests 2, 3 
 tests 13, 14 
 test 35 
 consommation de végétaux 
 métabolisme des hominidés  
 surmortalité au nord 
Tableau 21: ACP de premier ordre réalisées sur chacun des groupes d'espèces (herbivores, carnivores et hominidés) 
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 test 21 
 (tests 3, 4, 12, 16) 
 surmortalité au nord 




 tests 2, 3, 4 
 tests 23, 24 
 croissance des proies/prédateurs 




 test 7 
 test 21 
 croissance des hominidés 
 surmortalité au nord 
Tableau 22: ACP de premier ordre réalisées sur chacun des groupes d'espèces (herbivores, carnivores et hominidés) 
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Là encore, les ACP nous ont permis de savoir quels paramètres estimer pour tester au mieux 
l’hypothèse climatique quant à la disparition des Néandertaliens. 
 
2.2.5.1.3 Modèle épidémiologique : 
 
Conformément à ce qui a été fait pour les modèles précédents, nous avons testé pour le modèle 
épidémiologique l’influence de chacun des paramètres de l’équation en les faisant varier un par un 
dans les intervalles de valeurs fournis par la littérature (Tableau 23). Les densités à l’équilibre des 
différentes espèces ont été relevées (Tableau 24) à la fin de chaque simulation et des analyses en 
composante principale ont été effectuées. 










































































































































































































TEST1 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST2 10% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST3 15% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST4 5% 20% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST5 5% 30% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST6 5% 40% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST7 5% 5% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST8 5% 10% type 2 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST9 5% 10% Alroy 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST10 5% 10% Robinson 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST11 5% 10% type 1 0,02 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST12 5% 10% type 1 0,0002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST13 5% 10% type 1 0,002 0,02 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST14 5% 10% type 1 0,002 0,0002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST15 5% 10% type 1 0,002 0,002 0,003 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST16 5% 10% type 1 0,002 0,002 0,2 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST17 5% 10% type 1 0,002 0,002 0,03 0,003 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST18 5% 10% type 1 0,002 0,002 0,03 0,2 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST19 5% 10% type 1 0,002 0,002 0,03 0,03 4500/3500 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST20 5% 10% type 1 0,002 0,002 0,03 0,03 2500/3500 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST21 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4500/3500 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST22 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 2500/3500 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST23 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 50% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST24 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 80% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST25 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 70% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST26 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 50% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 
 TEST27 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 2 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0  










































































































































































































TEST28 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 3 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0   
TEST29 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 4 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0   
TEST30 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 5 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0   
TEST31 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 6 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0   
TEST32 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 2 type 1 0,3 0,7 0,208 0,792 5 5 0   
TEST33 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 3 type 1 0,3 0,7 0,208 0,792 5 5 0   
TEST34 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 2 0,3 0,7 0,208 0,792 5 5 0 
 TEST35 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 3 0,3 0,7 0,208 0,792 5 5 0 
 TEST36 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,25 0,75 0,208 0,792 5 5 0 
 TEST37 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,35 0,65 0,208 0,792 5 5 0 
 TEST38 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,083 0,917 2 2 0 
 TEST39 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,125 0,875 3 3 0 
 TEST40 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,166 0,834 4 4 0 
 TEST41 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,25 0,75 6 6 0 
 TEST42 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,29 0,71 7 7 0 
 TEST43 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 I/N 
TEST44 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 bAmp/bPer 
TEST45 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 variation bPer 
TEST46 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 variation bAmp 
TEST47 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 b0/b1/p 
TEST48 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 variation b0 
TEST49 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 variation p 
TEST50 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 a=aa=450 
TEST51 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 a=aa=100 
TEST52 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 a=450;aa=100 
TEST53 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 me=me2=10 










































































































































































































TEST54 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 me=10;me2=5 
TEST55 5% 10% type 1 0,002 0,002 0,03 0,03 4000/3000 4000/3000 65% 60% type 1 type 1 type 1 0,3 0,7 0,208 0,792 5 5 0 c=cc=0,5 


























































































































































































































































































Test 1 0.01324 0.01324 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 2 0.02429 0.02429 0 0 0.03022 0.03022 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.026 48.42 2.08 18.37 18.32 3.995 15.82 23.63 799.5 18.6 
Test 3 0.03655 0.03655 0 0 0.0464 0.0464 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.024 48.42 2.05 18.37 18.32 3.995 15.82 23.63 799.5 18.6 
Test 4 0.01315 0.01301 0 0 0.01581 0.01581 0 0 0.02115 0.02115 0 0 0.0281 0.0281 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.36 3.996 15.82 23.63 799.5 18.6 
Test 5 0.01315 0.01315 0 0 0.01581 0.01581 0 0 0.03166 0.03166 0 0 0.04211 0.04211 0 0 0.01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 6 0.01314 0.01314 0 0 0.0158 0.0158 0 0 0.04073 0.04069 0 0 0.05419 0.05419 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 7 0.01338 0.01338 0 0 0.01574 0.01574 0 0 0.005401 0.005401 0 0 0.007102 0.007102 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 8 0.01324 0.01324 0 0 0.01587 0.01587 0 0 0.01067 0.01067 0 0 0.01409 0.01409 0 0 0.01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.026 47.81 2.077 18.37 18.34 3.988 15.93 23.57 799.5 18.6 
Test 9 0.01325 0.01325 0 0 0.01565 0.01565 0 0 0.01068 0.01068 0 0 0.0141 0.0141 0 0 0.01713 0.01078 0.01532 0.01372 0.04086 0.3617 1.038 51.25 2.219 18.38 18.66 3.996 15.98 23.88 799.5 18.78 
Test 10 0.01325 0.01325 0 0 0.01589 0.01589 0 0 0.01067 0.01067 0 0 0.01412 0.01412 0 0 0.01712 0.01078 0.01532 0.01372 0.04086 0.3617 1.035 48.94 2.176 18.37 18.32 3.995 15.96 23.51 799.5 18.6 
Test 11 0.03812 0.03812 0 0 0.04779 0.04779 0 0 0.01069 0.01069 0 0 0.01413 0.01413 0 0 0.01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.025 48.42 2.059 18.37 18.32 3.995 15.82 23.63 799.5 18.6 
Test 12 0.007287 0.007287 0 0 0.006221 0.006221 0 0 0.01065 0.01065 0 0 0.0141 0.0141 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.029 48.42 2.119 18.37 18.33 3.996 15.82 23.63 799.5 18.6 
Test 13 0.01353 0.01353 0 0 0.01603 0.01603 0 0 0.04056 0.04056 0 0 0.05374 0.05374 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 14 0.01373 0.01373 0 0 0.01625 0.01625 0 0 0.00089 0.00089 0 0 0.0006 0.0006 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 15 0.01108 0.01108 0 0 0.01448 0.01448 0 0 0.0107 0.0107 0 0 0.0141 0.0141 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 16 0.01759 0.01759 0 0 0.01962 0.01962 0 0 0.01062 0.01062 0 0 0.01408 0.01408 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 17 0.01294 0.01294 0 0 0.01566 0.01566 0 0 0.01051 0.01051 0 0 0.01401 0.01401 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 18 0.01337 0.01337 0 0 0.01597 0.01597 0 0 0.01159 0.01159 0 0 0.01461 0.01461 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 19 0.01159 0.01159 0 0 0.01372 0.01372 0 0 0.01067 0.01067 0 0 0.0141 0.0141 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.108 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 20 0.01498 0.01498 0 0 0.01895 0.01895 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.101 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 21 0.01328 0.01328 0 0 0.01574 0.01574 0 0 0.009439 0.009439 0 0 0.01204 0.01204 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 22 0.01319 0.01319 0 0 0.01584 0.01584 0 0 0.01223 0.01223 0 0 0.01704 0.01704 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 23 0.0129 0.0129 0 0 0.0166 0.0166 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
















































































































































































































































































Test 24 0.01382 0.01382 0 0 0.01531 0.01531 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 25 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.0107 0.0107 0 0 0.01409 0.01409 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 26 0.01326 0.01326 0 0 0.01589 0.01589 0 0 0.01064 0.01064 0 0 0.01414 0.01414 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 27 0.01294 0.01294 0 0 0.01549 0.01549 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01732 0.01086 0.01548 0.01385 0.04204 0.3638 1.029 48.4 2.12 18.37 18.32 3.996 15.81 23.63 799.5 18.59 
Test 28 0.01328 0.01328 0 0 0.01595 0.01595 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01721 0.01081 0.01539 0.01378 0.04138 0.3627 1.027 48.42 2.109 18.37 18.32 3.995 15.82 23.63 799.5 18.6 
Test 29 0.01282 0.01282 0 0 0.01534 0.01534 0 0 0.01064 0.01064 0 0 0.01411 0.01411 0 0 0.01719 0.0108 0.01537 0.01377 0.04126 0.3624 1.029 48.4 2.121 18.37 18.33 3.996 15.78 23.63 799.5 18.6 
Test 30 0.01294 0.01294 0 0 0.01549 0.01549 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01732 0.01086 0.01548 0.01385 0.04204 0.3638 1.029 48.4 2.12 18.37 18.32 3.996 15.81 23.63 799.5 18.59 
Test 31 0.01295 0.01295 0 0 0.01551 0.01551 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01734 0.01087 0.0155 0.01387 0.04217 0.364 1.029 48.4 2.12 18.37 18.32 3.996 15.82 23.63 799.5 18.59 
Test 32 0.01324 0.01324 0 0 0.01587 0.01587 0 0 0.01042 0.01042 0 0 0.01378 0.01378 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 33 0.01324 0.01324 0 0 0.01587 0.01587 0 0 0.01041 0.01041 0 0 0.01376 0.01376 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 34 0.01344 0.01344 0 0 0.01614 0.01614 0 0 0.01077 0.01077 0 0 0.01425 0.01425 0 0 0.0173 0.0109 0.0155 0.01373 0.04089 0.3618 2.952 100.2 4.301 36.76 37.09 7.99 31.78 47.61 1599 37.37 
Test 35 0.01292 0.01292 0 0 0.01552 0.01552 0 0 0.01054 0.01054 0 0 0.01394 0.01394 0 0 0.01694 0.01064 0.01513 0.01371 0.0408 0.3616 0.5057 22.55 1.019 9.175 8.949 1.997 7.829 11.65 399.7 9.209 
Test 36 0.01321 0.01321 0 0 0.01585 0.01585 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01698 0.01067 0.01518 0.0137 0.0408 0.3614 1.03 49.2 2.129 18.38 18.43 3.996 15.86 23.71 799.5 18.64 
Test 37 0.01329 0.01329 0 0 0.01584 0.01584 0 0 0.01066 0.01066 0 0 0.01411 0.01411 0 0 0.01726 0.01089 0.01547 0.01375 0.04092 0.3621 1.026 47.5 2.078 18.37 18.2 3.995 15.78 23.54 799.5 18.55 
Test 38 0.01279 0.01279 0 0 0.01527 0.01527 0 0 0.01035 0.01035 0 0 0.01368 0.01368 0 0 0.01709 0.01077 0.0153 0.01371 0.04072 0.3615 1.029 48.43 2.121 18.37 18.33 3.996 15.82 23.63 799.5 18.6 
Test 39 0.01293 0.01293 0 0 0.01546 0.01546 0 0 0.01044 0.01044 0 0 0.01381 0.01381 0 0 0.0171 0.01077 0.0153 0.01371 0.04076 0.3616 1.028 48.43 2.116 18.37 18.33 3.996 15.82 23.63 799.5 18.6 
Test 40 0.01308 0.01308 0 0 0.01566 0.01566 0 0 0.01055 0.01055 0 0 0.01396 0.01396 0 0 0.01711 0.01077 0.01531 0.01372 0.04081 0.3616 1.028 48.42 2.111 18.37 18.33 3.996 15.82 23.63 799.5 18.6 
Test 41 0.01343 0.01343 0 0 0.01612 0.01612 0 0 0.0108 0.0108 0 0 0.01429 0.01429 0 0 0.01712 0.01078 0.01532 0.01373 0.04091 0.3618 1.027 48.42 2.099 18.37 18.32 3.995 15.82 23.63 799.5 18.6 
Test 42 0.01362 0.01362 0 0 0.01638 0.01638 0 0 0.01094 0.01094 0 0 0.01447 0.01447 0 0 0.01713 0.01078 0.01533 0.01373 0.04096 0.3619 1.027 48.42 2.092 18.37 18.32 3.995 15.82 23.63 799.5 18.6 
Test 43 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 44 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 45 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 46 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.105 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
















































































































































































































































































Test 47 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 48 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 49 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 50 0.01327 0.01327 0 0 0.0159 0.0159 0 0 0.01067 0.01067 0 0 0.01412 0.01412 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.108 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 51 0.01322 0.01322 0 0 0.01586 0.01586 0 0 0.01067 0.01067 0 0 0.0141 0.0141 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 52 0.01322 0.01322 0 0 0.01586 0.01586 0 0 0.01067 0.01067 0 0 0.0141 0.0141 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 53 0.01326 0.01326 0 0 0.01589 0.01589 0 0 0.01067 0.01067 0 0 0.01412 0.01412 0 0 0.01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 54 0.01325 0.01325 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.106 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Test 55 0.01324 0.01324 0 0 0.01588 0.01588 0 0 0.01067 0.01067 0 0 0.01411 0.01411 0 0 0.01712 0.01077 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.108 18.37 18.32 3.996 15.82 23.63 799.5 18.6 
Tableau 24: effectifs à l’équilibre des différentes espèces pour chacune des simulations 
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Pour ce modèle épidémiologique, nous avons encore une fois réalisé des calculs de distance 
euclidienne et des ACP à partir des densités à l’équilibre pour l’ensemble des espèces et pour chacun 
des groupes d’espèces. 
 
TOUTES ESPECES HOMINIDES CARNIVORES HERBIVORES 
paramètre testé d paramètre testé d paramètre testé d paramètre testé d 
K (proies) 21,865 croissance HN 10,402 alimentation HN 9,324 K (proies) 21,180 
K (proies) 11,418 % de végétaux 9,448 alimentation HN 8,400 K (proies) 10,133 
croissance HN 10,402 croissance HS 9,403 alimentation HN 8,400 % de végétaux 0,618 
% de végétaux 9,449 % de végétaux 8,802 K (proies) 5,430 croissance faune 0,585 
croissance HS 9,399 % de végétaux 6,388 K (proies) 5,263 % de végétaux 0,302 
alimentation HN 9,323 % de végétaux 4,459 s/q 4,736 croissance faune 0,283 
% de végétaux 8,820 % de végétaux 3,225 s/q 4,081 % de végétaux 0,170 
alimentation HN 8,400 croissance HS 3,086 alimentation HN 3,912 s/q 0,168 
alimentation HN 8,400 croissance HN 2,693 alimentation HN 3,007 s/q 0,146 
% de végétaux 6,395 % de végétaux 1,621 sn/qn 0,860 croissance faune 0,143 
s/q 4,738 densité HN 1,595 sn/qn 0,791 croissance HN 0,139 
% de végétaux 4,459 métabolisme 0,838 sn/qn 0,546 % de végétaux 0,112 
s/q 4,081 densité HN 0,688 sn/qn 0,527 croissance HS 0,094 
alimentation HN 3,911 métabolisme 0,608 croissance faune 0,344 alimentation HS 0,094 
% de végétaux 3,228 métabolisme 0,590 croissance faune 0,344 croissance HS 0,093 
croissance HS 3,097 métabolisme 0,432 sn/qn 0,307 alimentation HS 0,079 
alimentation HN 3,008 densité HS 0,250 croissance HS 0,302 % de végétaux 0,073 
croissance HN 2,672 sn/qn 0,209 % de végétaux 0,148 alimentation HN 0,051 
% de végétaux 1,621 % chasseurs 0,207 densité HS 0,148 sn/qn 0,051 
densité HN 1,586 % chasseurs 0,175 alimentation HS 0,148 % de végétaux 0,048 
Tableau 25: distances euclidiennes entre la simulation témoin (simulation 1) du modèle épidémiologique et les autres 
simulations du modèle faisant varier les paramètres les plus influents. 




Figure 16 : ACP sur l'ensemble des espèces du modèle épidémiologique 
 
Sur cette ACP nous voyons les simulations les plus variables lorsque l’on s’intéresse à l’ensemble des 
espèces du modèle. Plusieurs simulations sont mises en avant, les simulations 3, 11, 27, 28, 29, 30, 
31, 34, 35, 36 et 37 concernant la consommation des végétaux, la croissance des Néandertaliens, 
l’alimentation des Néandertaliens, la capacité de soutien des proies et le temps de chasse des 
hominidés. 
 Les ACP par groupes d’espèces sont examinées dans le tableau 26. 
En résumé, les paramètres influant le plus sur notre modèle épidémiologique sont les suivant : 
 l'alimentation des Néandertaliens 
 la capacité de soutien des proies 
 le temps de chasse des carnivores 
 la consommation de végétaux 
 la densité à l’origine des Néandertaliens 
 les besoins alimentaires des Néandertaliens 
Parmi ces paramètres, on observe là aussi les paramètres qui influaient déjà sur le modèle de base, 
comme le pourcentage de végétaux consommé, le temps de chasse, la capacité de soutien des 
herbivores ou encore les choix alimentaires. Pareillement aux cas précédents, d’autres paramètres 
sont mis en exergue, à savoir la densité à l’origine des Néandertaliens et leurs besoins alimentaires. 
Pour ne négliger aucun paramètre potentiellement influent, nous avons réalisé une seconde série 
d’ACP en enlevant comme précédemment les tests faisant varier les paramètres retenus suite au 
modèle de base. 




Figure 17: ACP sur l'ensemble des espèces du modèle épidémiologique 
 
Cette ACP analysant l’ensemble des espèces met en lumière les tests 1 à 5, 16 et 20, à savoir des 
tests faisant varier la croissance des proies et des prédateurs, la croissance des Néandertaliens et le 
temps de chasse des hominidés. 
La deuxième série d'ACP par groupes d’espèces est examinée dans le tableau 27. 
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 tests 27, 28, 29, 30, 31 
 test 34, 35 
 tests 36, 37 
 alimentation des Néandertaliens 
 capacité de soutien des proies 








 tests 2, 3, 4, 5, 6, 7 
 tests 11, 12, 13, 14 
 test 15, 16 
 tests 19, 20 
 consommation de végétaux 
 croissance des hominidés 
 densité à l’origine des Néandertaliens 
 métabolisme des hominidés 
Tableau 26: ACP de premier ordre réalisées sur chacun des groupes d'espèces (herbivores, carnivores et hominidés) 
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 tests 1, 2, 3 
 test 4 
 tests 16 à 20 
 croissance des proies/prédateurs 
 croissance des Néandertaliens 




 tests 1, 2, 3  
 test 4 
 tests 19, 20 
 croissance des proies/prédateurs 
 croissance des Néandertaliens 




 tests 4, 5, 6, 7 
 test 8, 9 
 croissance des hominidés 
 densité à l’origine des Néandertaliens 
Tableau 27: ACP de premier ordre réalisées sur chacun des groupes d'espèces (herbivores, carnivores et hominidés) 
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De la même façon que précédemment, ces analyses nous ont permis de définir les paramètres à 
estimer afin de tester l’hypothèse épidémiologique. 
 
2.2.5.2 Utilisation d’un algorithme simplexe 
 
2.2.5.2.1 Principe de l’algorithme du simplexe 
 
Une fois les paramètres les plus influents déterminés, nous avons choisi de travailler avec un 
algorithme d’optimisation facile à mettre en œuvre et assez fréquemment employé, l’algorithme du 
simplexe. Cet algorithme est utilisé en programmation linéaire, il permet de minimiser (ou de 
maximiser) une fonction objectif. Une fonction objectif est une fonction qui sert de critère pour 
déterminer la meilleure solution à un problème d’optimisation. Elle correspond à ce qui est observé 
dans la réalité. Dans notre cas, il s’agissait de savoir pour quelles valeurs de paramètres la population 
néandertalienne disparaissait, notre fonction objectif était donc :           ; c'est-à-dire que la 
densité de la population néandertalienne représentée par N0 devait être égale à 0 pour t>t0 et pour 
tout x. L’algorithme d’optimisation utilisé peut s’écrire de la façon suivante : 
                                 
 
 
    
  
 
Où « p » sont les paramètres recherchés, « N0 » l'objectivation et « Nt » la fonction calculée par le 
modèle. 
Informatiquement, nous avons utilisé la fonction « fminsearch » implémentée dans Matlab. Cette 
fonction permet de rechercher les minima d’une fonction. Elle nécessite la création de deux fichiers 
supplémentaires, un destiné à l’estimation des paramètres, nous l’avons nommé « EstimPara.m » et 
ce fichier contient les intervalles de variation des paramètres, les valeurs initiales données à ces 
paramètres pour débuter la simulation, et un autre nommé « critere.m » contenant les critères 
choisis pour définir la fonction objectif.  
Cependant étant donné qu’elle trouve des minima ponctuels et qu’elle s’arrête à chaque fois, alors 
cette fonction a du être relancée plusieurs fois avec des valeurs initiales de paramètres variables. 
Comme évoqué dans le chapitre précédent, il a fallu faire un choix dans les paramètres, tous ne 
pouvant pas être estimés par l’algorithme du simplexe. Nous avons fait le choix de prendre au sein 
des plus influents ceux qui concernaient les hominidés et ceux qui nous semblaient représentatifs du 
modèle en question. En effet, certains paramètres influents concernant les faunes comme la capacité 
de soutien devaient être estimés pour chaque espèce de proie, soit 10 estimations, ce qui entrainait 
des temps de calculs inenvisageables dans notre étude. Aucun des paramètres s’appliquant 
spécifiquement à une espèce fauniques n’a de ce fait pu être estimé par l’algorithme du simplexe. 
Dès lors, afin de ne pas négliger ces paramètres d’influence, nous avons réalisé plusieurs séries de 
simulations à l’aide de l’algorithme du simplexe et ce pour différentes valeurs des dits paramètres 
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afin de tenir compte de leur potentiel poids sur les résultats des simulations. Les paramètres sans 
influence ont quant à eux gardé une valeur fixe moyenne. 
Cette fonction nous a donc fourni les valeurs de paramètres minimisant la fonction N. De ce fait, ces 
valeurs permettent à la fonction de se rapprocher de 0 mais on ne peut pas savoir si elle s’annule 
effectivement, c’est pourquoi il a fallu relancer les simulations, cette fois de façon traditionnelle, et 
observer graphiquement les résultats. 
 
2.2.5.2.2 Application de l’algorithme du simplexe 
 
2.2.5.2.2.1 Au modèle de compétition 
 
Concernant le modèle de compétition, nous avons choisi d’estimer les paramètres spécifiques à ce 
modèle mis en évidence par la première série d’ACP. L’application de l’algorithme du simplexe au 
modèle de compétition a donc porté sur l’estimation de 7 paramètres : 
o les besoins métaboliques des Néandertaliens  
o les besoins alimentaires des Homo sapiens 
o la croissance des Néandertaliens  
o la croissance des Homo sapiens 
o  le terme de surmortalité traduisant la potentielle suprématie des Homo sapiens sur les 
Néandertaliens.  
 
Les intervalles de valeurs retenus sont résumés dans le tableau suivant : 
 a1a a1b a8a a8b m1 b1 b8 
minimum 1920kcal 1650kcal 1920kcal 1650kcal 0,00001 0,0002 0,0002 
maximum 5750kcal 4930kcal 5750kcal 4930kcal 0,04 0,02 0,02 
 
Où « a1a » correspond aux besoins alimentaires des Néandertaliens chasseurs, « a1b » à ceux des 
Néandertaliens non chasseurs, « a8a » aux besoins alimentaires des Homo sapiens chasseurs, « a8b » 
à ceux des Homo sapiens non chasseurs, « m1 » à la surmortalité des Néandertaliens du fait de la 
compétition et « b1 » et « b8 » aux taux de croissance des Néandertaliens et des Homo sapiens 
respectivement. Il faut noter que pour « m1 » nous avons choisi une valeur minimale très faible pour 
représenter le 0 afin d’éviter un potentiel allongement notable des temps de calculs. 
Les algorithmes ont été lancés 5 fois avec des valeurs initiales différentes, pour éviter un éventuel 
biais dû à l’existence de plusieurs minima, et ce pour différentes conditions correspondant aux 
paramètres mis en évidence par les ACP sur le modèle de base: d’abord les conditions moyennes, 
ensuite des conditions tenant compte de l’influence de la capacité de soutien des faunes sur le 
modèle, puis des conditions tenant compte de l’influence de la consommation de végétaux et enfin 
des conditions tenant compte de l’influence de l’alimentation des hominidés. Une dernière condition 
a été testée pour tenir compte des facteurs mis en évidence par les ACP du modèle de compétition 
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cette fois mais ne pouvant être estimée directement par l’algorithme du simplexe, à savoir la 
répartition initiale des Homo sapiens. Au total 25 simulations ont été réalisées à l'aide de l'algorithme 
du simplexe (Tableau 28).  
 
2.2.5.2.2.2 Au modèle climatique 
 
Les ACP propres au modèle climatique ont mis en évidence trois paramètres spécifiques estimables à 
l’aide de l’algorithme du simplexe, à savoir d’abord les besoins alimentaires des Néandertaliens et 
l’existence d’une surmortalité au nord puis avec la seconde série d’ACP la croissance des 
Néandertaliens. D’autre part, ces ACP ont mis en évidence les quatre paramètres déjà observés sur 
les ACP réalisées sur le modèle de base. Ces paramètres sont tous corrélés au climat et à 
l’environnement, c’est pourquoi nous avons décidé d’associer à l’estimation de l’algorithme du 
simplexe les paramètres estimables, à savoir le temps de chasse des carnivores et la consommation 
de végétaux par les Néandertaliens. L’application de l’algorithme du simplexe au modèle climatique a 
porté sur l’estimation de 6 paramètres :  
o les besoins métaboliques des Néandertaliens chasseurs 
o les besoins métaboliques des Néandertaliens non chasseurs 
o la surmortalité des hominidés due au climat  
o le temps de chasse des carnivores 
o la consommation de végétaux 
o la croissance des Néandertaliens 
Les intervalles de valeurs retenus sont résumés dans le tableau suivant : 
 a1a a1b m1 s espa b1 
minimum 1920kcal 1650kcal 0,00001 0,20 0,1 0,0002 
maximum 5750kcal 4930kcal 0,04 0,35 3,5 0,02 
 
Où « a1a » correspond aux besoins alimentaires des Néandertaliens chasseurs, « a1b » à ceux des 
Néandertaliens non chasseurs, « m1 » à la surmortalité des Néandertaliens du fait du climat, « s » au 
temps de chasse des carnivores et « espa » la proportion de végétaux consommée par les 
Néandertaliens et « b1 » la croissance des Néandertaliens. 
Il faut noter que le paramètre « m1 » a dû être estimé sur l’ensemble du territoire car il était 
impossible de l’estimer seulement au nord puisque le cumul d’équations à traiter par l’algorithme 
simplexe entrainait des temps de calcul inopérables dans le cadre de cette thèse. 
Là encore les algorithmes ont été répétés 5 fois avec des valeurs initiales différentes et ce dans 
différentes conditions tenant compte des autres paramètres influents de ce modèle lui-même ou du 
modèle de base, à savoir en faisant varier l’alimentation des hominidés, la croissance des carnivores, 
et la capacité de soutien des proies. Au total 20 simulations ont été faites à l'aide de l'algorithme du 
simplexe (Tableau 29). 




2.2.5.2.2.3 Au modèle épidémiologique 
 
Concernant le modèle épidémiologique, les ACP ont fait ressortir d’abord un puis deux autres 
paramètres spécifiques estimables par l'algorithme du simplexe, à savoir les besoins alimentaires des 
Néandertaliens, la croissance des Néandertaliens et le temps de chasse des carnivores. L’exécution 
de ces algorithmes a porté sur l’estimation de 3 paramètres dans un premier temps :  
o les besoins alimentaires des Néandertaliens  
o la croissance des Néandertaliens  
o le temps de chasse des carnivores 
o la consommation de végétaux par les hominidés.  
Les intervalles considérés pour chacun de ces paramètres sont résumés dans le tableau suivant : 
 a1a a1b b1 s epsa 
minimum 1920kcal 1650kcal 0,0002 0,20 0,1 
maximum 5750kcal 4930kcal 0,02 0,35 3,5 
 
Où « a1a » correspond aux besoins alimentaires des Néandertaliens chasseurs, « a1b » à ceux des 
Néandertaliens non chasseurs, « b1» à la croissance des Néandertaliens au départ de la 
simulation, « sn » au temps de chasse des hominidés. 
Là encore, force est de constater que le paramètre « CI » n’a pas pu être estimé par l’algorithme du 
simplexe du fait du temps de calcul requis. La variation de ce paramètre a donc fait l’objet d’une 
condition supplémentaire. 
De la même façon que précédemment les algorithmes ont été répétés plusieurs fois afin de tenir 
compte de tous les paramètres influents, à savoir en faisant varier successivement : l’alimentation 
des hominidés, la capacité de soutien des proies, ainsi que la croissance des proies et des prédateurs, 
le temps de chasse des hominidés et comme nous l’évoquions à l’instant la densité initiale des 
Néandertaliens. L'algorithme du simplexe a été lancé 25 fois sur ce modèle (Tableau 30). 
Malgré les résultats des ACP qui nous suggéraient que ces paramètres n’étaient pas influents, nous 
avons quand même réalisé des simulations pour estimer les valeurs des paramètres spécifiques de 
l’infection car c’était ces paramètres qui faisaient la spécificité du modèle. Pour ces paramètres nous 
avons considéré les intervalles suivants : 
 a aa me me2 b bb bbb 
minimum 100 100 0,01 0,01 0,0005 0,0005 0,0005 
maximum 1000 1000 9 9 0,25 0,25 0,25 
 
Où « a » correspond à la durée de l’épidémie chez les Homo sapiens, « aa » à la durée de l’épidémie 
chez les Néandertaliens, « me » à la mortalité due à l’épidémie chez les Homo sapiens, « me2 » à 
celle observée chez les Néandertaliens, « b » le taux de contact intraspécifique des Homo sapiens, 
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« bb » le taux de contact interspécifique et « bbb » le taux de contact intraspécifique des 
Néandertaliens. L'algorithme du simplexe a été lancé 20 fois avec ces paramètres spécifiques 
(Tableau 31). 
 
2.2.5.2.2.4 Aux modèles combinés 
Concernant les modèles combinés enfin, nous avons cumulé les paramètres à estimer des différents 
modèles individuels. Comme dans tous les cas jusqu’à présent nous avons là encore réalisé plusieurs 
séries de simulations pour tenir compte de l’ensemble des paramètres influents en faisant varier 
nous-mêmes les valeurs des paramètres non estimés par l’algorithme du simplexe. 
 
2.2.5.3 Simulation des modèles 
 
2.2.5.3.1 Le modèle de compétition 
 
Le modèle de compétition a été simulé à l’aide des codes informatiques présentés en annexe 
numérique, des valeurs moyennes des paramètres non influents et des valeurs issues des 
algorithmes simplexes à savoir : 





PARAMETRES A ESTIMER 
 
a1a a1b a8a a8b m1 b1 b8 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
témoin 
TEST 1 21 7 7 7 18 6 6 18 21 7 7 21 18 6 6 18 0,4 1E-04 1E-04 1E-04 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 
TEST 2 21 7 21 21 18 6 18 18 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 3 21 7 16 16,17 18 6 10 9,987 21 7 16 15,99 18 6 10 9,993 0,4 1E-04 0,02 0,028 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 4 21 7 21 21 18 6 18 18 21 7 10 10,01 18 6 8 7,922 0,4 1E-04 0,02 0,023 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 5 21 7 21 21 18 6 18 18 21 7 7 7 18 6 6 6 0,4 1E-04 0,3 0,3 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,02 
  capacité de soutien 2 
TEST 6 21 7 7 7 18 6 6 6 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
TEST 7 21 7 21 21 18 6 18 18 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 8 21 7 16 16,17 18 6 10 9,987 21 7 16 15,99 18 6 10 9,993 0,4 1E-04 0,02 0,028 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 9 21 7 21 21 18 6 18 18 21 7 10 10,01 18 6 8 7,993 0,4 1E-04 0,02 0,028 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 10 21 7 21 21 18 6 18 18 21 7 7 7 18 6 6 6 0,4 1E-04 0,3 0,3 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,02 
  eps 2 
TEST 11 21 7 7 7 18 6 6 6 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
TEST 12 21 7 21 21 18 6 18 18 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 13 21 7 16 16,17 18 6 10 9,987 21 7 16 15,99 18 6 10 9,993 0,4 1E-04 0,02 0,028 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 14 21 7 21 21 18 6 18 18 21 7 10 10,01 18 6 8 7,922 0,4 1E-04 0,02 0,028 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,202 
TEST 15 21 7 21 21 18 6 18 18 21 7 7 7 18 6 6 6 0,4 1E-04 0,3 0,3 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,02 
  alimentation 2  
TEST 16 21 7 7 7 18 6 6 6 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
TEST 17 21 7 21 21 18 6 18 18 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 18 21 7 16 16,29 18 6 10 9,963 21 7 16 16,09 18 6 10 9,855 0,4 1E-04 0,02 0,032 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 19 21 7 21 21 18 6 18 18 21 7 10 9,857 18 6 8 7,926 0,4 1E-04 0,02 0,032 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 20 21 7 21 21 18 6 18 18 21 7 7 7 18 6 6 6 0,4 1E-04 0,3 0,302 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,02 
  répartition dans l’espace 2 
TEST 21 21 7 7 7 18 6 6 6 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
TEST 22 21 7 21 21 18 6 18 18 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 23 21 7 16 16,34 18 6 10 10,03 21 7 16 16,08 18 6 10 9,89 0,4 1E-04 0,02 0,054 0,2 0,002 0,02 0,017 0,2 0,002 0,02 0,018 
TEST 24 21 7 21 21 18 6 18 18 21 7 10 10,01 18 6 8 7,993 0,4 1E-04 0,02 0,028 0,2 0,002 0,02 0,018 0,2 0,002 0,02 0,02 
TEST 25 21 7 21 21 18 6 18 18 21 7 7 7 18 6 6 6 0,4 1E-04 0,3 0,3 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,02 
Tableau 28: estimations des valeurs de paramètres du modèle de compétition 




2.2.5.3.2 Le modèle climatique 
 
Le modèle climatique a été simulé à l’aide des codes informatiques présentés en annexe numérique, 
des valeurs moyennes des paramètres non influents et des valeurs issues des algorithmes simplexes 
à savoir: 





PARAMETRES A ESTIMER 
 
a8a a8b s epsa m1 b1 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
témoin 
TEST 1 21 7 10 21 18 6 10 18 35 20 30 35 3,5 0,1 0,2 3,5 0,4 1E-04 0,2 0,4 0,2 0,002 0,02 0,2 
TEST 2 21 7 16 21 18 6 10 6 35 20 25 35 3,5 0,1 1,5 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 3 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 0,73 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 4 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,4 1E-04 0,4 0,4 0,2 0,002 0,2 0,2 
TEST 5 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,4 1E-04 1E-04 0,0001 0,2 0,002 0,002 0,002 
 
capacité de soutien2 
TEST 6 21 7 10 21 18 6 10 18 35 20 30 35 3,5 0,1 0,5 3,5 0,4 1E-04 0,2 0,4 0,2 0,002 0,02 0,2 
TEST 7 21 7 16 21 18 6 10 6 35 20 25 35 3,5 0,1 1,5 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 8 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 0,73 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 9 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,4 1E-04 0,4 0,4 0,2 0,002 0,02 0,02 
TEST 10 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,4 1E-04 1E-04 0,0001 0,2 0,002 0,002 0,002 
 
alimentation 2 
TEST 11 21 7 10 21 18 6 10 6 35 20 30 20 3,5 0,1 0,5 0,1 0,4 1E-04 0,2 0,4 0,2 0,002 0,02 0,2 
TEST 12 21 7 16 21 18 6 10 6 35 20 25 35 3,5 0,1 1,5 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 13 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 0,73 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 14 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,4 1E-04 0,4 0,4 0,2 0,002 0,02 0,2 
TEST 15 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,4 1E-04 1E-04 0,0001 0,2 0,002 0,002 0,002 
 
croissance2 
TEST 16 21 7 10 21 18 6 10 18 35 20 30 35 3,5 0,1 0,5 0,1 0,4 1E-04 0,2 0,4 0,2 0,002 0,02 0,2 
TEST 17 21 7 16 21 18 6 10 6 35 20 25 35 3,5 0,1 1,5 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 18 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 0,73 0,1 0,4 1E-04 0,4 0,0001 0,2 0,002 0,02 0,002 
TEST 19 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,4 1E-04 0,4 0,4 0,2 0,002 0,02 0,2 
TEST 20 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,4 1E-04 1E-04 0,0001 0,2 0,002 0,002 0,002 
Tableau 29 : estimations des valeurs de paramètres du modèle climatique 




2.2.5.3.3 Le modèle épidémiologique 
 
Le modèle épidémiologique a été simulé à l’aide des codes informatiques présentés en annexe 
numérique, des valeurs moyennes des paramètres non influents et des valeurs issues des 
algorithmes simplexes à savoir: 





PARAMETRES A ESTIMER 
 
a1a a1b s epsa b1 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
Témoin 
TEST 1 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 
TEST 2 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,02 
TEST 3 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 
TEST 4 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 
TEST 5 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 
  Capacité de soutien 2  
TEST 6 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 
TEST 7 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,02 
TEST 8 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 
TEST 9 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 
TEST 10 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 
  Alimentation 2  
TEST 11 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 
TEST 12 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,02 
TEST 13 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 
TEST 14 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 
TEST 15 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 
  Densité à l’origine 2  
TEST 16 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 
TEST 17 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,02 
TEST 18 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 
TEST 19 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 
TEST 20 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 
  Sn (temps de chasse) 2  
TEST 21 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 
TEST 22 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,02 
TEST 23 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 
TEST 24 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 
TEST 25 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 
Tableau 30: estimations des valeurs de paramètres du modèle épidémiologique 
 





PARAMETRES A ESTIMER 
 
a aa me me2 b bb bbb 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
alimentation 1 / capacité de soutien 1 / eps 1 
TEST 1 1000 100 450 449,4 1000 100 450 450,5 9 0,01 0,5 0,497 9 0,01 0,25 8,771 0,25 5E-04 0,005 0,005 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 0,25 
TEST 2 1000 100 100 100 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,25 0,25 0,25 5E-04 0,005 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 5E-04 
TEST 3 1000 100 1000 1000 1000 100 1000 1000 9 0,01 9 9 9 0,01 9 9 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 
TEST 4 1000 100 100 100 1000 100 1000 1000 9 0,01 3 2,998 9 0,01 2 1,998 0,25 5E-04 0,25 0,25 0,25 5E-04 0,05 0,05 0,25 5E-04 0,05 0,049 
TEST 5 1000 100 1000 1000 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,01 8,76 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 
  alimentation 1 / capacité de soutien 2 / eps 1 
TEST 6 1000 100 450 449,3 1000 100 450 449,3 9 0,01 0,5 0,512 9 0,01 0,25 8,762 0,25 5E-04 0,005 0,005 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 0,25 
TEST 7 1000 100 100 100 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,25 0,25 0,25 5E-04 0,005 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 5E-04 
TEST 8 1000 100 1000 1000 1000 100 1000 1000 9 0,01 9 9 9 0,01 9 9 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 
TEST 9 1000 100 100 100 1000 100 1000 1000 9 0,01 3 2,991 9 0,01 2 2,034 0,25 5E-04 0,25 0,25 0,25 5E-04 0,05 0,05 0,25 5E-04 0,05 0,049 
TEST 10 1000 100 1000 1000 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,01 8,755 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 
  alimentation 1 / capacité de soutien 1 / eps 2 
TEST 11 1000 100 450 450,1 1000 100 450 450,8 9 0,01 0,5 0,492 9 0,01 0,25 8,763 0,25 5E-04 0,005 0,005 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 0,25 
TEST 12 1000 100 100 100 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,25 0,25 0,25 5E-04 0,005 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 5E-04 
TEST 13 1000 100 1000 1000 1000 100 1000 1000 9 0,01 9 9 9 0,01 9 9 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 
TEST 14 1000 100 100 100 1000 100 1000 1000 9 0,01 3 2,984 9 0,01 2 2,064 0,25 5E-04 0,25 0,25 0,25 5E-04 0,05 0,049 0,25 5E-04 0,05 0,05 
TEST 15 1000 100 1000 1000 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,01 8,761 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 
  alimentation 2 / capacité de soutien 1 / eps 1 
TEST 16 1000 100 450 451,4 1000 100 450 448,2 9 0,01 0,5 0,491 9 0,01 0,25 8,749 0,25 5E-04 0,005 0,005 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 0,25 
TEST 17 1000 100 100 100 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,25 0,25 0,25 5E-04 0,005 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 0 5E-04 
TEST 18 1000 100 1000 1000 1000 100 1000 1000 9 0,01 9 9 9 0,01 9 9 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 0,25 5E-04 0,25 0,25 
TEST 19 1000 100 100 100 1000 100 1000 1000 9 0,01 3 2,982 9 0,01 2 1,981 0,25 5E-04 0,25 0,25 0,25 5E-04 0,05 0,05 0,25 5E-04 0,05 0,052 
TEST 20 1000 100 1000 1000 1000 100 100 100 9 0,01 0,01 0,01 9 0,01 0,01 8,766 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 0,25 5E-04 5E-04 5E-04 
Tableau 31 : estimations des valeurs de paramètres du modèle épidémiologique (paramètres propres au modèle épidémiologique) 




2.2.5.3.4 Les modèles combinés 
 
Les modèles combinés ont été simulés à l’aide des codes informatiques présentés en annexe 
numérique, des valeurs moyennes des paramètres non influents et des valeurs issues des 
algorithmes simplexes à savoir: 





PARAMETRES A ESTIMER Modèle climat/compétition 
 
a1a a1b m1 epsa s b1 b8 a8a a8b 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
TEMOIN 
TEST 1 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 21 7 21 21 18 6 18 18 
TEST 2 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 3,5 0,1 0,1 0,1 0,35 0,2 0,2 0,2 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 21 7 7 7 18 6 6 6 
TEST 3 21 7 21 7 18 6 18 18 0,4 1E-04 0,4 0,1 3,5 0,1 1,5 3,5 0,35 0,2 0,3 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 7 21 18 6 6 18 
TEST 4 21 7 16 21 18 6 10 6 0,4 1E-04 0,4 0,4 3,5 0,1 2 3,5 0,35 0,2 0,25 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 16 21 18 6 10 6 
TEST 5 21 7 7 7 18 6 6 6 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,02 0,02 0,2 0,002 0,2 0,2 21 7 16 16 18 6 10 10 
  Capacité de soutien 
TEST 6 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 21 7 21 21 18 6 18 18 
TEST 7 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 3,5 0,1 0,1 0,1 0,35 0,2 0,2 0,2 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 21 7 7 7 18 6 6 6 
TEST 8 21 7 21 7 18 6 18 18 0,4 1E-04 0,4 0,1 3,5 0,1 1,5 3,5 0,35 0,2 0,3 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 7 21 18 6 6 18 
TEST 9 21 7 16 21 18 6 10 6 0,4 1E-04 0,4 0,4 3,5 0,1 2 3,5 0,35 0,2 0,25 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 16 21 18 6 10 6 
TEST 10 21 7 7 7 18 6 6 6 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,02 0,02 0,2 0,002 0,2 0,2 21 7 16 16 18 6 10 10 
  Alimentation 
TEST 11 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 21 7 21 21 18 6 18 18 
TEST 12 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 3,5 0,1 0,1 0,1 0,35 0,2 0,2 0,2 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 21 7 7 7 18 6 6 6 
TEST 13 21 7 21 21 18 6 18 6 0,4 1E-04 0,4 0,1 3,5 0,1 1,5 3,5 0,35 0,2 0,3 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 7 21 18 6 6 18 
TEST 14 21 7 16 21 18 6 10 6 0,4 1E-04 0,4 0,4 3,5 0,1 2 3,5 0,35 0,2 0,25 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 16 21 18 6 10 6 
TEST 15 21 7 7 7 18 6 6 6 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,02 0,02 0,2 0,002 0,2 0,2 21 7 16 16 18 6 10 9,997 
  Répartition spatiale 
TEST 21 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 21 7 21 21 18 6 18 18 
TEST 22 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 3,5 0,1 0,1 0,1 0,35 0,2 0,2 0,2 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 21 7 7 7 18 6 6 6 
TEST 23 21 7 21 7 18 6 18 18 0,4 1E-04 0,4 0,1 3,5 0,1 1,5 3,5 0,35 0,2 0,3 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 7 21 18 6 6 18 
TEST 24 21 7 16 21 18 6 10 6 0,4 1E-04 0,4 0,4 3,5 0,1 2 3,5 0,35 0,2 0,25 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 21 7 16 21 18 6 10 6 
TEST 25 21 7 7 7 18 6 6 6 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,02 0,02 0,2 0,002 0,2 0,2 21 7 16 16 18 6 10 10 
  Croissance 
TEST 26 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 21 7 21 21 18 6 18 18 
TEST 27 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 3,5 0,1 0,1 0,1 0,35 0,2 0,2 0,2 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 21 7 7 7 18 6 6 6 
TEST 28 21 7 21 21 18 6 18 6 0,4 1E-04 0,4 0,1 3,5 0,1 1,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 21 7 21 7 18 6 18 18 
TEST 29   7 21 7 18 6 18 6 0,4 1E-04 0,4 0,4 3,5 0,1 2 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,002 0,2 0,002 0,2 0,2 21 7 21 7 18 6 18 6 
TEST 30 21 7 7 7 18 6 6 18 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,02 0,002 0,2 0,002 0,2 0,002 21 7 16 7,092 18 6 10 6,096 
  Densité néandertalienne initiale 
TEST 31 21 7 21 21 18 6 18 18 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 21 7 21 21 18 6 18 18 
TEST 32 21 7 7 7 18 6 6 6 0,4 1E-04 1E-04 1E-04 3,5 0,1 0,1 0,1 0,35 0,2 0,2 0,2 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 21 7 7 7 18 6 6 6 
TEST 33 21 7 21 7 18 6 18 18 0,4 1E-04 0,4 0,1 3,5 0,1 1,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,002 0,2 0,002 0,2 0,2 21 7 21 21 18 6 18 18 
TEST 34 21 7 21 7 18 6 18 6 0,4 1E-04 0,4 0,4 3,5 0,1 2 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,2 0,002 0,2 0,002 0,2 0,2 21 7 21 7 18 6 18 6 
TEST 35 21 7 7 7 18 6 6 6 0,4 1E-04 0,4 0,4 3,5 0,1 3,5 3,5 0,35 0,2 0,35 0,35 0,2 0,002 0,02 0,02 0,2 0,002 0,2 0,2 21 7 16 16 18 6 10 10 
Tableau 32 : estimations des valeurs de paramètres du modèle de climat-compétition 
 





PARAMETRES A ESTIMER SIRS-Climat 
 
a8a a8b s epsa m1 b1 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
témoin 
TEST 1 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 0,4 0,0001 0,4 0,01 
TEST 2 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,2 0,4 0,0001 0,1 0,1 
TEST 3 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 0,4 0,0001 0,001 0,001 
TEST 4 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 5 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
 
capacité de soutien2 
TEST 6 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 0,4 0,0001 0,4 0,01 
TEST 7 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,02 0,4 0,0001 0,1 0,1 
TEST 8 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 0,4 0,0001 0,001 0,001 
TEST 9 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 10 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
 
alimentation 2 
TEST 11 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 0,4 0,0001 0,4 0,01 
TEST 12 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,02 0,4 0,0001 0,1 0,1 
TEST 13 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 0,4 0,0001 0,001 0,001 
TEST 14 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 15 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
 
croissance2 
TEST 16 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,4 0,0001 0,4 0,0001 
TEST 17 21 7 16 7 18 6 10 18 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,2 0,4 0,0001 0,1 0,4 
TEST 18 21 7 14 13,241 18 6 14 6,0304 35 20 30 0,3496 3,5 0,1 0,73 3,4966 0,2 0,002 0,2 0,2 0,4 0,0001 0,001 0,00014 
TEST 19 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 20 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
 
densité initiale 
TEST 21 21 7 21 21 18 6 10 10 35 20 25 25 3,5 0,1 2,5 2,5 0,2 0,002 0,002 0,002 0,4 0,0001 0,4 0,01 
TEST 22 21 7 16 16 18 6 10 10 35 20 30 30 3,5 0,1 1,5 1,5 0,2 0,002 0,02 0,02 0,4 0,0001 0,1 0,1 
TEST 23 21 7 14 14 18 6 14 14 35 20 30 30 3,5 0,1 0,73 0,73 0,2 0,002 0,2 0,2 0,4 0,0001 0,001 0,001 
TEST 24 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 25 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 










PARAMETRES A ESTIMER Modèle SIRS/compétition 
 
a1a a1b s epsa b1 b8 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
témoin 
TEST 1 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,002 
TEST 2 21 7 16 21 18 6 10 18 35 20 30 35 3,5 0,1 1,5 3,5 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,2 
TEST 3 21 7 14 7 18 6 14 18 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 
TEST 4 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 5 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
   capacité de soutien 2 
TEST 6 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,002 
TEST 7 21 7 16 7 18 6 10 6 35 20 30 35 3,5 0,1 1,5 3,5 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 
TEST 8 21 7 14 7 18 6 14 6 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,002 
TEST 9 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 10 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
   alimentation 2 
TEST 11 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,002 
TEST 12 21 7 16 21 18 6 10 18 35 20 30 35 3,5 0,1 1,5 3,5 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 
TEST 13 21 7 14 7 18 6 14 6 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 
TEST 14 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 15 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
   densité initiale 2 ? 
TEST 16 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,002 
TEST 17 21 7 16 21 18 6 10 18 35 20 30 35 3,5 0,1 1,5 3,5 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,2 
TEST 18 21 7 14 7 18 6 14 18 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 
TEST 19 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 20 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
  temps de chasse (sn) 2 
TEST 21 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,002 
TEST 22 21 7 16 21 18 6 10 18 35 20 30 35 3,5 0,1 1,5 3,5 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 
TEST 23 21 7 14 7 18 6 14 6 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,002 
TEST 24 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 25 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
  répartition initiale 2 
TEST 26 21 7 21  21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,002 
TEST 27 21 7 16 8,324  18 6 10 7,53 35 20 30 34,9 3,5 0,1 1,5 0,201 0,2 0,002 0,02 0,045 0,2 0,002 0,02 0,198 
TEST 28 21 7 14 7  18 6 14 18 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 
TEST 29 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 
TEST 30 21 7 7  7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 
Tableau 34 : estimations des valeurs de paramètres du modèle compétition-épidémie 
 




PARAMETRES A ESTIMER Modèle SIRS/Climat/Compétition 
 
a1a a1b s epsa b1 b8 m1 
 
max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res max min p0 res 
 
témoin 
TEST 1 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,4 0,0001 
TEST 2 21 7 16 7 18 6 10 18 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 0,4 0,0001 0,1 0,4 
TEST 3 21 7 14 6 18 6 14 7 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 0,4 0,0001 0,001 0,0001 
TEST 4 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 5 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
  capacité de soutien 2  
TEST 6 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,4 0,0001 
TEST 7 21 7 16 7 18 6 10 6 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,1 0,4 
TEST 8 21 7 14 7 18 6 14 6 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 0,4 0,0001 0,001 0,0001 
TEST 9 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 10 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
   alimentation 2 
TEST 11 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,4 0,0001 
TEST 12 21 7 16 7 18 6 10 18 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 0,4 0,0001 0,1 0,4 
TEST 13 21 7 14 6 18 6 14 7 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 0,4 0,0001 0,001 0,0001 
TEST 14 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 15 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
   répartition initiale 2 
TEST 16 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,4 0,0001 
TEST 17 21 7 16 7 18 6 10 6 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,1 0,4 
TEST 18 21 7 14 13,88 18 6 14 7,783 35 20 30 34,5 3,5 0,1 0,73 3,325 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,191 0,4 0,0001 0,001 0,0008 
TEST 19 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 20 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
   croissance 2 
TEST 21 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,4 0,0001 
TEST 22 21 7 16 7 18 6 10 18 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 0,4 0,0001 0,1 0,4 
TEST 23 21 7 14 7 18 6 14 6 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 0,4 0,0001 0,001 0,0001 
TEST 24 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 25 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
   densité initiale 2 
TEST 26 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,2 0,2 0,002 0,02 0,002 0,4 0,0001 0,4 0,0001 
TEST 27 21 7 16 7 18 6 10 18 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 0,4 0,0001 0,1 0,4 
TEST 28 21 7 14 7 18 6 14 6 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 0,4 0,0001 0,001 0,0001 
TEST 29 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 30 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
   sn 2 
TEST 31 21 7 21 21 18 6 10 6 35 20 25 35 3,5 0,1 2,5 3,5 0,2 0,002 0,002 0,002 0,2 0,002 0,02 0,2 0,4 0,0001 0,4 0,0001 
TEST 32 21 7 16 7 18 6 10 18 35 20 30 35 3,5 0,1 1,5 0,1 0,2 0,002 0,02 0,2 0,2 0,002 0,02 0,002 0,4 0,0001 0,1 0,4 
TEST 33 21 7 14 7 18 6 14 6 35 20 30 35 3,5 0,1 0,73 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,02 0,2 0,4 0,0001 0,001 0,0001 
TEST 34 21 7 21 21 18 6 18 18 35 20 35 35 3,5 0,1 3,5 3,5 0,2 0,002 0,2 0,2 0,2 0,002 0,2 0,2 0,4 0,0001 0,4 0,4 
TEST 35 21 7 7 7 18 6 6 6 35 20 20 20 3,5 0,1 0,1 0,1 0,2 0,002 0,002 0,002 0,2 0,002 0,002 0,002 0,4 0,0001 0,0001 0,0001 
Tableau 35 : estimations des valeurs de paramètres du modèle climat-compétition-épidémie 
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Chapitre 3 : Résultats et Interprétations 
 
1. Résultats des modèles théoriques 
 
Le but des modèles théoriques était de constater l’influence de différents paramètres dans 
différentes conditions, à savoir l’influence de la croissance, de la taille et de la fragmentation des 
populations, des migrations et de la répartition par âge sous quatre conditions : une absence de 
stress, une augmentation de la mortalité, une compétition interspécifiques et une épidémie. 
 
1.1 Influence de la croissance des populations (Figures 18) 
1.1.1 Sur une population sans stress 
La croissance des populations a une influence assez lisible sur l’issue des simulations.  
 Simulation 1 : la croissance est faible, r=0.0002, en 10000ans la population n’a pas le temps 
de se stabiliser, elle croit presque exponentiellement pour arriver à un effectif de 10000 
individus. 
 Simulation 2 : la croissance est plus forte, r=0.002, en 4000ans la population se stabilise 
autour de la valeur de K puis reste constante. 
 Simulation 3 : la croissance est élevée, r=0.02, en 500ans la population atteint la valeur de K 
à laquelle elle a du mal à rester du fait d’un r élevé entrainant de petites oscillations. (ces 
oscillations viennent vraisemblablement du modèle et du calculateur) 
Sur une population « non stressée », plus la croissance est forte plus les populations vont atteindre 
leur capacité de soutien rapidement.  
1.1.2 Sur une population soumise à une surmortalité 
La croissance des populations dépend du rapport entre « r » et « m » 
 Simulation 1 : la croissance est faible, r=0.0002, en 3000ans la population disparait. 
 Simulation 2 : la croissance est plus forte, r=0.002, en 10000ans la population diminue 
continuellement mais n’a pas le temps de disparaitre. 
 Simulation 3 : la croissance est élevée, r=0.02, en 500ans la population atteint une valeur 
proche de K à laquelle elle a du mal à rester du fait d’un r élevé entrainant de petites 
oscillations.  
Concernant les populations soumises à une surmortalité, lorsque la croissance est faible, inférieure à 
la mortalité alors la population disparait plus ou moins rapidement. Au contraire, lorsque la 
croissance est forte la population peut se stabiliser autour de la capacité de soutien malgré 
l’existence d’une surmortalité, elle met juste plus de temps. 
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1.1.3 Sur une population soumise à une compétition interpopulationnelle 
La croissance des populations dépend du rapport entre « r1 » et « r2 ». La population 1 représentée 
ici est inférieure dans la compétition. 
 Simulation 1 : la croissance est faible, r=0.0002, pour les deux populations, la population 
favorisée par la compétition (population 2) supplante en termes d’effectif la population 
inférieure mais les deux populations survivent et se stabilisent autour de 7000ans. La 
population 1 compte environ 930000 individus, la population 2 environ 1,4 millions. Ces deux 
populations sont en dessous de leur capacité de soutien (1,7 millions d’individus environ). 
 Simulation 2 : la population 1 a un taux de croissance inférieur à la population 2, r=0.002, qui 
est toujours supérieure dans la compétition. La population 1 croit très lentement et ne 
parvient pas à se stabiliser en 10000ans, la population 2 quand à elle croît rapidement puis 
décroît lentement jusqu’à 1,6 millions d’individus vers 10000ans.  
 Simulation 3 : la population 1 a un taux de croissance supérieur à la population 2, r=0.2, qui 
est toujours supérieure dans la compétition. La population croit très rapidement, puis décroît 
pour se stabiliser à un effectif inférieur à celui atteint par la population 2. La population 1 est 
plus nombreuse pendant environ 2500ans, puis c’est l’inverse. 
Concernant les populations soumises à la compétition, quelle que soit la croissance de ces 
populations, elles subissent la compétition puisque c’est la population favorisée par la compétition 
qui supplante l’autre en termes d’effectifs dans tous les cas (cette population avantagée n’est pas 
représentée ici). 
1.1.4 Sur une population soumise à une épidémie 
Les variations de croissance agissent de la même façon que sur une population non stressée. 
 Simulation 1 : la croissance est faible, r=0.0002, en 10000ans la population n’a pas le temps 
de se stabiliser, elle croit presque exponentiellement pour arriver à un effectif de 10000 
individus. 
 Simulation 2 : la croissance est plus forte, r=0.002, en 4000ans la population se stabilise 
autour de la valeur de K puis reste constante. 
 Simulation 3 : la croissance est élevée, r=0.02, en 500ans la population atteint la valeur de K 
à laquelle elle a du mal à rester du fait d’un r élevé entrainant de petites oscillations.  
Comme pour une population « non stressée », dans une population soumise à une épidémie, plus la 
croissance est forte plus les populations vont atteindre leur capacité de soutien rapidement.  
 
1.2 Influence de la densité des populations (Figures 19, 20) 
1.1.1 Sur une population sans stress 
La densité agit sur les populations de deux manières, soit en tant qu'effectif à l’origine, soit en tant 
que capacité de soutien.  
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Influence de l'effectif à l’origine : 
 Simulation 4 : l'effectif initial est très faible, très inférieur à la capacité de soutien du milieu, 
la population atteint la valeur de K un peu après 5000ans puis reste stable.  
 Simulation 5 : l'effectif initial est très fort, égal à la capacité de soutien du milieu, la 
population reste constante au cours du temps. 
Sur une population « non stressée », plus la population initiale est proche de la capacité de soutien 
du milieu, plus, naturellement, la population va atteindre rapidement cette capacité de soutien. 
Influence de la capacité de soutien : 
 Simulation 6 : la capacité de soutien du milieu est très faible, bien inférieure à la taille initiale 
de la population, cette dernière décroit alors jusqu’à atteindre la valeur de K vers 2000 ans, 
ensuite elle reste stable au cours du temps. 
 Simulation 7 : la capacité de soutien est modérée, égale à la taille initiale de la population, 
cette dernière reste donc constante au cours du temps. 
La capacité de soutien joue comme un frein dans la croissance des populations qui ne peuvent pas, à 
terme, avoir une densité supérieure à cette capacité de soutien. 
1.1.2 Sur une population soumise à une surmortalité 
Influence de l'effectif à l’origine : 
 Simulation 4 : l'effectif initial est très faible, très inférieur à la capacité de soutien du milieu, 
la population décroit rapidement mais ne disparait pas en 10000 ans.  
 Simulation 5 : l'effectif initial est très fort, égal à la capacité de soutien du milieu, la 
population décroit puis tend à se stabiliser ou à décroitre plus lentement vers la fin de la 
simulation. 
Plus il est élevé, plus l'effectif à l’origine ralentit la disparition d’une population soumise à une 
surmortalité. 
Influence de la capacité de soutien : 
 Simulation 6 : la capacité de soutien du milieu est très faible, bien inférieure à la taille initiale 
de la population, cette dernière décroit pour atteindre une valeur négligeable vers 10000 
ans. 
 Simulation 7 : la capacité de soutien est modérée, égale à la taille initiale de la population qui 
décroit d’abord rapidement puis plus lentement vers la fin de la simulation. 
Si la capacité de soutien est très faible, une population soumise à une surmortalité va disparaitre 
alors que si la capacité de soutien est plus élevée, cette population va se stabiliser à une très faible 
densité. 
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1.1.3 Sur une population soumise à une compétition interpopulationnelle 
Influence de l'effectif à l’origine : 
 Simulation 4 : l'effectif initial de la population 1 est très faible, très inférieur à la capacité de 
soutien du milieu, la population atteint l'effectif de 930000 individus mais contrairement à la 
simulation 1 ne passe jamais au dessus (dans la simulation 1 petit pic vers 2000 ans puis 
décroissance).  La population montre un pic à 1,6 millions d’individus juste avant 3000ans 
puis elle se stabilise autour de 1,4 millions. 
 Simulation 5 : l'effectif initial de la population 1 est très fort, égal à la capacité de soutien du 
milieu, la population décroît pour se stabiliser autour de 930000 individus autour de 
7000ans. La population 2 croît puis se stabilise sans marquer de pic particulier. 
Quelle que soit l'effectif à l’origine, une population soumise à la compétition atteindra la même 
valeur seuil, seul le délai sera différent, plus long si l'effectif initial s’éloigne (en positif comme en 
négatif) de l'effectif seuil. 
Influence de la capacité de soutien : 
 Simulation 6 : la capacité de soutien de la population 1 est très faible, bien inférieure à la 
taille initiale de la population, cette dernière décroit et disparait très rapidement, en 100 ans 
environ alors que la population 2 atteint sa capacité de soutien en 4000 ans. 
 Simulation 7 : la capacité de soutien de la population 1 est modérée, égale à la taille initiale 
de la population, la population décroît et disparait en 1500 ans environ alors que la 
population 2 atteint sa capacité de soutien en 4000 ans. 
Lorsque la capacité de soutien de la population soumise à la compétition est faible (inférieure à 
celle de la population favorisée par la compétition), elle influe beaucoup sur cette population qui 
ne va se maintenir qu’avec une densité très faible, bien en dessous du seuil précédemment 
évoqué. Ce seuil ne sera atteint que si la capacité de soutien est forte ou au moins égale à celle 
de la population favorisée par la compétition. 
 
1.1.4 Sur une population soumise à une épidémie 
Influence de l'effectif à l’origine : 
 Simulation 4 : l'effectif initial est très faible, très inférieur à la capacité de soutien du milieu, 
la population n’atteint pas la capacité de soutien en 10000 ans, sa densité reste très faible, 
environ 20000 individus au bout de 10000 ans.  
 Simulation 5 : l'effectif initial est très fort, égal à la capacité de soutien du milieu, la 
population reste constante au cours du temps. 
Lorsque l'effectif à l’origine est très faible, une population soumise à une épidémie y est très sensible 
et son effectif va rester très faible, très inférieur à la capacité de soutien de cette population. Au 
contraire, lorsque l'effectif à l’origine est important, alors une population soumise à une épidémie ne 
se comporte pas différemment d’une population sans stress et finit par atteindre sa capacité de 
soutien. Cela peut sembler curieux puisqu'en règle générale une épidémie a d'avantage de prise sur 
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une grande population que sur une petite, les résultats obtenus ici sont peut être dus à la 
surmortalité épidémique qui est faible ou encore au taux de contact qui n'est pas adapté. 
 
Influence de la capacité de soutien : 
 Simulation 6 : la capacité de soutien du milieu est très faible, bien inférieure à la taille initiale 
de la population, cette dernière décroit alors assez lentement jusqu’à atteindre la valeur de K 
vers 10000 ans. 
 Simulation 7 : la capacité de soutien est modérée, égale à la taille initiale de la population, 
cette dernière reste donc constante au cours du temps. 
Lorsque la capacité de soutien est faible, une population soumise à une épidémie sera curieusement 
moins touchée qu’une population sans stress en ce sens que sa densité va diminuer plus lentement 
vers la valeur de la capacité de soutien. Lorsque la capacité de soutien est plus forte, alors une 
population soumise à une épidémie se comporte de la même manière qu’une population sans stress. 
 
1.3 Influence de la fragmentation des populations (Figure 21) 
 
Pour tester l’influence de la fragmentation des populations, nous avons fait trois séries de 
simulations, pour une population subdivisée en trois, six et douze sous-populations. Nous avons 
également testé différents cas de figures pouvant être observés dans une population fragmentée. 
 
1.1.1 Sur une population sans stress 
 
La population est fragmentée en plusieurs groupes aux caractéristiques identiques : 
 Simulation 8 : la population est subdivisée en 3 groupes, la population totale croit de la 
même manière qu’une population homogène puisqu’elle atteint la valeur de K autour de 
4000ans, de même que pour une population homogène, elle reste stable par la suite. Les 
sous-populations suivent un schéma similaire. 
 Simulation 9 : la population est subdivisée en 6 groupes, la population totale croit de la 
même manière qu’une population homogène puisqu’elle atteint la valeur de K autour de 
4000ans, de même que pour une population homogène, elle reste stable par la suite. Les 
sous-populations suivent un schéma similaire. 
 Simulation 10 : la population est subdivisée en 12 groupes, la population totale croit de la 
même manière qu’une population homogène puisqu’elle atteint la valeur de K autour de 
4000ans, de même que pour une population homogène, elle reste stable par la suite. Les 
sous-populations suivent un schéma similaire. 
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Quel que soit le nombre de sous-populations présentes dans la population principale, si cette 
dernière n’est soumise à aucun stress alors cette population se comporte comme si elle n’était pas 
subdivisée et opère la même chronologie pour atteindre sa capacité de soutien. 
 
 
La population est fragmentée en plusieurs groupes aux caractéristiques différentes :  
Une des sous-populations, soit une population interne, soit une population en marge, est dépourvue 
de population au commencement de la simulation : 
 Simulation 11 : la population est subdivisée en 3 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation, ce vide se comble autour de 
80ans et ensuite les sous-groupes comme la population totale atteignent la valeur de K vers 
4000ans. 
 Simulation 12 : la population est subdivisée en 6 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
interne), ce vide se comble autour de 35 ans et ensuite les sous-groupes comme la 
population totale atteignent la valeur de K vers 4000 ans. 
 Simulation 13 : la population est subdivisée en 12 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
interne), ce vide se comble autour de 20 ans et ensuite les sous-groupes comme la 
population totale atteignent la valeur de K vers 4000 ans. 
 Simulation 14 : la population est subdivisée en 6 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
externe), ce vide se comble autour de 70 ans et ensuite les sous-groupes comme la 
population totale atteignent la valeur de K vers 4000 ans. 
 Simulation 15 : la population est subdivisée en 12 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
externe), ce vide se comble autour de 90 ans et ensuite les sous-groupes comme la 
population totale atteignent la valeur de K vers 4000 ans. On remarque que quand le nombre 
de groupes augmente, la recolonisation d’un espace vide situé en périphérie prend 
d’avantage de temps. 
Plus la population totale est subdivisée, plus un espace vide se comble rapidement, notamment si cet 
espace se trouve à l’intérieur du territoire habité. Ceci s’explique par le fait qu’une subdivision accrue 
implique la présence de groupes avec des densités faibles qui seront plus rapidement recouvertes 
que les densités élevées des sous-populations d’une population moins subdivisée. Pour ce qui est de 
la position de l’espace vide, il semble logique qu’un espace interne recevant plus de flux migratoires 
se comble plus rapidement qu’un espace vide en marge du territoire. 
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Une des sous-populations, soit une population interne, soit une population en marge, est pourvue 
d’une capacité de soutien différente des autres sous-populations : 
 Simulation 16 : la population est subdivisée en 3 groupes dont l’un présente une capacité de 
soutien inférieure aux autres et inférieure à sa densité initiale (K=70000). On remarque que 
ce groupe se stabilise au delà de sa capacité de soutien, aux alentours de 175000 individus, 
au contraire, les deux autres groupes se stabilisent bien en deçà de leur capacité de soutien, 
aux alentours de 185000 individus (alors que K=592200 individus). La population totale se 
stabilise autour de 545000 individus en 4000 ans. 
 Simulation 17 : la population est subdivisée en 6 groupes dont l’un, un groupe interne, 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=30000). On remarque que ce groupe se stabilise au delà de sa capacité de soutien, aux 
alentours de 120000 individus, au contraire, les cinq autres groupes se stabilisent bien en 
deçà de leur capacité de soutien, aux alentours de 128000 individus (alors que K=296100 
individus). La population totale se stabilise autour de 770000 individus en 4000 ans. 
 Simulation 18 : la population est subdivisée en 12 groupes dont l’un, un groupe interne, 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=15000). On remarque que ce groupe se stabilise au delà de sa capacité de soutien, aux 
alentours de 83000 individus, au contraire, les autres groupes se stabilisent bien en deçà de 
leur capacité de soutien, entre 87000 et 90000 individus (alors que K=148050 individus). On 
remarque que l'effectif des autres groupes n’est pas le même dans tous les cas ; en effet, les 
populations les plus éloignées de la population modifiée (ici les populations 4, 8 et 12) sont 
les moins touchées par la réduction de leur capacité de soutien qui reste autour de 94000 
individus, les populations directement voisines de la population modifiée (la population 6) 
sont quant à elles plus touchées (K= 87000 individus) sauf les populations 3, 7 et 11 qui le 
sont légèrement moins (K=88000 individus). La population totale quant à elle se stabilise 
autour de 1060000 individus en 4000 ans. 
 Simulation 19 : la population est subdivisée en 3 groupes dont l’un a une capacité de soutien 
inférieure à N0, un autre a une capacité de soutien égale à N0 et enfin un dernier a une 
capacité de soutien supérieure à N0. Le premier se stabilise autour de 101800 individus, ce 
qui est très supérieur à sa capacité de soutien (K=60000 individus), le second se stabilise 
autour de 103500 individus, ce qui reste supérieur à sa capacité de soutien (K=88830 
individus), enfin le dernier se stabilise très en dessous de sa capacité de soutien autour de 
107000 individus (K=592200 individus). La population totale quant à elle se stabilise autour 
de 312000 individus.  
 Simulation 20 : la population est subdivisée en 6 groupes dont l’un a une capacité de soutien 
inférieure à N0 (population 5), un autre a une capacité de soutien égale à N0 (population 4) 
et enfin les autres ont une capacité de soutien supérieure à N0. Les deux premiers se 
stabilisent autour de 70000 individus, les populations les plus marginales seront les moins 
touchées par une réduction de leur capacité de soutien (populations 3 et 6) alors que les 
populations directement en contact avec ces deux populations touchées, le seront 
d’avantage (populations 1 et 2). La population totale quant à elle se stabilise autour de 
445000 individus.  
 Simulation 21 : la population est subdivisée en 12 groupes dont l’un a une capacité de 
soutien inférieure à N0 (population 6), un autre a une capacité de soutien égale à N0 
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(population 7) et enfin les autres ont une capacité de soutien supérieure à N0. Les deux 
premiers se stabilisent autour de 64000 individus, certaines populations marginales seront 
moins touchées par une réduction de leur capacité de soutien (populations 4, 8 et 12, 
K=68000 et populations 1, 5 et 9, K=67500) alors que les populations directement en contact 
avec ces deux populations touchées le seront d’avantage (K entre 67200 et 67300). La 
population totale quant à elle se stabilise autour de 800000 individus. 
D’une façon générale, il existe une homogénéisation de la population totale avec : lorsque la capacité 
de soutien est faible, un « dépassement » de cette dernière et lorsqu’elle est forte, une densité finale 
inférieure à cette dernière. On remarque que les sous-populations ayant les plus fortes capacités de 
soutien se dépeuplent au profit de celles ayant des capacités de soutien plus faible, particulièrement 
lorsque ces sous-populations sont géographiquement proches. 
 
1.1.2 Sur une population soumise à une surmortalité 
 
La population est fragmentée en plusieurs groupes aux caractéristiques identiques : 
 Simulation 8 : la population est subdivisée en 3 groupes, la population totale décroit de la 
même manière qu’une population homogène puisque, pour r=0.002, en 10000 ans la 
population diminue continuellement mais n’a pas le temps de disparaitre. Il en est de même 
pour les sous-populations. 
 Simulation 9 : la population est subdivisée en 6 groupes, la population totale décroit de la 
même manière qu’une population homogène puisque, pour r=0.002, en 10000 ans la 
population diminue continuellement mais n’a pas le temps de disparaitre. Il en est de même 
pour les sous-populations. 
 Simulation 10 : la population est subdivisée en 12 groupes, la population totale décroit de la 
même manière qu’une population homogène puisque, pour r=0.002, en 10000 ans la 
population diminue continuellement mais n’a pas le temps de disparaitre. Il en est de même 
pour les sous-populations. 
Dans le cas de populations soumises à une surmortalité, on observe encore une fois que, quel que 
soit le nombre de sous-populations présentes dans la population principale, cette population se 
comporte comme si elle n’était pas subdivisée. 
 
La population est fragmentée en plusieurs groupes aux caractéristiques différentes :  
Une des sous-populations, soit une population interne, soit une population en marge, est dépourvue 
de population au commencement de la simulation : 
 Simulation 11 : la population est subdivisée en 3 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation, ce vide se comble autour de 
80ans et donc la population vide commence par se remplir, lorsqu’elle rejoint la valeur des 
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autres populations, elle diminue comme ces dernières. La population totale diminue sans 
montrer de heurt. 
 Simulation 12 : la population est subdivisée en 6 groupes mais l’un de ces groupes (groupe 
interne) est dépourvu de population au commencement de la simulation, ce vide se comble 
autour de 50ans. La population vide commence par se remplir, lorsqu’elle rejoint la valeur 
des autres populations, elle diminue comme ces dernières. La population totale diminue sans 
montrer de heurt. 
 Simulation 13 : la population est subdivisée en 12 groupes mais l’un de ces groupes (groupe 
interne) est dépourvu de population au commencement de la simulation, ce vide se comble 
autour de 35ans. La population vide commence par se remplir, lorsqu’elle rejoint la valeur 
des autres populations, elle diminue comme ces dernières. Ceci dit les autres populations ne 
diminuent pas toutes à la même vitesse au début, les populations les plus éloignées de cette 
population vide (ici 4, 8, 11, 12) diminuent plus lentement au début. La population totale 
diminue sans montrer de heurt. 
 Simulation 14 : la population est subdivisée en 6 groupes mais l’un de ces groupes (groupe 
externe) est dépourvu de population au commencement de la simulation, ce vide se comble 
autour de 70ans. La population vide commence par se remplir, lorsqu’elle rejoint la valeur 
des autres populations, elle diminue comme ces dernières. Ceci dit les autres populations ne 
diminuent pas toutes à la même vitesse au début, les populations les plus éloignées de cette 
population vide (ici 3, 6) diminuent plus lentement au début. La population totale diminue 
sans montrer de heurt. 
 Simulation 15 : la population est subdivisée en 12 groupes mais l’un de ces groupes (groupe 
externe) est dépourvu de population au commencement de la simulation, ce vide se comble 
autour de 110ans. La population vide commence par se remplir, lorsqu’elle rejoint la valeur 
des autres populations, elle diminue comme ces dernières. Ceci dit les autres populations ne 
diminuent pas toutes à la même vitesse, les populations les plus éloignées de cette 
population vide (ici 9, 10, 11, 12, 7, 8, 4, 3) diminuent plus lentement au début. La population 
totale diminue sans montrer de heurt. 
 Plus la population totale est subdivisée, plus un espace vide se comble rapidement, notamment si 
cet espace se trouve à l’intérieur du territoire habité. Les explications avancées dans le cas d’une 
population sans stress sont également valables dans le cas d’une population soumise à une 
surmortalité. Contrairement à une population sans stress, dans ce cas la sous-population vide se 
comble mais les sous-populations voient malgré tout leur densité diminuer assez rapidement, selon 
le même timing que pour une population non subdivisée. Le comblement se fait légèrement plus 
lentement que dans le cas d’une population sans stress. 
 
Une des sous-populations, soit une population interne, soit une population en marge, est pourvue 
d’une capacité de soutien différente des autres sous-populations : 
 Simulation 16 : la population est subdivisée en 3 groupes dont l’un présente une capacité de 
soutien inférieure aux autres et inférieure à sa densité initiale (K=70000). On remarque que 
ce groupe diminue légèrement plus rapidement au départ, puis suit la courbe de 
décroissance des deux autres (à partir de 1500 ans). 
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 Simulation 17 : la population est subdivisée en 6 groupes dont l’un présente une capacité de 
soutien inférieure aux autres et inférieure à sa densité initiale (K= 30000). On remarque que 
ce groupe diminue légèrement plus rapidement au départ, puis suit la courbe de 
décroissance des deux autres (à partir de 1500 ans). 
 Simulation 18 : la population est subdivisée en 12 groupes dont l’un, un groupe interne, 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=15000). On remarque que ce groupe diminue légèrement plus rapidement au départ, puis 
suit la courbe de décroissance des deux autres (à partir de 1500 ans). Ceci dit la décroissance 
des autres groupes n’est pas homogène au début, les groupes les plus éloignés du groupe 
concerné diminuent plus lentement. 
 Simulation 19 : la population est subdivisée en 3 groupes dont l’un a une capacité de soutien 
inférieure à N0, un autre a une capacité de soutien égale à N0 et enfin un dernier a une 
capacité de soutien supérieure à N0. Le premier diminue plus rapidement que le second qui 
diminue lui-même plus rapidement que le troisième dans un premier temps. Les trois profils 
de décroissance se rejoignent aux alentours de 3000 ans. 
 Simulation 20 : la population est subdivisée en 6 groupes dont l’un a une capacité de soutien 
inférieure à N0 (population 5), un autre a une capacité de soutien égale à N0 (population 4) 
et enfin les autres ont une capacité de soutien supérieure à N0. La population 5 diminue plus 
rapidement que la population 4 qui diminue elle-même plus rapidement que les autres 
populations. Ceci dit ces dernières ne diminuent pas de façon homogène, les populations les 
plus éloignées des populations 4 et 5 diminuent plus lentement.  Les trois profils de 
décroissance se rejoignent aux alentours de 2000 ans. 
 Simulation 21 : la population est subdivisée en 12 groupes dont l’un a une capacité de 
soutien inférieure à N0 (population 6), un autre a une capacité de soutien égale à N0 
(population 7) et enfin les autres ont une capacité de soutien supérieure à N0. La population 
6 diminue plus rapidement que la population 7 qui diminue elle-même plus rapidement que 
les autres populations. Ceci dit, ces dernières ne diminuent pas de façon homogène, les 
populations les plus éloignées des populations 6 et 7 diminuent plus lentement (notamment 
4, 8 et 12).  Les trois profils de décroissance se rejoignent aux alentours de 2000 ans. 
Plus la capacité de soutien est faible plus l'effectif de la sous-population associée diminue 
rapidement. L'effectif des sous-populations ayant une forte capacité de soutien diminue 
légèrement plus lentement et ce d’autant plus qu’elles sont éloignées géographiquement des 
sous-populations ayant des capacités de soutien faibles. 
 
1.1.3 Sur une population soumise à une compétition interspécifique 
 
La population est fragmentée en plusieurs groupes aux caractéristiques identiques : 
 Simulation 8 : les populations sont subdivisées en 3 groupes, les populations totales croissent 
de la même manière qu’une population homogène. Les sous-populations suivent un schéma 
similaire, les sous-populations de la population 1 se stabilisant autour de 310000 individus, 
les sous-populations de la population 2 autour de 470000 individus. 
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 Simulation 9 : les populations sont subdivisées en 6 groupes, les populations totales croissent 
de la même manière qu’une population homogène. Les sous-populations suivent un schéma 
similaire, les sous-populations de la population 1 se stabilisant autour de 156000 individus, 
les sous-populations de la population 2 autour de 233000 individus. 
 Simulation 10 : les populations sont subdivisées en 12 groupes, les populations totales 
croissent de la même manière qu’une population homogène. Les sous-populations suivent 
un schéma similaire, les sous-populations de la population 1 se stabilisant autour de 78000 
individus, les sous-populations de la population 2 autour de 117000 individus. 
Lorsque les sous-populations ont des caractéristiques identiques, alors les populations soumises à la 
compétition, quel que soit leur niveau de fragmentation, se comportent comme si la population 
n’était pas subdivisée. Elles atteignent dans tous les cas la même valeur seuil imposée par la 
compétition interspécifique. 
 
La population est fragmentée en plusieurs groupes aux caractéristiques différentes :  
Une des sous-populations, soit une population interne, soit une population en marge, est dépourvue 
de population au commencement de la simulation : 
 Simulation 11 : la population soumise à la compétition est subdivisée en 3 groupes mais l’un 
de ces groupes est dépourvu de population au commencement de la simulation, ce vide se 
comble autour de 90ans pour la population favorisée par la compétition et autour de 80ans 
pour la population soumise à cette compétition. Les sous-groupes de la population favorisée 
atteignent la valeur de 460000 individus vers 7000 ans, ceux de la population soumise à la 
compétition atteignent 312000 individus dans le même laps de temps après un pic vers 1800 
ans. 
 Simulation 12 : la population soumise à la compétition est subdivisée en 6 groupes mais l’un 
de ces groupes est dépourvu de population au commencement de la simulation (il s’agit ici 
d’un groupe interne), ce vide se comble autour de 50ans pour la population favorisée par la 
compétition et autour de 120ans pour la population soumise à cette compétition. Les sous-
groupes de la population favorisée atteignent la valeur de 230000 individus vers 6000 ans, 
ceux de la population soumise à la compétition atteignent 155000 individus dans le même 
laps de temps après un très léger pic vers 1800 ans. 
 Simulation 13 : la population soumise à la compétition est subdivisée en 12 groupes mais l’un 
de ces groupes est dépourvu de population au commencement de la simulation (il s’agit ici 
d’un groupe interne), ce vide se comble autour de 100ans pour la population favorisée par la 
compétition et autour de 90ans pour la population soumise à cette compétition. Les sous-
groupes de la population favorisée atteignent la valeur de 116000 individus vers 6000 ans, 
ceux de la population soumise à la compétition atteignent 77900 individus vers 7000 ans 
après un très léger pic vers 2000 ans. 
 Simulation 14 : la population soumise à la compétition est subdivisée en 6 groupes mais l’un 
de ces groupes est dépourvu de population au commencement de la simulation (il s’agit ici 
d’un groupe externe), ce vide se comble autour de 50ans pour la population favorisée par la 
compétition et autour de 120ans pour la population soumise à cette compétition. Le groupe 
vide externe se repeuple moins vite dans un premier temps que lorsque c’était un groupe 
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interne. Les sous-groupes de la population favorisée atteignent la valeur de 230000 individus 
vers 6000 ans, ceux de la population soumise à la compétition atteignent 155000 individus 
dans le même laps de temps après un très léger pic vers 1800 ans. 
 Simulation 15 : la population soumise à la compétition est subdivisée en 12 groupes mais l’un 
de ces groupes est dépourvu de population au commencement de la simulation (il s’agit ici 
d’un groupe externe), ce vide se comble autour de 100ans pour la population favorisée par la 
compétition et autour de 140ans pour la population soumise à cette compétition. Les 
groupes de la population favorisée atteignent la valeur de 116000 individus vers 6000 ans, 
ceux de la population soumise à la compétition atteignent 77900 individus vers 7000 ans 
après un très léger pic vers 2000 ans. 
Les populations soumises à une compétition interspécifique reconstituent leurs effectifs dans les 
territoires vides dans des laps de temps de l’ordre de la dizaine d’année. Une région vide se 
repeuplera d’autant plus vite qu’elle se trouve à l’intérieur du territoire. Les populations atteignent 
les mêmes densités en 10000 ans qu’il y ait une région vide à la base ou non. 
 
Une des sous-populations, soit une population interne, soit une population en marge, est pourvue 
d’une capacité de soutien différente des autres sous-populations : 
 Simulation 16 : la population soumise à la compétition est subdivisée en 3 groupes dont l’un 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=70000). On remarque que cette population disparait vers 3300 ans, le groupe ayant la 
plus faible capacité de soutien restant inférieur en densité aux deux autres jusqu’à la 
disparition de la population. Les sous-populations de la population favorisée se stabilisent 
vers 4200 ans aux alentours de 592000 individus soit leurs capacités de soutien. 
 Simulation 17 : la population soumise à la compétition est subdivisée en 6 groupes dont l’un 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=30000). On remarque que cette population disparait vers 6000 ans, le groupe ayant la 
plus faible capacité de soutien restant inférieur en densité aux autres jusqu’à la disparition 
de la population. Les sous-populations de la population favorisée se stabilisent vers 5500 ans 
aux alentours de 296000 individus soit leurs capacités de soutien. 
 Simulation 18 : la population soumise à la compétition est subdivisée en 12 groupes dont l’un 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=15000). On remarque que cette population disparait presque totalement vers 10000 ans, 
la sous-population ayant la plus faible capacité de soutien restant inférieure en densité aux 
deux autres jusqu’à la disparition de la population, les sous-populations proches de cette 
dernière ont également des densités plus faibles. Les sous-populations de la population 
favorisée se stabilisent à peine vers 10000 ans aux alentours de 145000 individus soit à une 
valeur proche de leurs capacités de soutien. 
 Simulation 19 : la population soumise à la compétition est subdivisée en 3 groupes dont l’un 
a une capacité de soutien inférieure à N0, un autre a une capacité de soutien égale à N0 et 
enfin un dernier a une capacité de soutien supérieure à N0. La population disparait en 
2100ans environ. Avant la disparition on note que même si elle a une capacité de soutien 
intermédiaire la sous-population 3 a une densité inférieure à la sous-population 2 qui a 
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pourtant la plus faible capacité de soutien ; ceci s’explique par la proximité de la population 2 
avec la population 1 qui a une forte capacité de soutien. La population favorisée par la 
compétition voit ses sous-populations se stabiliser vers 592000 individus, soit leur capacité 
de soutien, en 4000 ans environ. 
 Simulation 20 : la population soumise à la compétition est subdivisée en 6 groupes dont l’un 
a une capacité de soutien inférieure à N0 (population 5), un autre a une capacité de soutien 
égale à N0 (population 4) et enfin les autres ont une capacité de soutien supérieure à N0. La 
population disparait en 3000 ans environ. Avant la disparition, ce sont les sous-populations 5 
et 4 qui montrent les densités les plus faibles, les populations les plus marginales 
(populations 3 et 6) sont les moins touchées par une réduction de la capacité de soutien des 
sous populations 4 et 5  alors que les populations directement en contact avec ces deux 
populations touchées, le sont d’avantage (populations 1 et 2). La population favorisée quant 
à elle se stabilise autour de 296000 individus, sa capacité de soutien, vers 4000ans environ.  
 Simulation 21 : la population soumise à la compétition est subdivisée en 12 groupes dont l’un 
a une capacité de soutien inférieure à N0 (population 6), un autre a une capacité de soutien 
égale à N0 (population 7) et enfin les autres ont une capacité de soutien supérieure à N0. La 
population disparait en 9000 ans environ. Avant la disparition, ce sont les sous-populations 6 
et 7 qui montrent les densités les plus faibles, certaines sous-populations marginales sont 
moins touchées par la réduction de capacité de soutien des sous-populations 6 et 7 (sous-
populations 1, 4, 5, 8, 9 et 12) alors que les populations directement en contact avec ces 
deux sous-populations touchées le sont d’avantage. La population favorisée quant à elle 
montre des sous-populations qui se stabilisent autour de 148000 individus, leurs capacités de 
soutien, vers 8000ans. 
On remarque dans ces simulations que l'effectif, à travers la capacité de soutien, associée à la 
fragmentation peut jouer un rôle très important sur une population soumise à la compétition 
puisque l’on observe ici une disparition de la population au bout d’un certain temps. L'effectif quant 
à lui reste impacté négativement dans les groupes où la capacité de soutien est plus faible ainsi que 
dans les groupes proches de ces derniers. On note également que lorsque la population soumise à la 
compétition disparait, alors la population favorisée par la compétition atteint elle sa capacité de 
soutien et plus seulement une valeur seuil intermédiaire. 
 
1.1.4 Sur une population soumise à une épidémie 
 
La population est fragmentée en plusieurs groupes aux caractéristiques identiques : 
 Simulation 8 : la population est subdivisée en 3 groupes, la population totale croit jusqu’à 
une densité d’environ 1000000 individus en 10000ans sans jamais atteindre de valeur seuil. 
 Simulation 9 : la population est subdivisée en 6 groupes, la population totale croit jusqu’à 
une densité d’environ 1000000 individus en 10000ans sans jamais atteindre de valeur seuil. 
 Simulation 10 : la population est subdivisée en 12 groupes, la population totale croit jusqu’à 
une densité d’environ 1150000 individus en 10000ans sans jamais atteindre de valeur seuil. 
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Dans le cas d’une population soumise à une épidémie, on remarque la population totale atteint une 
densité plus importante en 10000 ans lorsqu’elle est davantage fragmentée. Cette observation est 
assez curieuse car dans le cas d’une épidémie, une population fragmentée ne se comporte pas de la 
même manière qu’une population non subdivisée. 
La population est fragmentée en plusieurs groupes aux caractéristiques différentes :  
Une des sous-populations, soit une population interne, soit une population en marge, est dépourvue 
de population au commencement de la simulation : 
 Simulation 11 : la population est subdivisée en 3 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation, ce vide se comble autour de 
90ans et ensuite les sous-populations croissent jusqu’à une densité d’environ 267200 
individus en 10000 ans sans jamais atteindre de valeur seuil. La population totale atteint 
800000 individus environ en 10000 ans sans parvenir à une valeur seuil. Toutes les autres 
sous-populations diminuent avant de ré-augmenter quand le vide est comblé. 
 Simulation 12 : la population est subdivisée en 6 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
interne), ce vide se comble autour de 50 ans et ensuite les sous-populations croissent jusqu’à 
une densité d’environ 152000 individus en 10000 ans sans jamais atteindre de valeur seuil. 
La population totale atteint 913000 individus environ en 10000 ans sans parvenir à une 
valeur seuil. Toutes les autres sous-populations diminuent avant de ré-augmenter quand le 
vide est comblé. 
 Simulation 13 : la population est subdivisée en 12 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
interne), ce vide se comble autour de 150ans et ensuite les sous-populations croissent 
jusqu’à une densité d’environ 90000 individus en 10000 ans sans jamais atteindre de valeur 
seuil. La population totale atteint 1090000 individus environ en 10000 ans sans parvenir à 
une valeur seuil. Toutes les sous-populations diminuent avant de ré-augmenter à partir de 
150ans et les sous-populations proches de la région vide sont davantage touchées. 
 Simulation 14 : la population est subdivisée en 6 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
externe), ce vide se comble autour de 110 ans et ensuite les sous-populations croissent 
jusqu’à une densité d’environ 152000 individus en 10000 ans sans jamais atteindre de valeur 
seuil. La population totale atteint 913000 individus environ en 10000 ans sans parvenir à une 
valeur seuil. Toutes les autres sous-populations diminuent avant de ré-augmenter quand le 
vide est comblé. 
 Simulation 15 : la population est subdivisée en 12 groupes mais l’un de ces groupes est 
dépourvu de population au commencement de la simulation (il s’agit ici d’un groupe 
externe), ce vide se comble autour de 180 ans et ensuite les sous-populations croissent 
jusqu’à une densité d’environ 90000 individus en 10000 ans sans jamais atteindre de valeur 
seuil. La population totale atteint 1090000 individus environ en 10000 ans sans parvenir à 
une valeur seuil. Toutes les sous-populations diminuent avant de ré-augmenter à partir de 
180 ans et les sous-populations proches de la sous-population vide sont davantage touchées. 
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Dans le cas d’une population soumise à une épidémie on remarque que plus la population totale est 
subdivisée, plus un espace vide se comble rapidement, notamment si cet espace se trouve à 
l’intérieur du territoire habité, mais uniquement dans les cas où les sous-populations proches de la 
région vide ne sont pas impactées plus que les autres par cet espace vide. Ceci pourrait s’expliquer 
comme précédemment par le fait qu’une subdivision accrue implique la présence de groupes avec 
des densités faibles qui seront plus rapidement recouvertes que les densités élevées des sous-
populations d’une population moins subdivisée. Les différences observées pour la population 
subdivisée en 12 sous-populations pourraient indiquer que lorsqu’une population soumise à une 
épidémie est très subdivisée alors cette population sera plus impactée par la présence d’une zone 
vierge d'individu. Notons que le fait que l'effectif initial et la capacité de soutien soient plus faibles 
dans les sous-populations issues d’une population subdivisée en douze ne semble pas avoir 
d’influence sur l’issue de la simulation (simulation 15b). Il y aurait donc un comportement différent, 
voir antagoniste, en fonction du degré de fragmentation. 
 
Une des sous-populations, soit une population interne, soit une population en marge, est pourvue 
d’une capacité de soutien différente des autres sous-populations : 
 Simulation 16 : la population est subdivisée en 3 groupes dont l’un présente une capacité de 
soutien inférieure aux autres et inférieure à sa densité initiale (K=70000). On remarque que 
cette sous-population atteint une valeur de 151200 individus, bien au delà de sa capacité de 
soutien. Les deux autres groupes atteignent 152100 individus en 10000 ans. La population 
totale atteint environ 455000 individus en 10000 ans. 
 Simulation 17 : la population est subdivisée en 6 groupes dont l’un, un groupe interne, 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=30000). On remarque que cette sous-population atteint une valeur de 97140 individus, 
bien au delà de sa capacité de soutien. Les deux autres groupes atteignent 97610 individus 
en 10000 ans. La population totale atteint environ 585200 individus en 10000 ans. 
 Simulation 18 : la population est subdivisée en 12 groupes dont l’un, un groupe interne, 
présente une capacité de soutien inférieure aux autres et inférieure à sa densité initiale 
(K=15000). On remarque que ce groupe atteint une valeur supérieure à sa capacité de 
soutien, aux alentours de 66690 individus, au contraire, les autres groupes atteignent des 
valeurs inférieures à leur capacité de soutien. On remarque que l'effectif des autres groupes 
n’est pas le même dans tous les cas ; en effet, les populations les plus éloignées de la 
population modifiée (ici les populations 4, 8 et 12) sont les moins touchées par la réduction 
de leur capacité de soutien qui reste autour de 67400 individus, les populations directement 
voisines de la population modifiée (la population 6) sont quant à elles plus touchées (environ 
67200 individus) sauf les populations 3, 7 et 11 qui le sont légèrement moins (environs 67300 
individus). La population totale quant à elle atteint 807000 individus environ en 10000ans. 
 Simulation 19 : la population est subdivisée en 3 groupes dont l’un a une capacité de soutien 
inférieure à N0, un autre a une capacité de soutien égale à N0 et enfin un dernier a une 
capacité de soutien supérieure à N0. Le premier atteint 106700 individus, ce qui est très 
supérieur à sa capacité de soutien (K=70000 individus), le second atteint 106800 individus, ce 
qui reste supérieur à sa capacité de soutien (K=88830 individus), enfin le dernier atteint une 
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valeur inférieure à sa capacité de soutien autour de 107200 individus (K=592200 individus). 
La population totale quant à elle atteint 320000 individus.  
 Simulation 20 : la population est subdivisée en 6 groupes dont l’un a une capacité de soutien 
inférieure à N0 (population 5), un autre a une capacité de soutien égale à N0 (population 4) 
et enfin les autres ont une capacité de soutien supérieure à N0. Les deux premiers atteignent 
environ 77000 individus, les populations les plus marginales sont les moins touchées par une 
réduction de leur capacité de soutien (populations 3 et 6) alors que les populations 
directement en contact avec ces deux populations touchées, le sont d’avantage (populations 
1 et 2). La population totale quant à elle commence à se stabiliser autour de 461000 
individus.  
 Simulation 21 : la population est subdivisée en 12 groupes dont l’un a une capacité de 
soutien inférieure à N0 (population 6), un autre a une capacité de soutien égale à N0 
(population 5) et enfin les autres ont une capacité de soutien supérieure à N0. Les deux 
premiers atteignent 56100 individus, certaines populations marginales sont moins touchées 
par une réduction de leur capacité de soutien (populations 4, 8 et 12, 56600 individus et 
populations 1, 7 et 9, 56500 individus) alors que les populations directement en contact avec 
ces deux populations touchées le sont d’avantage (entre 56300 et 56400 individus). La 
population totale quant à elle se stabilise autour de 677000 individus. 
Dans le cas d’une population soumise à une épidémie, on observe qu’il existe une homogénéisation 
de la population totale avec : une densité supérieure à la capacité de soutien lorsque celle-ci est 
faible et une densité finale inférieure à la capacité de soutien lorsque cette dernière est forte. On 
remarque, dans les premières phases de la simulation, que les sous-populations ayant les plus fortes 
capacités de soutien se dépeuplent au profit de celles ayant des capacités de soutien plus faible, 
particulièrement lorsque ces sous-populations sont géographiquement proches. 
 
1.4 Influence de la migration (Figure 22) 
1.1.1 Sur une population sans stress 
 
Migrations homogènes entre les sous-populations : 
 Simulation 22 : la population est subdivisée en 3 groupes homogènes, que le taux de 
migration ait été diminué (0,002) ou augmenté (0,2), les sous-groupes comme la population 
totale se stabilisent aux alentours de leur capacité de soutien en 4000 ans environ. 
 Simulation 23 : la population est subdivisée en 6 groupes homogènes, que le taux de 
migration ait été diminué (0,002) ou augmenté (0,2), les sous-groupes comme la population 
totale se stabilisent aux alentours de leur capacité de soutien en 4000 ans environ. 
 Simulation 24 : la population est subdivisée en 12 groupes homogènes, que le taux de 
migration ait été diminué (0,002) ou augmenté (0,2), les sous-groupes comme la population 
totale se stabilisent aux alentours de leur capacité de soutien en 4000 ans environ. 
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Quelle que soit la valeur du taux de migration et la fragmentation de la population, le profil reste le 
même. 
Migrations hétérogènes entre les sous-populations : 
 Simulation 25 : la population est subdivisée en 3 groupes homogènes entre lesquels il n’y a 
pas les mêmes possibilités de migrations. En effet, on observe une absence de migration du 
groupe 1 vers le groupe 3. La population du groupe 1 augmente donc au-delà de sa capacité 
de soutien puisque les migrants sont « piégés » alors que la population du groupe 3 diminue 
en deçà de sa capacité de soutien puisque certains migrants n’arrivent plus. La population 
totale quant à elle se stabilise légèrement en dessous de sa capacité de soutien en 4000 ans. 
 Simulation 26 : la population est subdivisée en 6 groupes homogènes entre lesquels les 
possibilités de migrations ne sont pas les mêmes. Comme précédemment, on observe une 
absence de migration du groupe 3 vers le groupe 2 (soit vers un groupe interne). La 
population du groupe 3 augmente au-delà de sa capacité de soutien alors que la population 
du groupe 2 diminue en deçà de sa capacité de soutien. Les populations 1 et 4 en contact 
chacune avec le groupe 2 voient leurs populations diminuer légèrement en dessous de leur 
capacité de soutien alors que les populations 5 et 6, en contact avec la population 3 voient 
leurs populations augmenter légèrement au dessus de leur capacité de soutien.  
 Simulation 27 : la population est subdivisée en 12 groupes homogènes entre lesquels il n’y a 
pas les mêmes possibilités de migrations. En effet, on note une absence de migration du 
groupe 2 vers le groupe 3 (soit vers un groupe interne). La population du groupe 2 augmente 
donc au-delà de sa capacité de soutien puisque les migrants sont « piégés » alors que la 
population du groupe 3 diminue en deçà de sa capacité de soutien puisque certains migrants 
n’affluent plus. Les populations sans contact direct avec les populations 2 et 3 (9, 10, 11, 12) 
ainsi que les populations en contact avec ces deux populations (6 et 7) ne sont pas très 
touchées et restent autour de leurs capacités de soutien. Les populations 4 et 8 en contact 
chacune avec le groupe 3 voient leurs populations diminuer légèrement en dessous de leur 
capacité de soutien alors que les populations 1 et 5, en contact avec la population 2 voient 
leurs populations augmenter légèrement au dessus de leur capacité de soutien. 
 Simulation 28 : la population est subdivisée en 6 groupes homogènes mais les possibilités de 
migrations sont variables. On note cette fois une absence de migration du groupe 2 vers le 
groupe 1 (soit vers un groupe externe). La population du groupe 2 augmente donc au-delà de 
sa capacité de soutien alors que la population du groupe 1 diminue en deçà de sa capacité de 
soutien. Les populations 4 et 5 en contact chacune avec le groupe 3 voient leurs populations 
diminuer légèrement en dessous de leur capacité de soutien alors que les populations 3 et 6, 
en contact avec la population 2 voient leurs populations augmenter légèrement au dessus de 
leur capacité de soutien. 
 Simulation 29 : la population est subdivisée en 12 groupes homogènes entre les possibilités 
de migrations sont différentes. En effet, on observe une absence de migration du groupe 2 
vers le groupe 1 (soit vers un groupe externe). La population du groupe 2 augmente donc au-
delà de sa capacité de soutien puisque les migrants sont retenus alors que la population du 
groupe 1 diminue en deçà de sa capacité de soutien puisque certains migrants n’arrivent 
plus. Les populations sans contact direct avec les populations 2 et 3 (9, 10, 11, 12, 4, 8) ainsi 
que les populations en contact avec ces deux populations (5 et 6) ne sont pas très touchées 
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et restent autour de leurs capacités de soutien. Les populations 3 et 7, en contact 
uniquement avec la population 2 on une capacité de soutien légèrement augmentée mais 
pas de façon très importante.  
Lorsqu’une sous-population présente un déficit migratoire (peu d’immigration), alors l'effectif de 
cette sous-population et celui des sous-populations voisines diminue en deçà de la capacité de 
soutien. Au contraire les sous-populations présentant un excédant migratoire (peu d’émigration) 
voient leur densité augmenter au-delà de la capacité de soutien, il en est de même pour les sous-
populations voisines de cette sous-population. 
 
1.1.2 Sur une population soumise à une surmortalité 
 
Migrations homogènes entre les sous-populations : 
 Simulation 22 : la population est subdivisée en 3 groupes homogènes, que le taux de 
migration ait été diminué (0,002) ou augmenté (0,2), en 10000ans les populations diminuent 
continuellement mais n’ont pas le temps de disparaitre. 
 Simulation 23 : la population est subdivisée en 6 groupes homogènes, que le taux de 
migration ait été diminué (0,002) ou augmenté (0,2), en 10000ans les populations diminuent 
continuellement mais n’ont pas le temps de disparaitre. 
 Simulation 24 : la population est subdivisée en 12 groupes homogènes, que le taux de 
migration ait été diminué (0,002) ou augmenté (0,2), en 10000ans les populations diminuent 
continuellement mais n’ont pas le temps de disparaitre. 
Les variations globales et homogènes du taux de migration n’impactent pas la démographie d’une 
population soumise à une surmortalité. 
 
Migrations hétérogènes entre les sous-populations : 
 Simulation 25 : la population est subdivisée en 3 groupes homogènes mais entre lesquels il 
n’y a pas les mêmes possibilités de migrations. En effet, on observe une absence de 
migration du groupe 1 vers le groupe 3. La population du groupe 1 augmente avant de 
décroitre comme les migrants sont retenus alors que la population du groupe 3 décroit plus 
rapidement que les autres puisque certains migrants n’arrivent plus. La population totale 
quant à elle décroit de façon homogène sans disparaitre dans les 10000ans. 
 Simulation 26 : la population est subdivisée en 6 groupes homogènes mais entre lesquels il 
n’y a pas les mêmes possibilités de migrations. En effet, on observe une absence de 
migration du groupe 3 vers le groupe 2 (soit vers un groupe interne). La population du 
groupe 3 augmente donc avant de décroitre car les migrants sont « piégés » alors que la 
population du groupe 2 diminue plus rapidement que les autres puisque certains migrants 
n’arrivent plus. Les populations 1 et 4 en contact chacune avec le groupe 2 voient leurs 
populations diminuer plus rapidement que la moyenne alors que les populations 5 et 6, en 
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contact avec la population 3 voient leurs populations diminuer légèrement plus lentement 
que la moyenne.  
 Simulation 27 : la population est subdivisée en 12 groupes homogènes mais entre lesquels il 
n’y a pas les mêmes possibilités de migrations. En effet, on observe une absence de 
migration du groupe 2 vers le groupe 3 (soit vers un groupe interne). La population du 
groupe 2 augmente donc avant de décroitre puisque les migrants sont « piégés » alors que la 
population du groupe 3 diminue plus rapidement comme certains migrants n’arrivent plus. 
Les populations sans contact direct avec les populations 2 et 3 (9, 10, 11, 12) ainsi que les 
populations en contact avec ces deux populations (6 et 7) ne sont pas très touchées et ont un 
profil de décroissance moyen. Les populations 4 et 8 en contact chacune avec le groupe 3 
voient leurs populations diminuer légèrement que la moyenne alors que les populations 1 et 
5, en contact avec la population 2 voient leurs populations diminuer légèrement plus 
lentement que la moyenne. 
 Simulation 28 : la population est subdivisée en 6 groupes homogènes mais entre lesquels il 
n’y a pas les mêmes possibilités de migrations. En effet, on observe une absence de 
migration du groupe 2 vers le groupe 1 (soit vers un groupe externe). La population du 
groupe 2 augmente donc avant de diminuer puisque les migrants sont « coincés » alors que 
la population du groupe 1 diminue rapidement puisque certains migrants n’arrivent plus. Les 
populations 4 et 5 en contact chacune avec le groupe 1 voient leurs populations diminuer 
légèrement plus rapidement que la moyenne alors que les populations 3 et 6, en contact 
avec la population 2 voient leurs populations diminuer légèrement plus lentement que la 
moyenne. 
 Simulation 29 : la population est subdivisée en 12 groupes homogènes mais entre lesquels il 
n’y a pas les mêmes possibilités de migrations. En effet, on observe une absence de 
migration du groupe 2 vers le groupe 1 (soit vers un groupe externe). La population du 
groupe 2 augmente donc avant de décroitre puisque les migrants sont « piégés » alors que la 
population du groupe 1 diminue rapidement comme certains migrants n’arrivent plus. Les 
populations sans contact direct avec les populations 1 et 2 (9, 10, 11, 12, 4, 8) ainsi que les 
populations en contact avec une seule de ces deux populations (5 et 6) ne sont pas très 
touchées et ont des profils de décroissance moyens. Les populations 3 et 7, en contact 
uniquement avec la population 2 on une capacité de soutien diminuent légèrement moins 
vite que la moyenne alors que la population 5, proche de 1, diminue légèrement plus vite.  
Dans une population soumise à une surmortalité, les sous-populations présentant un déficit 
migratoire diminuent plus vite que les sous-populations présentant un excédant migratoire. Les sous-
populations à proximité des sous-populations touchées vont également voir leur cinétique de 
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1.1.3 Sur une population soumise à une compétition interspécifique 
 
Migrations homogènes entre les sous-populations : 
 
 Simulation 22 : la population est subdivisée en 3 groupes homogènes, seul le taux de 
migration entre les groupes change (0,002 puis 0,2). Les sous-groupes comme la population 
totale se comporte comme dans les cas initiaux, la migration ne change rien. 
 Simulation 23 : la population est subdivisée en 6 groupes homogènes, seul le taux de 
migration entre les groupes change (0,002 puis 0,2). Les sous-groupes comme la population 
totale se comporte comme dans les cas initiaux, la migration ne change rien. 
 Simulation 24 : la population est subdivisée en 12 groupes homogènes, seul le taux de 
migration entre les groupes change (0,002 puis 0,2). Les sous-groupes comme la population 
totale se comporte comme dans les cas initiaux, la migration ne change rien. 
Une population soumise à une compétition interspécifique n’est pas influencée par un changement 
du taux de migration si ce dernier est homogène et global. 
 
Migrations hétérogènes entre les sous-populations : 
 Simulation 25 : la population soumise à la compétition est subdivisée en 3 groupes 
homogènes mais entre lesquels il n’y a pas les mêmes possibilités de migrations. En effet, on 
observe une absence de migration du groupe 1 vers le groupe 3. La population du groupe 1 
augmente donc au-delà de sa valeur seuil puisque les migrants sont « piégés » alors que la 
population du groupe 3 diminue en deçà de sa valeur seuil puisque certains migrants 
n’arrivent plus. La population totale quant à elle se stabilise légèrement vers 865000 
individus en 9000 ans alors que la population favorisée par la compétition atteint 1296000 
individus. 
 Simulation 26 : la population soumise à la compétition est subdivisée en 6 groupes 
homogènes mais entre lesquels il n’y a pas les mêmes possibilités de migrations. En effet, on 
observe une absence de migration du groupe 2 vers le groupe 3 (soit vers un groupe interne). 
La population du groupe 2 augmente donc au-delà de sa valeur seuil car les migrants sont 
« piégés » alors que la population du groupe 3 diminue en deçà de sa valeur seuil comme 
certains migrants n’arrivent plus. Les populations 5 et 6 en contact chacune avec le groupe 3 
voient leurs populations diminuer légèrement en dessous de leur valeur seuil alors que les 
populations 1 et 4, en contact avec la population 2 voient leurs populations augmenter 
légèrement au dessus de leur valeur seuil. La population totale quant à elle se stabilise 
légèrement vers 930000 individus en 9500 ans alors que la population favorisée par la 
compétition atteint 1388000 individus. 
 Simulation 27 : la population soumise à la compétition est subdivisée en 12 groupes 
homogènes mais entre lesquels il n’y a pas les mêmes possibilités de migrations. En effet, on 
observe une absence de migration du groupe 2 vers le groupe 3 (soit vers un groupe interne). 
L'effectif du groupe 2 augmente donc au-delà de sa valeur seuil puisque les migrants sont 
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« piégés » alors que la population du groupe 3 diminue en deçà de sa valeur seuil puisque 
certains migrants n’arrivent plus. Les sous-populations sans contact direct avec les sous-
populations 2 et 3 (9, 10, 11, 12) ainsi que les populations en contact avec ces deux 
populations (6 et 7) ne sont pas très touchées et restent autour de leurs valeurs seuils. Les 
populations 4 et 8 en contact chacune avec le groupe 3 voient leurs populations diminuer 
légèrement en dessous de leur valeur seuil alors que les populations 1 et 5, en contact avec 
la population 2 voient leurs populations augmenter légèrement au dessus de leur valeur 
seuil. La population totale quant à elle se stabilise légèrement vers 929000 individus en 8500 
ans alors que la population favorisée par la compétition atteint 1393000 individus. 
 Simulation 28 : la population soumise à la compétition est subdivisée en 6 groupes 
homogènes mais entre lesquels il n’y a pas les mêmes possibilités de migrations. En effet, on 
observe une absence de migration du groupe 2 vers le groupe 1 (soit vers un groupe 
externe). La population du groupe 2 augmente donc au-delà de sa valeur seuil comme les 
migrants sont « piégés » alors que la population du groupe 1 diminue en deçà de sa valeur 
seuil car certains migrants n’arrivent plus. Les populations 4 et 5 en contact chacune avec le 
groupe 3 voient leurs populations diminuer légèrement en dessous de leurs valeurs seuils 
alors que les populations 3 et 6, en contact avec la population 2 voient leurs populations 
augmenter légèrement au dessus de leurs valeurs seuils. La population totale quant à elle se 
stabilise légèrement vers 930000 individus en 9500 ans alors que la population favorisée par 
la compétition atteint 1388000 individus. 
 Simulation 29 : la population soumise à la compétition est subdivisée en 12 groupes 
homogènes mais entre lesquels il n’y a pas les mêmes possibilités de migrations. En effet, on 
observe une absence de migration du groupe 2 vers le groupe 1 (soit vers un groupe 
externe). La population du groupe 2 augmente donc au-delà de sa valeur seuil puisque les 
migrants sont « piégés » alors que la population du groupe 1 diminue en deçà de sa valeur 
seuil puisque certains migrants n’arrivent plus. Les populations sans contact direct avec les 
populations 2 et 3 (9, 10, 11, 12, 4, 8) ainsi que les populations en contact avec ces deux 
populations (5 et 6) ne sont pas très touchées et restent autour de leurs valeurs seuils. Les 
populations 3 et 7, en contact uniquement avec la population 2 on une valeur seuil 
légèrement augmentée mais pas de façon très importante. La population totale quant à elle 
se stabilise légèrement vers 927000 individus en 7500 ans alors que la population favorisée 
par la compétition atteint 1393000 individus. 
Lorsqu’une sous-population présente un déficit migratoire (peu d’immigration), alors l'effectif de 
cette sous-population et celui des sous-populations voisines diminue en deçà de la valeur seuil 
imposée par la compétition. Au contraire les sous-populations présentant un excédant 
migratoire (peu d’émigration) voient leur densité augmenter au-delà de cette valeur seuil, il en 
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1.1.4 Sur une population soumise à une épidémie 
 
Migrations homogènes entre les sous-populations : 
 Simulation 22 : la population est subdivisée en 3 groupes homogènes, seul le taux de 
migration entre les groupes change (0,002 puis 0,2). La population totale croit jusqu’à une 
densité d’environ 1000000 individus en 10000ans sans jamais atteindre de valeur seuil. 
 Simulation 23 : la population est subdivisée en 6 groupes homogènes, seul le taux de 
migration entre les groupes change (0,002 puis 0,2). La population totale croit jusqu’à une 
densité d’environ 1000000 individus en 10000ans sans jamais atteindre de valeur seuil. 
 Simulation 24 : la population est subdivisée en 12 groupes homogènes, seul le taux de 
migration entre les groupes change (0,002 puis 0,2). la population totale croit jusqu’à une 
densité d’environ 1150000 individus en 10000ans sans jamais atteindre de valeur seuil. 
De la même manière que dans les cas précédent, une population soumise à une épidémie n’est pas 
impactée par un changement du taux de migration si ce dernier est homogène et global. 
 
Migrations hétérogènes entre les sous-populations : 
 Simulation 25 : la population est subdivisée en 3 groupes homogènes entre lesquels il n’y a 
pas les mêmes possibilités de migrations. En effet, on observe une absence de migration du 
groupe 1 vers le groupe 2. La population du groupe 1 augmente plus vite que la moyenne car 
les migrants sont « piégés » alors que la population du groupe 2 augmente moins vite que la 
moyenne puisque certains migrants n’arrivent plus. La population totale quant à elle atteint 
933000 individus environ. 
 Simulation 26 : la population est subdivisée en 6 groupes homogènes avec des possibilités de 
migrations différentes. Il n'existe aucune du groupe 1 vers le groupe 2 (soit vers un groupe 
interne). La population du groupe 1 augmente plus vite que la moyenne puisque les migrants 
sont retenus alors que la population du groupe 2 augmente moins vite que la moyenne 
puisque les migrants arrivent plus difficilement. Les populations 6 et 3 en contact chacune 
avec le groupe 2 voient leurs populations augmenter légèrement plus lentement alors que 
les populations 4 et 5, en contact avec la population 3 voient leurs populations augmenter 
légèrement plus rapidement. La population totale quant à elle atteint 986000 individus 
environ.  
 Simulation 27 : la population est subdivisée en 12 groupes homogènes entre lesquels il n’y a 
pas les mêmes possibilités de migrations. On observe une absence de migration du groupe 6 
vers le groupe 7 (soit vers un groupe interne). La population du groupe 6 augmente donc 
pour se rapprocher de sa capacité de soutien (130700 individus) alors que la population du 
groupe 7 reste assez éloignée de sa capacité de soutien (99000). Les populations en contact 
avec ces deux populations (2, 3, 10, 11) ne sont pas très touchées. Les populations 4, 8 et 12 
en contact chacune avec le groupe 7 ont des densités plus faibles alors que les populations 1, 
5 et 9, en contact avec la population 6 voient leurs populations augmenter davantage. La 
population totale quant à elle atteint 1376000 individus environ. 
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 Simulation 28 : la population est subdivisée en 6 groupes homogènes entre lesquels les 
possibilités de migrations sont différentes. On note une absence de migration du groupe 2 
vers le groupe 1 (soit vers un groupe externe). La population du groupe 2 augmente donc 
plus vite que la moyenne puisque les migrants sont coincés alors que la population du 
groupe 1 augmente plus lentement que la moyenne puisque les migrants n’affluent plus. Les 
populations 4 et 5 en contact chacune avec le groupe 1 voient leurs populations augmenter 
légèrement plus lentement alors que les populations 3 et 6, en contact avec la population 2 
voient leurs populations augmenter légèrement plus vite. La population totale quant à elle 
atteint 991000 individus environ. 
 Simulation 29 : la population est subdivisée en 12 groupes homogènes entre lesquels il n’y a 
pas les mêmes taux de migration. En effet, on constate une absence de migration du groupe 
2 vers le groupe 1 (soit vers un groupe externe). La population du groupe 2 augmente plus 
rapidement que la moyenne car les migrants sont retenus alors que la population du groupe 
1 augmente plus lentement que la moyenne car certains migrants n’arrivent plus. Les sous-
populations 4, 8, 12, 9, 10, 11 ne sont pas très touchées et ont une croissance moyenne. La 
sous-population 3 en contact uniquement avec la population 2 augmente légèrement plus 
lentement que la moyenne et la sous-population 5 en contact avec la sous-population 1 
augmente légèrement plus rapidement. La population totale quant à elle atteint 1141000 
individus environ. 
Dans une population soumise aux épidémies, lorsqu’une sous-population présente un déficit 
migratoire (peu d’immigration), alors l'effectif de cette sous-population et celui des sous-populations 
voisines est légèrement plus faible que la moyenne au bout de 10000ans. Au contraire les sous-
populations présentant un excédant migratoire (peu d’émigration) ont une densité un peu plus 
élevée que la moyenne au bout de 10000ans, il en est de même pour les sous-populations voisines 
de cette sous-population. 
 
1.5 Influence de la répartition par âge (Figure 23) 
 
Dans ce paragraphe la répartition par âge de la population est influencée par d'autres facteurs tels 
que la fécondité ou encore la mortalité infantile, dans ce chapitre nous avons étudié 
particulièrement la fécondité. 
1.1.1 Sur une population sans stress 
 
 Simulation 30 : dans cette simulation, les femmes ont en moyenne 3 enfants. Cette fécondité 
faible entraine la disparition très rapide de la population, en 500ans environ. 
 Simulation 31 : dans cette simulation, les femmes ont en moyenne 5 enfants. Cette fécondité 
moyenne permet la survie de la population même si l'effectif de cette dernière se stabilise à 
un seuil assez bas de 80000 individus. Les juvéniles sont en moyenne 1,5 fois plus nombreux 
que les adultes et 6/7 fois plus nombreux que les vieillards.  
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 Simulation 32 : dans cette simulation, les femmes ont en moyenne 7 enfants, cette forte 
fécondité entraine une croissance puis une stabilisation de la population aux alentours de 
250000 individus. 
Dans cette population théorique, la fécondité semble jouer un rôle important et influencer de façon 
conséquente le profil démographique de la population. 
 
1.1.2 Sur une population soumise à une surmortalité 
 
 Simulation 30 : dans cette simulation, les femmes ont en moyenne 3 enfants. Cette fécondité 
faible entraine la disparition très rapide de la population, en 500ans environ. 
 Simulation 31 : dans cette simulation, les femmes ont en moyenne 5 enfants. Cette fécondité 
moyenne permet la survie de la population même si l'effectif de cette dernière se stabilise à 
un seuil assez bas de 50000 individus.  
 Simulation 32 : dans cette simulation, les femmes ont en moyenne 7 enfants, cette forte 
fécondité entraine une croissance puis une stabilisation de la population aux alentours de 
230000 individus. 
Une population soumise à une surmortalité peut se maintenir si le taux de fécondité est 
suffisamment élevé. 
 
1.1.3 Sur une population soumise à une compétition interspécifique 
 
 Simulation 30 : dans cette simulation, les femmes des deux populations ont en moyenne 3 
enfants. Cette fécondité très faible entraine la disparition très rapide des deux populations, 
en 500ans environ. 
 Simulation 31 : dans cette simulation, les femmes des deux populations ont en moyenne 5 
enfants. Cette fécondité moyenne permet la survie des populations. Les juvéniles sont en 
moyenne 1,5 fois plus nombreux que les adultes et 6/7 fois plus nombreux que les vieillards. 
La population 2 sort vainqueur de la compétition comme dans les simulations précédentes. 
La population 1 compte environ 40000 individus au bout de 2000 ans. 
 Simulation 32 : dans cette simulation, les femmes des deux populations ont en moyenne 7 
enfants. Les deux populations se maintiennent. 
Une population soumise à une compétition interspécifique survit si son taux de fécondité est 
suffisamment élevé. On constate également que dans ce modèle la compétition amplifie l'effet 
négatif d'une faible fécondité. 
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1.1.4 Sur une population soumise à une épidémie 
 
 Simulation 30 : dans cette simulation, les femmes ont en moyenne 3 enfants. Cette fécondité 
faible entraine la disparition très rapide de la population, en 500ans environ. 
 Simulation 31 : dans cette simulation, les femmes ont en moyenne 5 enfants. Cette fécondité 
entraine une diminution de la population totale jusqu’à atteindre un seuil de 80000 individus 
vers 1200ans environ. Les vieillards sont 15 fois moins nombreux que les adultes qui sont 
1,17 fois moins nombreux que les juvéniles. 
 Simulation 32 : dans cette simulation, les femmes ont en moyenne 7 enfants. Cette fécondité 
entraine une diminution puis une ré-augmentation de la population qui atteint un seuil de 
255900 individus vers 350ans environ. Les vieillards sont 16 fois moins nombreux que les 
adultes qui sont 1,34 fois moins nombreux que les juvéniles. 
On remarque que curieusement la survenue d'une épidémie dans le cas d'une population structurée 
par âge, et selon les termes du modèle employé ici, ne semble pas avoir d'influence quelle que soit la 
fécondité observée. 
Globalement on constate que l'introduction d'une répartition par âge modifie les équilibres puisque 
la croissance devient dépendante de plusieurs facteurs, de la fécondité que nous venons de traiter 
mais aussi de la mortalité par classe d'âge et de la vitesse de maturation. 
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Figure 18 : influence d'une variation de croissance dans une population soumise à différents stress. 
 
   
Figure 19 : influence d'une variation de densité initiale dans une population soumise à différents stress. 





Figure 20 : influence d'une variation de capacité de soutien dans une population soumise à différents stress. 
 
   
Figure 21 : influence d'une fragmentation dans une population soumise à différents stress. 
 




   
Figure 22 : influence d'une une variation du taux de migration dans une population soumise à différents stress. 
 
   
Figure 23: influence d'une une variation de fécondité et donc de répartition par âge dans une population soumise à différents stress. 
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2. Résultats des modèles appliqués 
 
La pertinence de chaque hypothèse proposée comme cause potentielle de la disparition des 
Néandertaliens a été analysée à travers les résultats fournis par l'algorithme du simplexe (Tableaux 
36 à 42). En effet, chaque ensemble de valeurs estimé par cet algorithme a été simulé et ce pour 
chaque modèle afin de vérifier si l'un de ces ensembles pouvait fournir un profil en adéquation avec 
ce que l'on suppose sur la disparition des Néandertaliens, ou à défaut nous donner des informations 
sur le poids des différents paramètres dans les différents cas étudiés. Il faut garder à l'esprit qu'un 
modèle doit pouvoir être confronté à la réalité observée pour pouvoir être éventuellement considéré 
comme représentatif de l'événement démographique examiné. Il est difficile bien sûr en 
paléoanthropologie de caractériser cette réalité puisque nous n'y avons accès que de manière 
indirecte et incomplète. De ce fait, notre analyse contient un niveau d'approximation supplémentaire 
en comparaison avec les analyses éco-mathématiques classiques en ce sens que les déterminants de 
la réalité observée sont le fruit d'estimations et non d'observations. 
Concernant la disparition des Néandertaliens, nous nous sommes basé sur certaines estimations 
paléoanthropologiques afin de constituer un corpus d'observations nous permettant d'avoir une 
référence. Tout d'abord, nous avons considéré le "timing" de la disparition qui selon les datations 
radiocarbones fournies à ce jour devrait avoir eu lieu entre 6000 et 10000ans après l'arrivée en 
Europe orientale des premiers Homo sapiens (Bocquet-Appel et Demars, 2000; Jöris et Street 2008; 
Jöris et al. 2011; Mellars 2006). Ensuite, lorsque les Homo sapiens sont considérés dans les modèles, 
il faut que ces derniers aient envahi à terme le territoire. Concernant ces mêmes Homo sapiens, il 
faut que leur densité soit comprise dans un intervalle de valeurs correspondant aux diverses 
estimations proposées dans la littérature (cf. annexe 2). De la même manière, nous avons veillé à ce 
que les faunes, carnivores comme herbivores, aient des densités de population conformes aux 
estimations de la littérature (cf. annexe 2). Enfin, nous nous sommes assuré que les valeurs retenues 
par l'algorithme pour chacun des paramètres n'étaient pas aberrantes, ni en contradiction les unes 
avec les autres. 
 
2.1 Le modèle de compétition 
Les résultats des algorithmes du simplexe ont mis en lumière une série de valeurs de paramètres 
permettant de minimiser la fonction f(N), en d’autres termes les valeurs de paramètres permettant 
d’approcher le scénario de la disparition des Néandertaliens. L'algorithme du simplexe appliqué au 
modèle de compétition mettent en évidence plusieurs caractéristiques entrainant une extinction de 
la population néandertalienne et une invasion des Homo sapiens. En se référant aux résultats des 
simulations proposées par ces algorithmes, nous avons pu noter que l'invasion des Homo sapiens 
semblait être conditionnée par les valeurs associées à la mortalité des Néandertaliens et par le taux 
de croissance maximal attribué à cette population invasive, essentiellement lorsque le facteur de 
diffusion n'est pas considéré. La chronologie de la disparition des Néandertaliens parait elle aussi 
affectée par la valeur associée à la mortalité due à la compétition mais elle semble également liée 
aux besoins énergétiques des deux populations. Notons que lorsque l'on soustrait la mortalité 
additionnelle due à la compétition, les observations précédemment définies ne sont pas satisfaites. Il 
semblerait donc qu'une simple compétition pour les ressources ne soit pas un facteur suffisant pour 
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entrainer une disparition de la population néandertalienne. Si l'on se rapporte à ces observations, le 
modèle qui répondrait le mieux à ce que l'on sait de la disparition des Néandertaliens correspondrait 
au test 14 (Tableau 36), à savoir à des besoins métaboliques deux fois supérieurs chez les 
Néandertaliens, une croissance dix fois supérieure chez les Homo sapiens et une mortalité 
additionnelle, due à la compétition, de l'ordre de 0,3% en absence de facteur de diffusion.  
Dans un premier temps, nous avons décliné ce modèle afin de s'approcher le plus possible des 
estimations paléoanthropologiques à travers une première série de tests. La première concerne 
l'influence du taux de croissance des Homo sapiens (paramètre b8) sur leur possibilité d'invasion, 
avec et sans processus de diffusion (Figures 24, 25). 
Test 1: si on prend les valeurs de paramètres du test 14 en diminuant la valeur de b8 à 0,02 au lieu de 
0,202, on n'observe plus d’invasion. 
Test 2: si cette fois on octroie à b8 une valeur de 0,15 au lieu de 0,202, on observe une disparition 
entre 5000 et 6000 ans ainsi qu'une invasion. 
Test 3: si b8 prend une valeur de 0,1 au lieu de 0,202, on observe une disparition entre 5000 et 6000 
ans mais l’invasion est moins prononcée que dans le test précédent. 
Test 4: avec une valeur de 0,18 au lieu de 0,202 pour b8, on observe une disparition vers 5000ans 
avec une invasion assez prononcée. 
Test 5: si enfin on prend pour b8 une valeur de 0,12 au lieu de 0,202, on observe une disparition vers 
5000ans mais l’invasion est moins prononcée. 
 
 
Figure 24: répartition initiale des hominidés 
 




Figure 25: influence du taux de croissance sur l'invasion des Homo sapiens 
 
Ces différentes simulations nous montrent que pour que l'invasion soit importante, il faut que la 
croissance maximale soit autour de l'estimation maximale retenue dans nos simulations, à savoir 2%. 
En effet, en absence de facteur de diffusion, l'invasion nécessite que ces espèces aient une taille de 
population suffisante. On constate, grâce à cette série de tests, que cette taille de population n'est 
acquise que lorsque la croissance maximale est suffisamment forte pour le permettre.  
Si cette fois on ajoute un facteur diffusif chiffré, impliquant un déplacement constant par unité de 
temps, cette série de tests fournit les résultats suivants (Figure 26): 
 




Figure 26: influence du taux de croissance sur l'invasion des Homo sapiens en présence d'un facteur de diffusion  
 
On constate, cette fois-ci, que les profils sont très différents, avec un taux de diffusion de l'ordre de 
700km² par an, les Homo sapiens envahissent le territoire sous toutes les conditions de croissance. Il 
est à noter que plus la croissance maximale est faible plus la taille atteinte par cette population est 
élevée. Ceci peut s'expliquer par la construction numérique du modèle aux bords. En effet, à chaque 
pas de temps le terme de diffusion induit une fuite et une perte d'individus sur les bords; on peut 
alors imaginer que si la croissance est forte, l'homogénéisation s'appliquant toujours, un plus grand 
nombre d'individus disparaissent sur les bords entrainant un déplacement important et rapide des 
individus vers les bords et à terme un effectif à l'équilibre plus faible (Figures 27, 28). 
Test 1: dans ce test, nous conservons toujours les caractéristiques du test simplexe 14 en diminuant 
la valeur de la surmortalité ici due à la compétition (m1) à 0,0028 au lieu de 0,028. Nous n'observons 
plus de disparition dans ce cas, juste une baisse de l'effectif des Néandertaliens. 
Test 2: dans ce cas, la valeur de m1 est de 0,01 au lieu de 0,028. Nous n'observons toujours pas de 
disparition de la population néandertalienne, juste une décroissance. 
Test 3: prenons cette fois m1=0,02 au lieu de 0,028. Une disparition des Néandertaliens s'observe 
après 10000ans. 
Test 4: si m1 vaut 0,022 au lieu de 0,028; on observe comme précédemment une disparition après 
10000ans. 
Test 5: en considérant m1= 0,025 au lieu de 0,028; la disparition s'opère entre 6000 et 7000ans.  
Ces tests montrent que la mortalité associée à la compétition doit être suffisante pour entrainer une 
disparition mais pas trop élevée pour ne pas que cette dernière opère une chronologie trop rapide. 
La mortalité évoquée ici trouve ses causes dans un autre type de compétition que la compétition 
pour la ressource. On peut imaginer des différences démographiques intrinsèques aux populations, 
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comme la fécondité, la vitesse de maturation ou encore la mortalité juvénile; on peut également 
supposer une compétition pour les abris ou des conflits directs et frontaux entre les deux 
populations, même si cette dernière hypothèse semble très peu vraisemblable du fait des données 
paléoanthropologiques qui n'attestent pas de trace de tels comportements violents des Homo 
sapiens envers les Néandertaliens.  
 
 
Figure 27: influence de la mortalité additionnelle sur l'effectif néandertalienne 
 
 
Figure 28: influence de la mortalité additionnelle sur l'effectif néandertalienne 
 




Cependant, pour que cette mortalité s'opère, il faut qu'il y ait un contact plus ou moins direct entre 
les deux populations. Afin de rendre le modèle plus réaliste, nous avons réalisé une série de tests 
similaire en faisant dépendre le taux de mortalité de la présence des Homo sapiens (cf. chapitre 2, 
paragraphe 2.2.4.1) (Figure 29). 
 
Figure 29: influence d'une mortalité additionnelle due à la présence d'Homo sapiens sur l'effectif de la population 
néandertalienne 
 
On peut constater qu'en absence de facteur de diffusion imposé, les populations ne se côtoient que 
sur de petites zones et de ce fait l'impact de la présence d'Homo sapiens met plus de temps à 
apparaître et son effet sur la population globale est moins présent. 
Les mêmes séries de test ont été réalisées en présence d'un facteur de diffusion de l'ordre de 100km² 
par an pour l'ensemble des espèces excepté les Homo sapiens qui eux ont un facteur de diffusion de 
700km² par an correspondant aux estimations réalisées à l'aide des datations C14 (Bocquet-Appel et 
Demars, 2000; Jöris et Street 2008; Jöris et al. 2011; Mellars 2006). Les taux de mortalité 
additionnelle sont différents de ceux présentés précédemment mais les tests sont les mêmes. On 
remarque que les conditions entraînant une disparition des Néandertaliens ne sont plus les mêmes 
et que la mortalité additionnelle doit être de l'ordre de 1,3% pour engendrer une telle issue, soit 5 
fois supérieure au cas précédent (Figures 30, 31, 32, 33). 
 




Figure 30: influence d'une mortalité additionnelle sur l'effectif de la population néandertalienne en présence d'un 
facteur de diffusion 
 
 
Figure 31: influence d'une mortalité additionnelle sur l'effectif de la population néandertalienne en présence d'un 
facteur de diffusion 
 




Figure 32: influence d'une mortalité additionnelle due à la présence d'Homo sapiens sur l'effectif de la population 
néandertalienne en présence d'un facteur de diffusion 
 
 
Figure 33: influence d'une mortalité additionnelle due à la présence d'Homo sapiens sur l'effectif de la population 
néandertalienne en présence d'un facteur de diffusion 
 
En résumé, si on prend les valeurs du test simplexe 14, sans facteur de diffusion imposé et avec une 
alimentation identique pour les deux protagonistes, une mortalité supplémentaire de 0,25% serait 
nécessaire pour entrainer la disparition des Néandertaliens vers 7000ans. Cependant, si avec une 
croissance de 2%, on observe une invasion des Homo sapiens, dans le même temps les populations 
néandertaliennes reculent et le contact ne se fait que sur une courte zone intermédiaire. Sous ces 
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conditions, la compétition induit une diminution tardive de population néandertalienne et cette 
dernière n'implique en aucun cas la disparition de cette population. Si on ajoute un facteur de 
diffusion, l'invasion a lieu dans tous les cas et que la mortalité dépende de la présence des Homo 
sapiens ou pas, on a les mêmes résultats à savoir que la mortalité nécessaire pour entrainer une 
disparition en 6000 à 7000 ans est de l'ordre de 1,3%. 
 
Un autre paramètre semblait avoir une influence sur la chronologie de la disparition, il s'agissait des 
besoins alimentaires des deux populations. Afin de vérifier ce point, nous avons réalisé une nouvelle 
série de tests (Figures 34, 35): 
Test 1: dans ce test la mortalité additionnelle est de 1,3% et les besoins alimentaires des 
Néandertaliens sont importants. 
Test 2: dans ce test les besoins alimentaires des Néandertaliens sont diminués par rapport au test1 
(d'un tiers environ). On observe une augmentation de la taille de la population à l'équilibre en 
absence de facteur de diffusion imposé. Lorsque la diffusion permet la cohabitation et la disparition 
des Néandertaliens alors le niveau de besoins métaboliques ne semble plus jouer de rôle 
prépondérant. 
Test 3: dans ce test les besoins alimentaires des Néandertaliens sont encore diminués (de deux tiers 
par rapport au test1). Nous constatons là encore une augmentation de l'effectif en absence de 
facteur de diffusion imposé. De même que précédemment, si la diffusion permet la cohabitation et la 
disparition des Néandertaliens alors nous n'observons plus l'influence du métabolisme sur la 
démographie. 
Test 4: dans ce test, nous n'avons pas touché aux besoins alimentaires des Néandertaliens mais nous 
avons augmenté ceux des Homo sapiens. Nous observons un logique recul de la croissance 
démographique des Homo sapiens eux-mêmes mais aucune influence sur les Néandertaliens qu'il y 
ait un facteur de diffusion imposé ou pas. 
 




Figure 34: influence des besoins métaboliques sur l'effectif de la population néandertalienne 
 
 
Figure 35: influence des besoins métaboliques sur l'effectif de la population d'Homo sapiens 
 
Nous pouvons conclure de cette série de test que ces deux paramètres (besoins alimentaires des 
Néandertaliens et des Homo sapiens) ont une influence en eux même sur la démographie 
néandertalienne. 
Si on ajoute un facteur de diffusion les résultats quant à l'influence du métabolisme sont différents 
(Figures 36, 37): 
 








Figure 37: influence des besoins métaboliques sur l'effectif de la population d'Homo sapiens en présence d'un facteur de 
diffusion 
 
Dans ce cas, les populations sont en contact sur tout le territoire et la surmortalité due à la 
compétition s'opère partout. On constate que, dès lors, quel que soit le métabolisme la population 
néandertalienne disparait et avec la même chronologie. Les besoins métaboliques agissent donc 
différemment sur une population en fonction du niveau de stress auquel cette dernière est soumise. 
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Nous avons ensuite cherché à connaitre l'effet des déterminants démographiques classiques tels que 
la fécondité ou la vitesse de maturation, et de ce fait la répartition par âge, sur notre modèle de 
compétition pour la ressource. Pour ce faire, nous avons légèrement modifié nos équations, comme 
indiqué en annexe numérique. Nous avons ensuite réalisé deux séries de tests afin d'approcher 
l'influence de ces facteurs. Dans ces tests, il n'existe aucune surmortalité liée aux Homo sapiens et 
reflétant une compétition pour autre chose que la ressource.  
La première série de tests concerne le taux de fécondité (Figure 38). 
Test 1: dans ce test nous avons supposé que les Néandertaliennes avaient en moyenne 4 enfants 
contre 5 pour les Homo sapiens. On observe un net recul des Néandertaliens qui se stabilisent à des 
densités très faible. L'invasion des Homo sapiens est quant à elle existante mais peu prononcée. 
Test 2: dans ce second test nous avons attribué un enfant de plus par femme à chaque population, à 
savoir 5 chez les Néandertaliens et 6 chez les Homo sapiens. Nous constatons une diminution moins 
flagrante de la densité néandertalienne mais en revanche une invasion plus prononcée des Homo 
sapiens. 
Test 3: cette fois nous avons conservé la possibilité pour les Néandertaliennes d'avoir 5 enfants alors 
que les Homo sapiens en auraient eu 7. On n'observe pas de différences réelles avec le test 
précédent. 
Test 4: nous avons même avec ce quatrième test poussé la différence jusqu'à attribuer 4 enfants aux 
Néandertaliennes et 7 enfants aux Homo sapiens mais les résultats ne change pas significativement. 
 
 
Figure 38: influence de la fécondité relative des Néandertaliens et des Homo sapiens sur la densité néandertalienne 
 
Cette série de tests nous permet de constater que la présence de différences de fécondité entre les 
populations peut défavoriser la population dotée de la plus faible fécondité. Cependant, en restant 
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dans des valeurs acceptables, il n'existe pas de cas envisageable où cette différence aurait conduit à 
une disparition des Néandertaliens. En effet, il semble que ce soit plus la valeur du paramètre qui 
joue que la différence de valeurs entre deux populations compétitrices puisque les Néandertaliens 
ont, par exemple, une courbe de décroissance identique dans le test 1 et dans le test 4, 
indépendamment de la valeur de fécondité attribuée aux Homo sapiens. 
Si on ajoute un terme de diffusion, les profils sont différents mais l'influence de la fécondité relative 
des populations en compétition sur la survie de leur compétiteur reste la même, à savoir une 
absence d'influence (Figure 39). 
 
 
Figure 39: influence de la fécondité relative des Néandertaliens et des Homo sapiens sur la densité néandertalienne en 
présence d'un facteur de diffusion 
 
Après avoir testé la fécondité, nous nous sommes intéressé à la mortalité juvénile qui semblait être 
un paramètre discriminant quant à l'évolution démographique d'une population. Pour cela, nous 
avons réalisé plusieurs tests (Figure 40): 
Test 1: dans ce test, nous avons modifié la mortalité juvénile de Néandertaliens en leur attribuant 
une valeur de 0,05 contre 0,04 pour les Homo sapiens. On remarque une invasion peu marquée des 
Homo sapiens et une diminution de la population néandertalienne sans disparition cependant. 
Test 2: dans ce test, nous avons encore augmenté la mortalité juvénile chez les Néandertaliens en la 
plaçant à 0,06. Nous observons une invasion de faible ampleur des Homo sapiens et une disparition 
des Néandertaliens. Cependant, il se trouve que, même sans compétition, une telle valeur de 
mortalité juvénile aurait conduit, de toutes les façons, à une disparition des Néandertaliens. 
Test 3: dans ce test nous avons essayé deux valeurs intermédiaires pour la mortalité juvénile des 
Néandertaliens, si m(j)=0,052 alors la population survit à des densités extrêmement faibles voire 
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négligeables en présence comme en absence d'Homo sapiens; si m(j)=0,055 alors la population 
s'éteint d'elle même en 3500 ans. 
 
 
Figure 40: influence combinée de la mortalité infantile et de la compétition sur l'effectif néandertalien 
 
Là encore, on peut constater que si la mortalité juvénile semble avoir un impact non négligeable sur 
la démographie d'une population, une différence acceptable dans les valeurs de ce paramètre entre 
Néandertaliens et Homo sapiens ne permet pas d'observer, à elle seule, une disparition des 
Néandertaliens. La disparition, lorsqu'elle est constatée, l'est indépendamment de la compétition 
avec la population invasive. Il en est exactement de même lorsque l'on s'intéresse à la mortalité chez 
les adultes; pour preuve une autre série de tests (Figure 41): 
Test 1: dans ce test la mortalité des adultes Néandertaliens est de 1,5% alors que celle des Homo 
sapiens est de 1%. Les Néandertaliens diminuent mais ne disparaissent pas. 
Test 2: dans ce test la mortalité des Néandertaliens adultes est portée à 2% contre 1% pour les Homo 
sapiens, ils disparaissent en 2500 ans environ qu'il y ait compétition ou pas. 
Test 3: si enfin la mortalité des Néandertaliens adultes est de 1,8% alors les Néandertaliens 
atteignent des densités négligeables au bout de 10000 ans et ce qu'il y ait compétition ou pas. 
 




Figure 41: influence combinée de la mortalité adulte et de la compétition sur l'effectif néandertalien 
 
Si on rajoute un facteur de diffusion, on remarque que l'influence de la mortalité, qu'elle soit adulte 
ou juvénile, reste la même, que la population soit soumise à une compétition interspécifique ou non. 
En revanche, pour observer une disparition des Néandertaliens, la mortalité des adultes doit être de 
3,8%, celle des juvéniles de 8,8% (Figures 42, 43). 
 
 
Figure 42: influence combinée de la mortalité infantile et de la compétition sur l'effectif néandertalien en présence d'un 
facteur de diffusion 
 




Figure 43: influence combinée de la mortalité adulte et de la compétition sur l'effectif néandertalien en présence d'un 
facteur de diffusion 
 
Nous avons également voulu connaitre l'influence d'une mortalité juvénile accrue sur la population 
néandertalienne en fonction de ses besoins alimentaires (Figures 43, 44, 45, 46, 47). 
Test 1: ce test nous servira de premier témoin, les Néandertaliens ont une mortalité juvénile 
moyenne et des besoins alimentaires importants. 
Test 2: ce test sera notre second témoin, les Néandertaliens ont toujours une mortalité juvénile 
moyenne mais des besoins alimentaires plutôt faibles. 
 




Figure 44: influence du métabolisme sur l'effectif d'une population structurée en âge 
 
 
Figure 45: influence du métabolisme sur l'effectif d'une population structurée en âge en présence d'un facteur de 
diffusion 
 
Test 3: dans ce test la mortalité juvénile est augmentée et plus importante que celle des Homo 
sapiens et les besoins alimentaires des Néandertaliens sont importants. 
Test 4: dans ce dernier test enfin, la mortalité juvénile est identique à celle du test précédent mais les 
besoins alimentaires sont faibles. 





Figure 46: influence du métabolisme sur l'effectif d'une population structurée en âge et soumise à une mortalité juvénile 
 
 
Figure 47: influence du métabolisme sur l'effectif d'une population structurée en âge et soumise à une mortalité juvénile 
en présence d'un facteur de diffusion 
 
On remarque que les besoins alimentaires ont une influence malgré le poids prépondérant des 
paramètres démographiques puisqu'on voit ici que la diminution des besoins métaboliques ralentit la 
disparition des Néandertaliens. Le test considérant la présence d'un facteur de diffusion montre, 
malgré les changements de profils que ce dernier induit, que lorsque la population croit, là encore le 
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métabolisme joue un rôle identique puisque l'effectif atteint par la population est d'autant plus 
important que le métabolisme est faible. 
Une dernière série de tests nous a mené à nous pencher sur la vitesse de maturation des deux 
populations. 
Test 1: dans ce test, le passage de l'état juvénile à l'état adulte (reproducteur), se fait vers 20 ans 
chez les Néandertaliens et vers 14 ans chez les Homo sapiens. Nous observons une diminution de la 
densité des Néandertaliens mais pas de disparition. 
Test 2: dans ce test, la même chronologie est conservée pour les Néandertaliens mais les Homo 
sapiens connaissent, eux, une maturation volontairement très retardée avec un passage de l'état 
juvénile à l'état adulte qui a lieu vers 25 ans. Nous constatons cette fois, une diminution logique de la 
population d'Homo sapiens et une absence d'invasion (Figure 48). 
 
 
Figure 48: influence de la vitesse de maturation sur l'effectif des populations (exemple du test 1) 
 
Logiquement, on peut constater que lorsque la maturation est plus précoce, la population accroit sa 
densité car il y a plus d'individus en âge de se reproduire et la population génère donc plus d'enfants. 
Si on tient compte du facteur de diffusion les résultats sont similaires. Seule la croissance est 
favorisée engendrant des densités à l'équilibre 15 fois plus importantes mais l'effet d'une maturation 
avancée est le même (Figure 49). 




Figure 49: influence de la vitesse de maturation sur l'effectif des populations en présence d'un facteur de diffusion 
(exemple du test 1) 
 
Nous avons ensuite essayé d'associer plusieurs facteurs: 
Test 1: dans ce test, nous avons associé une maturation plus tardive et une mortalité juvénile accrue 
chez les Néandertaliens par rapport aux Homo sapiens. Nous observons un maintien des deux 
populations malgré une diminution des Néandertaliens et une faible invasion des Homo sapiens. 
Test 2: dans ce dernier test, nous avons combiné les trois facteurs précédemment évoqués. On 
retrouve une maturation plus tardive et une mortalité juvénile accrue chez les Néandertaliens, ainsi 
qu'une fécondité moindre. Les deux populations survivent là encore même si on observe une 
invasion complète des Homo sapiens, il y aurait donc dans ce cas une cohabitation des deux 
populations. 
Ces différentes séries de tests nous ont montré que certes les paramètres démographiques 
intrinsèques étaient importants quant à l'évolution démographique et la survie des Néandertaliens 
mais qu'ils ne se combinaient pas, en tous cas pas dans le modèle que nous proposons dans cette 
thèse, avec les paramètres régissant la compétition avec Homo sapiens et que donc de ce fait il n'y 
avait pas d'effet potentialisateur de ces paramètres dans l'évolution démographique d'une 
population soumise à une compétition interspécifique pour la ressource. On peut supposer que les 
paramètres choisis pour notre modèle ont une influence bien moindre sur les densités à l'équilibre 
que l'ajout de paramètres démographiques; de ce fait, seule l'influence de ces derniers est visible 
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2.2 Le modèle climatique 
 
L'algorithme du simplexe appliqué au modèle climatique ne mettent pas en exergue, à première vue, 
de cas permettant de supposer que les détériorations climatiques seraient directement ou 
indirectement liées à la disparition des Néandertaliens. Cependant, ce modèle fournit plusieurs 
informations d'importance quant aux déterminants de la démographie néandertalienne en période 
de modification des conditions environnementales.  
La première information d'importance concerne l'observation d'une diminution systématique de la 
densité de population au nord comparativement à celle observée au sud. Deux hypothèses s'offrent 
alors à nous pour expliquer ce déclin, soit la population néandertalienne subit des extinctions locales 
dans les latitudes les plus nordiques du fait des conditions climatiques et/ou de la diminution de la 
capacité de soutien des faunes dans cette zone, soit la population néandertalienne entame une 
migration vers des latitudes aux climats plus cléments comme pourrait l'attester, dans des périodes 
plus anciennes, la présence de l'industrie laminaire dans le sud de la France durant l'OIS4 alors 
qu'elle n'était auparavant présente que dans le nord de la France. Malheureusement, ces deux 
hypothèses n'ont pas pu être testées avec notre modèle, seules les extinctions locales seront 
abordées de façon constructive car les migrations autorisées par nos équations se limitent à des 
diffusions passives des zones les plus concentrées vers les zones les moins concentrées, même en 
présence d'un facteur de diffusion. Cependant, afin de mieux comprendre ces deux hypothèses, nous 
avons proposé plusieurs tests. Initialement, nous avons voulu savoir si la densité des hominidés était 
réellement influencée par la répartition des faunes. Cela peut sembler évident mais la densité des 
faunes étant nettement supérieure à celle des hominidés, on pourrait aussi concevoir que ces 
derniers aient pu se développer dans une région où la densité des faunes était déclinante mais 
néanmoins toujours suffisante pour subvenir à leurs besoins alimentaires.  
Pour cela, nous avons préliminairement réalisé une première série de simulations tests sans ajouter 
de surmortalité dans les latitudes les plus nordiques mais en conservant un gradient nord/sud de la 
capacité de soutien des faunes (Figures 50).  
Test 1: dans ce test les faunes sont deux fois plus nombreuses au sud qu'au nord, la mortalité liée au 
climat est inexistante et la croissance des Néandertaliens est forte, r=0.02. On observe un 
décrochement de population au nord de l'ordre de 1% de l'effectif total final. 
Test 2: dans ce test, nous avons diminué la croissance des hominidés par rapport au test précédent, 
r=0.0002. On observe en moins prononcé, le mettre patron de répartition que précédemment. 
Test 3: dans ce test, nous avons annulé la croissance des hominidés et cette fois, nous n'observons 
pas de décrochement.  
 




Figure 50: influence de la densité des faunes sur la répartition dans l'espace des Néandertaliens 
 
La densité des faunes impacterait donc à première vue la croissance de la population; la densité 
serait touchée indirectement du fait de la réduction de la croissance. En réalité il est difficile de 
conclure de la sorte car le modèle tel que nous l'avons conçu ne peut supporter une valeur maximale 
de croissance égale à 0, faute de quoi la densité de population des prédateurs reste invariablement 
constante. De ce fait, il n'est pas évident de distinguer l'impact sur la croissance de celui sur la 
densité. S'il est vrai qu'il semble logique que la densité des faunes impacte au moins la croissance des 
hominidés, du fait de la constitution même du modèle qui transforme les apports de la chasse en 
croissance potentielle pour ces derniers, il est certainement également vrai aussi qu'une diminution 
de la densité des faunes peut entraîner une très forte diminution de la densité des populations 
d'hominidés. Cela étant, pour l'observer via notre modèle il faut que la croissance maximale de ces 
derniers soit différente, en positif comme en négatif, de 0 et donc il est difficile d'être absolument 
certain que cette diminution de densité ne soit pas un effet indirect d'un impact sur la croissance 
même si on peut fortement en douter car on observe un décrochement au nord pour des valeurs de 
croissance de l'ordre de 10-8, soit une croissance extrêmement faible et quasi négligeable sur la 
période de temps considérée dans nos modèles. 
En présence d'un facteur de diffusion, on remarque que la valeur du taux de croissance agit de façon 
opposée à ce que l'on attendrait, cela est certainement encore dû à des approximations numériques 
aux bords. En effet, comme nous l'avons déjà évoqué, l'accumulation d'approximations numériques 
peut entraîner des fuites aux bords du domaine, fuite d'autant plus fortes que la croissance est 
élevée et que la densité de population aux bords est importante. Ceci peut, au final, entraîner 
l'établissement d'un équilibre pour des effectifs inférieurs à ceux observés lorsque la croissance est 
plus faible (Figure 51).  
 
 




Figure 51: influence de la densité des faunes sur la répartition dans l'espace des Néandertaliens en présence d'un facteur 
de diffusion 
 
Dans le même ordre d'idées, il est à préciser que selon les hypothèses sous-tendant notre modèle, la 
répartition initiale des faunes sur le territoire joue un rôle important dans la répartition des 
Néandertaliens. En effet, ces derniers se trouvent être naturellement plus nombreux dans les zones 
où les faunes constituant leur régime alimentaire sont les plus nombreuses. Cependant, l'absence 
d'une ou plusieurs espèces constituant le régime alimentaire dans une région donnée n'entraine pas 
la disparition ou la migration des populations, ces dernières utilisent les autres ressources à 
disposition. 
Ce point étant vérifié, nous avons voulu connaître l'impact de l'ensemble des déterminants d'une 
détérioration climatique que nous avons choisis, à savoir la variation de capacité de soutien et la 
surmortalité dans les zones de hautes latitudes du fait des températures moyennes annuelles très 
basses. 
Pour vérifier qu'il n'était pas possible, avec un simple modèle de diffusion, d'observer d'une 
migration "volontaire" vers le sud, il fallait pouvoir quantifier une potentielle augmentation de la 
population néandertalienne au sud. Nous avons réalisé pour cela une deuxième série de tests 
(Figures 52, 53, 54). 
Test 1: nous avons d'abord considéré une croissance nulle, ce qui semblait le plus simple pour 
identifier un mouvement de population vers le sud. Nous avons observé une diminution des 
populations au nord et une constance au sud témoignant d'une absence de migration vers cette 
région. Cependant, la croissance nulle ne permettant pas de considérer l'effet de la densité des 
faunes, comme nous l'avons précédemment mentionné, nous avons dû réaliser d'autres tests. 




Figure 52: test visant à identifier une migration vers le sud 
 
Test témoin: nous avons réalisé une simulation témoin sans répartition différentielle des faunes et 
sans mortalité additionnelle. Cette simulation nous a permis de voir à quelle densité se stabilisaient 
les populations d'hominidés soumises à une croissance maximale de 0,02. 
Test 2: nous avons ensuite rajouté pour une même croissance, une variation de la densité des proies 
et une surmortalité. Nous observons une constance de la population dans la zone sud et une 
diminution dans la zone nord d'environ 2%. Ces observations indiquent, là encore, une absence de 
migration des populations nordiques vers des latitudes aux climats plus favorables. 
Test 3: dans ce test, nous avons tenu compte uniquement de la répartition des faunes sans 
considérer de mortalité additionnelle. Nous constatons dans ce cas une constance de la population 
au sud et une diminution d'environ 1,4% au nord. 
Test 4: dans ce dernier test, nous n'avons tenu compte que d'une potentielle surmortalité au nord. 
Nous observons une diminution de la population de cette région d'environ 0,5% alors que la densité 
de population au sud ne varie pas. 




Figure 53: test visant à identifier une migration vers le sud 
 
 
Figure 54: test visant à identifier une migration vers le sud en présence d'un facteur de diffusion 
 
Cette deuxième série de tests montre que la population néandertalienne, sous les conditions 
imposées par notre modèle, à savoir si elle avait subit les effets d'une détérioration climatique en 
termes de disponibilité de proies et de mortalité additionnelle due aux températures froides, aurait 
connue une série d'extinctions locales dans les régions situées au dessus du 45ème degré de latitude 
nord. En effet, il semblerait, aux vues de ces tests, que la mortalité au nord n'influe que sur la densité 
des populations du nord de même que la densité des faunes, entrainant une diminution de la densité 
des hominidés mais pas de migration volontaire vers le sud. Cette conclusion est somme toute 
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logique à la vue des équations employées ici, à savoir un simple modèle de diffusion de la zone la 
plus concentrée vers la zone la moins concentrée. Les phénomènes d'extinction locale observés ici 
ont certainement eu lieu mais on ne peut pas conclure sur l'absence de migration qui n'est ici qu'un 
artéfact de modélisation. Cependant, on peut quand même constater grâce à ces tests que les 
régions du nord ne se repeuplent pas, la zone frontière tend à être repeuplée comme on le voit sur 
les graphiques mais elle n'y parvient pas. De ce fait, on peut quand même affirmer que les 
déterminants du modèle climatique contraignent la localisation des populations dans les latitudes 
sud. Il est à noter que la mortalité climatique semble jouer un rôle moins important que la répartition 
des faunes lorsque l'on ajoute un facteur de diffusion alors que c'est le contraire sans ce facteur. 
Nous venons de voir que la répartition des proies et leur densité jouait sur la population 
néandertalienne, notons qu'au contraire une mortalité accrue des compétiteurs au nord ne semble 
pas jouer de façon significative sur la densité des Néandertaliens alors qu'elle joue significativement 
sur la densité des faunes qui, si elles n'observent pas de variation dans leur capacité de soutien dans 
l'espace, sont logiquement plus nombreuses là où les prédateurs compétiteurs des Néandertaliens 
sont les moins nombreux. 
Un autre paramètre clé de ce modèle climatique est la valeur que nous attribuons à la mortalité 
additionnelle due au climat. Nous nous sommes demandé à quel point cette mortalité dans les 
latitudes nord pouvait jouer sur la densité globale de la population néandertalienne. Pour cela nous 
avons réalisé une nouvelle série de tests en augmentant progressivement la valeur attribuée à ce 
paramètre (Figures 55, 56, 57, 58, 59, 60). 
Test 1: la mortalité au nord est fixée à 0,01%. On observe une diminution de la densité de population 
d'environ 0,64%. 
Test 2: la mortalité au nord est augmentée à 0,1%. La densité néandertalienne diminue d'environ 
2,68%. 
Test 3: la mortalité est encore multipliée par dix pour atteindre 1%. La densité de population décroit 
d'environ 22,7%. 
Test 4: la mortalité est cette fois portée à 2%. Nous constatons une diminution de la population 
d'environ 44,1% 
Test 5: la mortalité est encore augmentée et atteint 3%. La densité de population décroit d'environ 
44,3%. 
Test 6: enfin la mortalité est fixée à 4%. Dans ce cas, nous observons, là encore, une diminution de la 
population de l'ordre de 44,3%. 




Figure 55: influence de la mortalité au nord sur l'effectif des Néandertaliens 
 
 
Figure 56: influence de la mortalité au nord sur l'effectif des Néandertaliens en présence d'un facteur de diffusion 
 




Figure 57: influence de la mortalité au nord sur la répartition dans l'espace des Néandertaliens 
 
 
Figure 58: influence de la mortalité au nord sur la répartition dans l'espace des Néandertaliens en présence d'un facteur 
de diffusion 
 
Test 7: nous avons dans ce test augmenté les taux de diffusion entre les différentes zones et nous 
avons pu remarquer que lorsque la diffusion est plus forte, la survie au nord s'en trouve 
considérablement augmentée alors qu'elle ne l'est pas au sud. Cela s'explique par le fait que les 
Néandertaliens du sud qui connaissent une croissance non entravée diffusent vers le nord; la survie 
au nord augmente donc fortement. Il faut rappeler que l'ajout d'un terme de diffusion agit toujours 
comme un facteur de croissance supplémentaire, presque comme une ressource supplémentaire en 
apportant un avantage démographique aux populations. 










Figure 60: influence du taux de diffusion sur la densité des Néandertaliens en présence d'un facteur de diffusion 
 
Cette série de tests nous permet de constater que tant que la population au nord n'a pas totalement 
disparue, ce paramètre à une influence logique sur la densité globale et ce qu'on ajoute ou non un 
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facteur de migration. Au contraire et toujours aussi logiquement, dès que la population des hautes 
latitudes a disparu alors ce paramètre n'a plus d'influence sur la densité globale. 
En prolongeant l'analyse de cette série de test, on peut se demander quelle serait l'influence d'une 
détérioration climatique telle que même les populations du sud auraient été touchées. Pour cela 
nous avons fait un dernier test: 




Figure 61: influence d'une faible mortalité au sud sur la densité des Néandertaliens 
 




Figure 62: influence d'une faible mortalité au sud sur la densité des Néandertaliens en présence d'un facteur de diffusion 
 
Ce test nous permet de voir qu'une faible mortalité additionnelle au sud ne change pas 
significativement le profil de l'évolution de la densité néandertalienne au cours du temps.  
Un autre point à signaler dans les résultats issus des algorithmes du simplexe est l'influence du 
paramètre "epsa" (apport de la cueillette) sur la densité des Néandertaliens, influence combinée aux 
besoins alimentaires. Afin de vérifier cette influence, nous avons réalisé une nouvelle série de tests 
(Figures 63, 64). 
Test 1: ce test sera notre témoin, ici les besoins alimentaires sont peu important et "epsa" très faible. 
Test 2: dans ce test, les besoins alimentaires sont conséquents et "epsa" est élevé. On note que la 
densité néandertalienne augmente en comparaison avec le test témoin. 
Test 3: dans ce test au contraire, les besoins alimentaires sont faibles et "epsa" important. Dans ce 
cas, on observe aussi une augmentation de la densité des Néandertaliens mais de plus faible 
ampleur. 
Test 4: dans ce dernier test, les besoins alimentaires sont conséquents et "epsa" est faible. On 
constate alors une diminution de la densité néandertalienne comparativement au test témoin. 
 




Figure 63: influence combinée du métabolisme et de l'apport de la cueillette sur l'effectif néandertalien 
 
 
Figure 64: influence combinée du métabolisme et de l'apport de la cueillette sur l'effectif néandertalien en présence d'un 
facteur de diffusion 
 
Cette série de tests nous permet de voir qu'en présence ou non d'un facteur de diffusion les apports 
hors chasse ont une influence conséquente sur la dynamique démographique de notre population 
d'intérêt. En effet, ces apports dans notre modèle sont dénués de tout rapport explicite à 
l'environnement, c'est une valeur brute et c'est finalement assez logique qu'elle joue autant. On 
observe également que lorsque les besoins alimentaires sont peu importants alors la population a un 
potentiel de croissance plus élevé. 
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Dans le modèle que nous avons conçu, nous n'avons pas, dans un premier temps, considéré la 
possibilité d'opérer des changements dans les valeurs des paramètres au cours du temps. Il semblait 
néanmoins intéressant d'imaginer des oscillations dans les valeurs de paramètres au cours du temps, 
pour voir s'il était possible d'approximer le comportement des Néandertaliens face à des 
modifications climatiques cycliques. Pour cela, nous avons réalisé une troisième série de simulations 
représentant deux phases, une première phase lors de laquelle la population est soumise à une 
détérioration climatique, une seconde lorsque les conditions redeviennent normales (Figure 65).  
Test 1: nous avons simulé, comme précédemment, une détérioration climatique avec une répartition 
différente des capacités de soutien faunes prédatées et une surmortalité au nord. Ce premier test 
permet d'observer les densités à l'équilibre et la répartition des espèces dans l'espace. 
Test 2: nous avons repris les densités obtenues précédemment ainsi que les répartitions dans 
l'espace, retiré les déterminants d'une détérioration climatique et refait les simulations. 
 
 
Figure 65: recolonisation d'une région dépeuplée 
 
Ces tests permettent de constater que, dans notre modèle, pour qu'il y ait une recolonisation des 
latitudes nord par les Néandertaliens il faut une croissance très importante de cette population et un 
intervalle de temps assez long. A titre d'exemple, pour une croissance populationnelle de 2% par an, 
il faudrait 20000 ans à la population néandertalienne pour recoloniser entièrement l'espace. Lorsque 
l'on ajoute un terme de diffusion, la recolonisation se fait plus rapidement et d'autant mieux que la 
croissance est faible pour les mêmes raisons de fuites numériques aux bords que nous avons déjà 
évoquées. 
Un autre point soulevé par l'algorithme du simplexe est qu'il semblerait que la croissance des faunes 
puisse avoir une influence sur l'issue de la modélisation puisque la chronologie de la disparition 
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parait un peu meilleure dans un test différant des autres de part ce paramètre (cf. test 16, tableau 
37). Afin de vérifier cette constatation, nous avons réalisé plusieurs tests (Figures 66, 67): 
Test 1: ce test nous a servi de témoin pour cette série de tests. 
Test 2: nous avons, dans ce test, augmenté significativement la croissance populationnelle des 
proies. Nous n'observons pas de différence avec le test témoin, ni en terme de densité 
néandertalienne, ni en terme de chronologie. 
 
 
Figure 66: influence de la croissance des faunes sur l'effectif néandertalien 
 
 
Figure 67: influence de la croissance des faunes sur l'effectif néandertalien en présence d'un facteur de diffusion 




Cette série de tests nous montre que ces paramètres n'influent finalement pas sur la chronologie de 
l'invasion.  
Un dernier point que nous avons évoqué lors de l'analyse des modèles théoriques était l'importance 
de la répartition par âge de la population dans son évolution démographique. Nous avons préféré ne 
pas tenir compte de ce paramètre dans un premier temps afin de ne pas complexifier et rendre 
difficilement interprétables les étapes préliminaires de l'analyse de notre modèle appliqué. 
Cependant, s'il est envisageable que l'apport de la chasse et les ressources alimentaires de façon plus 
générale aient contribué à la croissance ou à la décroissance de la population néandertalienne, il est 
évident que des paramètres démographiques intrinsèques tels que la fécondité ou la vitesse de 
maturation, y ont également contribué. Afin de tenir compte de ces paramètres, comme nous l'avons 
fait pour le modèle de compétition, nous avons modifié notre système d'équation comme présenté 
en annexe numérique. Dans un premier temps, nous avons voulu connaître l'influence du taux de 
fécondité. Pour ce faire nous avons réalisé une première série de simulations (Figures 68-75). 
Test témoin: ce test a été réalisé en tenant compte de la répartition par âge de la population mais 
sans ajouter les déterminants d'une crise climatique. 
Test 1: pour ce test nous avons choisi une fécondité moyenne de l'ordre de 5 enfants par femme, un 
gradient dans la capacité de soutien et une forte mortalité additionnelle des prédateurs au nord. 
Nous observons une disparition des populations au nord et une diminution moindres au sud de 
l'ordre de 0,2% par rapport au test témoin assurant une fécondité et une maturation identique. 
Test 2: dans ce test, identique au précédent, nous avons simplement diminué la mortalité au nord à 
0,01%. Dans ce cas, nous observons, un maintien de la population au nord moyennant une 
diminution d'environ 2% par rapport au test témoin et une augmentation de l'ordre de 0,2% au sud. 
Test 3: dans ce test, nous avons diminué la fécondité à 3 enfants par femme, quelle que soit la valeur 
de mortalité au nord (de 0 à 4%), la population disparait rapidement, du fait d'une fécondité trop 
faible pour supporter la survie de la population. 
Test 4: dans ce test, nous avons augmenté la fécondité à 7 enfants par femme, la mortalité au nord 
est de 4% et il existe un gradient nord-sud concernant la capacité de soutien des faunes. On observe 
une disparition de la population au nord et une augmentation relative au sud d'environ 0,04% par 
rapport à la simulation témoin correspondante. 
Test 5: la fécondité reste de 7 enfants par femme mais la mortalité au nord est plus faible 0,01%. On 
observe une diminution de la population au nord d'environ 1,2% par rapport à la simulation témoin 
correspondante et une augmentation relative au sud d'environ 0,04%. 
 




Figure 68: influence d'une mortalité climatique sur l'effectif d'une population structurée en âge avec une fécondité de 5 
enfants par femme 
 
 
Figure 69: influence d'une mortalité climatique sur la répartition dans l'espace d'une population structurée en âge avec 
une fécondité de 5 enfants par femme 
 




Figure 70: influence d'une mortalité climatique sur l'effectif d'une population structurée en âge avec une fécondité de 5 
enfants par femme en présence d'un facteur de diffusion 
 
 
Figure 71: influence d'une mortalité climatique sur la répartition dans l'espace d'une population structurée en âge avec 
une fécondité de 5 enfants par femme en présence d'un facteur de diffusion 
 
 




Figure 72: influence d'une mortalité climatique sur l'effectif d'une population structurée en âge avec une fécondité de 7 
enfants par femme 
 
 
Figure 73: influence d'une mortalité climatique sur la répartition dans l'espace d'une population structurée en âge avec 
une fécondité de 7 enfants par femme 
 




Figure 74: influence d'une mortalité climatique sur l'effectif d'une population structurée en âge avec une fécondité de 7 
enfants par femme en présence d'un facteur de diffusion 
 
 
Figure 75: influence d'une mortalité climatique sur la répartition dans l'espace d'une population structurée en âge avec 
une fécondité de è enfants par femme en présence d'un facteur de diffusion 
 
On constate avec cette première série de simulations que lorsque la fécondité est faible (3 enfants), 
la population ne peut survivre, lorsque la fécondité est moyenne (5 enfants) la survie de la 
population dépend de la "violence" de l'épisode climatique alors que lorsque la fécondité est forte, la 
population parvient à se maintenir dans tous les cas. 
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Observons, dans un second temps, l'influence de la mortalité juvénile sur la survie d'une population 
soumise à un stress d'ordre climatique (Figures 76, 77). 
Test 1: dans ce test, la mortalité juvénile des Néandertaliens a été augmentée et prend une valeur de 
0,05 alors que la mortalité au nord associée au climat est limitée, de l'ordre de 0,01%. On remarque 
une nette diminution de la population mais pas de disparition des Néandertaliens.  
Test 2: dans ce test, nous avons augmenté la mortalité au nord à 4% en conservant une mortalité 




Figure 76: influence d'une surmortalité due au climat sur une population structurée en âge avec différentes mortalités 
juvéniles 
 




Figure 77: influence d'une surmortalité due au climat sur une population structurée en âge avec différentes mortalités 
juvéniles en présence d'un facteur de diffusion 
Lorsque le facteur de migration n'est pas pris en compte, et lorsque la mortalité juvénile est aux 
alentours de 4%, on constate que les diminutions de population engendrées par cette mortalité sont 
presque les mêmes que la mortalité climatique soit importante ou pas. Lorsque la mortalité juvénile 
est augmentée, on observe une réduction de la population plus nette en cas de mortalité climatique 
importante. Lorsque le facteur de diffusion est considéré, la réduction de population est de l'ordre de 
54% pour les juvéniles et 53% pour les adultes quelle que soit la mortalité due au climat. 
Analysons enfin l'influence de la vitesse de maturation à travers une deuxième série de tests. La 
vitesse de maturation est approximée ici à travers le taux de passage d'une classe d'âge à l'autre 
(Figures 78-85). 
Test 1: dans ce test le taux de passage entre juvéniles et adultes est plus élevé, ce qui témoigne 
d'une maturation plus précoce. On observe, pour une mortalité de 4% et un gradient de capacité de 
soutien des proies, une augmentation de la population de juvéniles (d'environ 340% sans et 315% 
avec le facteur de diffusion) comme d'adultes (d'environ 430% sans et 395% avec le facteur de 
diffusion). 
Test 2: dans ce test, le taux de passage entre juvéniles et adultes est volontairement beaucoup plus 
bas, ce qui signifie que la maturation est plus tardive. On observe une diminution de la densité de 
juvénile au sud d'environ 55% (85% avec le facteur de diffusion) ainsi qu'une diminution du nombre 
d'adultes d'environ 39% (58% avec le facteur de diffusion). 
Test 3: dans ce test, identique au test 2, la mortalité est ramenée à 0,01%. La population diminue 
fortement au nord comme au sud mais n'entraîne pas pour autant la disparition de la population. 
 




Figure 78: influence d'une mortalité climatique de 4% et de la vitesse de maturation sur une population structurée en âge 
avec une fécondité de 7 enfants par femme 
 
 
Figure 79: influence d'une mortalité climatique de 4% et de la vitesse de maturation sur une population structurée en âge 
avec une fécondité de 7 enfants par femme en présence d'un facteur de diffusion 
 




Figure 80: influence de la vitesse de maturation sur la répartition dans l'espace des Néandertaliens soumis à une 
mortalité au nord de 4% 
 
 
Figure 81: influence de la vitesse de maturation sur la répartition dans l'espace des Néandertaliens soumis à une 
mortalité au nord de 4% en présence d'un facteur de diffusion 
 




Figure 82: influence d'une mortalité climatique de 0,01% et de la vitesse de maturation sur une population structurée en 
âge avec une fécondité de 7 enfants par femme 
 
 
Figure 83: influence d'une mortalité climatique de 0,01% et de la vitesse de maturation sur une population structurée en 
âge avec une fécondité de 7 enfants par femme en présence d'un facteur de diffusion 
 




Figure 84: influence de la vitesse de maturation sur la répartition dans l'espace des Néandertaliens soumis à une 
mortalité au nord de 0,01% 
 
 
Figure 85: influence de la vitesse de maturation sur la répartition dans l'espace des Néandertaliens soumis à une 
mortalité au nord de 0,01% en présence d'un facteur de diffusion 
 
Cette deuxième série de simulations montre l'influence de la vitesse de maturation dans la 
démographie d'une population même si elle ne semble pas avoir un impact tel que la mortalité 
additionnelle par exemple. 
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Une dernière série de tests a été réalisée concernant le modèle climatique, en ajoutant une matrice 
de mortalité dépendante du temps afin de mieux rendre les oscillations climatiques survenues au 
cours du stade isotopique 3 (Figures 86, 87, 88, 89). 
Test 1: dans ce test la croissance maximale des Néandertaliens est forte, de 2%, la mortalité induite 
par les oscillations climatiques n'entraîne pas la disparition de la population. 
Test 2: dans ce test la croissance maximale est plus modérée, de l'ordre de 0,2%, dans ce cas la 
mortalité due aux fluctuations climatiques entraîne une mortalité rapide de la population. 
Test 3: dans ce troisième cas, la croissance maximale est de 1%, on observe une mortalité de la 
population totale mais plus progressive. 
Les mêmes tests ont été réalisés en présence d'un facteur de diffusion; dans ce cas la population ne 
disparait que pour des valeurs très faibles de croissance de l'ordre de 0,02%.  
 
Figure 86: influence de la croissance maximale sur la densité d'une population soumise à des fluctuations climatiques 
 




Figure 87: influence de la croissance maximale sur la densité d'une population soumise à des fluctuations climatiques en 
présence d'un facteur de diffusion 
 
Test 4: dans ce test, la mortalité au nord est augmentée progressivement jusqu'à 1%, les différences 
de températures moyennes entre le nord et le sud sont de l'ordre de 10°C, la croissance maximale 
reste aux alentours de 2%. A partir de 1% de surmortalité au nord la population néandertalienne 
disparait. 
Test 5: dans ce test, on ajoute un terme de diffusion, dans les mêmes conditions que précédemment, 
la mortalité au nord doit être augmentée de 2% pour que l'on observe une disparition des 
Néandertaliens. 
 




Figure 88: influence de la surmortalité au nord sur la densité d'une population soumise à des fluctuations climatiques 
 
 
Figure 89: influence de la surmortalité au nord sur la densité d'une population soumise à des fluctuations climatiques en 
présence d'un facteur de diffusion 
 
On remarque avec cette série de tests que là encore le facteur de diffusion modère l'effet du climat 
sur la densité des populations. On constate également que la croissance maximale joue un rôle 
majeur dans ce cas puisque si cette dernière est forte elle permet aux populations de mieux résister 
à un stress climatique prolongé. 
Afin d'être complet, nous avons réalisé une dernière série de simulations en considérant à la fois la 
matrice de mortalité au cours du temps et la répartition par âge (Figures 90, 91, 92). 
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Test 1: dans ce test, le climat est représenté par une matrice de mortalité et la fécondité est de 5 
enfants par femme environ; la population néandertalienne ne survit pas à l'épisode climatique. 




Figure 90: influence de la fécondité sur la densité d'une population soumise à des oscillations climatiques 
 
Test 3: dans ce test nous avons diminué la mortalité infanto-juvénile à 3%, la population survit plus 
longtemps mais ne se maintient toujours pas. 
Test 4: dans ce test nous avons avancé la maturation de la population, v=6%, là encore la population 
survit plus longtemps mais ne se maintient pas. 
 




Figure 91: influence de la mortalité juvénile sur la densité d'une population soumise à des oscillations climatiques 
 
 
Figure 92: influence de la maturation sur la densité d'une population soumise à des oscillations climatiques 
 
2.3 Le modèle épidémiologique 
 
L'algorithme du simplexe appliqué au modèle épidémiologique simple ne nous permettent pas de 
mettre en évidence de cas où une épidémie aurait conduit à la disparition de la population 
néandertalienne sous les conditions imposées par les observations paléoanthropologiques. Les 
simulations réalisées à partir des estimations du simplexe sur les déterminants de l'épidémie quant à 
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elles n'aboutissent tout simplement pas. Cette hypothèse ne semble donc pas correspondre, à elle 
seule, au stress nécessaire pour engendrer une telle modification démographique de la population. 
Afin d'être certain de ne pas éliminer de causes potentielles trop rapidement, nous avons cherché, 
comme précédemment, à rajouter des déterminants démographiques intrinsèques aux populations 
au sein de notre système d'équation. Cependant, les simulations résiduelles nécessitant des temps et 
des puissances de calcul inaccessibles à l'échelle de la thèse, ces simulations n'ont malheureusement 
pas pu être réalisées sur nos modèles appliqués. 
Afin de pouvoir néanmoins comparer ce modèle au modèle théorique nous avons dans un premier 
temps réalisé plusieurs tests concernant l'influence de la croissance, du métabolisme et de l'intensité 
de la diffusion (Figures 93, 94, 95). 
Test 1: dans ce test témoin les besoins alimentaires sont forts et "epsa" aussi. 
Test 2: cette fois, les besoins alimentaires sont faibles et "epsa" aussi. On observe une diminution de 
la densité des Néandertaliens. 
Test 3: dans ce test en revanche, les besoins alimentaires sont faibles et "epsa" important. Dans ce 
cas, on remarque une augmentation de la densité des Néandertaliens. 
Test 4: enfin, dans ce dernier cas les besoins alimentaires sont importants et "epsa" est faible. On 
observe ici une diminution de la densité néandertalienne en comparaison avec le test témoin. 
 
 
Figure 93: influence des besoins alimentaires et des apports extérieurs à la chasse sur l'effectif d'une population soumise 
à une épidémie 
 
Test 5: dans ce test la croissance maximale des Néandertaliens est multipliée par dix pour atteindre 
0,2%; on observe une stabilisation de la population sur l'intervalle de temps étudié. 
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Test 6: dans ce deuxième test la croissance est multipliée par cent et atteint la valeur de 2%, la 
population se stabilise également et de façon encore plus rapide. 
 
 
Figure 94: influence de la croissance sur l'effectif d'une population soumise à une épidémie 
 
Test 7: dans ce test nous avons ajouté un facteur de diffusion standard. On observe que la population 
parvient à se stabiliser malgré un faible taux de croissance. 
Test 8: dans cet autre test nous avons réduit la valeur du coefficient de diffusion en la divisant par 
cinq. On constate là encore une stabilisation de la population mais à un seuil beaucoup plus bas. 
 
Figure 95: influence du coefficient de diffusion sur l'effectif d'une population soumise à une épidémie 




Dans une deuxième série de tests, nous nous sommes intéressé à l'effet des paramètres relatifs à 
l'épidémie eux mêmes à savoir la mortalité induite par l'épidémie, la durée de l'épidémie, la durée du 
stade réfractaire ou encore le taux de contact (Figures 96, 97, 98, 99). 
Test 1: nous avons dans ce test divisé la mortalité imputable à l'épidémie par trois. On constate que 
les profils démographiques n'en sont pas modifiés. 
Test 2: nous avons ici au contraire multiplié la mortalité attribuable à l'épidémie par trois. On 
observe la même absence de changement d'un point de vue démographique. 
 
 
Figure 96: influence de la mortalité sur l'effectif d'une population soumise à une épidémie 
 
Test 3: dans ce test nous avons augmenté la durée de l'épidémie ce qui ne semble pas avoir 
d'influence sur la démographie de la population. 
Test 4: ici en revanche, nous avons diminué la durée de l'épidémie; ceci n'a pas non plus d'influence. 
 




Figure 97: influence de la durée de l'épidémie sur l'effectif d'une population 
 
Test 5: nous nous sommes cette fois intéressé à la durée de la phase réfractaire que nous avons 
prolongée; les profils démographiques demeurent inchangés. 
Test 6: au contraire du test précédent, nous avons cette fois réduit la durée de la phase réfractaire 
mais les profils restent les mêmes. 
 
 
Figure 98: influence de la durée de la phase réfractaire sur l'effectif d'une population soumise à une épidémie 
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Test 7: dans ce test nous avons diminué le taux de contact. Aucun n'effet n'est observé sur la densité 
de la population néandertalienne. 
Test 8: pour ce test nous avons augmenté le taux de contact; encore une fois la densité reste 
identique. 
Test 9: enfin, dans ce dernier test, nous avons modélisé la récurrence de l'épidémie par un taux de 
contact oscillant. Aucune différence de profil n'est observée. 
 
 
Figure 99: influence du taux de contact sur l'effectif d'une population soumise à une épidémie 
 
Concernant le modèle épidémiologique, nous pouvons remarquer que les paramètres propres à 
l'épidémie ne semblent pas jouer de rôle prépondérant sur la densité néandertalienne. Cela soulève 
deux hypothèses, soit le modèle tel que nous l'avons conçu ne permet peut être pas d'observer 
l'influence de tels paramètres, soit l'effet de l'épidémie est brutal et précoce et on ne peut observer 
cet effet sur le long terme avec le modèle que nous avons conçu. 
 
2.4 Les modèles combinés 
 
2.4.1 Le modèle climat-compétition 
 
L'algorithme du simplexe appliqué à ce modèle ne montrent pas de patron net déterminant l'issue de 
ce modèle. Ce que l'on peut constater en revanche, c'est que la croissance des Homo sapiens semble 
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avoir une importance notable sur leur capacité d'invasion en absence de facteur de diffusion, ce qui 
était déjà constaté dans les modèles précédents. Sur ce point, la répartition initiale s'avère 
également un paramètre important mais ceci est plutôt intuitif. Concernant la décroissance des 
Néandertaliens, il semblerait que, sous ce modèle, les besoins alimentaires soient un paramètre 
influent tout comme l'existence d'une mortalité additionnelle plutôt faible ce qui peut sembler à 
première vue contre-intuitif mais qui s'était déjà révélé être le cas en ne considérant que la 
compétition. De la même façon que pour les modèles précédents, nous avons réalisé une série de 
tests permettant de confirmer ces points et d'obtenir des valeurs concordantes avec les observations 
paléoanthropologiques que nous avons retenues comme référence.  
Afin de confirmer l'importance de la croissance populationnelle maximale dans la possibilité 
d'invasion des Homo sapiens en l'absence de facteur de diffusion imposé, nous avons réalisé une 
première série de tests (Figures 100, 101): 
Test 1: ce test a constitué notre témoin, il reprend les valeurs de la simulation post-simplexe n°2 
(Tableau 41), la valeur de croissance des Homo sapiens est fixée à 2%.  
Test 2: dans ce test, la valeur de croissance est portée à 3%. On constate que l'invasion des Homo 
sapiens est plus poussée. 
Test 3: la valeur de croissance est cette fois fixée à 4%. On observe une invasion encore plus notable. 
 
 
Figure 100: influence de la croissance des Homo sapiens sur leur répartition dans l'espace 
 




Figure 101: influence de la croissance des Homo sapiens sur leur répartition dans l'espace en présence d'un facteur de 
diffusion 
 
Comme nous l'avions déjà constaté précédemment, la forte croissance potentielle d'une population 
est un paramètre fondamental concernant sa dispersion spatiale lorsqu'aucun facteur de diffusion 
n'est imposé. 
Un autre paramètre semblant influent sur l'issue de ce modèle combiné est la mortalité additionnelle 
induite par le climat. Afin de tester son influence réelle, nous avons réalisé une nouvelle série de 
tests (Figures 102, 103). 
Test 1: dans ce test témoin, nous nous sommes servi des valeurs que nous avions retenues pour les 
modèles précédents, à savoir une croissance de 2% pour les Homo sapiens et une mortalité 
additionnelle de 0,01%. 
Test 2: en prenant une mortalité au nord de 1%, les résultats en termes de densité populationnelle 
néandertalienne sont les mêmes. 
Test 3: en prenant 4%, nous ne constatons toujours aucune modification du profil d'évolution de la 
densité au cours du temps. 
 




Figure 102: influence de la mortalité au nord sur la densité d'une population néandertalienne soumise à la compétition 
 
 
Figure 103: influence de la mortalité au nord sur la densité d'une population néandertalienne soumise à la compétition 
en présence d'un facteur de diffusion 
 
Cette série de test nous permet de dire que sans facteur de diffusion, lorsque les déterminants du 
modèle entraînent, comme ça semble être le cas ici, une mortalité très rapide de la population au 
nord, alors l'effet négatif du climat disparait très rapidement. Dans ce cas, il semble donc que la 
compétition potentialise l'effet du climat au nord puisque cette région se vide très rapidement de ses 
occupants. Au contraire lorsque l'on ajoute un facteur de diffusion, les populations sont plus mobiles, 
moins soumises à la compétition mais en revanche plus sensible à la mortalité climatique des 
latitudes les plus au nord. 
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Pour tester l'influence du métabolisme et des besoins alimentaires sur ce modèle, nous avons réalisé 
une troisième série de simulations (Figures 104, 105, 106, 107). 
Test 1: ce test nous servira de témoin, les besoins alimentaires des Néandertaliens et des Homo 
sapiens y sont faibles. 
Test 2: dans ce test, les besoins alimentaires des Néandertaliens sont plus ou moins doublés alors 
que les besoins des Homo sapiens restent les mêmes. On remarque que la décroissance des 
Néandertaliens est plus rapide et plus prononcée. 
Test 3: dans ce test, les besoins alimentaires des Néandertaliens sont triplés alors que les besoins des 
Homo sapiens restent stables. Dans ce cas, on constate que les Néandertaliens décroissent plus vite 
et de façon plus importante que dans les tests précédents. 
Test 4: cette fois ce sont les besoins alimentaires des Homo sapiens qui sont modifiés (plus ou moins 
doublés) alors que ceux des Néandertaliens restent à la même valeur que dans la simulation témoin. 
On remarque que, quels que soient les besoins alimentaires des Homo sapiens, les Néandertaliens 
gardent une densité identique stable alors que les Homo sapiens voient la leur diminuer. 
Test 5: dans ce test, les besoins des Homo sapiens sont cette fois triplés. Là encore, on fait la même 
constatation que précédemment à savoir que la densité des Néandertaliens reste stable alors que 
celle des Homo sapiens diminue. 
Test 6: dans ce nouveau test, ce sont les besoins alimentaires des deux populations qui sont plus ou 
moins doublés. Les densités des populations changent indépendamment l'une de l'autre en fonction 
uniquement de leurs valeurs respectives. 
Test 7: enfin dans ce dernier test les besoins alimentaires des deux populations sont triplés. De 
même que précédemment les populations voient leurs densités diminuer mais ceci indépendamment 
l'une de l'autre. 
 




Figure 104: influence du métabolisme sur la densité d'une population néandertalienne soumise à une compétition 
interspécifique et à une forte mortalité au nord 
 
 
Figure 105: influence du métabolisme sur la densité d'une population néandertalienne soumise à une compétition 
interspécifique et à une forte mortalité au nord en présence d'un facteur de diffusion 
 
 




Figure 106: influence du métabolisme des Homo sapiens sur la densité d'une population néandertalienne soumise à une 
forte mortalité au nord 
 
 
Figure 107: influence du métabolisme des Homo sapiens sur la densité d'une population néandertalienne soumise à une 
forte mortalité au nord en présence d'un facteur de diffusion 
 
Cette série de tests nous permet de constater que plus les besoins alimentaires sont importants plus 
ils impactent négativement la croissance des populations. Cependant, les besoins alimentaires d'une 
population ne semblent pas influer significativement de façon directe sur la densité de l'autre 
population, même si on remarque une légère modification des valeurs à l'équilibre en présence d'un 
facteur de diffusion. D'autre part, lorsque la compétition est large et ne concerne pas uniquement la 
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ressource (ajout d'un terme de mortalité additionnel dépendant de la présence des Homo sapiens 
sur le territoire néandertalien), alors l'effet des besoins alimentaires reste le même. 
Lorsque l'on utilise une matrice de mortalité pour représenter l'effet du climat, on constate que les 
profils sont très similaires à ceux obtenus avec un simple modèle climatique (Figures 108, 109, 110, 
111).  
Test 1: les oscillations climatiques sont représentées par la même matrice de mortalité que dans les 
tests climatiques, la compétition n'est représentée que par une compétition pour la ressource. La 
population néandertalienne se maintient mais on observe une amplification de la pression 
démographique exercée par le climat. 
Test 2: dans ce test la compétition est également représentée par un terme de mortalité 
additionnelle. On constate que, quel que soit le taux de mortalité appliqué, la population ne disparait 
pas en absence de facteur de diffusion puisque les deux populations n'entretiennent, dans ce cas, 
que des contacts marginaux insuffisants pour avoir un impact important sur l'effectif de la population 
néandertalienne. 
Test 3: dans ce test, nous avons ajouté un facteur de diffusion et comme observé précédemment 
nous obtenons les mêmes résultats que pour le modèle climatique simple, à savoir que la mortalité 




Figure 108: influence de la compétition pour la ressource sur la densité d'une population soumise à des fluctuations 
climatiques 
 








Figure 110: influence de la compétition au sens large sur la densité d'une population soumise à des fluctuations 
climatiques en présence d'un facteur de diffusion 
 




Figure 111: répartition des espèces soumise à une compétition au sens large et à des fluctuations climatiques en absence 
de facteur de diffusion 
 
On peut constater que pour des valeurs de croissance maximale élevée, la disparition des 
Néandertaliens ne peut être constatée que pour des valeurs de mortalité importantes, de l'ordre de 
2% et ce uniquement lorsque cette mortalité est ubiquitaire, ce qui signifie, ici, uniquement en 
présence d'un facteur de diffusion. 
 
2.4.2 Le modèle climat-épidémie 
 
Les résultats des algorithmes du simplexe fournissent là encore peu de résultats explicites à première 
vue. Il n'existe pas de cas où la disparition des Néandertaliens est avérée, ni même leur décroissance 
nette sur le long terme. Nous pouvons néanmoins noter que la répartition nord-sud, ou le glissement 
vers le sud des zones d'habitabilité, des Néandertaliens se fait très rapidement et, dans tous les cas, 
du fait de l'existence d'un gradient nord-sud dans la capacité de soutien des faunes. Comme 
précédemment, cette répartition est d'autant plus accentuée que la croissance de la population est 
importante. Concernant la densité néandertalienne, on peut noter qu'elle semble modulée par la 
croissance maximale en premier lieu et ensuite par les besoins alimentaires et les apports 
alimentaires supplémentaires représentés par "epsa". En effet, la densité semble plus faible lorsque 
la croissance est basse; alors on observe deux cas de figures: soit les besoins alimentaires et "epsa" 
sont faibles, soit les besoins sont plus importants mais alors "epsa" est plus important.  
Même si ce modèle ne semble pas approprié pour décrire la disparition des Néandertaliens, nous 
avons voulu vérifier nos interprétations des résultats des algorithmes du simplexe par quelques 
séries de tests. La première série concerne l'influence de la mortalité due au climat (Figures 112, 
113). 
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Test 1: ce test correspond au test 17 réalisé d'après l'algorithme du simplexe (Tableau 39), la 
mortalité au nord est importante, de l'ordre de 4%. 
Test 2: dans ce test la mortalité au nord est au contraire très faible, de l'ordre de 0,01%. On observe 
que la densité néandertalienne au cours du temps évolue selon le même profil que dans la 
simulation témoin. 
Test 3: dans ce troisième test, nous fixons la mortalité à une valeur moyenne de 0,1%. On constate la 
même chose que précédemment, à savoir que la densité au cours du temps des Néandertaliens n'est 
pas impactée par le changement de mortalité au nord. 
 
 
Figure 112: influence de la mortalité au nord sur l'effectif de la population néanderlienne 
 
Test 4: dans ce dernier test, nous simulons l'existence d'une mortalité "climatique" au sud également 
de l'ordre de 0,01% alors que la mortalité au nord est de 0,1%. La population néandertalienne qui, 
jusque là, connaissait une légère croissance se met à décroître légèrement, notamment en ce qui 
concerne la population de chasseurs. 
 




Figure 113: influence de la mortalité au sud sur l'effectif de la population néandertalienne 
 
Cette série de test nous permet de constater que, sous ce modèle combiné, la population au nord 
disparait très vite et donc la valeur de mortalité dans cette région ne joue pas un rôle prépondérant 
dans l'évolution démographique des Néandertaliens. En revanche, en supposant un épisode 
climatique tel que même les populations du sud sont impactées alors ce modèle peut être 
représentatif d'une population à la démographie déclinante. Notons que ça n'était pas le cas dans le 
modèle considérant uniquement le climat. 
Un autre paramètre influent du modèle semble être la croissance des Néandertaliens, nous avons 
voulu vérifier qu'elle jouait un rôle sur la répartition des Néandertaliens car il semblerait que plus elle 
est forte, plus les territoires au sud sont nombreux à être colonisés (Figure 114). 
Test 1: ce test nous sert de témoin, il correspond au test 17 des simulations post-simplexes (Tableau 
39) et la croissance maximale de la population est fixée à 0,02%. 
Test 2: dans ce test la croissance maximale des Néandertaliens est multipliée par dix. On observe un 
élargissement de la zone habitée vers le sud accompagné d'un gain de population. 
Test 3: dans ce dernier cas la croissance maximale des Néandertaliens est multipliée par cent par 
rapport au test témoin. On constate le même phénomène que précédemment en plus marqué 
encore. 
 




Figure 114: influence de la croissance maximale sur la répartition des Néandertaliens 
 
On constate, grâce à cette série de tests, que plus la croissance néandertalienne est importante, plus 
leur densité est importante et plus les Néandertaliens ont une répartition dans l'espace élargie. Si la 
contraction que l'on observe dans le test témoin peut paraître curieuse alors que nos conditions 
initiales impliquent une répartition sur tout le territoire, elle s'explique par l'équation choisie pour la 
répartition qui implique une répartition gaussienne, lorsque la croissance est très faible alors les 
individus sont concentrés au centre de l'aire de répartition initiale. En revanche, lorsque la croissance 
est forte, l'effet du gradient de densité des faunes est plus notable et la répartition des 
Néandertaliens est élargie et décalée vers le sud. 
Un dernier paramètre parait influent à la lecture des résultats proposés par l'algorithme du simplexe, 
c'est la combinaison besoin alimentaire/apport de la cueillette. Afin de vérifier que les profils sont 
semblables dans les deux cas suivants: 1/les besoins métaboliques sont faibles et qu'il y a un faible 
apport hors chasse; et 2/les besoins métaboliques sont importants mais il y a beaucoup d'apport 
hors chasse; nous avons réalisé une nouvelle série de tests (Figure 115). 
Test 1: ce test nous servira de témoin, les besoins alimentaires sont faibles et "epsa" aussi. 
Test 2: dans ce test, les besoins alimentaires sont importants et "epsa" aussi. On constate que la 
densité des Néandertaliens augmente comparativement au test témoin. 
Test 3: dans ce test en revanche, les besoins alimentaires sont faibles et "epsa" important. Dans ce 
cas, on constate également une augmentation de la densité des Néandertaliens mais de plus faible 
ampleur. 
Test 4: dans ce dernier test enfin, les besoins alimentaires sont importants et "epsa" est faible. On 
observe ici une diminution de la densité néandertalienne en comparaison avec le test témoin. 
 




Figure 115: influence du métabolisme et des apports hors chasse sur l'effectif de la population néandertalienne 
 
Cette dernière série de tests nous permet de constater, comme c'était déjà le cas lorsque seul le 
climat était considéré, que dans notre modèle l'influence du paramètre "epsa" est considérable car il 
influence bien plus la croissance de la population que les besoins alimentaires eux mêmes, même si 
on peut néanmoins remarquer que plus ces derniers sont faibles, plus logiquement la population va 
croître rapidement. La combinaison de besoins alimentaires importants et d'un faible apport 
extérieur peut, tout comme on l'avait vu pour la mortalité "climatique" au sud, entrainer une 
diminution de la population néandertalienne sous ce modèle combiné climat-épidémie. 
Nous avons réalisé une dernière série de tests en représentant les fluctuations climatiques comme 
une matrice de mortalité au cours du temps (Figure 116, 117). 
Test 1: dans ce test, nous avons seulement modifié la façon de représenter la mortalité attribuée au 
climat à l'aide d'une matrice de mortalité. Les Néandertaliens disparaissent rapidement. 
Test 2: dans ce test nous avons augmenté la croissance maximale des Néandertaliens à 2% ce qui 
permet leur survie. 
Test 3: dans ce troisième test nous avons choisi une valeur intermédiaire pour la croissance de 1%; la 
population néandertalienne disparait au bout de 6000ans. 
 




Figure 116: influence de la croissance sur l'effectif d'une population soumise à des fluctuations climatiques et à un 
épisode épidémique 
 
Test 4: dans ce test nous avons diminué de moitié la mortalité associée à l'épidémie. La population 
disparait à nouveau très rapidement. 
Test 5: dans ce dernier test nous avons gardé les valeurs de mortalité par épidémie précédentes mais 
nous avons augmenté la croissance maximale à 2%. 
 
 
Figure 117: influence de la croissance et de la mortalité épidémique sur l'effectif d'une population soumise à des 
fluctuations climatiques 




On remarque, grâce à ces tests, que la croissance maximale de la population a une influence 
importante sur la démographie des populations alors que la mortalité induite par l'épidémie ne 
semble pas en avoir. Il semblerait que, dans ce modèle, l'effet du climat soit tellement fort qu'il 
gomme les effets d'un épisode épidémique. En effet, si on compare le profil induit par le climat seul 
et celui induit par le climat associé à un épisode épidémique, on pourrait penser que l'épidémie 
aurait tendance à contrer légèrement les effets du climat. Cependant, les légères différences de 
densité observées ici trouvent certainement plus leur explication dans la formulation mathématique 
des modèles que dans l'effet réel d'une épidémie sur la démographie d'une population soumise à des 
oscillations climatiques (Figure 118). 
 
 
Figure 118: influence d'un épisode épidémique sur la densité d'une population soumise à des oscillations climatiques 
 
2.4.3 Le modèle compétition-épidémie 
 
L'algorithme du simplexe appliqué à ce modèle combiné ne mettent en évidence aucune 
combinaison de valeurs permettant d'entrainer, sans mortalité additionnelle, une disparition des 
Néandertaliens. Cependant, on peut là encore noter l'importance de la valeur du taux de croissance 
maximal des Homo sapiens dans leur capacité d'invasion et l'influence des besoins alimentaires et 
surtout de l'apport de nourriture non issue de la chasse sur la densité des Néandertaliens. 
Nous avons réalisé une première série de tests pour vérifier l'influence du taux de croissance sur les 
possibilités d'invasion des Homo sapiens (Figure 119). 
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Test 1: le taux de croissance maximum des Homo sapiens est fixé à une valeur faible de 0,02%. On 
remarque que cette population n'envahit pas. 
Test 2: le taux de croissance est cette fois plus élevé: 0,2%. On constate que l'invasion n'est toujours 
pas visible mais que la population augmente. 
Test 3: le taux de croissance est enfin fixé à 2%. Dans ce cas la croissance de la population est telle 
qu'elle permet l'invasion des Homo sapiens. 
 
 
Figure 119: influence de la croissance maximale sur la répartition spatiale des Homo sapiens 
 
On remarque que le taux de croissance maximale joue une fois encore sur les possibilités d'invasion 
des Homo sapiens en ce sens qu'il permet d'atteindre une taille de population suffisante pour 
entrainer une migration de la population. Nous pouvons noter que c'est le premier cas où nous 
observons une augmentation de la densité comme prérequis à l'invasion, nous ne pouvions que le 
supposer dans les modèles précédents; cette série de tests nous en apporte la confirmation. 
Suivant les observations apportées par l'analyse des algorithmes du simplexe, une deuxième série de 
tests a été réalisée pour tester l'influence combinée des besoins alimentaires et de l'apport de 
nourriture extérieure à la chasse sur une population soumise à une compétition pour la ressource et 
à une épidémie allochtone (Figure 120).  
Test 1: dans ce premier test les besoins alimentaires des Néandertaliens sont importants et l'apport 
de la cueillette également. On observe dans ce cas une croissance de la population assez lente. 
Test 2: dans ce deuxième cas, au contraire, les besoins alimentaires sont faibles et les apports de 
nourriture par une autre voie que la chasse sont presque inexistants. La population de chasseurs 
reste constante tandis que celle de non-chasseurs croit très légèrement. 
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Test 3: une troisième simulation est réalisée dans laquelle les besoins alimentaires sont conséquents 
et les apports hors chasse très faibles, alors on observe une diminution de la population. 
Test 4: enfin, dans ce dernier test, les besoins métaboliques sont faibles et l'apport de ressources 
indépendantes de la chasse est important. La population observe dans ce cas sa meilleure croissance. 
 
 
Figure 120: influence du métabolisme et de l'apport hors chasse sur l'effectif de la population néandertalienne 
 
On observe, là encore, un patron global similaire aux modèles précédents qui met bien en évidence 
l'influence relative des apports extérieurs, qui sont très influents sur la densité de population, et des 
besoins métaboliques, qui le sont eux aussi mais dans une moindre mesure. 
Les résultats des algorithmes du simplexe appliqués à ce modèle combiné ne mettent pas en avant 
de set de paramètres permettant d'observer une disparition des Néandertaliens avec invasion des 
Homo sapiens. En revanche, ils permettent de mettre à nouveau en lumière l'influence de certains 
paramètres dans les phénomènes d'invasion et de diminution de densité. Nous retrouvons, encore 
une fois, l'importance de la croissance maximale dans la possibilité d'invasion des Homo sapiens. En 
ce qui concerne les déterminants de la décroissance populationnelle des Néandertaliens, les 
paramètres relatifs à ce phénomène sont plus difficiles à identifier. 
 
2.4.4 Le modèle climat-compétition-épidémie 
 
L'algorithme du simplexe appliqué à ce modèle combiné ne semblent pas, à première vue, apporter 
des résultats plus probants que les modèles précédents. De nouveau, on retrouve l'influence de la 
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croissance maximale des Homo sapiens dans leur possibilité d'invasion et, de nouveau, on retrouve 
l'influence des besoins alimentaires plus ou moins combinés avec les apports alimentaires 
supplémentaires représentés par "epsa".  
Des tests ont été réalisés conformément à ce qui a été présenté pour les modèles précédents et les 
conclusions se sont révélées identiques; nous ne présenterons donc pas ces tests dans le manuscrit 
afin de ne pas surcharger l'ensemble. Notons simplement que concernant l'influence du taux de 
croissance sur le potentiel d'invasion des Homo sapiens, on retrouve l'ensemble des constatations 
faites précédemment avec une influence à la fois et de prime abord sur la taille de la population et 
sur la "progression" de l'invasion (Figures 121, 122). 
 
 
Figure 121: influence de la croissance maximale sur la répartition spatiale des Homo sapiens 
 
Concernant cette fois l'influence combinée du métabolisme et des apports de nourriture extérieurs à 
la chasse, nous pouvons remarquer là encore des patrons similaires aux modèles précédents. 
 




Figure 122: influence du métabolisme et de l'apport hors chasse sur l'effectif de la population néandertalienne 
 
Si l'on représente les oscillations climatiques par une matrice de mortalité au cours du temps et que 
l'on ne considère qu'une compétition pour la ressource, on constate que, quelles que soient les 
valeurs de mortalité attribuées à l'épidémie, la population disparait très vite et d'autant plus vite que 
la croissance est forte (Figure 123). 
Test 1: les oscillations climatiques sont représentées par une matrice de migration, la croissance 
maximale est de 0,2% et la mortalité attribuée à l'épidémie est standard. La population 
néandertalienne disparait très rapidement. 
Test 2: dans ce test les valeurs de paramètres sont identiques sauf la croissance maximale qui est 
augmentée à 2%. Le profil de disparition reste identique. 
Test 3: dans ce test ce sont les valeurs de mortalité attribuées à l'épidémie que nous avons modifiées 
et diminuées. Nous ne constatons toujours aucune modification du profil. 
 




Figure 123: influence de la croissance maximale et de la mortalité épidémique sur l'effectif d'une population soumise à 
des fluctuations climatiques et à une compétition pour la ressource 
 
Il aurait été intéressant de connaître dans ce cas l'effet d'un facteur de diffusion imposé, 
malheureusement les temps de calcul requis n'ont pas permis de réaliser ce test. On peut néanmoins 
supposer, en se basant sur les tests réalisés pour les modèles simples, qu'un tel facteur de diffusion 
aurait sans doute modéré la décroissance observée ici. 














































































































































Test 1 0.01005 0.00466 0.00172 0.0012 0 .01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.028 48.42 2.113 18.37 18.33 3.996 15.82 23.65 799.4 18.6 N N 
Test 2 0 0 0.03603 0.04195 0 .01711 0.01077 0.01532 0.01372 0.04086 0.3617 1.029 48.37 2.045 18.37 18.32 3.996 15.82 23.63 799.4 18.6 O N 
Test 3 0 0 0.01918 0.03058 0 .01712 0.01078 0.01532 0.01372 0.04086 0.3617 1.029 48.39 2.072 18.37 18.32 3.996 15.82 23.63 799.5 18.6 N+ O- 
Test 4 0 0 0.03131 0.03948 0 .0171 0.01077 0.0153 0.01372 0.04086 0.3617 0.9016 48.37 2.03 18.37 18.32 3.996 15.82 23.65 799.5 18.6 N+ O- 
Test 5 0 0 0.04578 0.05335 0 .01711 0.01077 0.0153 0.01372 0.04086 0.3617 0.9016 48.34 1.97 18.36 18.31 3.996 15.82 23.65 799.4 18.6 N N 
Test 6 0.00999 0.00691 0.00172 0.0012 0 .01695 0.01065 0.01514 0.01371 0.04080 0.3616 0.5837 22.59 1.024 9.175 8.945 1.998 7.838 11.65 399.6 9.21 N N 
Test 7 0 0 0.03571 0.0416 0 .01694 0.01064 0.01513 0.01371 0.04080 0.3616 0.5843 22.54 0.96 9.17 8.935 1.998 7.838 11.65 399.7 9.21 O N 
Test 8 0 0 0.01895 0.03021 0 .01694 0.01064 0.01513 0.01371 0.04080 0.3616 0.5843 22.56 0.995 9.172 8.94 1.998 7.838 11.65 399.7 9.21 N O- 
Test 9 0 0 0.03065 0.03831 0 .01693 0.01064 0.01513 0.01371 0.04080 0.3616 0.5843 22.23 0.965 9.17 8.936 1.998 7.838 11.65 399.7 9.21 N O- 
Test 10 0 0 0.04421 0.05151 0 .01694 0.01065 0.01514 0.01371 0.04080 0.3616 0.5844 22.5 0.922 9.167 8.932 1.998 7.838 11.65 399.6 9.21 N N 
Test 11 0.01452 0.00738 0.00171 0.00119 0 .01712 0.01078 0.01532 0.01372 0.04086 0.3617 1.028 48.42 2.109 18.37 18.33 3.995 15.82 23.63 799.4 18.6 N N 
Test 12 0 0 0.03603 0.04198 0 .01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.029 48.36 2.045 18.37 18.32 3.996 15.82 23.63 799.5 18.6 O N 
Test 13 0 0 0.01918 0.03058 0 .01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.029 48.39 2.072 18.37 18.32 3.996 15.82 23.63 799.4 18.6 N+ O- 
Test 14 0 0 0.07883 0.09894 0 .0171 0.01077 0.0153 0.01372 0.04086 0.3617 1.029 48.31 1.883 18.36 18.31 3.996 15.82 23.64 799.4 18.6 O+ O- 
Test 15 0 0 0.04579 0.05334 0 .01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.029 48.34 1.97 18.36 18.31 3.996 15.82 23.64 799.4 18.6 N N 
Test 16 0.00995 0.00693 0.00185 0.00125 0.01732 0.01086 0.01548 0.01385 0.04204 0.3638 1.029 48.4 2.121 18.37 18.32 3.996 15.81 23.63 799.3 18.6 N N 
Test 17 0 0 0.03599 0.04196 0.01732 0.01085 0.01547 0.01385 0.04204 0.3638 1.029 48.35 2.044 18.37 18.31 3.996 15.82 23.63 799.4 18.6 O N 
Test 18 0 0 0.01906 0.031 0.01732 0.01086 0.01548 0.01385 0.04204 0.3638 1.029 48.36 2.071 18.37 18.32 3.996 15.82 23.63 799.5 18.6 N O- 
Test 19 0 0 0.0313 0.03946 0.01732 0.01086 0.01548 0.01385 0.04204 0.3638 1.029 48.34 2.029 18.37 18.31 3.996 15.82 23.63 799.5 18.6 N O- 
Test 20 0 0 0.04578 0.05335 0.01732 0.01085 0.01547 0.01385 0.04204 0.3638 1.029 48.31 1.969 18.36 18.31 3.996 15.82 23.63 799.4 18.6 N N 
Test 21 0.01004 0.00696 0.00093 0.00063 0 .01712 0.01078 0.01531 0.01372 0.04086 0.3617 1.029 48.42 2.116 18.37 18.33 3.996 15.82 23.63 799.5 18.6 N N 
Test 22 0 0 0.02883 0.03358 0 .01711 0.01077 0.01532 0.01372 0.04086 0.3617 1.029 48.37 2.066 18.37 18.32 3.996 15.82 23.63 799.4 18.6 O+ N 
Test 23 0 0 0.00949 0.01541 0 .01712 0.01077 0.01532 0.01372 0.04086 0.3617 1.029 48.41 2.1 18.37 18.32 3.996 15.82 23.63 799.4 18.6 N N+ 
Test 24 0 0 0.01571 0.0196 0 .01712 0.01078 0.01532 0.01372 0.04086 0.3617 1.029 48.4 2.079 18.37 18.32 3.996 15.82 23.63 799.5 18.6 N O 
Test 25 0 0 0.02296 0.02672 0 .01712 0.01078 0.01532 0.01372 0.04086 0.3617 1.029 48.38 2.049 18.37 18.32 3.996 15.82 23.63 799.4 18.6 N N 
Tableau 36: effectifs à l'équilibre obtenus suite à la simulation des valeurs estimées dans les tableaux précédents - modèle de compétition 















































































































































Test 1 0.08781 0.1024 0 0 0 .01718 0.01082 0.01538 0.01373 0.04088 0.3611 1.07 50.63 2.008 19.39 19.28 4.215 16.68 24.91 168.7 19.61 O+ N 
Test 2 0.00529 0.01801 0 0 0 .01719 0.01083 0.01539 0.01373 0.04088 0.3611 1.085 50.63 2.224 19.39 19.3 4.218 16.68 24.92 168.7 19.61 O+ N+ 
Test 3 0.00529 0.01801 0 0 0 .01719 0.01083 0.01539 0.01373 0.04088 0.3611 1.085 50.63 2.224 19.39 19.3 4.218 16.68 24.92 168.7 19.61 O+ N+ 
Test 4 0.08781 0.1024 0 0 0 .01718 0.01082 0.01538 0.01373 0.04088 0.3611 1.07 50.63 2.008 19.39 19.28 4.215 16.68 24.91 168.7 19.61 O+ N 
Test 5 0.01851 0.02112 0 0 0.01688 0.01059 0.01507 0.01368 0.04075 0.3604 1.087 52.45 2.244 19.4 19.53 4.217 16.76 25.1 168.7 19.71 O N+ 
Test 6 0.08662 0.1011 0 0 0 .01697 0.01067 0.01517 0.01372 0.04082 0.3609 0.5305 22.69 0.899 9.684 9.391 2.106 8.26 12.27 84.36 9.713 O N 
Test 7 0.00517 0.01761 0 0 0 .017 0.01069 0.01519 0.01372 0.04082 0.3609 0.5405 22.69 1.081 9.689 9.406 2.108 8.26 12.27 84.36 9.713 O N+ 
Test 8 0.00517 0.01761 0 0 0 .017 0.01069 0.01519 0.01372 0.04082 0.3609 0.5405 22.69 1.081 9.689 9.406 2.108 8.26 12.27 84.36 9.713 O N+ 
Test 9 0.08662 0.1011 0 0 0 .01697 0.01067 0.01517 0.01372 0.04082 0.3609 0.5305 22.69 0.899 9.684 9.391 2.106 8.26 12.27 84.36 9.713 O N 
Test 10 0.01727 0.01973 0 0 0 .01677 0.01051 0.01495 0.01367 0.0407 0.3603 0.5423 25.09 1.098 9.694 9.628 2.108 8.337 12.44 84.36 9.801 O N+ 
Test 11 0.0024 0.0086 0 0 0 .01708 0.01067 0.01523 0.01381 0.04192 0.3625 1.091 52.43 2.292 19.4 19.53 4.218 16.76 25.07 168.7 19.71 O N+ 
Test 12 0.00513 0.01745 0 0 0 .01708 0.01067 0.01523 0.01381 0.04192 0.3632 1.086 50.6 2.233 19.39 19.29 4.218 16.68 24.91 168.7 19.61 O N 
Test 13 0.00513 0.01745 0 0 0 .01708 0.01067 0.01523 0.01381 0.04192 0.3632 1.086 50.6 2.233 19.39 19.29 4.218 16.68 24.91 168.7 19.61 O N 
Test 14 0.08598 0.1003 0 0 0 .0174 0.01091 0.01556 0.01386 0.04205 0.3632 1.086 50.6 2.167 19.39 19.29 4.218 16.65 24.89 168.7 19.52 O N 
Test 15 0.01678 0.01919 0 0 0 .01708 0.01067 0.01523 0.01381 0.04192 0.3625 1.091 52.43 2.28 19.4 19.53 4.218 16.76 25.09 168.7 19.68 O N+ 
Test 16 0.00251 0.00293 0 0 0 .01721 0.01084 0.01541 0.01373 0.04088 0.3611 1.095 54.08 2.344 19.4 19.69 4.218 16.87 25.2 168.7 19.77 O O- 
Test 17 0.00531 0.01808 0 0 0 .01721 0.01084 0.01541 0.01373 0.04088 0.3611 1.095 54.08 2.342 19.4 19.68 4.218 16.87 25.2 168.7 19.77 O N+ 
Test 18 0.00531 0.01808 0 0 0 .01721 0.01084 0.01541 0.01373 0.04088 0.3611 1.095 54.08 2.342 19.4 19.68 4.218 16.87 25.2 168.7 19.77 O N+ 
Test 19 0.08798 0.1026 0 0 0 .01721 0.01084 0.01541 0.01373 0.04088 0.3611 1.093 54.08 2.314 19.4 19.68 4.216 16.87 25.2 168.7 19.77 O N+ 
Test 20 0.01865 0.02123 0 0 0.01688 0.0106 0.01507 0.01368 0.04075 0.3604 1.095 54.25 2.345 19.41 19.75 4.218 16.87 25.25 168.7 19.8 O N+ 











































































































































Test 1 0.012 0.00948 0 0 0 .01698 0.01067 0.01518 0.0137 0.0408 0.3614 1.03 49.2 2.137 18.38 18.43 3.996 15.86 23.71 799.5 18.64 N 
Test 2 0.03986 0.06377 0 0 0 .01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.024 48.42 2.039 18.37 18.32 3.995 15.82 23.63 799.5 18.6 N 
Test 3 0.02239 0.02239 0 0 0 .01711 0.01077 0.01531 0.01372 0.04086 0.3617 1.026 48.42 2.08 18.37 18.32 3.995 15.82 23.63 799.5 18.6 N 
Test 4 0.06971 0.08132 0 0 0 .01724 0.01087 0.01545 0.01375 0.04092 0.3621 1.017 47.5 1.933 18.36 18.19 3.993 15.78 23.54 799.5 18.55 N 
Test 5 0.003224 0.003189 0 0 0.01686 0.01058 0.01505 0.01368 0.04075 0.3612 1.033 49.85 2.167 18.38 18.52 3.996 15.89 23.78 799.5 18.68 N 
Test 6 0.01198 0.009481 0 0 0 .01685 0.01058 0.01504 0.01369 0.04075 0.3613 0.5848 23.45 1.038 9.178 9.044 1.998 7.872 11.72 399.7 9.248 N 
Test 7 0.03917 0.06267 0 0 0 .01693 0.01064 0.01513 0.01371 0.0408 0.3616 0.5803 22.6 0.9698 9.173 8.939 1.998 7.838 11.65 399.7 9.209 N 
Test 8 0.02196 0.02196 0 0 0 .01694 0.01064 0.01514 0.01371 0.0408 0.3616 0.5821 22.6 1.00 9.174 8.942 1.998 7.838 11.65 399.7 9.209 N 
Test 9 0.06872 0.08018 0 0 0 .01702 0.0107 0.01522 0.01374 0.04086 0.3619 0.5858 21.52 0.8913 9.168 8.818 1.998 7.799 11.56 399.7 9.165 N 
Test 10 0.003126 0.003106 0 0 0 .01677 0.01051 0.01495 0.01367 0.04071 0.3611 0.5866 24.15 1.063 9.181 9.13 1.998 7.902 11.79 399.7 9.283 N 
Test 11 0.01197 0.009472 0 0 0 .01719 0.01075 0.01534 0.01383 0.04198 0.3635 1.031 49.18 2.144 18.38 18.43 3.996 15.85 23.71 799.5 18.63 N 
Test 12 0.03898 0.06237 0 0 0 .01732 0.01086 0.01548 0.01385 0.04204 0.3638 1.029 48.4 2.099 18.37 18.32 3.996 15.8 23.63 799.5 18.56 N 
Test 13 0.0218 0.0218 0 0 0 .01732 0.01086 0.01548 0.01385 0.04204 0.3638 1.029 48.4 2.112 18.37 18.32 3.996 15.81 23.63 799.5 18.58 N 
Test 14 0.06864 0.08008 0 0 0 .01747 0.01097 0.01564 0.01388 0.04211 0.3641 1.027 47.47 2.05 18.37 18. 2 3.996 15.75 23.53 799.5 18.48 N 
Test 15 0.00308 0.003067 0 0 0 .01706 0.01066 0.01521 0.01381 0.04193 0.3632 1.033 49.84 2.17 18.38 18.52 3.996 15.88 23.78 799.5 18.67 N 
Test 16 0.001995 0.001122 0 0 0 .01726 0.01089 0.01547 0.01375 0.04092 0.3621 1.027 47.5 2.1 18.37 18.21 3.996 15.78 23.54 799.5 18.55 N 
Test 17 0.006628 0.002578 0 0 0 .01726 0.01089 0.01547 0.01375 0.04092 0.3621 1.026 47.5 2.087 18.37 18.21 3.995 15.78 23.54 799.5 18.55 N 
Test 18 0.113 0.2481 0 0 0 .01722 0.01086 0.01543 0.01375 0.04092 0.3621 1.011 47.5 1.792 18.36 18.18 3.992 15.78 23.54 799.5 18.55 N 
Test 19 0.06971 0.08132 0 0 0 .01724 0.01087 0.01545 0.01375 0.04092 0.3621 1.017 47.5 1.933 18.36 18.19 3.993 15.78 23.54 799.5 18.55 N 
Test 20 0.001305 0.000882 0 0 0.01686 0.01058 0.01505 0.01368 0.04075 0.3612 1.033 49.85 2.171 18.38 18.52 3.996 15.89 23.78 799.5 18.68 N+ 
Test 21 0.01195 0.009466 0 0 0.01696 0.01066 0.01516 0.01369 0.04066 0.3612 1.031 49.2 2.146 18.38 18.43 3.996 15.86 23.71 799.5 19.64 N 
Test 22 0.02286 0.03296 0 0 0 .01709 0.01077 0.01529 0.01371 0.04072 0.3615 1.028 48.43 2.114 18.37 18.33 3.996 15.82 23.63 799.5 18.6 N 
Test 23 0.02139 0.02139 0 0 0 .01709 0.01077 0.01529 0.01371 0.04072 0.3615 1.028 48.43 2.112 18.37 18.33 3.996 15.82 23.63 799.5 18.6 N 
Test 24 0.06778 0.07908 0 0 0 .01723 0.01088 0.01544 0.01373 0.04078 0.3618 1.024 47.51 2.047 18.37 18.2 3.995 15.78 23.54 799.5 18.55 N 
Test 25 0.002982 0.002984 0 0 0 .01684 0.01057 0.01503 0.01367 0.04062 0.3609 1.033 49.85 2.171 18.38 18.52 3.996 15.89 23.78 799.5 18.68 N 
Tableau 38 : effectifs à l'équilibre obtenus suite à la simulation des valeurs estimées dans les tablaux précédents - modèle épidémiologique 
















































































































































Test 1 0.01044 0.01367 0 0 0 .01723 0.01086 0.01543 0.01374 0.0409 0.3612 1.084 50.29 2.215 19.39 19.26 4.218 16.67 24.88 168.7 19.6 O- N 
Test 2 0.00508 0.00197 0 0 0 .01723 0.01086 0.01543 0.01374 0.0409 0.3612 1.084 50.29 2.22 19.39 19.26 4.218 16.67 24.88 168.7 19.6 O+ N+ 
Test 3 0.2435 0.2087 0 0 0 .01698 0.01066 0.01519 0.01374 0.0409 0.3612 1.046 50.29 1.052 19.38 19.21 4.21 16.67 24.88 168.7 19.6 O+ N 
Test 4 0.05268 0.06147 0 0 0 .01722 0.01086 0.01543 0.01374 0.0409 0.3612 1.076 50.29 2.093 19.39 19.25 4.216 16.67 24.88 168.7 19.6 O+ N 
Test 5 0.00327 0.00323 0 0 0.01685 0.01057 0.01503 0.01368 0.04073 0.3603 1.091 52.72 2.293 19.4 19.57 4.218 16.78 25.11 168.7 19.72 N+ N+ 
Test 6 0.01365 0.01044 0 0 0 .01701 0.0107 0.01521 0.01372 0.04079 0.3609 0.5329 19.16 1.072 9.687 9.374 2.108 8.249 12.24 84.36 9.702 N+ N 
Test 7 0.00315 0.00315 0 0 0 .01701 0.01071 0.01522 0.01372 0.04079 0.3609 0.5336 19.16 1.081 9.687 9.375 2.108 8.249 12.24 84.36 9.702 N+ N+ 
Test 8 0.2056 0.2399 0 0 0 .01683 0.01056 0.01504 0.01372 0.0408 0.3609 0.5119 19.83 0.5124 9.675 9.335 2.103 8.249 12.24 84.36 9.702 O N 
Test 9 0.06928 0.08083 0 0 0 .01699 0.01069 0.0152 0.01372 0.04079 0.3609 0.5255 19.16 0.9337 9.683 9.362 2.106 8.249 12.24 84.36 9.702 O N 
Test 10 0.00315 0.00315 0 0 0 .01675 0.0105 0.01494 0.01367 0.04069 0.3602 0.5372 25.39 1.129 9.696 9.667 2.109 8.348 12.46 84.36 9.816 N N+ 
Test 11 0.01364 0.01044 0 0 0 .01744 0.01095 0.0156 0.01387 0.04207 0.3633 1.085 50.26 2.224 19.39 19.25 4.218 16.66 24.88 168.7 19.59 N N+ 
Test 12 0.00472 0.00184 0 0 0 .01744 0.01095 0.0156 0.01387 0.04207 0.3633 1.085 50.26 2.227 19.39 19.25 4.218 16.66 24.88 168.7 19.59 O- N 
Test 13 0.2591 0.2221 0 0 0 .01741 0.01093 0.01558 0.01387 0.04207 0.3633 1.085 50.26 2.012 19.32 19.25 4.218 16.58 24.86 168.7 19.59 O N 
Test 14 0.05159 0.06018 0 0 0 .01743 0.01094 0.0156 0.01387 0.04207 0.3633 1.085 50.26 2.189 19.32 19.25 4.218 16.65 24.87 168.7 19.54 O N 
Test 15 0.00309 0.00309 0 0 0 .01704 0.01064 0.01519 0.0138 0.0419 0.3624 1.091 52.71 2.297 19.4 19.57 4.218 16.77 25.11 168.7 19.72 O- N+ 
Test 16 0.01367 0.01044 0 0 0 .01723 0.01086 0.01543 0.01374 0.0409 0.3612 1.084 50.29 2.209 19.39 19.26 4.217 16.67 24.88 168.7 19.6 N+ N+ 
Test 17 0.00323 0.00324 0 0 0 .01723 0.01086 0.01544 0.01374 0.0409 0.3612 1.085 50.29 2.225 19.39 19.26 4.218 16.67 24.88 168.7 19.6 N+ N+ 
Test 18 0.1037 0.1849 0 0 0 .0172 0.01084 0.0154 0.01374 0.04089 0.3612 1.067 50.4 1.944 19.38 19.25 4.214 16.67 24.89 168.7 19.6 O N+ 
Test 19 0.07025 0.08195 0 0 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.073 50.29 2.047 19.39 19.24 4.215 16.67 24.88 168.7 19.6 O N 
Test 20 0.00327 0.00324 0 0 0.01685 0.01057 0.01503 0.01368 0.04073 0.3603 1.091 52.72 2.293 19.4 19.57 4.218 16.78 25.11 168.7 19.72 N+ N+ 
Test 21 0.01367 0.01044 0 0 0 .01724 0.01087 0.01545 0.01374 0.0409 0.3612 1.095 54 2.34 19.4 19.67 4.218 16.87 25.19 168.7 19.77 N+ N 
Test 22 0.00509 0.00198 0 0 0 .01724 0.01087 0.01545 0.01374 0.0409 0.3612 1.095 54 2.342 19.4 19.67 4.218 16.87 25.19 168.7 19.77 N+ N+ 
Test 23 0.2335 0.2724 0 0 0 .01724 0.01087 0.01544 0.01374 0.0409 0.3612 1.09 54 2.267 19.4 19.66 4.213 16.87 25.19 168.7 19.77 O N 
Test 24 0.05279 0.06158 0 0 0 .01724 0.01087 0.01545 0.01374 0.0409 0.3612 1.094 54 2.325 19.4 19.66 4.217 16.87 25.19 168.7 19.77 N+ N 
Test 25 0.00328 0.00324 0 0 0 .01685 0.01057 0.01504 0.01368 0.04073 0.3603 1.096 54.32 2.352 19.41 19.76 4.219 16.87 25.26 168.7 19.8 N+ N 
Tableau 39 : effectifs à l'équilibre obtenus suite à la simulation des valeurs estimées dans les tablaux précédents - modèle climat-épidémie 
 















































































































































Test 1 0.01276 0.00949 0.00089 0.00062 0 .01726 0.01089 0.01547 0.01375 0.04092 0.3621 1.026 47.5 2.084 18.37 18.21 3.995 15.78 23.54 159.8 18.55 N N 
Test 2 0.06971 0.08132 0.021 0.02799 0 .01724 0.01087 0.01545 0.01375 0.04092 0.3621 1.017 47.5 1.933 18.36 18.19 3.993 15.78 23.54 159.8 18.55 N+ N 
Test 3 0.3106 0.1208 0.03106 0.04141 0 .01691 0.0106 0.01512 0.01375 0.04092 0.3621 0.7006 47.51 0.9813 18.35 18.15 3.986 15.78 23.54 159.8 18.55 N+ N 
Test 4 0.06971 0.08132 0.021 0.02799 0 .01724 0.01087 0.01545 0.01375 0.04092 0.3621 1.017 47.5 1.933 18.36 18.19 3.993 15.78 23.54 159.8 18.55 N+ N 
Test 5 0.003157 0.003083 0.00089 0.00062 0.01686 0.01058 0.01505 0.01368 0.04075 0.3612 1.033 49.85 2.167 18.38 18.52 3.996 15.89 23.78 159.8 18.68 N N 
Test 6 0.01274 0.00949 0.00089 0.00062 0 .01704 0.01073 0.01525 0.01374 0.04086 0.3619 0.5819 21.52 1.002 9.171 8.83 1.998 7.799 11.56 79.92 9.165 N N 
Test 7 0.2055 0.2398 0.00089 0.00062 0 .01688 0.01059 0.01509 0.01374 0.04086 0.3619 0.5613 21.52 0.5658 9.16 8.791 1.992 7.8 11.56 79.92 9.165 N N 
Test 8 0.2055 0.2398 0.00089 0.00062 0 .01688 0.01059 0.01509 0.01374 0.04086 0.3619 0.5613 21.52 0.5658 9.16 8.791 1.992 7.8 11.56 79.92 9.165 N N 
Test 9 0.06872 0.08018 0.02074 0.02766 0 .01702 0.0107 0.01522 0.01374 0.04086 0.3619 0.5758 21.52 0.8913 9.168 8.818 1.996 7.799 11.56 79.92 9.165 N+ N 
Test 10 0.003066 0.003008 0.00089 0.00062 0 .01677 0.01051 0.01495 0.01367 0.04071 0.3611 0.5866 24.15 1.063 9.181 9.13 1.998 7.902 11.79 79.92 9.283 N N+ 
Test 11 0.01274 0.00949 0.00089 0.00060 0 .01747 0.01097 0.01563 0.01388 0.04211 0.3641 1.027 47.47 2.094 18.37 18.2 3.996 15.77 23.54 159.8 18.54 N N 
Test 12 0.06864 0.08008 0.00089 0.00062 0 .01747 0.01097 0.01563 0.01388 0.04211 0.3641 1.027 47.47 2.05 18.37 18.2 3.996 15.75 23.53 159.8 18.48 N N 
Test 13 0.2184 0.3641 0.021 0.02799 0 .01745 0.01096 0.01561 0.01388 0.04211 0.3641 1.027 47.47 1.922 18.37 18.2 3.996 15.7 23.53 159.8 18.32 N+ N 
Test 14 0.06864 0.08008 0.021 0.02799 0 .01747 0.01097 0.01563 0.01388 0.04211 0.3641 1.027 47.47 2.05 18.37 18.2 3.996 15.75 23.53 159.8 18.48 N+ N 
Test 15 0.003024 0.002973 0.00089 0.00062 0 .01706 0.01066 0.01521 0.01381 0.04193 0.3632 1.033 49.84 2.171 18.38 18.52 3.996 15.88 23.78 159.8 18.67 N N+ 
Test 16 0.001809 0.001013 0.00089 0.00062 0 .01726 0.01089 0.01547 0.01375 0.04092 0.3621 1.027 47.5 2.099 18.37 18.21 3.996 15.78 23.54 159.8 18.55 N N 
Test 17 0.06971 0.08132 0.021 0.02799 0 .01724 0.01087 0.01545 0.01375 0.04092 0.3621 1.017 47.5 2.933 18.37 18.19 3.993 15.78 23.54 159.8 18.55 N N 
Test 18 0.3106 0.1208 0.03106 0.04141 0 .017 0.01064 0.0152 0.01375 0.04092 0.3621 0.9813 47.51 0.7006 18.35 18.15 3.986 15.78 23.54 159.8 18.55 N+ N 
Test 19 0.06971 0.08132 0.021 0.02799 0 .01724 0.01087 0.01545 0.01375 0.04092 0.3621 1.017 47.5 2.933 18.37 18.19 3.993 15.78 23.54 159.8 18.55 N N 
Test 20 0.001221 0.00081 0.00089 0.00062 0.01686 0.01058 0.01505 0.01368 0.04075 0.3612 1.033 49.85 2.172 18.38 18.52 3.996 15.89 23.78 159.8 18.68 N N+ 
Test 21 0.01273 0.00949 0.00089 0.00062 0 .01724 0.01088 0.01545 0.01373 0.04078 0.3618 1.027 47.51 2.097 18.37 18.21 3.996 15.78 23.54 159.8 18.55 N N 
Test 22 0.06778 0.07908 0.00089 0.00062 0 .01723 0.01088 0.01544 0.01373 0.04078 0.3618 1.024 47.51 2.047 18.37 18.2 3.995 15.78 23.54 159.8 18.55 N N 
Test 23 0.2099 0.2449 0.00089 0.00062 0 .01722 0.01086 0.01543 0.01373 0.04078 0.3618 1.016 47.51 1.913 18.36 18.19 3.993 15.78 23.54 159.8 18.55 N N 
Test 24 0.06778 0.07908 0.02035 0.02713 0 .01723 0.01088 0.01544 0.01373 0.04078 0.3618 1.024 47.51 2.047 18.37 18.2 3.995 15.78 23.54 159.8 18.55 N+ N 
Test 25 0.00293 0.002897 0.00089 0.00062 0 .01684 0.01057 0.01503 0.01367 0.04062 0.3609 1.033 49.85 2.171 18.38 18.52 3.996 15.89 23.78 159.8 18.68 N N 
Test 26 0.1276 0.009494 0.001784 0.001237 0 .01726 0.01089 0.01547 0.01375 0.04092 0.3621 1.026 47.5 2.082 18.37 18.21 3.995 15.78 23.54 159.8 18.55 N N 
Test 27 0.01092 0.005186 0.05249 0.06998 0 .01726 0.01089 0.01546 0.01375 0.04092 0.3621 1.026 47.52 2.079 18.37 18.21 3.995 15.78 23.54 159.8 18.55 N+ N+ 
Test 28 0.2071 0.08054 0.03149 0.04199 0 .01703 0.0107 0.01524 0.01375 0.04092 0.3621 0.9966 47.5 1 .168 18.36 18.17 3.989 15.78 23.54 159.8 18.55 N+ N 
Test 29 0.06971 0.08132 0.03149 0.04199 0 .01724 0.01087 0.01545 0.01375 0.04092 0.3621 1.017 47.5 1.933 18.36 18.19 3.993 15.78 23.54 159.8 18.55 N+ N 
Test 30 0.003157 0.003083 0.001784 0.001237 0.01686 0.01058 0.01505 0.01368 0.04075 0.3612 1.033 49.85 2.167 18.38 18.52 3.996 15.89 23.78 159.8 18.68 N+ N+ 
Tableau 40 : effectifs à l'équilibre obtenus suite à la simulation des valeurs estimées dans les tablaux précédents - modèle compétition-épidémie 
 















































































































































Test 1 0.07025 0.08195 0.02832 0.03304 0 .01721 0.01085 0.01541 0.01374 0.0409 0.3612 1.069 50.2 1.887 19.37 19.22 4.214 16.66 24.89 168.7 19.6 N+ N 
Test 2 0.002198 0.002503 0.003428 0.002505 0 .01684 0.01057 0.01503 0.01368 0.04073 0.3603 1.09 52.72 2.29 19. 4 19.56 4.218 16.77 25.11 168.7 19.72 N? N+ 
Test 3 0.04076 0.01759 0.03553 0.04145 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.078 50.2 2.029 19.38 19.24 4.216 16.66 24.89 168.7 19.6 O- N 
Test 4 0.01724 0.03301 0.03553 0.1244 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.081 50.2 2.082 19.38 19.24 4.217 16.66 24.88 168.7 19.6 N+ N 
Test 5 0.1041 0.1214 0.04698 0.07516 0 .01714 0.01079 0.01535 0.01374 0.0409 0.3612 1.074 50.18 1.378 19.37 19.22 4.213 16.66 24.88 168.7 19.6 O- N 
Test 6 0.06928 0.08083 0.02808 0.03276 0 .01698 0.01068 0.01519 0.01372 0.04079 0.3609 0.523 19.16 0.8151 9.673 9.342 2.105 8.243 12.24 84.34 9.7 N+ N 
Test 7 0.002044 0.002331 0.003425 0.002504 0 .01675 0.0105 0.01493 0.01367 0.04069 0.3602 0.5369 25.39 1.128 9.695 9.665 2.108 8.342 12.46 84.35 9.815 N? N+ 
Test 8 0.03981 0.01713 0.03524 0.04111 0 .01699 0.01069 0.0152 0.01372 0.04079 0.3609 0.529 19.16 0.8927 9.678 9.356 2.107 8.243 12.24 84.34 9.7 O- N 
Test 9 0.01705 0.03284 0.03524 0.1233 0 .01699 0.01069 0.0152 0.01372 0.04079 0.3609 0.5315 19.16 0.9799 9.679 9.356 2.107 8.243 12.24 84.34 9.7 O- N 
Test 10 0.1031 0.1203 0.04646 0.07433 0 .01694 0.01065 0.01515 0.01372 0.04079 0.3609 0.5209 19.17 0.6466 9.672 9.339 2.105 8.243 12.24 84.34 9.701 O- N 
Test 11 0.06878 0.08025 0.02832 0.03304 0 .01742 0.01093 0.01558 0.01387 0.04207 0.3633 1.084 50.17 2.053 19.38 19.24 4.217 16.63 24.87 168.7 19.52 N+ N 
Test 12 0.001923 0.0022 0.003428 0.002506 0 .01704 0.01064 0.01519 0.0138 0.0419 0.3624 1.09 52.7 2.294 19. 4 19.56 4.218 16.76 25.11 168.7 19.72 N? N+ 
Test 13 0.01685 0.03274 0.03553 0.04145 0 .01742 0.01093 0.01558 0.01387 0.04207 0.3633 1.084 50.17 2.112 19.38 19.24 4.217 16.65 24.87 168.7 19.58 O- N 
Test 14 0.01695 0.03267 0.03553 0.1244 0 .01743 0.01094 0.01559 0.01387 0.04207 0.3633 1.084 50.17 2.112 19.38 19.24 4.217 16.65 24.87 168.7 19.58 O- N 
Test 15 0.11 0.1283 0.04698 0.07516 0 .01742 0.01093 0.01558 0.01387 0.04207 0.3633 1.084 50.14 1.991 19.38 19.24 4.217 16.62 24.87 168.7 19.49 N+ N+ 
Test 16 0.07113 0.08244 0 0 0 .01723 0.01086 0.01543 0.01374 0.0409 0.3612 1.084 50.29 2.209 19.39 19.26 4.217 16.67 24.88 168.7 19.6 N+ N+ 
Test 17 0.00323 0.00324 0 0 0 .01723 0.01086 0.01544 0.01374 0.0409 0.3612 1.085 50.29 2.225 19.39 19.26 4.218 16.67 24.88 168.7 19.6 N+ N+ 
Test 18 0.1037 0.1849 0 0 0 .0172 0.01084 0.0154 0.01374 0.04089 0.3612 1.067 50.4 1.944 19.38 19.25 4.214 16.67 24.89 168.7 19.6 O N+ 
Test 19 0.07025 0.08195 0 0 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.073 50.29 2.047 19.39 19.24 4.215 16.67 24.88 168.7 19.6 O N 
Test 20 0.00327 0.00324 0 0 0.01685 0.01057 0.01503 0.01368 0.04073 0.3603 1.091 52.72 2.293 19.4 19.57 4.218 16.78 25.11 168.7 19.72 N+ N+ 
Test 21 0.07113 0.08244 0.03561 0.04151 0 .01721 0.01085 0.01542 0.01374 0.0409 0.3612 1.072 50.2 1.942 19.38 19.23 4.215 16.66 24.88 168.7 19.6 N+ N 
Test 22 0.001603 0.00156 0.00069 0.00047 0 .01685 0.01057 0.01503 0.01368 0.04073 0.3603 1.09 52.72 2.295 19. 4 19.56 4.218 16.77 25.11 168.7 19.72 N? N+ 
Test 23 0.008117 0.004131 0.03561 0.04151 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.084 50.19 2.114 19.38 19.23 4.217 16.66 24.88 168.7 19.6 O- N+ 
Test 24 0.006353 0.004576 0.03563 0.1244 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.084 50.19 2.116 19.38 19.23 4.217 16.66 24.88 168.7 19.6 O- N+ 
Test 25 0.05326 0.06138 0.04708 0.07521 0 .01721 0.01085 0.01542 0.01374 0.0409 0.3612 1.075 50.16 1.734 19.37 19.23 4.215 16.66 24.88 168.7 19.6 O- N 
Test 26 0.08797 0.1026 0.03561 0.004155 0 .01724 0.01087 0.01545 0.01374 0.0409 0.3612 1.093 53.99 2.309 19.4 19.67 4.216 16.86 25.19 168.7 19.77 N+ N 
Test 27 0.002201 0.002504 0.003431 0.002509 0 .01685 0.01057 0.01504 0.01368 0.04073 0.3603 1.096 54.34 2.352 19.41 19.76 4.218 16.87 25.26 168.7 19.8 N? N+ 
Test 28 0.08797 0.3079 0.1132 0.04402 0 .01724 0.01087 0.01544 0.01374 0.0409 0.3612 1.093 53.98 2.268 19.4 19.66 4.216 16.86 25.19 168.7 19.77 N+ N 
Test 29 0.001821 0.006374 0.002498 0.002508 0 .01723 0.01086 0.01543 0.01374 0.0409 0.3612 1.085 50.28 2.223 19.39 19.26 4.218 16.67 24.88 168.7 19.6 N? N+ 
Test 30 0.1186 0.04611 0.04716 0.07546 0 .01724 0.01087 0.01545 0.01374 0.0409 0.3612 1.092 54.01 2.29 19.4 19.66 4.215 16.86 25.19 168.7 19.77 O- N 
Test 31 0.07025 0.08195 0.02832 0.03304 0 .01721 0.01085 0.01541 0.01374 0.0409 0.3612 1.069 50.2 1.888 19.38 19.23 4.215 16.66 24.86 168.7 19.6 N+ N 
Test 32 0.00167 0.001663 0.03428 0.002501 0 .01684 0.01057 0.01503 0.01368 0.04073 0.3603 1.09 52.72 2.292 19. 4 19.56 4.218 16.77 25.11 168.7 19.72 N? N+ 
Test 33 0.009568 0.004845 0.03553 0.04145 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.084 50.2 2.184 19.38 19.25 4.217 16.66 24.88 168.7 19.6 O- N+ 
Test 34 0.007233 0.005618 0.03553 0.1244 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.084 50.2 2.145 19.38 19.24 4.217 16.66 24.87 168.7 19.6 O- N+ 
Test 35 0.1041 0.1214 0.04698 0.07516 0 .0172 0.01084 0.01541 0.01374 0.0409 0.3612 1.066 50.18 1.378 19.37 19.22 4.214 16.66 24.89 168.7 19.6 O- N 
Tableau 41 : effectifs à l'équilibre obtenus suite à la simulation des valeurs estimées dans les tablaux précédents - modèle climat-compétition 

















































































































































Test 1 0.01725 0.03311 0.02054 0.2739 0 .01722 0.01085 0.01542 0.01374 0.0409 0.3612 1.082 50.23 2.131 19.39 19.25 4.217 16.67 24.88 168.7 19.6 N? N 
Test 2 0.00339 0.001318 0.002802 0.002266 0 .01723 0.01086 0.01543 0.01374 0.0409 0.3612 1.085 50.28 2.218 19.39 19.26 4.218 16.67 24.88 168.7 19.6 N? N+ 
Test 3 0.1834 0.1572 0.03081 0.04109 0 .017 0.01068 0.01521 0.01374 0.0409 0.3612 1.052 50.2 1.08 19.37 19.21 4.211 16.67 24.88 168.7 19.6 N+ N 
Test 4 0.05268 0.06147 0.03081 0.04109 0 .0172 0.01084 0.01541 0.01374 0.0409 0.3612 1.076 50.2 2.009 19.38 19.23 4.216 16.67 24.88 168.7 19.6 N+ N 
Test 5 0.00219 0.002497 0.002808 0.002266 0 .01684 0.01057 0.01503 0.01368 0.04073 0.3603 1.091 50.72 2.291 19.4 19.57 4.218 16.78 25.11 168.7 19.72 N? N+ 
Test 6 0.01706 0.03291 0.03044 0.04059 0 .01698 0.01069 0.01519 0.01372 0.04079 0.3609 0.5319 19.16 0.9984 9.68 9.36 2.108 8.249 12.24 84.35 9.702 N+ N? 
Test 7 0.00203 0.002319 0.03044 0.04059 0 .01699 0.01069 0.0152 0.01372 0.04079 0.3609 0.5337 19.16 1.031 9.681 9.362 2.108 8.249 12.24 84.35 9.702 N+ N+ 
Test 8 0.1547 0.1805 0.03044 0.04059 0 .01683 0.01056 0.01505 0.01372 0.04079 0.3609 0.5147 19.17 0.5161 9.672 9.332 2.104 8.249 12.24 84.35 9.702 N+ N 
Test 9 0.05196 0.06062 0.03044 0.04059 0 .01697 0.01068 0.01518 0.01372 0.04079 0.3609 0.5276 19.16 0.9205 9.678 9.353 2.107 8.249 12.24 84.35 9.702 N+ N+ 
Test 10 0.002037 0.002327 0.0028 0.002265 0 .01675 0.0105 0.01493 0.01367 0.04069 0.3602 0.5373 25.39 1.129 9.696 9.667 2.109 8.348 12.46 84.35 9.816 N? N 
Test 11 0.01695 0.0328 0.02054 0.02739 0 .01742 0.01093 0.01559 0.01387 0.04207 0.3633 1.085 50.19 2.16 19.39 19.25 4.218 16.66 24.87 168.7 19.58 N+ N 
Test 12 0.003149 0.001225 0.002802 0.002266 0 .01744 0.01094 0.0156 0.01387 0.04207 0.3633 1.085 50.25 2.222 19.39 19.25 4.218 16.66 24.88 168.7 19.59 N N+ 
Test 13 0.1957 0.1677 0.03081 0.04108 0 .0174 0.01092 0.01557 0.01387 0.04207 0.3633 1.085 50.16 1.968 19.38 19.24 4.218 16.6 24.87 168.7 19.39 N+ N 
Test 14 0.05159 0.06018 0.03081 0.04108 0 .01741 0.01093 0.01558 0.01387 0.04207 0.3633 1.085 50.16 2.104 19.38 19.24 4.218 16.65 24.87 168.7 19.54 N+ N 
Test 15 0.001919 0.002194 0.002802 0.002266 0 .01704 0.01064 0.01519 0.0138 0.0419 0.3624 1.091 52.7 2.295 19.4 19.56 4.218 16.77 25.11 168.7 19.72 N? N+ 
Test 16 0.00638 0.004746 0.03081 0.04108 0 .01721 0.01085 0.01542 0.01374 0.0409 0.3612 1.085 50.2 2.135 19.38 19.24 4.218 16.67 24.88 168.7 19.6 N+ N+ 
Test 17 Simulation non aboutie 
Test 18 0.05043 0.08994 0.03081 0.04108 0 .01719 0.01083 0.01539 0.01374 0.04089 0.3612 1.077 50.31 2.011 19.38 19.25 4.216 16.67 24.89 168.7 19.6 N+ N 
Test 19 0.03512 0.04109 0.03081 0.04109 0 .01721 0.01084 0.01541 0.01374 0.0409 0.3612 1.079 50.2 2.055 19.38 19.24 4.217 16.67 24.88 168.7 19.6 N+ N 
Test 20 0.001603 0.001562 0.000679 0.000463 0.01685 0.01057 0.01503 0.01368 0.04073 0.3603 1.091 52.72 2.296 19.4 19.57 4.218 16.78 25.11 168.7 19.72 N? N+ 
Test 21 0.01727 0.03314 0.02065 0.02754 0 .01724 0.01087 0.01545 0.01374 0.0409 0.3612 1.095 53.99 2.331 19.4 19.67 4.218 16.87 25.19 168.7 19.77 N+ N 
Test 22 0.003396 0.001321 0.002803 0.002267 0 .01723 0.01087 0.01545 0.01374 0.0409 0.3612 1.095 54 2.342 19.4 19.67 4.218 16.87 25.19 168.7 19.77 N? N+ 
Test 23 0.1779 0.2076 0.03098 0.04131 0 .01724 0.01087 0.01544 0.01374 0.0409 0.3612 1.09 53.99 2.27 19.4 19.66 4.214 16.87 25.19 168.7 19.77 N+ N 
Test 24 0.05279 0.06158 0.03098 0.04131 0 .01724 0.01087 0.01544 0.01374 0.0409 0.3612 1.094 53.99 2.315 19.4 19.67 4.217 16.87 25.19 168.7 19.77 N+ N 
Test 25 0.002197 0.002506 0.002803 0.002267 0.01685 0.01057 0.01504 0.01368 0.04073 0.3603 1.096 54.32 2.352 19.41 19.76 4.219 16.87 25.26 168.7 19.8 N? N+ 
Test 26 0.05268 0.1844 0.002802 0.002266 0 .01722 0.01086 0.01542 0.01374 0.0409 0.3612 1.076 50.28 2.088 19.39 19.25 4.216 16.67 24.88 168.7 19.6 N? N 
Test 27 0.005095 0.001977 0.002802 0.002266 0 .01723 0.01086 0.01543 0.01374 0.0409 0.3612 1.084 50.28 2.214 19.39 19.26 4.218 16.67 24.88 168.7 19.6 N? N+ 
Test 28 0.1561 0.1822 0.03081 0.04109 0 .017 0.01068 0.01521 0.01374 0.0409 0.3612 1.057 50.2 1.08 19.37 19.21 4.212 16.67 24.88 168.7 19.6 N+ N 
Test 29 0.05268 0.06147 0.03081 0.04109 0 .0172 0.01084 0.01541 0.01374 0.0409 0.3612 1.076 50.2 2.009 19.38 19.23 4.216 16.67 24.88 168.7 19.6 N+ N 
Test 30 0.00167 0.002199 0.002802 0.002267 0.01684 0.01057 0.01503 0.01368 0.04073 0.3603 1.091 52.72 2.294 19.4 19.57 4.218 16.78 25.11 168.7 19.72 N? N+ 
Test 31 0.01678 0.03262 0.02013 0.02685 0 .01719 0.01084 0.0154 0.01373 0.04077 0.361 1.084 50.24 2.163 19.39 19.24 4.218 16.67 24.88 168.7 19.6 N+ N 
Test 32 0.003028 0.001177 0.002797 0.002264 0 .01721 0.01085 0.01542 0.01373 0.04077 0.361 1.085 50.29 2.223 19.39 19.26 4.218 16.67 24.88 168.7 19.6 N? N+ 
Test 33 0.1587 0.1851 0.0302 0.04027 0 .01718 0.01083 0.01539 0.01373 0.04077 0.361 1.075 50.21 1.998 19.38 19.23 4.216 16.67 24.88 168.7 19.6 N+ N 
Test 34 0.05095 0.05944 0.0302 0.04027 0 .01719 0.01084 0.01539 0.01373 0.04077 0.361 1.082 50.21 2.105 19.38 19.24 4.217 16.67 24.88 168.7 19.6 N+ N 
Test 35 0.001794 0.002054 0.002797 0.002264 0 .01682 0.01056 0.01501 0.01366 0.0406 0.3601 1.091 52.72 2.296 19.4 19.57 4.218 16.78 25.11 168.7 19.72 N? N+ 
Tableau 42 : effectifs à l'équilibre obtenus suite à la simulation des valeurs estimées dans les tablaux précédents - modèle climat-compétition-épidémie 




Chapitre 4 : Discussion 
 
1. Limites et contraintes des études paléoanthropologiques face à la 
modélisation 
 
Les études relatives à la population néandertalienne, comme toutes les études 
paléoanthropologiques, souffrent de nombreuses limites liées à la nature et à la disponibilité des 
données. Les populations n’étant plus accessibles, il faut extraire les informations des restes 
archéologiques, osseux ou matériels la plupart du temps, et ceci entraine la constitution 
d'échantillons qui sont malheureusement très souvent parcellaires et peu représentatifs. De plus, il 
est évidemment impossible de soumettre ces populations anciennes à une quelconque 
expérimentation, ce qui limite les champs d’études envisageables et nécessite la mise en place de 
stratégies de recherches spécifiques, différentes de celles traditionnellement utilisées en biologie des 
populations pour étudier les populations actuelles. Dans un tel contexte, la modélisation 
mathématique se révèle être un outil pertinent permettant de palier les écueils inhérents à l'étude 
paléoanthropologique. En effet, s'il n'est pas possible d’exploiter complètement la modélisation, 
comme c’est le cas pour des populations actuelles, notamment du fait de l'impossibilité d’instaurer 
une quelconque retro-évaluation d'un modèle par l’expérimentation, cette méthodologie offre 
néanmoins une alternative dans le traitement de données peu nombreuses et peu représentatives, 
permet de simuler un grand nombre d'hypothèses et donc d'apporter des réponses que la 
paléoanthropologie classique laisse en suspend. 
 
1.1 Apport/Intérêt de la modélisation en paléoanthropologie 
 
Dans une note de cours L. Chaumont (mars 2011) définit l'utilisation de la modélisation de la façon 
suivante "Un modèle mathématique est nécessaire dès lors que la complexité numérique d’un 
phénomène observé ne permet plus à l’intuition d’en comprendre le fonctionnement ni d’en prévoir 
l’évolution". S'il se trouve que de nombreux phénomènes tombent sous le coup de cette définition, 
elle pourrait presque s'ériger comme une loi en ce qui concerne l'étude des populations du passé 
dans le sens où, sans même parler de leur interprétation, il est déjà impossible d'avoir une 
observation intégrale des phénomènes naturels en question. Nous avons pu constater que la 
modélisation était, non seulement utile, mais déjà très utilisée en paléoanthropologie. La notion de 
modèle est en effet implicite dans toutes les études relatives aux populations 
paléoanthropologiques, chacune d'elle proposant, parfois même sans le dire, un modèle explicatif 
pour répondre à telle ou telle question ou à telle ou telle observation (le modèle de remplacement 
des Néandertaliens par exemple ou encore le modèle de sortie unique d'Afrique). La modélisation 
mathématique est un outil supplémentaire permettant de formaliser ces modèles conceptuels par 
des équations mathématiques. Elle est apte à constituer la synthèse des études sur une question 
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donnée en regroupant et analysant de concert les différents modèles conceptuels proposés à partir 
de données de terrain par les paléoanthropologues, les archéozoologues ou les préhistoriens. En 
effet, la modélisation mathématique intervient pour potentialiser les résultats d'autres disciplines en 
offrant un accès à des informations inaccessibles via des études plus ciblées. Elle semble ainsi 
particulièrement utile dans l'étude des populations passées pour réinterpréter des hypothèses et  
c'est en ce sens qu'elle trouve naturellement sa place en paléoanthropologie. La modélisation 
mathématique se caractérise, en outre, par sa très grande plasticité ce qui permet de l'appliquer à 
des champs d'investigation très variés, elle est même souvent nécessaire dans les études relatives à 
l'écologie, la dynamique des populations, la génétique, l'épidémiologie etc. Si elle est si souvent 
envisagée dans ces domaines pour étudier les populations actuelles, elle l'est tout autant pour 
étudier, via ces disciplines, les populations préhistoriques et particulièrement les Néandertaliens 
dans le cas présent. La modélisation a déjà permis d'approcher de nombreuses notions relatives aux 
études populationnelles en termes de démographie (Bocquet-Appel et Demars 2000), de flux 
migratoires (Excoffier 2002; Klopfstein, Currat, et Excoffier 2006), de filiation ou de mélanges de 
population (Currat et Excoffier 2004), de forces sélectives (Weaver, Roseman, et Stringer 2007) etc. 
Elle permet aussi, en règle générale, de concentrer l'apport de plusieurs disciplines par le biais de 
modèles analysant les résultats combinés de ces dernières (comme par exemple la démographie, la 
génétique et l'environnement (Ray, Currat, et Excoffier 2003; Ray 2003). Il s'agit alors de rassembler 
des observations de diverses origines pour faire parler l'ensemble. La modélisation permet parfois 
même d'appuyer des hypothèses que l'étude classique des données brutes ne permettait pas de 
prouver comme ce fut le cas par exemple de notre étude mettant en évidence une structuration 
spatiale de la population néandertalienne à partir des données génétiques disponibles (Fabre, 
Condemi, et Degioanni 2009). Outre le fait de tester des hypothèses, la modélisation rend également 
possible la détermination d'une fourchette de valeurs pour des paramètres inaccessibles, paramètres 
pour lesquels il est impossible ou difficile d'avoir des données chiffrées en absence 
d'expérimentation sur le vivant (Alroy 2001). Un autre apport de la modélisation à la 
paléoanthropologie au sens large réside dans la possibilité de tester la pertinence d'un échantillon 
d'étude, ceci a été fait par exemple pour tester la faisabilité d'une étude démographique sur les 
Néandertaliens utilisant la méthode du skyline plot, cette étude a montré qu'une telle méthode ne 
pouvait être envisagée à partir des données génétiques néandertaliennes, trop peu nombreuses à ce 
jour (Dodge 2011). Pour palier un manque de données ou pour tester une série de paramètres, la 
modélisation offre également la possibilité de traiter des données artificielles à l'aide d'approches 
bayésiennes qui sont très utilisées en génétiques des populations et généralement appropriées pour 
les études en anthropologie génétique. Cette grande plasticité d'utilisation que nous venons de 
rappeler permet donc de travailler à des échelles de temps et d'espace variées ce qui, par définition, 
correspond bien aux études anthropologiques qui traitent des populations à travers leur évolution et 
leur variabilité. Ainsi, il peut être possible de comparer des populations ou de travailler sur les 
interactions régissant un écosystème même s'il s'agit de systèmes passés et peu documentés grâce à 
la modélisation.  
En résumé, la modélisation mathématique est une approche singulière qui offre une autre vision d'un 
problème, pas forcément plus pertinente ou moins pertinente mais différente et qui, en cela, 
contribue et apporte au débat. C'est pourquoi cette approche, qui est applicable dans bon nombre 
d'études anthropologiques, a sa place lorsque l'on cherche à caractériser une population humaine 
passée ou actuelle. 
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Dans le cadre de cette thèse, la modélisation a permis de conceptualiser, quantifier et comprendre 
l’influence des différents types d’interactions sur les espèces appartenant au réseau trophique des 
Néandertaliens. Elle a rendu possible une meilleure compréhension des phénomènes et des 
mécanismes en constatant le poids relatif de chacun des paramètres considérés. La modélisation 
écologique comme nous l'avons envisagée dans cette recherche doctorale a permis et permettra à 
l'avenir d'aborder directement ou indirectement le fait culturel caractérisant les populations 
humaines, en plus de ce qui relève purement du biologique. De nombreux paramètres ont pu être 
pris en compte et analysés dans cette étude comme les déterminants démographiques et 
alimentaires, l'influence des pressions environnementales sur la démographie des populations, les 
phénomènes d'expansion et de colonisation. C'est là que réside tout l'intérêt de la modélisation qui 
permet de combiner tous ces facteurs et de quantifier leurs rôles respectifs, intrinsèques ou 
additionnels sur l'évolution d'une population et non plus seulement d'observer les phénomènes de 
façon compartimentée. C'est en tous cas ce que nous nous sommes attelé à faire dans ce travail de 
recherche doctorale, les modèles que nous proposons ici reposent sur des hypothèses concernant les 
lois mathématiques régissant la disparition des Néandertaliens, il ne s'agit que d'une représentation 
de la réalité, qui par conséquent n'est pas unique, mais qui offre une réponse, peut-être incomplète 
et certes relative mais originale et donc intéressante, à la question de la disparition des 
Néandertaliens. 
 
1.2 Limites des données paléoanthropologiques et limite de la 
modélisation 
 
Si la modélisation se révèle être un outil propice à l'étude des populations passées, elle présente 
malgré tout quelques limites inhérentes à cet objet d'étude particulier. En premier lieu, l'étude des 
populations passées est limitée par l'absence d'expérimentation. En effet, les relevés de paramètres 
effectués directement sur les populations actuelles et à intervalles réguliers comme ils se pratiquent 
en biologie et en écologie des populations sont bien sûr inenvisageables sur des populations fossiles. 
Toujours dans le domaine de l'écologie des populations et des modèles qui en découlent, il est donc 
impossible de réaliser des analyses rétroactives afin de tester l'adéquation des modèles 
mathématiques proposés avec la réalité observée. Les études en écologie des populations du passées 
sont donc limitées puisque sans l'analyse de terrain on ne peut travailler que sur ce que l'on connait 
à savoir ce que l'on a estimé. Certains paramètres sont en effet inaccessibles et ne peuvent 
malheureusement pas être intégrés dans les modèles même lorsque cela aurait été pertinent. De 
plus, beaucoup de travaux de modélisation s'intéressant aux populations passées sont limités par 
l'échantillon, soit par sa taille, soit par sa qualité.  
A ces limites relatives aux données paléoanthropologiques s'ajoutent des limites techniques. L'une 
d'elle, directement liée à l'impossibilité d'expérimentation, concerne la résolution numérique des 
systèmes d'équations mathématiques. Lorsque l'on simule un modèle écologique numériquement, il 
faut en effet opérer les choix relatifs aux calculateurs mathématiques utilisés avec une grande 
prudence. Dans le cas de populations passées où l'expérimentation est impossible, il faut même en 
tester plusieurs pour être sûr que la réponse du modèle ne dépende pas de l'estimateur, car il est 
impossible de corroborer un choix avec des observations de terrain. D'autres limites techniques sont 
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plus prosaïques encore, certaines simulations nécessitent des temps de calcul très longs qui sont 
parfois ingérables par le système d'analyse choisi ce qui limite la complexité des modèles qu'il est 
possible d'étudier.  
 
1.3 Contraintes de la modélisation en paléoanthropologie 
 
La modélisation mathématique, lorsqu'elle est appliquée à la paléoanthropologie, présente donc un 
certain nombre de contraintes au titre desquelles nous pouvons citer la gestion de la précision des 
données et l'utilisation de données incomplètes.  
Dans ce travail nous nous sommes attelé à constituer le corpus de valeurs issues de la littérature le 
plus conséquent possible pour chaque paramètre. Afin de tenir compte de la variabilité de ces 
valeurs nous avons préféré utiliser des intervalles englobant l'ensemble des estimations disponibles 
(cf. annexe 2), plutôt que d’effectuer un choix. Cette approche réduit la précision des valeurs mais 
elle permet en revanche de ne pas orienter les résultats par des idées préconçues et permet de 
rendre compte d'un maximum de possibilités. Il est de toute façon toujours possible à posteriori de 
privilégier une hypothèse ou un ensemble de valeurs de paramètres parce qu'il semble plus 
vraisemblable. L'approche privilégiée dans cette thèse permet de garder malgré tout à l'esprit qu'une 
autre hypothèse existe même si elle semble moins « acceptable » dans l'état actuel de nos 
connaissances. L'utilisation d'algorithmes d'estimation nous a permis, en outre, de faire un premier 
tri au sein d'intervalles de valeurs en sélectionnant celles qui ont une meilleure adéquation avec les 
données récoltées par les préhistoriens.  
Concernant les données pour lesquelles la littérature est absente ou assez incomplète, il est possible 
dans certaines conditions de définir des intervalles théoriques. C'est le cas par exemple pour certains 
paramètres qui biologiquement ne peuvent se trouver que dans une fourchette donnée (par 
exemple le temps de chasse quotidien d'un prédateur, même s'il n'est pas connu via les observations 
de terrain, est obligatoirement compris entre 0 et 12h par jour). Il est malheureusement impossible 
en revanche d'utiliser des paramètres pour lesquels on ne dispose d'aucune ou de peu 
d'informations. Le choix des paramètres constitue donc une contrainte importante lors de 
modélisations mathématiques en paléoanthropologie, puisque en absence d'expérimentation de 
terrain, seuls les paramètres offrant des estimations peuvent être utilisés. C'est l'approche que nous 
avons choisi dans cette thèse en listant au préalable tous les paramètres pour lesquels la littérature 
fournissait des estimations nombreuses avant de créer nos modèles à partir de ces dits paramètres 
(cf. chapitre 2, tableau 7). 
 
2. Biais, limites et apports du modèle proposé dans cette thèse: 
 
Les modèles théoriques que nous avons étudiés nous ont permis d'observer l'influence de certains 
paramètres démographiques sous différentes conditions environnementales plus ou moins 
stressantes pour la démographie d'une population. L'analyse de tels modèles en préambule à 
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l'établissement de modèles plus complexes et se voulant mieux adaptés à l'étude d'une population 
fossile nous a permis de connaître à priori les mécanismes de base régissant l'action de ces 
paramètres sur les modèles classiques. Cela nous a permis d'appréhender l'influence de ces derniers 
sur un modèle plus complexe et d'avoir un retro contrôle à posteriori quant à l'utilité de travailler 
avec des modèles plus complexes dans l'étude de notre population fossile. La comparaison et 
l'analyse de chacun des deux types de modèles nous a permis de mettre en évidence les biais, les 
limites et les apports d'un modèle spécifique à l'étude de la population néandertalienne. 
 
1.1 Biais conceptuels 
 
Les modèles que nous proposons dans cette thèse possèdent quelques biais conceptuels qu'il nous a 
été impossible d'éviter mais que nous avons néanmoins tenté de palier au mieux. 
La première limite conceptuelle de notre modèle réside dans la définition de l'espace qui est ici 
représenté par un vecteur et non une matrice. Ce vecteur détermine les possibilités de mouvement 
d'une espèce et contraint donc ces dernières à migrer selon une seule direction de l'espace. Dans les 
modèles théoriques, nous avions choisi de discrétiser l'espace à l'aide d'équations différentielles 
couplées afin de tenir compte de la répartition spatiale des espèces; dans les modèles appliqués, par 
soucis de réalisme, nous avons préféré opter pour un modèle de diffusion de type continu constitué 
d'équations différentielles aux dérivées partielles même s'il nous prive d'une des deux dimensions de 
l'espace. Ce choix mathématique et informatique nous éloigne donc d'une représentation au plus 
proche de la réalité qui aurait nécessité l'utilisation d'une matrice de migration en deux dimensions. 
Cependant, étant donné la formulation numérique actuelle de nos modèles, les temps de calculs 
relatifs à l'adjonction d'une telle matrice auraient été beaucoup trop importants. Afin de tenir 
compte de façon plus précise de la carte de répartition des sites archéologiques, nous envisageons 
suite à cette thèse, lorsque nos modèles seront numériquement optimisés, de formaliser une matrice 
permettant de gérer un espace en deux dimensions. 
La seconde limite conceptuelle des modèles appliqués découle directement de la première car elle 
concerne les choix réalisés en termes de déplacement potentiel des individus. Nous avons décidé 
d'utiliser ici un transport de type diffusif tendant à l'homogénéisation des individus sur l'ensemble du 
territoire plutôt qu'un transport directionnel. Avec ce choix, nous avons voulu permettre aux 
différentes espèces en présence d'avoir un déplacement omnidirectionnel et non influencé à priori. 
Ceci nous semblait plus pertinent dans le cadre de la compétition potentielle entre Néandertaliens et 
Hommes modernes. En effet, même si nous connaissons, d'après les données archéologiques, la 
direction des flux migratoires, il semblait intéressant de s'en servir comme un moyen de contrôle de 
la qualité de notre modèle plus que comme un paramètre à priori afin d'éviter tout raisonnement 
circulaire et tout résultat préconçu. Cependant, cette façon d'envisager la migration contient des 
aspects réducteurs car elle ne permet pas d'envisager une migration volontaire des populations, ce 
qui aurait pu être représentatif d'une population soumise à des conditions climatiques détériorées. 
En effet, il aurait pu être intéressant de supposer que les populations de chasseurs-cueilleurs 
opéraient des migrations en fonction de la densité des proies présentes sur le territoire; dans ce cas il 
aurait fallu coupler la matrice de migration à la densité de faune en chaque point de l'espace ce qui 
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aurait nécessité une formulation informatique beaucoup plus pointue allongeant le temps de 
simulation. En revanche, nous nous sommes attelé, quand cela était possible, à imposer un facteur 
de diffusion aux populations en supposant une migration moyenne annuelle des populations 
indépendante de leurs effectifs ou de leurs degrés de croissance. Ainsi, nous avons pu, lorsque les 
temps de calculs n'étaient pas considérablement augmentés, comparer le comportement des 
populations en présence et en absence de flux migratoires imposés. Le fait de réaliser ces deux types 
de simulation nous a offert la possibilité d'analyser l'influence des flux migratoires sur la 
démographie d'une population soumise à différents stress environnementaux. 
 
1.2 Limites du modèle 
 
Outre les biais conceptuels que nous venons d'évoquer et dont nous avions conscience avant 
d'entreprendre l'analyse de nos modèles, certaines limites sont apparues avec l'examen des résultats 
à diverses étapes de notre processus de modélisation.  
Le terme de diffusion. Nous avons pu remarquer que la présence d'un facteur de diffusion imposé 
jouait un rôle majeur sur l'issue de nos modèles, gommant parfois l'effet de certains paramètres, 
nous avons donc décidé de ne pas en tenir compte dans la première étape de la modélisation qui 
consistait justement à définir l'influence des paramètres. Nous avons également très vite mis en 
évidence que l'ajout d'un terme de diffusion au modèle ralentissait considérablement les calculs 
numériques. Ne pouvant envisager des temps de calculs avec les algorithmes d'estimations, nous 
avons donc choisi de ne pas non plus considérer ce terme lors de l'analyse par l'algorithme du 
simplexe. Ce terme de diffusion n'a donc été considéré que lors de la dernière étape de 
modélisation, à savoir dans le cadre des tests réalisés à partir des simulations retenues grâce aux 
données fournies par l'algorithme du simplexe. Ce terme ayant une influence notable, nous espérons 
dans le futur pouvoir optimiser les temps de calculs afin de pouvoir l'appliquer dans toutes les étapes 
du processus et pour tous les modèles. 
Modèle épidémiologique. Une autre limite de notre modèle réside dans l'impossibilité de simuler les 
modèles proposés par l'algorithme du simplexe concernant l'estimation des paramètres propres à 
une potentielle épidémie. En effet, la réalisation de ces simulations s'est révélée impossible puisque 
ces dernières n'aboutissaient pas du fait de temps de calcul nécessitant un besoin de mémoire 
interne que le Matlab  ne permettait pas de fournir. Toujours concernant les modèles 
épidémiologiques et toujours pour des raisons de temps de calcul, il a été impossible d'introduire 
dans ces modèles la structuration en âge des populations humaines. Ce fait est tout à fait regrettable 
car il aurait été intéressant de pouvoir étudier l'influence d'une maladie touchant préférentiellement 
une classe d'âge ou une autre et ainsi différencier l'effet démographique de maladies infantiles de 
l'effet démographique de maladies touchant les individus en âge de se reproduire et pouvant 
affecter la fertilité d'une population. A l'avenir il serait intéressant de reconsidérer les formulations 
informatiques pour accélérer et optimiser les ces simulations. 
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1.3 Apports du modèle 
 
Apports généraux: 
Un premier apport intéressant de ce modèle appliqué est qu'il ne considère pas seulement les 
populations humaines à étudier mais également leur environnement à travers la modélisation de la 
chaîne alimentaire. En effet, dans notre modèle, il est possible d'étudier l'effet des variations de 
densité des populations fauniques sur les populations humaines, leur croissance et leur répartition. 
Cela permet de simuler directement ces effets environnementaux plutôt que de le faire à travers la 
conception d'indices ou de taux arbitraires. Il est intéressant de pouvoir vérifier qu'une série de 
valeurs de paramètres propices à l'extinction des Néandertaliens soit également cohérente avec ce 
que l'on observe dans les sites archéologiques à l'échelle de l'écosystème. En effet, il est toujours 
possible de trouver des valeurs de paramètres totalement déconnectées de toute réalité 
archéologique ou écologique entraînant la disparition d'une espèce au profit d'une autre. Dans ce 
travail de thèse, il nous semblait nécessaire que nos modèles soient en accord le plus possible avec 
les données de la paléoanthropologie, de l'archéozoologie et de la préhistoire. 
Un autre apport de notre modèle réside dans la modélisation d'un espace continu, qui certes pose de 
nombreuses contraintes en termes de temps de calcul et de mise en œuvre informatique mais qui 
apporte d'avantage de réalisme à nos simulations. 
Un dernier apport notable de ce modèle est qu'il repose sur des paramètres établis à partir 
d'observations anthropologiques, il a même été conçu dans ce sens. En effet, dans un souci de 
s'approcher au mieux de la réalité et malgré l'impossibilité de réaliser des expérimentations de 
terrain, nous nous sommes attelé à construire un modèle dans lequel chaque paramètre reflétait un 
fait archéologiquement documenté. Un des buts fondamentaux qui a conditionné l'élaboration de ce 
modèle était de ne pas faire un modèle mathématiquement optimal uniquement au détriment des 
connaissances et estimations paléoanthropologiques.  
 
Apport concernant l'hypothèse de compétition: 
Concernant la modélisation de la compétition, un des principaux apports de ce modèle est qu'il se 
veut le plus neutre possible, le moins orienté possible. Dans de nombreux modèles de compétition, 
un postulat est fait concernant l'espèce ayant une dominance compétitive sur l'autre. Bien souvent 
l'issue des modèles est très orientée par les choix faits en termes de compétition et dans de 
nombreux modèles de la littérature, quels que soient les paramètres choisis, l'espèce la plus apte 
survit dans tous les cas entraînant ou pas une exclusion compétitive de l'autre espèce (Flores 1997; 
Flores 2011). Dans nos modèles, nous sommes parti du principe que la compétition n'était pas un fait 
mais une hypothèse à prouver, notre modèle n'impose donc pas la compétition aux populations mais 
il la permet. 
Dans le cas d'une compétition pour la ressource, même si une des espèces est souvent plus apte 
dans l'exploitation des ressources que l'autre, la dominance est souvent moins prédéterminée 
(Amarasekare 2002). Dans cette thèse, les différences entre Néandertaliens et Homo sapiens se 
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situent essentiellement au niveau des besoins alimentaires et des apports "hors chasse". L'efficacité 
de chasse est en revanche considérée dans le taux de prédation de la même manière pour les deux 
espèces et ce pour ne pas conférer aux Homo sapiens une potentielle prédominance dans 
l'exploitation des ressources. En effet, il a été démontré, même si ce n'est pas consensuel (Shea 
1998), que les techniques employées par Néandertaliens et Homo sapiens étaient équivalentes en 
termes d'efficacité de chasse (Villa et Lenoir 2009; Gaudzinski et Roebroeks 2000; Grayson et 
Delpech 2003; Marean et Kim 1998; Speth et Tchernov 2002; Farizy 1998; Burke 2000; Speth 1983; 
Speth et Clark 2006; Speth 1987). Ce modèle de compétition se veut donc très peu orienté ce qui 
nous permet d'observer "réellement" l'effet de la compétition sur la ressource et des paramètres du 
modèle sur les deux populations plutôt que d'observer des phénomènes "pré-implantés" (imposant 
une compétition) dans le modèle et donc très peu informatifs.  
 
Apport pour l'hypothèse climatique: 
Comme c'était le cas pour le modèle de compétition, notre modèle appliqué au climat permet 
d'utiliser des paramètres pour lesquels il existe des estimations disponibles mais qui ne sont pas 
classiquement utilisées; et ce sans pour autant modifier le phénomène démographique que l'on 
cherche à analyser. De plus, concernant la modélisation des effets du climat, nous avons cherché à 
représenter le plus fidèlement possible les oscillations de température propres à l'alternance de 
périodes chaudes et froides observée pendant la période de transition. En effet, nous avons 
développé dans nos équations une fonction permettant d'approcher le caractère cyclique des 
oscillations climatiques du stade isotopique 3 afin de conférer un plus grand réalisme à notre 
modèle. En effet, la matrice de mortalité nous a permis de rendre plus précisément l'effet du climat 
en considérant que ce dernier n'entraînait pas la même mortalité sous toutes les latitudes et que son 
influence variait également au cours du temps.  
 
3. Corrélations entre les modèles théoriques et les modèles appliqués: 
 
Afin de tester la pertinence de modèles spécifiques pour étudier la démographie des populations du 
Pléistocène et notamment des Néandertaliens, nous avons voulu voir si de tels modèles apportaient 
d'avantages d'informations que des modèles théoriques et, le cas échéant, s'ils restaient malgré tout 
interprétables et utiles pour répondre aux questions posées par la paléoanthropologie. En effet, 
comme nous l'avons déjà souligné à plusieurs reprises, il faut toujours considérer que toute 
complexification d'un modèle entraine une adjonction d'approximations mathématiques qui peut se 
révéler tout aussi néfaste à priori qu'un manque de précision/d'adéquation avec la réalité supposée. 
L'analyse des modèles théoriques nous a permis de connaître l'influence de différents paramètres 
démographiques sur la densité d'une population et d'établir un parallèle avec les résultats des 
modèles appliqués. 
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1.1 Le modèle de compétition 
 
L'influence de la compétition avec Homo sapiens a été modélisée de deux manières, soit de façon 
théorique, avec un simple modèle de Lotka Volterra, soit de façon appliquée à travers un modèle qui 
permet de considérer à la fois la compétition pour la ressource et les autres formes de compétition.  
On remarque que dans le cas théorique la croissance a une influence sur la densité à l'équilibre des 
Néandertaliens mais qu'elle n'a pas d'influence directe sur l'issue de la compétition puisque c'est le 
compétiteur favorisé par la compétition qui supplante l'autre. Avec le modèle appliqué en revanche, 
qui n'impose ni la compétition ni son orientation, si la croissance joue un rôle sur la chronologie et 
l'évolution démographique de la population comme dans le modèle précédent, elle permet 
également de favoriser les Néandertaliens. En effet, dans ce cas la compétition n'est pas le simple 
fait d'un taux réducteur et immuable qui favoriserait dans tous les cas les Homo sapiens.  
Concernant l'influence de la densité à l'origine, on constate qu'elle est identique dans les deux 
modèles, à savoir qu'elle joue sur le timing de l'évolution démographique mais qu'elle ne modifie pas 
les densités à l'équilibre.  
Les facteurs d'autorégulation, capacité de soutien dans le modèle théorique et besoins alimentaires 
dans le modèle appliqué, jouent sur les populations en compétition des rôles identiques dans les 
deux modèles. Ils permettent de modifier l'effectif seuil atteint à l'équilibre; de ralentir ou accélérer 
la disparition de la population quand elle tend à disparaitre.  
La fragmentation des populations induit une tendance à l'homogénéisation de la densité 
démographique entre les différentes zones puisque l'on remarque que l'effectif des sous-populations 
tend à augmenter de proches en proches dans les deux types de modèles. Il semble cependant que le 
modèle appliqué soit plus contraignant en termes de capacité de repeuplement car en absence de 
facteur de diffusion imposé, la population va rester confinée dans les zones de plus forte densité si la 
croissance populationnelle est limitée. Cependant, dès lors qu'un facteur de diffusion est ajouté au 
modèle appliqué, alors l'homogénéisation est quasi systématique et ce quelles que soient les 
conditions de croissance de la population. Par ailleurs, dans le modèle théorique, une population 
globalement décroissante va toujours "s'homogénéiser" avant de disparaître; on ne retrouve pas ce 
phénomène dans le modèle appliqué. 
Les changements dans la valeur des taux de migration du modèle théorique (cf. chapitre 2, tableau 8) 
n'ont pas d'influence sur la densité des populations s'ils sont opérés de façon homogène sur tout le 
territoire alors que les variations du taux de diffusion du modèle appliqué influent significativement 
sur la démographie.  
Concernant le taux de fécondité et les paramètres démographiques intrinsèques, il semblerait qu'ils 
aient une influence très importante dans les deux cas car non seulement ils modifient à eux seuls la 
taille des populations mais ils peuvent également renverser l'issue de la compétition en octroyant 
une meilleure croissance à une population pourtant défavorisée par la compétition.  
Si la compétition est un phénomène très étudié et que les modèles de Lotka-Volterra restent à la 
base de nombreuses études et très utilisés, le modèle de compétition appliqué que nous proposons 
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dans cette thèse permet néanmoins d'aborder la compétition de façon moins absolue et sans 
préjugé majeur. Il permet d'envisager une compétition pour la ressource comme une compétition 
entraînant directement une augmentation de la mortalité des populations. 
 
1.2 Le modèle climatique 
 
Pour modéliser les effets du climat sur la démographie des populations, nous sommes parti du 
principe que la survenue d'épisodes climatiques froids au cours du stade isotopique 3 entraînait une 
surmortalité des populations de l'Europe (Sørensen 2011; Van Andel, Davies, et al. 2003). Dans nos 
modèles théoriques, l'influence du climat sur les populations a été réduite à l'adjonction d'un simple 
terme de mortalité. Dans nos modèles appliqués en revanche, si nous avons également utilisé ce 
terme de mortalité unique dans un premier temps, nous avons aussi employé une matrice de 
mortalité dépendant du temps et de l'espace.  
Nous avons pu remarquer dans un premier temps qu'une croissance forte permettait de limiter 
l'effet de cette mortalité particulière dans les deux types de modèles.  
De même que pour la croissance, nous avons remarqué dans les deux cas que l'influence de la 
densité à l'origine était identique et assez logique. Elle joue sur le temps nécessaire pour atteindre 
l'équilibre même si ce dernier n'est pas modifié par ce paramètre.  
Nous pouvons également constater que le facteur régulateur de la densité avait dans les deux cas 
une influence sur la démographie de la population; lorsqu'il s'agit d'une simple capacité de soutien, 
comme dans nos modèles théoriques, plus elle est importante, plus elle contribue à l'augmentation 
de la taille de la population (si le rapport entre croissance et mortalité le permet). Lorsqu'il s'agit des 
besoins métaboliques, comme dans nos modèles appliqués, moins ils sont importants plus ils 
favorisent la croissance ou le maintien de la population. 
Concernant la subdivision spatiale de la population, même si elle n'est pas modélisée de la même 
manière dans les deux types de modèles, on observe dans les deux cas une tendance à la 
recolonisation des espaces vides lorsque les conditions le permettent. En effet, concernant le modèle 
appliqué, en absence de facteur de diffusion imposé, la recolonisation des espaces vides dépend de 
la croissance et de la taille des populations ainsi que des paramètres de mortalités imposés en 
chaque point de l'espace.  
Les variations du taux de migration des modèles théoriques, si elles sont homogènes sur le territoire, 
n'impactent pas les densités de populations. En revanche, concernant le modèle appliqué, il est 
possible d'avoir une analyse plus fine du rôle de l'intensité de la migration sur la démographie 
puisque des changements dans les taux de diffusion semblent avoir une influence importante sur les 
effectifs à l'équilibre. Cette différence entre les deux modèles s'explique logiquement, elle réside 
dans le fait que les deux modèles ne présentent pas la même structuration spatiale.  
Concernant la fécondité et les paramètres démographiques en général (mortalité juvénile, vitesse de 
maturation), on remarque que l'effet du climat amplifie l'effet de ces paramètres et ce dans les deux 
modèles. 
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Ces quelques observations nous permettent de constater que les paramètres utilisés ont 
globalement un effet similaire sur la démographie de la population néandertalienne dans l'un comme 
dans l'autre des modèles. Si les modèles théoriques apportent une vision en deux dimensions de 
l'espace qu'il ne nous a pas été possible de mettre en place au cours de cette thèse dans nos modèles 
appliqués (qui sont des modèles où la structuration spatiale est continue), les modèles appliqués 
permettent quant à eux d'aller plus loin dans l'analyse des causes de telle ou telle variation. En effet, 
le fait de considérer les proies et les compétiteurs des Néandertaliens dans notre modèle appliqué 
nous permet de constater que si les faunes sont impactées par les changements climatiques d'une 
façon ou d'une autre (par une modification de leur répartition, de leur capacité de soutien ou encore 
de leur croissance) alors les Néandertaliens vont subir ces changements et cela ce traduit par des 
différences démographiques. De plus, les modèles classiques tels qu'ils sont présentés dans la 
littérature n'offrent pas la possibilité d'opérer des changements dans les paramètres au cours du 
temps ou dans l'espace, ce que nous avons souhaité rendre possible dans nos modèles appliqués. En 
effet, les données paléoclimatiques montrent de nombreuses oscillations de températures, de 
précipitations et de ce fait des changements de flores et de faunes au cours du stade isotopique 3; il 
semblait important dans un modèle qui étudie l'effet du climat sur la démographie d'une population 
de pouvoir tenir compte de l'influence de ces variations. 
 
1.3 Le modèle épidémiologique 
 
Concernant les modèles épidémiologiques, même si l'algorithme du simplexe n'a pas fourni 
d'argument en faveur d'un rôle potentiel d'épidémies récurrentes dans la décroissance et la 
disparition de la population néandertalienne, nous pouvons constater à travers les étapes de 
modélisation précédentes que les différents paramètres jouent un rôle similaire dans les deux types 
de modèles. En effet, on peut remarquer que les paramètres de régulations de la densité ont un effet 
similaire tout comme la croissance maximale. En revanche, il s'avère que les paramètres spécifiques 
de l'épisode épidémique ne jouent pas de rôle prépondérant dans l'issue des simulations. Le modèle 
que nous proposons ici ne semble donc pas adapté pour modéliser des épidémies récurrentes, même 
lorsque l'on rend le taux de contact périodique. 
 
4. Comparaison des modèles appliqués simples et combinés: 
 
1.1 Le modèle climat-compétition: 
 
Dans ce modèle, on constate que rien ne vient contrarier le patron de diffusion déjà mis en évidence 
et inhérent à la construction de nos modèles à savoir que ces mouvements de population en absence 
de facteur de diffusion imposé dépendent de la croissance des populations et de leurs effectifs en 
chaque point de l'espace. On remarque en revanche que, lorsque l'on ne tient pas compte du facteur 
de diffusion, quelle que soit la mortalité au nord, elle n'a pas d'influence sur l'évolution 
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démographique des Néandertaliens lorsqu'ils sont soumis à une compétition avec Homo sapiens 
alors que ce n'était pas le cas lorsque seul le climat perturbait la démographie de cette population. 
Comme nous l'avons évoqué dans les résultats, cela pourrait être dû à l'accélération de disparition 
des populations nordiques lorsqu'il existe une compétition entre les Néandertaliens et les Homo 
sapiens. En effet, des tests non présentés dans les résultats montrent que, quelle que soit la 
répartition initiale des espèces sur le territoire et pour des déterminants de croissance et de 
métabolisme identiques, la disparition des individus dans les régions les plus au nord est plus rapide 
lorsque la population néandertalienne est soumise à une compétition. Cela s'explique par le fait 
qu'en présence de modifications climatiques, la répartition dans l'espace des espèces n'est plus la 
même que lorsque seule la compétition est considérée. En effet, dans le modèle combiné, les deux 
populations cohabitent dans certaines zones alors que ce n'était pas le cas dans le modèle de 
compétition. Cette observation n'est en revanche pas valable lorsque l'on ajoute un facteur de 
diffusion imposé; dans ce cas, on retrouve l'effet du climat sur les populations. Lorsque les 
mouvements de populations sont plus nombreux, la population au nord ne disparait pas 
immédiatement et la mortalité induite par les oscillations climatiques continue de jouer un rôle sur la 
démographie globale.   
Concernant l'influence du métabolisme sur la démographie de la population néandertalienne, il est 
intéressant de noter que ce dernier semble jouer un rôle important dans le modèle combinant climat 
et compétition pour la ressource, de même que lorsqu'il existe une compétition additionnelle 
entraînant une surmortalité de l'espèce inférieure dans la compétition. Par ailleurs, si la mortalité au 
nord ne semble pas jouer un grand rôle sur l'évolution démographique de la population 
néandertalienne, en revanche, une mortalité généralisée sur l'ensemble du territoire est bien plus 
influente et gomme l'effet d'autres variations qui ont pourtant un rôle effectif intrinsèque comme les 
besoins alimentaires des espèces. Ces besoins alimentaires ont, en outre, une influence qui semble 
ici (comme pour le modèle de compétition simple) être une influence uniquement intrinsèque c'est à 
dire que les besoins alimentaires des uns ne semblent pas avoir d'impact sur la démographie des 
autres. Globalement, comme on a pu le constater dans l'analyse des modèles simples pour les 
paramètres démographiques, certains paramètres peuvent avoir une influence forte sur la 
démographie d'une population sans être visiblement potentialisés par un contexte, c'est le cas ici du 
métabolisme dans le contexte de compétition interspécifique. En ce qui concerne la répartition 
initiale des espèces enfin, on peut noter que si elle ne joue ni sur la densité néandertalienne à 
l'équilibre ni sur l'évolution démographique des Néandertaliens, en revanche, elle joue sur la densité 
à l'équilibre et l'évolution démographique des Homo sapiens et ce que la compétition soit 
accompagnée ou non d'une surmortalité due au climat lorsque l'on n'impose pas de facteur de 
diffusion. La répartition initiale joue également toujours un rôle dans la répartition des espèces dans 
l'espace à l'issue de la simulation.  
 




Figure 124: influence de la compétition pour la ressource sur l'effectif d'une population soumise à des fluctuations 
climatiques 
 
1.2 Le modèle climat-épidémie: 
 
Le modèle combiné climat-épidémie présente une particularité similaire au modèle combiné 
précédent. En effet, on observe une absence d'influence de la mortalité au nord sur la densité de 
population à l'équilibre contrairement à ce qui était observé dans le modèle climatique simple. Le 
profil observé à l'équilibre correspond en revanche à celui qui pourrait être observé dans le cas d'une 
épidémie simple. Là encore on pourrait imaginer que l'effet de l'épidémie au nord est très important 
et très rapide, entrainant une mortalité presque immédiate de toute la population (à l'échelle 
considérée dans notre étude) et de ce fait n'ayant pas d'influence sur la densité de la population 
totale à l'équilibre. Cette observation tendrait à montrer que si les effets des différents paramètres 
ne se potentialisent pas toujours, les effets des facteurs de mortalité comme le climat, les épidémies 
ou la compétition peuvent quant à eux s'additionner. Cette constatation semble confirmée par le fait 
que l'existence d'une mortalité au sud pèse d'avantage sur la démographie de la population lorsque 
la mortalité climatique est associée à un épisode épidémique.  
Concernant l'influence des paramètres mis en exergue par l'algorithme du simplexe comme le 
métabolisme et l'apport alimentaire non issu de la chasse, nous pouvons noter que nos résultats 
présentent des tendances similaires avec les autres modèles simples ou combinés. 
 




Figure 125: influence d'un épisode épidémique sur l'effectif d'une population néandertalienne soumise à des oscillations 
climatiques 
 
1.3 Le modèle compétition-épidémie: 
 
L'analyse de ce modèle vient confirmer les observations faites précédemment au sujet de l'effet des 
paramètres. Concernant l'effet des facteurs en revanche, nous pouvons constater que les profils 
obtenus avec ces modèles ne diffèrent pas de ceux obtenus avec un modèle de compétition simple. 
Cette observation pourrait signifier que l'effet des épidémies disparait très rapidement et/ou que la 
compétition a un effet prépondérant sur la démographie de la population néandertalienne. Les 
facteurs que nous avons testés comme causes potentielles de la disparation des Néandertaliens ne 
semblent donc pas tous avoir le même impact sur la démographie de cette population et si certains 
effets se combinent, certains peuvent être effacés par d'autres. Les différences que l'on peut 
observer sur l'influence de la mortalité due à la compétition viennent de la répartition des espèces 
qui ne se fait pas de la même manière dans les deux modèles. En effet, on remarque qu'elle a 
d'avantage d'influence quand ce sont les Homo sapiens qui intègrent le territoire néandertalien que 
quand ce sont quelques Néandertaliens qui subsistent dans un territoire envahi par les Homo 
sapiens. 
 








Figure 127: répartition des populations néandertalienne et sapiens soumises à une compétition élargie 
 




Figure 128: répartition des populations néandertalienne et sapiens soumises à une compétition élargie et à une épidémie 
 
1.4 Le modèle climat-compétition-épidémie: 
 
Ce dernier modèle, à travers les analyses faites suite aux résultats des algorithmes du simplexe, 
confirme les observations issues de l’analyse des modèles précédents tant au niveau de l'influence 
des paramètres que de l'effet des différents facteurs potentiellement responsables de la disparition 
des Néandertaliens. Les simulations réalisées entraînent cependant trop d'approximations 
numériques pour pouvoir interpréter avec certitude les résultats obtenus. 
 
5. Discussion autour des paramètres: 
 
1.1 La croissance des populations: 
 
De manière générale, la croissance maximale d'une population conditionne la vitesse à laquelle elle 
atteint sa capacité de soutien; cette constatation théorique s'observe dans l'ensemble de nos 
modèles. Par contre, son influence sur la dynamique de la décroissance d'une population soumise à 
un stress important dans le cadre de nos modèles est assez contre-intuitive. Si on remarque 
logiquement que plus la croissance est forte plus la population diminue lentement, en revanche la 
densité de population à l'équilibre semble d'autant plus faible que la croissance est forte lorsque l'on 
ajoute un facteur de diffusion fixe. Ceci peut s'expliquer comme nous l'avons vu dans les résultats par 
l'accumulation d'approximations numériques entrainant d'importantes fuites aux bords du domaine. 
Il semble donc plus prudent de ne pas tenir compte de ces résultats afin de ne pas chercher à 
interpréter ce qui résulte certainement de biais techniques. 
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Comme nous avons pu le constater la croissance des populations joue également dans nos modèles 
un rôle majeur dans le sens où elle conditionne tous les déplacements de population en absence de 
facteur de diffusion. Dans ce cas, plus la croissance est forte plus l'expansion des populations est 
rapide. Ce facteur est bien sûr combiné au choix que l'on fait pour le taux de diffusion notamment 
dans le cas de modèles utilisant le phénomène de diffusion. Concernant l'expansion des Homo 
sapiens, nous pouvons constater que nos modèles sans facteur de diffusion imposé sont en cela en 
accord avec d'autres modèles de la littérature qui proposent des taux de croissance élevés. Il faut en 
effet des taux de l'ordre de 2% pour faire coïncider l'invasion de cette population avec les dates 
attribuées aux premiers sites aurignaciens (Fort, Pujol, et Cavalli-Sforza 2004). Ces valeurs sont par 
contre en désaccord avec les estimations de l'ordre de 0,001% proposées par Bocquet-Appel et 
Demars en 2005 (à partir d'une étude basée sur la densité des sites archéologiques aurignaciens et 
gravettiens). Ces faibles estimations de croissances concernent la densification de l'occupation 
d'Homo sapiens en Europe. Simulées via nos modèles, ces estimations ne permettent pas d'obtenir, 
au bout de 10000ans, des effectifs du même ordre de grandeur que ceux proposés par l'étude de 
2005, de ce fait on peut en conclure que la croissance des Homo sapiens a dû considérablement 
ralentir après l'établissement de cette population en Europe. Cependant, si l'on ajoute un terme de 
diffusion imposé au risque d'obtenir des approximations numériques importantes, des valeurs faibles 
deviennent alors compatibles avec une colonisation des Homo sapiens. L'ajout d'un terme de 
diffusion imposé entraine des approximations numériques visibles dans de nombreuses simulations. 
Dans ces cas là, il est aisé d'éliminer les simulations en question mais on peut se demander s'il reste 
pertinent de considérer ce facteur de diffusion lorsque les résultats semblent exploitables car on 
prend forcément le risque d'interpréter des résultats potentiellement erronés.  
Concernant la recolonisation des espaces vides par les Néandertaliens après des épisodes climatiques 
froids de grande ampleur, sans imposer de facteur de diffusion, nos modèles suggèrent la nécessité 
d'une croissance élevée et d'une taille de population minimale pour que la recolonisation puisse être 
possible. Ces paramètres pourraient ne pas avoir été satisfaits et de ce fait, comme nous l'avons 
observé dans une étude récente, avoir empêché les Néandertaliens de recoloniser les territoires 
désertés lors des périodes précédentes (Cadènes et al., soumis) même si d'autres études basées sur 
les données génétiques observeraient des signaux de réexpansion dans l'ADNmt des Néandertaliens 
(Lalueza-Fox, 2005).  
 
1.2 La taille des populations: 
 
La taille des populations est un paramètre qui influe peu dans les modèles que nous avons mis en 
place, en tous cas la taille lorsqu'elle est considérée en tant que valeur à l'origine. En effet, les valeurs 
proposées pour les effectifs à l'origine peuvent modifier le timing des évènements mais ne changent 
pas la valeur à l'équilibre qui dépend des autres paramètres du modèle. La taille des populations 
étant un paramètre plutôt délicat à déterminer pour les populations anciennes, on ne peut que se 
satisfaire du peu d'influence qu'elle semble avoir dans nos modèles. Cependant, on peut remarquer 
qu'à l'issue de nos modélisations, selon les tests et donc selon les valeurs de paramètres, la taille de 
la population d'Homo sapiens invasifs varie entre 5000 et 300000 individus ce qui constitue un 
intervalle cohérent avec ce que l'on trouve dans la littérature. On peut noter que la taille de la 
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population d'Homo sapiens, sous les conditions les plus favorables, continuerait de croitre au delà de 
l'intervalle de temps que nous avons étudié, pour se stabiliser aux alentours d'un million d'individus.  
En revanche, il existe un lien évident entre les effectifs des différents maillons de la chaîne 
alimentaire. Par exemple, la taille maximale des populations de faunes d'herbivores semble avoir un 
rôle non négligeable notamment sur la répartition et la densité des espèces qui s'en nourrissent. 
Inversement, lorsqu'une population de carnivore croit en un lieu donné, alors on remarque une 
diminution voire une disparition des proies préférentiellement chassées sans pour autant observer 
d'effet à posteriori sur le carnivore qui se rabat sur les autres proies de son régime alimentaire. Cette 
évolution du régime alimentaire des hominidés en fonction des proies disponibles semble également 
documentée dans plusieurs sites archéologiques de la période (Grayson et Delpech, 1998; Mellars, 
2004). 
 
1.3 La fragmentation des populations: 
 
L'étude de l'effet de la fragmentation des populations a pu être réalisée dans ce travail via une 
structuration de l'espace permettant d'observer une répartition différentielle des espèces et des 
conditions de vie et de croissance propres à chaque zone de l'espace. On entendra donc ici par 
fragmentation à la fois l'existence de différents regroupements de population dans l'espace mais 
également l'existence de zones aux caractéristiques différentes. 
La fragmentation des populations est un paramètre qui est malheureusement assez peu accessible 
via les modèles appliqués que nous proposons ici du fait de la représentation linéaire de l'espace. 
Néanmoins, nous avons pu constater que la répartition initiale des faunes se répercutait sur la 
répartition des hominidés. De ce fait si les populations fauniques sont fragmentées, pour une raison 
où une autre, la répartition des hominidés s'en trouvera modifiée; l'effectif global des hominidés par 
contre ne sera pas impacté une fois l'équilibre atteint.  
Si les modèles appliqués ne fournissent que peu d'informations sur l'influence de ce paramètre, les 
modèles théoriques que nous avons adaptés et testés préalablement nous permettent de faire des 
constatations intéressantes. Premièrement, on peut constater que les zones vides ont tendance à se 
repeupler relativement rapidement et ce quelque soit la dynamique démographique globale de la 
population (croissance ou décroissance). Nous pouvons noter que, lorsque l'on définit des conditions 
de vie différentes entre les zones, comme dans nos modèles appliqués, le repeuplement d'une zone 
vide ne se fait que lorsque ces conditions de vie sont suffisamment favorables pour permettre une 
survie optimale de la population. Secondairement, on peut constater que la fragmentation des 
populations peut avoir un effet limitant sur l'influence de certains facteurs de stress comme les 
épidémies. En effet, nos modèles théoriques ont montré qu'une fragmentation importante limitait 
l'impact démographique d'une épidémie sur la population. 
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1.4 La migration des populations: 
 
La migration des populations ne peut être observée de la même façon dans nos modèles théoriques 
et dans nos modèles appliqués. Les populations ayant tendance à s'homogénéiser sur le territoire, la 
valeur du taux de croissance n'a pas d'influence sur la densité populationnelle globale si le taux de 
migration est homogène sur ce territoire. En revanche, s'il existe une immigration ou une émigration 
particulière dans une zone, on note que cela impacte directement les zones en contact mais que 
cette influence se dissipe lorsque l'on s'éloigne géographiquement de cette zone. Dans les modèles 
appliqués, la migration est considérée sous la forme d'un taux de diffusion, plus ce dernier est élevé 
plus les populations, si elles possèdent une croissance et un effectif suffisant, diffusent rapidement 
sur le territoire.  
 
1.5 La répartition par âge: 
 
La répartition par âge est un paramètre qui est influencé par différents facteurs démographiques tels 
que la fécondité, la mortalité par classe d'âge ou encore la vitesse de maturation. L'influence de ces 
différents facteurs sur la démographie des populations a pu être observée via nos modèles. On 
constate la grande influence de ces derniers qui rendent négligeable l'effet d'autres facteurs de 
stress. Nous pouvons noter que, en fonction de l'âge à la première grossesse, lorsque la fécondité ne 
dépasse pas 4 à 4,2 enfants par femme alors, sous les conditions établies par notre modèle, les 
populations ne peuvent pas se maintenir. Notons que les valeurs proposées ici peuvent varier 
légèrement en fonction des valeurs attribuées aux autres paramètres du modèle, notamment les 
besoins et les apports alimentaires. On sait que la fécondité des populations de chasseurs-cueilleurs 
est limitée du fait de la nécessité pour les groupes de rester mobiles. Les observations réalisées sur 
des groupes actuels ou subactuels montrent malgré tout un intervalle d'estimation plutôt 
conséquent de 2,6 à 8 enfants par femme (Pennington 2001). Si nos modèles permettent d'établir un 
taux de fécondité nécessaire à la survie d'une population, il faut noter qu'une fécondité faible n'aura 
pas d'impact plus négatif en présence d'un stress démographique qu'en son absence. Concernant 
l'effet du climat, une fécondité faible ne sera délétère pour une population que si les effets du climat 
se font ressentir sur l'ensemble du territoire et pas seulement dans les latitudes les plus au nord. On 
a pu observer dans nos modèles qu'une forte fécondité appliquée aux Néandertaliens pouvait leur 
permettre de mieux résister à la compétition avec Homo sapiens, même si ces derniers possédaient 
un avantage compétitif. Une chute de la fécondité néandertalienne aurait donc pu favoriser 
l'expansion d'une population jusque là confinée dans les territoires orientaux de l'Europe. En ce qui 
concerne la mortalité juvénile, pour que la population se maintienne, nous pouvons constater que 
cette dernière doit être inférieure à 0,04 pour une fécondité d'environ 4 enfants par femme et 
inférieur à 0,12 pour une fécondité d'environ 7 enfants par femmes. Seulement là encore, pour 
qu'une forte mortalité juvénile potentialise l'effet d'un stress environnemental sur une population, il 
faut que ce stress induise directement une mortalité accrue de la dite population et ce sur l'ensemble 
du territoire dans lequel elle vit. D'après nos modèles, une simple compétition pour la ressource par 
exemple n'a pas d'effet suffisant sur les populations pour entrainer la disparition d'une des 
populations en compétition même si les déterminants démographiques de cette population sont 
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moins favorables que ceux de l'autre. Cela peut peut-être s'expliquer par le fait que les populations 
que nous considérons ici ont des densités faibles à l'échelle du territoire. De ce fait, il ne s'opère pas 
de compétition pour la ressource suffisamment forte pour être démographiquement contraignante. 
Concernant le taux de passage à l'âge adulte et donc la vitesse de maturation des populations, on 
remarque une influence notable sur la répartition par âge et la croissance des populations. Plus la 
maturation/maturité sexuelle est avancée, plus la population totale est nombreuse. En effet, dans ce 
cas, les adultes sont plus nombreux et comme le nombre d'adultes détermine le nombre de 
juvéniles, l'effectif total augmente. Une population avec une maturation plus précoce qu'une autre 
voit donc naturellement sa population augmenter. Cependant dans notre modèle de compétition 
pour la ressource, les différences de taux entre les populations ne potentialisent pas la compétition 
puisque nous avons montré que cette dernière ne s'opérait pas entre les populations. C'est d'ailleurs 
le cas pour tous les autres facteurs démographiques. Notons par ailleurs que même lorsqu'il existe 
une mortalité additionnelle due à une autre forme de compétition, ces paramètres démographiques 
n'agissent pas comme facteur potentialisant, en ce sens qu'un avantage conféré aux Homo sapiens 
n'induit dans aucun cas une mortalité supplémentaire significative chez les Néandertaliens. 
 
6. La disparition des Néandertaliens en question: 
 
La disparition des Néandertaliens est une question largement débattue au sein de la communauté 
scientifique. Comme nous l'avons vu en introduction, plusieurs hypothèses ont été évoquées pour 
répondre à cette question. Ici nous avons choisi d'en réexaminer trois: la compétition, le climat et les 
épidémies, via la création de modèles mathématiques permettant de regrouper les informations 
issues de diverses sous-disciplines de la paléoanthropologie.  
 
1.1 La compétition 
 
La compétition entre les Néandertaliens et les Homo sapiens est souvent invoquée pour expliquer le 
recul démographique des Néandertaliens observé au cours du stade isotopique 3. Si certains auteurs 
pensent que la compétition avec les Hommes modernes à elle seule n'a pas pu engendrer la 
disparition des Néandertaliens (Pettitt 1999b; Shea 2003; Stewart 2004; Hockett et Haws 2005), 
d'autres en revanche soutiennent l'idée que cette population a subit une exclusion compétitive de la 
part des Homo sapiens (Flores 1997; Flores 2011; O’Connell 2006; Banks et others 2008). Parmi les 
études en faveur de l'existence d'une compétition mortelle pour les Néandertaliens, toutes n'ont pas 
le même degré de pertinence. Certaines semblent trop théoriques pour apporter une réponse 
constructive au débat (Flores 1997), d'autres au contraire sont plus convaincantes car basées sur des 
exemples archéologiques ou ethnographiques documentés (O’Connell 2006). Certains auteurs 
comme Banks et ses collègues considèrent le recul démographique des Néandertaliens dans les 
zones refuges du sud de l'Europe comme consécutif à la progression des Hommes modernes avec qui 
ils étaient en compétition sur le territoire (Banks et others 2008). Ils justifient cela par le fait que les 
simples fluctuations climatiques observées à l'OIS3 n'auraient pas significativement réduit la niche 
écologique potentielle des Néandertaliens qui, en outre, avaient survécus à d'autres oscillations du 
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même ordre dans les périodes précédentes. Une étude récente que nous avons réalisé sur les 
fluctuations climatiques du MOIS4 montre également que les variations de températures et de 
précipitations pouvaient avoir une influence sur l'habitabilité locale mais que les grands patrons 
régissant la répartition des populations néandertaliennes dans l'espace restaient plus ou moins les 
mêmes au cours du temps (Cadènes et al. soumis).  
La compétition pourrait donc avoir fait reculer les Néandertaliens qui, acculés dans des zones 
refuges, auraient disparu. Cependant, pour qu'il y ait compétition, même indirecte, il faut qu'il y ait 
contemporanéité des deux populations, ce qui reste très discuté. En effet, plusieurs études récentes 
ont réactualisé ce débat soit en mettant en cause l'attribution des industries de transition aux 
Néandertaliens (Bar-Yosef et Bordes 2010; Pirson et al.; Thomas Higham et al. 2010); soit en mettant 
en évidence des lacunes entre les strates attribuables au Néandertaliens et celles attribuables aux 
Homo sapiens suggérant ainsi une absence de contact (Mallol, Hernández, et Machado, in press). Les 
travaux de Bar Yosef et Bordes en 2010 sont particulièrement troublants puisqu'ils remettent en 
question l'attribution de la culture châtelperronienne aux fossiles néandertaliens dans les deux sites 
où cette dernière avait été le mieux établie, à savoir Saint Césaire et Arcy-sur-Cure (Lévêque et 
Vandermeersch 1980; Bailey et Hublin 2005). Une autre hypothèse régulièrement remise en cause 
est l'existence d'interstratifications entre les couches contenant de l'industrie attribuable aux 
Néandertaliens et celles contenant de l'industrie attribuable aux Hommes modernes, certaines 
études favorisant l'hypothèse d'une succession des cultures (Zilhao et d’ Errico 1999; Zilhão et al. 
2007). Dès lors si la contemporanéité géologique est établie , la contemporanéité physique ne l'est 
pas forcément et l'on peut se demander si des contacts entre les deux populations ont réellement 
existé, surtout que l'amélioration des techniques de datation poussent certains auteurs à remettre 
en cause l'existence de chevauchements chronologiques importants entre les deux populations 
(Conard et Bolus 2003; Jöris, Fernandez, et Weninger 2003; Higham, Brock, et al. 2009; Higham et al. 
2010; Higham et al. 2011; Pettitt 1999). 
Notre travail de recherche doctorale n'a pas pour but de trancher la question de l'existence d'une 
compétition entre Néandertaliens et Hommes modernes. Il tend simplement à reconsidérer 
l'hypothèse d'une compétition entre ces deux populations en testant les effets potentiels sur la 
démographie des populations. Pour cela, nous avons considéré que les deux populations étaient 
potentiellement contemporaines et qu'elles pouvaient donc avoir occupé le même territoire au 
même moment. Ce travail a permis, en outre, de considérer deux formes de compétition, une 
compétition directe pour la ressource, et une compétition plus indirecte génératrice de mortalité 
dans la population soumise à cette compétition (via des conflits violents par exemple). Nous avons 
pu constater que si les besoins alimentaires et l'apport d'une source de nourriture extérieure à la 
chasse influençaient considérablement la démographie d'une population, la compétition pour la 
ressource qu'elle ait été stricte (même proies consommées) ou plus lâche (régime alimentaire carné 
partiellement similaire), n'a pas pu conduire à elle seule à la disparition de la population 
néandertalienne. En effet, le niveau de ressource disponible considéré ici semble indiquer qu'une 
compétition pour la ressource, si elle semble vraisemblable (Fabre et al. 2011), n'aurait pas été 
suffisamment privative pour avoir un effet notable sur les populations. D'ailleurs, il est à noter que le 
régime alimentaire supposé plus varié des Homo sapiens n'a vraisemblablement pas pu leur conférer 
un avantage sélectif en terme d'apport alimentaire pur. Nous n'observons pas d'augmentation 
significative de la densité des populations lorsque le régime est plus varié, elle semble même 
sensiblement diminuer. En revanche, il est possible qu'un régime alimentaire plus varié ait entrainé 
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une meilleure résistance physique, une moindre mortalité materno-fœtale ou un meilleur 
développement des individus (Hockett et Haws 2005) mais nous ne pouvons pas approcher ces 
phénomènes via nos modèles. Les hypothèses récentes sur la démographie des Homo sapiens 
(Mellars et French 2011), qui auraient eu un effectif dix fois plus élevé que celui des Néandertaliens, 
ne modifient pas nos résultats qui concluent en une absence de compétition pour la ressource quel 
que soit les effectifs relatifs des deux populations (en effet, la population faunique considérée ici 
semble suffisamment importante pour supporter une telle taille de population pour Homo sapiens).  
La compétition, si elle a existé entre Néandertaliens et Homo sapiens, et en partant du principe 
qu'elle aurait joué un rôle majeur dans la disparition des Néandertaliens, a donc dû porter sur 
d'autres objets que les ressources alimentaires. Nous avons pu constater via nos modèles qu'en 
absence de facteur de diffusion imposé, cette compétition, pour qu'elle ait pu entrainer une 
disparition des Néandertaliens conforme au timing observé d'un point de vue archéologique, devait 
induire sur cette population une mortalité additionnelle effective sur au moins deux tiers du 
territoire et présenter des valeurs de l'ordre 0,28%. Cependant, si cette mortalité est dépendante de 
la présence d'Homo sapiens et dans les conditions de croissance que l'on connait pour cette 
population invasive, alors aucune valeur de mortalité additionnelle n'entraine une extinction de la 
population néandertalienne cohérente avec les connaissances paléoanthropologiques actuelles. En 
présence d'un facteur de diffusion imposé en revanche, cette mortalité devient ubiquitaire et 
présente des valeurs de l'ordre de 1,3% en cas de disparition des Néandertaliens. Toutes ces valeurs 
ont été confirmées quels que soient les besoins métaboliques attribués aux Néandertaliens et aux 
Homo sapiens. Ceci dit, il faut rester prudent quant à l'interprétation des résultats obtenus en 
présence d'un facteur de diffusion car les différentes simulations que nous avons réalisées nous ont 
montré que des valeurs trop faibles ou trop élevées entrainaient d'importantes approximations 
numériques et que les valeurs permettant d'observer une invasion des Homo sapiens cohérente avec 
les données archéologiques se trouvaient assez souvent dans ces valeurs "extrêmes". 
Reste à savoir ce qui aurait pu entrainer une telle mortalité. Il pourrait s'agir de conflits violents entre 
Néandertaliens et Homo sapiens, la mortalité par conflit est souvent existante dans les populations 
de chasseurs-cueilleurs (de l'ordre de 8‰ chez les adultes de la population Hiwi par exemple qui 
observaient notamment une mortalité due à une lutte pour le territoire (Hill, Hurtado, et Walker 
2007). On retrouve cependant peu de trace de violence sur les ossements néandertaliens (Zollikofer 
et al. 2002). Il est également peu probable, comme nous le verrons plus loin, qu'une épidémie 
allochtone, véhiculée par les Homo sapiens invasifs, ait pu entrainer de façon constante ou 
récurrente une telle mortalité sur une si grande période de temps. 
 
1.2 Le climat 
 
Même si, nous venons de le voir, certains auteurs considèrent que le climat n'a pas pu entrainer une 
contraction des niches écologiques telle que les Néandertaliens n'auraient pu y survivre, la question 
reste débattue. Il semble établi que les populations néandertaliennes des latitudes les plus 
septentrionales n'aient pu survivre dans les régions en question pendant les périodes les plus froides 
(Hublin et Roebroeks 2009; Stewart 2007). L'habitabilité des zones nordiques durant les périodes 
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glaciaires parait en effet considérablement réduite au profit des zones plus méridionales (Van Andel, 
Davies, et al. 2003; Cadènes et al. soumis). Cependant, certains chercheurs mettent en avant 
l'existence chez les plantes et les animaux de zones refuges ou de zones d'endémisme au nord et 
proposent que les comportements animaux aient pu être plus individuels que populationnels face 
aux changements climatiques (Hofreiter et Stewart 2009). On peut alors se demander si ces zones 
n'auraient pas pu accueillir des populations humaines également. Les phénomènes de contraction-
réexpansion observés à l'échelle génétique chez les faunes se retrouvent chez les Néandertaliens 
(Lalueza-Fox et al. 2005), témoignant d'une importante dynamique populationnelle en réponse à des 
oscillations climatiques d'une amplitude notable et d'une périodicité plutôt limitée. Quant aux 
latitudes plus méridionales, certains auteurs suggèrent qu'elles auraient également pu connaitre des 
changements climatiques à l'origine de conditions (d'aridité notamment) telles que les 
Néandertaliens n'auraient finalement pas pu y survivre (Jiménez-Espejo et al. 2007; López‐García et 
al. 2011; Mallol, Hernández, et Machado, 2011). D'autres nuancent l'effet du climat qui aurait pu 
avoir un rôle déterminant dans certains sites présentant des datations très récentes (24ka) mais un 
rôle de moindre importance autour de 32-28ka (Tzedakis et al. 2007). Le climat n'aurait d'ailleurs pas 
défavorisé les Néandertaliens partout, il semble avéré que le maintien de cette population au sud de 
l'Espagne serait dû à des conditions climatiques bloquant l'expansion des Homo sapiens (d’Errico et 
Sánchez Goñi 2003b; Sepulchre et al. 2007).  
Le modèle que nous avons conçu pour étudier l'influence des variations climatiques sur la population 
néandertalienne permet de mettre en évidence l'effet, déjà documenté, du climat sur les 
contractions de population (Gamble et al. 2004) puisque l'on observe, en tenant compte des 
estimations de températures réalisées pour la période 40-30ka, des extinctions locales de population 
au nord et une impossibilité de recolonisation. Même s'il est impossible de mettre en évidence des 
migrations vers le sud via notre modèle, il est à souligner que les résultats obtenus montrent une 
désertification des régions du nord lorsque les températures moyennes sont inférieures à -20°C du 
fait de conditions de vie trop contraignantes pour les populations humaines.  
La mise en place d'une matrice de mortalité permettant de simuler de façon plus vraisemblable la 
mortalité due au climat au cours du temps montre que les oscillations climatiques ont pu entrainer à 
elles seules la disparition des Néandertaliens lorsque la croissance maximale de la population est 
relativement modérée, inférieure à 1,1%. (Lorsque la croissance maximale est inférieure à 0,6% alors 
la disparition des Néandertaliens intervient dans le premier millénaire qui suit la survenue des 
oscillations climatiques.) C'est également le cas lorsque la mortalité moyenne sur tout le territoire est 
environ 1% supérieure aux valeurs que nous avons intégrées dans nos simulations, soit environ 10°C 
inférieure aux estimations proposées par les climatologues (Baron, Van Andel, et Pollard 2003). La 
mortalité engendrée par une diminution de 10°C de la température entrainerait une diminution de la 
croissance de la population de telle sorte que cette dernière passe sous le seuil précédemment décrit 
des 1,1%. Le fait d'augmenter la mortalité au nord uniquement ne modifie pas les résultats de nos 
simulations. En présence d'un facteur de diffusion imposé, les effets d'oscillations climatiques 
n'entrainent une disparition de la population que lorsque la croissance est en deçà de 0,5% à 0,08% 
en fonction du taux de diffusion choisi. Il semble donc que pour que le climat ait eu un effet 
significatif sur la démographie de la population néandertalienne, il aurait fallu que cette dernière 
présente des valeurs de croissance populationnelle faibles au minimum inférieures à 1,1% par an. 
Sachant que des épisodes climatiques d'une ampleur similaire à ceux observés au cours du stade 
isotopique 3 avaient déjà eu lieu en Europe dans les périodes précédentes, on peut supposer pour 
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appuyer l'hypothèse climatique que la croissance durant les périodes plus ancienne ait été plus forte 
que celle observée au cours du stade 3. Certains auteurs proposent en effet un accroissement de la 
population néandertalienne au cours des stades isotopiques 6 et 5 suivie d'une expansion vers l'Est 
au stade 5 témoignant elle aussi d'une forte croissance probable de la population. Pour que 
l'hypothèse climatique soit validée il faudrait donc expliquer le ralentissement de la croissance 
néandertalienne qui n'aurait pas pu dépasser 1%. 
 
1.3 Les épidémies 
 
L'hypothèse épidémique, si elle a été suggérée par plusieurs auteurs (Sørensen 2011; Underdown 
2008; Wolff et Greenwood 2010; Chiarelli 2004), reste très peu vraisemblable et très discutée. Deux 
hypothèses principales ont été formulées à ce propos. La première concerne une forme transmissible 
de la maladie de Creutzfeldt Jacob que les Néandertaliens auraient pu contracter en mangeant des 
abats d'animaux contaminés ou en pratiquant le cannibalisme (Chiarelli 2004; Underdown 2008). Ces 
auteurs appuient leur hypothèse sur l'existence de cas ethnographiques similaires, mais ces 
arguments sont décriés puisque les similitudes en termes de mode de vie et de densité de 
populations ne seraient pas suffisantes pour que le modèle décrit pour ces populations 
ethnographiques soit applicable aux Néandertaliens (Riel-Salvatore 2008). La seconde hypothèse 
épidémiologique avancée pour expliquer le déclin de la population néandertalienne est l'arrivée 
d'une maladie infectieuse de type virale apportée en Europe par les Homo sapiens invasifs. En effet, 
selon certains auteurs (Wolff et Greenwood 2010), ce type de maladie, contrairement aux infections 
bactériennes, fongiques ou à protozoaires, pourrait avoir rempli suffisamment de critères pour être 
envisagé comme une cause plausible de la disparition des Néandertaliens. Selon ces auteurs ce type 
de pathogène était régulièrement au contact des Homo sapiens en Afrique et il aurait pu migrer avec 
cette population, sans avoir besoin de vecteurs, en maintenant une infection chronique mais non 
létale. Une fois en Europe, il aurait pu se transmettre par contact aux populations autochtones. 
L'analyse génétique de différents virus a montré que certains avaient des schémas de dispersion qui 
pourraient coïncider avec l'expansion des Homo sapiens hors d'Europe, c'est le cas par exemple des 
Herpesviridae (Wolff et Greenwood 2010). Par ailleurs, il a souvent été exclu que des maladies 
contagieuses avec un fort taux de mortalité telles que la rougeole ou la variole aient pu être la cause 
d'une disparition des Néandertaliens car l'action de ce type de pathogène aurait décimé trop 
rapidement la population. Cependant, il n'est pas à exclure que leur action aurait pu être plus 
progressive sur une population fragmentée. De plus, dans ce cas, il est possible que la survenue de ce 
type d'épidémie, même en n'agissant que sur une brève période de temps et en ne tuant qu'une 
faible proportion de la population, ait pu suffire à déstabiliser la population néandertalienne à un 
point tel que cette dernière aurait fini par disparaitre (Sørensen 2011). Enfin, des études génomiques 
non publiées ont récemment démontré que les Hommes modernes auraient acquis des gènes leur 
permettant de lutter contre certaines maladies telles que la rougeole, gènes qui n'existeraient pas 
chez les Néandertaliens (Hawks, Aaron, communication personnelle). 
Notre modèle épidémique est quant à lui très peu concluant puisque quels que soient les paramètres 
de l'épidémie, cette dernière ne semble avoir aucune influence majeure sur la démographie de la 
population néandertalienne. Les équations que nous avons proposées pour simuler la survenue 
Chapitre 4 : Discussion 
290 
 
d'une épidémie entrainent certes une déstabilisation de la population puisque les profils obtenus 
diffèrent des profils classiques mais cette dernière n'a pas d'influence létale sur la population 
néandertalienne. Il confirme en cela l'hypothèse avancée par Armelagos et ses collègues en 2005 qui 
suggérait que la population néandertalienne avait un effectif trop faible pour qu'une épidémie puisse 
se répandre et avoir une réelle influence sur la démographie globale de la population, même si 
certains proposent que le faible effectif des Néandertaliens aurait pu être compensé par une grande 
mobilité (Sørensen 2011). En effet, on constate via notre modèle que la seule manière d'entrainer 
une diminution de la population néandertalienne du fait de l'épidémie est d'augmenter 
considérablement l'effectif initial de cette dernière jusqu'à des valeurs incompatibles avec les 
estimations existantes pour la taille des populations paléolithiques. L'augmentation de la mobilité 
des populations quant à elle ne semble pas convaincante même s'il nous est impossible de conclure 
de façon fiable et définitive, les résultats obtenus en présence d'un facteur de diffusion faisant 
apparaitre des approximations numériques dans les calculs. 
 
1.4 Les facteurs démographiques 
 
Nous avons déjà eu l'occasion de discuter l'influence générale des facteurs démographiques sur nos 
modèles. Essayons de voir maintenant en quoi ils auraient pu jouer un rôle prépondérant dans la 
disparition des Néandertaliens. Il est assez peu aisé d'approcher ces facteurs autrement que par des  
inférences faites à partir des données archéologiques et peu de travaux sont menés sur ce sujet. Des 
hypothèses récentes font état d'un effectif très supérieur chez les Homo sapiens (par rapport aux 
Néandertaliens) qui leur aurait permis de supplanter les Néandertaliens (Mellars et French 2011). 
D'autres études récentes semblent mettre en évidence l'existence d'une maturation différentielle 
entre les Hommes modernes et les Néandertaliens potentiellement à l'origine de l'expansion des uns 
et du déclin des autres (Smith et al. 2010; Ramirez Rozzi et Bermudez de Castro 2004; Thompson et 
Nelson 2011; Tillier 2011).  
L'analyse des facteurs démographiques montre que ces derniers ont une influence considérable sur 
la démographie d'une population. On remarque cependant qu'ils ne se potentialisent pas avec les 
autres facteurs de stress dans nos résultats, on doit donc envisager que notre modèle, comme tout 
modèle, ne propose qu'une vision partielle des processus et de ce fait retranscrit peut être assez mal 
l'effet combiné de différents facteurs. Il faut rappeler qu'un modèle n'est qu'une abstraction d'un 
système et qu'il n'est par définition jamais parfait, il faut donc toujours savoir le remettre 
partiellement en cause. Concernant la taille des populations, nos modèles ne confirment pas les 
hypothèses de French et Mellars car ce paramètre joue peu et un équilibre dynamique finit toujours 
par s'établir. En effet, dans nos modèles un effectif supérieur au départ n'apporte pas d'avantage 
significatif et un effectif supérieur à l'équilibre n'est pas forcément synonyme de déclin des 
Néandertaliens, même lorsqu'il existe un facteur 10 entre les deux populations. Concernant 
l'importance de facteurs démographiques tels que la fécondité, la mortalité infanto-juvénile ou la 
vitesse de maturation, certains auteurs pensent qu'un changement dans ces paramètres, au moment 
de l'installation des Homo sapiens sur le territoire européen (soit la dernière phase de la transition), a 
pu avoir lieu favorisant ces derniers du fait d'une fécondité accrue ou d'une maturation plus rapide 
(Trinkaus 2011). Cette hypothèse semble vraisemblable à la lumière de nos modèles puisqu'ils 
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mettent en évidence le fait qu'une modification, même minime de ces paramètres, a pu entraîner la 
décroissance populationnelle des Néandertaliens. Des études suggèrent que la croissance et la 
maturation des Néandertaliens se terminerait au milieu de l'adolescence (vers 15ans) (Nelson et 
Thompson 2002; Thompson et Nelson 2011; Tillier 2011; Ramirez Rozzi et Bermudez de Castro 2004) 
alors que celle des Homo sapiens aurait pu se prolonger de quelques années (Robson et Wood 2008). 
Il serait intéressant de savoir si la durée de la période de croissance a été modifiée au cours de 
l'évolution de ces populations et notamment en ce qui concerne les Néandertaliens. Il en est de 
même pour la mortalité infanto-juvénile dont la connaissance des déterminants au cours du temps 
pourrait se révéler très informative et apporter des données très utiles à la modélisation. 
L'influence des paramètres intrinsèques que nous venons d'évoquer semble d'autant plus importante 
que les conditions climatiques sont défavorables puisque l'on constate, dans notre modèle tenant 
compte des oscillations climatiques, que des taux de mortalité infantiles trop forts, une fécondité 
trop faible ou encore une maturité trop tardive ne permettent pas une survie des populations, même 
temporaire. Dans le même ordre d'idée et sous ce même modèle climatique, on a pu constater que 
la croissance maximale potentielle de notre population devait être importante pour que cette 
dernière puisse supporter un tel épisode climatique. 
Suite à l'analyse de nos modèles, on peut donc supposer que le rôle des facteurs démographiques a 
été déterminant dans le déclin et la disparition de la population néandertalienne. En effet, comme 
nous l'avons vu, un changement même minime dans les valeurs de certains paramètres tels que la 
fécondité, la vitesse de maturation ou la mortalité infantile aurait pu entrainer à lui seul la disparition 
de la population. Il serait donc intéressant d'analyser plus avant le rôle de ces paramètres en 
réalisant des études diachroniques au sein même de la population néandertalienne, ceci pour mettre 
en évidence une éventuelle modification dans les valeurs de ces paramètres au cours du temps et 
ainsi apporter au débat sur l'influence des facteurs démographiques intrinsèques sur la démographie 
des Néandertaliens. 
 
1.5 Influence de facteurs combinés 
 
Une des hypothèses développée dans cette thèse s'intéressait à l'effet cumulé de plusieurs facteurs 
pour expliquer la disparition des Néandertaliens. Si nous avons pu voir que cette population pouvait 
disparaitre, dans certains cas très particuliers, du fait d'une compétition directe avec les Homo 
sapiens, les valeurs de mortalité évoquées semblent en désaccord avec les observations 
paléoanthropologiques. Tenant compte du fait que les Néandertaliens aient survécu à des épisodes 
froids antérieurs à ceux du dernier maximum glaciaire, il ne semble pas vraisemblable que les 
Néandertaliens aient disparu du seul fait du climat, tout au moins en l'absence de conditions 
démographiques particulières qui auraient pu changer entre le stade isotopique 4 et le stade 
isotopique 3. On pourrait alors supposer que la disparition des Néandertaliens soit le fait de l'action 
combinée de plusieurs facteurs délétères. En supposant que la croissance maximale des 
Néandertaliens ait été de 2%, et en présence d'un facteur de diffusion, alors des fluctuations 
climatiques associées à une mortalité induite par les Homo sapiens de 2% pourraient conduire à une 
disparition de la population conforme avec le timing observé à partir des données archéologiques. En 
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absence de facteur de diffusion, toujours avec une croissance maximale de 2%, la mortalité induite 
par la compétition, quelle qu'elle soit n'entraine pas de disparition de la population puisque 
l'invasion des Homo sapiens n'est jamais suffisamment prononcée. Par contre, combinés à l'influence 
néfaste du climat, les paramètres démographiques intrinsèques tels que la fécondité, la vitesse de 
maturation ou encore la mortalité infantile offrent une gamme de valeurs permettant une survie des 
Néandertaliens très réduite. On ne peut être certain que cette population ait maintenu de telles 
valeurs, de croissance maximale notamment, au cours du stade isotopique 3. Les fluctuations 
climatiques de cette période auraient donc pu entrainer la disparition des Néandertaliens si ces 
derniers étaient préalablement démographiquement affaiblis. Concernant la survenue d'une 
épidémie lors d'épisodes climatiques tels que nous les avons envisagés, la mortalité de la population 
néandertalienne serait trop rapide et ce quelle que soit la croissance maximale de la population; nos 
modèles ne sont donc pas favorables à une telle hypothèse. Cependant, l'existence d'approximations 
numériques dans certains modèles simulant une épidémie, notamment en présence d'un facteur de 
diffusion, doit nous pousser à la plus grande prudence concernant l'interprétation de ces modèles en 





Conclusion générale  
 
La disparition de la population néandertalienne est, comme nous l'avons constaté, une question 
complexe à traiter. En effet, il est assez difficile de définir le cadre environnemental de cette dernière 
et de ce fait souvent mal aisé d'en tirer des conclusions fiables. L'hypothèse la plus largement 
partagée à ce jour soutient que la disparition des Néandertaliens serait consécutive à l'arrivée en 
Europe des Homo sapiens dont la présence est attestée par la diffusion de la culture aurignacienne 
depuis l'Europe de l'est à partir de 45ka BP environ (Mellars 2006), et peut être également favorisée 
par la survenue d'épisodes climatiques cycliques particulièrement froids et/ou arides et resserrés 
dans le temps. Si le cadre climatique semble aujourd'hui globalement bien établi, le cadre chrono-
stratigraphique ne l'est quant à lui pas toujours et cela pose des problèmes notables dans le 
traitement de certaines hypothèses majeures comme la compétition avec Homo sapiens par 
exemple. Comme nous l'avons discuté, cette hypothèse part du postulat que les deux espèces aient 
expérimenté une contemporanéité physique, ce qui, à la lumière d'études récentes, pourrait être 
contesté. Il est entendu que si cette contemporanéité se révèle uniquement géologique, l'hypothèse 
d'une compétition néfaste aux Néandertaliens n'a plus lieu d'être. Si tant est qu'elle soit au contraire 
démontrée, le simple fait qu'il y ait contemporanéité n'implique pas forcément qu'il y ait eu 
compétition. Pour cela, il faudrait que la niche écologique occupée par les Néandertaliens soit 
réduite et ne puisse absolument pas permettre de subvenir aux besoins des deux populations; ce qui 
n'eut pas obligatoirement été le cas avec des populations de très faible effectif. En admettant qu'il y 
ait eu compétition, il reste malgré tout délicat d'en connaitre les déterminants. En effet, nous avons 
évoqué le fait que l'association entre les industries et les groupes humains était parfois difficile à 
établir et à ce jour on ne peut dire avec certitude que l'aurignacien est le seul fait des Homo sapiens 
et que les industries de transition sont l'œuvre des seuls Néandertaliens. Dès lors, les comparaisons 
faites entre ces deux populations sur la capacité technique intrinsèque de chacune et parfois sur les 
capacités cognitives ou les caractéristiques sociales associées à ces populations restent discutées 
(Bocquet-Appel et Tuffreau, 2009). Pour expliquer le remplacement des Néandertaliens par les Homo 
sapiens, d'autres études se basent sur l'existence d'une différence dans les choix alimentaires des 
deux populations et mettent en avant des différences métaboliques ou encore des différences en 
termes d'apport nutritionnel. L'hypothèse de base soutenant que Néandertaliens et Homo sapiens 
avaient des alimentations différentes est pourtant controversée comme en témoigne une étude 
récente que nous avons réalisée et qui montre que ces différences sont minimes (Fabre et al. 2011). 
D'autres études suggèrent même qu'il n'en existait aucune (Hardy et Moncel 2011). L'hypothèse de 
compétition est donc dépendante de nombreux postulats pas toujours étayés et parfois controversés 
dont il faut tenir compte dans toute analyse relative à la disparition des Néandertaliens. 
Concernant l'hypothèse climatique, les approximations sont moins importantes grâce aux 
modélisations paléoclimatiques qui donnent des informations sur les changements 
environnementaux avec une assez bonne résolution, notamment pour la période entourant la 
disparition des Néandertaliens. Toutefois, il est assez difficile d'établir des corrélations entre ces 
changements de températures ou de précipitations et un déplacement de population ou une 
potentielle augmentation de la mortalité dans les populations humaines. En effet, beaucoup de 




cartographie des sites n'est pas exhaustive; il existe donc toujours le doute que les résultats obtenus 
découlent d'un biais de recrutement plutôt que d'une réelle relation entre climat et démographie des 
populations. 
A ces hypothèses très étudiées, s'ajoutent des hypothèses moins vraisemblables qui n'ont que peu 
de fondements archéologiques. Ces hypothèses exploitent des idées pas forcément fantaisistes mais 
impossibles à vérifier. Ainsi, il est très difficile, pour ne citer que deux exemples, d'apporter du crédit 
aux hypothèses concernant la survenue d'une épidémie de Creutzfeld-Jacob (Underdown 2008) ou 
encore un empoisonnement du fait de la respiration d'air contaminé dans les grottes (Størmer et 
Mysterud 2007). La question de la disparition des Néandertaliens n'est donc pas facile à aborder, très 
relative et dépendante du poids que l'on attribue aux données archéologiques.  
D'une manière générale, l'analyse de la disparition des Néandertaliens gagnera en précision et en 
fiabilité avec l'augmentation des études archéologiques. Ceci est particulièrement vrai lorsque cette 
analyse est menée via la modélisation qui est très dépendante des données brutes fournies par les 
études sur le terrain. Si ces dernières apportent à l'avenir des résultats plus précis et des estimations 
affinées tant en termes de datation, que d'attribution des industries ou encore de définition des 
caractères intrinsèques aux populations (caractères physiologiques, génétiques ou encore 
socioculturels), les analyses de synthèse apportées par la modélisation n'en seront que plus 
pertinentes et plus fiables. De la même façon, des études modélisant les interactions hommes-
environnement, comme celle que nous proposons dans cette thèse, gagneraient beaucoup si elles 
pouvaient se baser sur des référentiels actuels mieux adaptés. En effet, de nombreuses études sur 
les populations anciennes utilisent le principe d'actualisme qui confère à ces populations un 
comportement similaire aux populations actuelles. Il s'agit bien sûr d'une hypothèse de travail mais 
le fait de mieux connaitre à la fois les populations anciennes et les populations actuelles ou 
subactuelles permettrait de les associer de manière plus appropriée et avec moins de risques de 
biais. 
Malgré les difficultés qui existent pour aborder le sujet de la disparition des Néandertaliens, ce travail 
de recherche doctorale a permis de reconsidérer plusieurs des hypothèses majeures sur la question. 
En nous attelant à utiliser essentiellement des paramètres largement documentés, en choisissant 
d'étudier la démographie de la population néandertalienne via une modélisation de sa chaine 
alimentaire et en comparant nos résultats avec des modèles plus classiques, nous avons essayé de 
nous prémunir au maximum des biais inhérents à l'étude des populations anciennes. Les résultats 
que nous avons obtenus sont donc une représentation de la réalité dépendante du modèle lui-
même, mais ces résultats sont issus d'un choix conscient et raisonné qui avait pour objectif 
d'optimiser les données archéologiques disponibles à ce jour. Ces modèles que nous avons mis en 
place tendent à exclure l'influence majeure de certains facteurs comme la compétition pour la 
ressource, la compétition élargie dans certains cas, le climat en présence d'une croissance forte et la 










    compétition climat épidémie démographie 
compétition 
ressource   × × × × 
élargie   × × ×   ×* 
climat ×   × o × 
épidémie × ×   × × 
démographie × o ×   o 
Tableau 43: résumé des résultats obtenus pour chaque modèle, les croix représentant les modèles peu vraisemblable et 
les ronds les hypothèses favorisées par notre étude 
* en absence de facteur de diffusion imposé 
 
Concernant la compétition, nos modèles réfutent les hypothèses avancées par Flores en 1998 et 
2011, O'Connell en 2006 ou encore Banks en 2008 (Banks et others 2008; Flores 1997; Flores 2011; 
O’Connell 2006) qui proposaient que la disparition des Néandertaliens découle d'une exclusion 
compétitive induite par l'arrivée des Homo sapiens. Si en présence d'un facteur de diffusion imposé, 
nos modèles peuvent conduire à une telle issue, les valeurs de mortalité associées semblent élevées 
et peu d'explications pourraient les justifier. En revanche, nos simulations tendent à confirmer les 
études de Pettitt en 1999, Shea en 2003, Stewart en 2004 ou encore Hockett et Haws en 2005 
(Pettitt 1999; Shea 2003; Stewart 2004; Hockett et Haws 2005) qui suggèrent que la compétition à 
elle seule n'a pas pu entrainer une disparition de la population néandertalienne. Si la compétition 
pour la ressource semble écartée dans tous les cas, une confrontation directe semble également 
exclue du fait d'un contact finalement assez marginal entre les deux populations (Ofer Bar-Yosef et 
Bordes 2010). 
En ce qui concerne le climat, nos modèles suggèrent que la survie de la population néandertalienne 
aux événements climatiques particuliers de l'OIS3 n'aurait pu être possible que pour des valeurs de 
croissance maximale élevées, c'est à dire dans le cas où la population n'aurait subi aucun stress 
limitant ses possibilités de croissance. Ces résultats ne permettent ni de confirmer, ni d'infirmer les 
hypothèses précédemment proposées puisque, jusque là, aucune étude ne reliaient l'influence du 
climat et les possibilités de croissance de la population. En cela nous proposons ici une alternative 
originale à l'hypothèse climatique puisque nous rendons l'influence du climat relative et dépendante 
de facteurs intrinsèques populationnels (à savoir la croissance de la population). 
S'agissant des épidémies, les conclusions de nos modèles se doivent d'être plus nuancées. Si nos 
résultats semblent peu concluants du fait de densités trop faibles à l'échelle du territoire, il faut 
rappeler que le modèle que nous avons utilisé ici reste très général et peut être mal adapté. En effet, 
pour mieux considérer les conséquences d'une épidémie, il serait intéressant de pouvoir observer 
une réelle fragmentation de la population et/ou de travailler à une échelle spatiale plus restreinte, 
voire d'utiliser des modèles alliant génétique des populations et biologie des populations (car toutes 
les épidémies ne nécessitent pas une taille de population très importantes, certains syndromes ou 
maladies génétiques dominantes peuvent avoir une influence considérable dans une petite 
population soumise à la dérive génétique). L'hypothèse épidémiologique reste donc à affiner, en ce 
sens qu'elle aurait pu être génératrice de modifications démographiques intrinsèques telles qu'une 




L'influence de facteurs intrinsèques à la population est donc l'hypothèse qui, à travers le filtre imposé 
par les modèles que nous avons mis en place, semble coïncider le mieux avec une disparition de la 
population néandertalienne conforme aux données archéologiques disponibles à ce jour. Nous avons 
pu constater que seul un changement dans des paramètres génétiques ou physiologiques 
intrinsèques (ayant modifié la fécondité ou la maturation des Néandertaliens) aurait pu entrainer 
une diminution significative de la population, pouvant à son tour entrainer à terme sa disparition. 
C'est pourquoi, nous ne souhaitons pas rejeter totalement l'hypothèse épidémiologique puisqu'elle 
pourrait être la cause d'une réduction de la fertilité et donc de la fécondité globale. En effet, des 
mutations génétiques à l'origine de myopathies ou de syndromes entrainant une stérilité (X-fragile 
par exemple) pourraient, à la faveur d'une dérive génétique importante, avoir entrainé une baisse de 
la fertilité. De la même manière, une cause infectieuse n'est pas à exclure; des maladies virales telles 
que la rougeole ou les oreillons, contre lesquelles les Néandertaliens n'auraient pas été suffisamment 
prémunis (Hawks, Aaron, communication personnelle), auraient pu augmenter la mortalité infantile 
et réduire la fertilité. C'est également le cas de maladies bactériennes sexuellement transmissibles 
du type chlamydiae ou gonococcies. D'autres causes peuvent également être avancées pour 
expliquer une baisse de la fertilité, comme l'influence des rayonnements irradiants (Valet et Valladas 
2010) dus, par exemple, à des phénomènes volcaniques de grande ampleur ayant touché l'Europe 
avant l'arrivée des Homo sapiens (Golovanova et al. 2010). Enfin, la fécondité peut avoir été réduite 
du fait d'une modification de la vitesse de maturation et par exemple d'un recul de l'âge à la 
première grossesse dû à un retard pubertaire qui pourrait trouver sa cause dans l'apparition de 
carences ou de privations alimentaires (Hockett et Haws 2005), même si aujourd'hui cette hypothèse 
est discutée (Henry, Brooks, et Piperno 2011).  
Afin d'affiner ces résultats, nous envisageons, dans la continuité de ce travail de thèse, plusieurs 
améliorations et applications de nos modèles à courts et à longs termes. D'une manière générale, à 
courte échéance, nous souhaiterions étudier des échelles d'espace plus réduites pour mieux tenir 
compte des particularismes locaux. Les études sur la disparition des Néandertaliens sont à ce jour 
souvent généralistes et conceptuelles. Nous aimerions les envisager à l'échelle locale ou régionale 
avant de revenir à quelque chose de plus global, tenant ainsi mieux compte des effets régionaux et 
de l'influence d'une potentielle fragmentation de la population que nous défendons (Fabre, 
Condemi, et Degioanni 2009). Outre ces projets théoriques, nous envisageons d'apporter des 
améliorations techniques à notre système d'équation en développant des collaborations nécessaires 
avec des mathématiciens et/ou des informaticiens, afin de bénéficier dans les études à venir d'une 
représentation de l'espace en plusieurs dimensions et de modèles numériquement optimisés. De ce 
fait, nous espérons pouvoir obtenir des modèles qui gagneront en réalisme et qui nous permettront 
d'effectuer de meilleures corrélations entre les résultats obtenus et les observations faites à partir 
des méthodes propres à la paléoanthropologie classique.  
A plus longue échéance, nous aimerions intégrer dans nos modèles des aspects que nous n'avons pas 
pu considérer dans cette thèse. C'est le cas par exemple des données concernant les industries, leur 
évolution et leur mode de transmission ainsi que des données archéologiques sur l'organisation 
sociale des populations anciennes en termes de répartition des tâches, de mode de vie ou 
d'échanges entre les groupes d'une même population. Nous voudrions, par ce biais, faire intervenir 
dans nos modèles l'aspect culturel et social propre aux populations humaines en intégrant des 
schémas relatifs à la prise de décision, qui font défaut aux modèles actuels essentiellement basés sur 




de génétique des populations afin d'approcher la démographie néandertalienne et, plus 
généralement, la démographie des populations anciennes de manière pluridisciplinaire. Tenir 
compte de l'ensemble des facteurs qui jouent sur ces phénomènes démographiques nous semble, en 
effet, indispensable pour pouvoir à l'avenir les aborder et les expliquer au mieux. 
Ces différentes pistes de recherches montrent clairement que les Néandertaliens n’ont pas encore 
livré tous leurs secrets. S'agissant de leur disparition, cette recherche doctorale permet néanmoins 
de mettre en lumière des hypothèses jusque là plutôt peu défendues (survenue de modifications 
intrinsèques à la population entrainant des changements dans la fécondité ou la vitesse de 
maturation). Elle démontre également que la modélisation mérite d'être considérée comme une 
approche à part entière et pertinente en paléoanthropologie. 
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Base de données des sites Néandertaliens entre 120000 et 25000 ans BP 
Ont été recensés dans cette base une grande partie des sites attribués aux Néandertaliens de part la 
présence des restes osseux, matériels ou de datations. L'utilisation d'intervalles de 10ka est arbitraire 
mais permet de donner une idée de l'évolution de l'occupation du territoire par les Néandertaliens 
au cours du temps. Les datations utilisées pour classer les sites peuvent être absolues ou relatives et 
n'ont pas toutes la même pertinence mais le but n'était pas ici d'exploiter précisément la base de 
données. En effet d'établissement de cette base visait à avoir une idée préliminaire de la répartition 


























































































































 Grotte de Gatzarria  France 43.13 -0.88 X X X X X X X X     
 Grotte de Lezetxiki  France 43.07 -2.48 X X X X X           
 Grotte du Noisetier  France 42,55 0,22               X X   
 Grotte d'Unikoté  France 43.28 -1.18 X X X X X X         
 Grottes d'Isturitz et d'Oxocelhaya France 43.34 -1.19         X X X X     
 Grottes du Coupe-Gorge.  France 43.22 0.63 X X X X X           
 Grottes du Tuteil et de Caougno France 42.87 1.83       X X           
A du Mas Viel [St-Simon] France 44,46 1,43                 X X 
A Valina Espagne 43,05 -7,34                 X   
A. Brugas France 44,03 4,28                 X X 
A. Dubalen, Brassempouy France 43,38 -0,41                 X   
A. Moula France 44,53 4,50               X X   
A. Rousseau France 46,41 0,53                 X   
A. Sabourin France 46,41 0,53                   X 
Abri du Ranc de l'Arc France 44,26 4,25               X     
Abri Laborde France 44.94 3.89       X             
Abri Pié Lombard France 43.71 7.06 X X X X X X X X     
Abri Romani Espagne 41.53 1.68         X X X X X   
Ain Difla Jordanie 31,08 37,06 X X X               
Akhchtyr Cave Russie 43,34 39,52                 X   
Alle-Noir Bois Suisse 47.34 7.29   X X X X X X       
Almonda Portugal 39,50 -8,62                 X   
Aman-Kutan Ouzbékistan 39,19 66,56     X         X     




























































































































Angitis Grèce 41.12 23.53             X       
Arago France 42,48 2,44 X X X               
Arcy-sur-Cure France 47,36 3,45                 X X 
Arma delle Manie Italie 44.11 8.22           X X X X   
Arrillor Espagne 43,01 0,94               X     
Ash Tree Cave Royaume-Uni 53,17 -1,12               X     
Asprochaliko Grèce 39,30 20,53     X               
Auzières 2  France 44.02 5.22           X X       
Axlor Espagne 42,00 0,00               X     
Bacho Kiro Ukraine 42,94 25,42                 X   
Banyolas Espagne 42.11 2.76             X X     
Barakaev Géorgie 44,00 40,00                   X 
Barakaevskaya Cave Caucase 44.18 40.31           X         
Barbas France 44,51 0,34               X X   
Barma Grande Italie 43.78 7.53 X X X X X X X X X   
Baume de Gigny France 46,27 5,27                 X   
Baume Neron France 44,53 4,50               X     
Behistun Iran 34,20 47,00 X X X               
Betovo Russie 53,26 34,01               X X   
Bisceglie Italie 41.18 16.51     X X X           





              X X   
Brassempouy  France 43,38 -0,41                 X   
Breuil Italie 41,23 13,05                 X   
Brno Bohunice Croatie 49,10 16,34               X X   
Buhlen Allemagne 51.19 9.08 X X X X X X X       
Buzdujeni Moldavie 48,17 27,30                 X   
Cagny la garenne France 49.14 -0.25 X X X   X           
Calascio Italie 42.33 13.69       X X           
Caldeirao Cave Portugal 39,36 -8,25                   X 
Camiac France 44,47 -0,16                 X   
Carihuelas Espagne 37,44 -3,43               X X X 
Cartagena Espagne 37.61 -0.98         X X X X     
Castel Merle France 45,00 1,06   X X           X   
Certova Pec Slovénie 48,33 17,54                 X   
Chatelperron France 46,24 3,38               X X   
Columbeira. Gruta Nova Portugal 39.30  -9.19     X X X X X X X X 
Combe Capelle bas France 44.78 0.81             X X     
Combe Capelle bas France 44,45 0,50                 X   
Combe Grenal France 44.80 1.22 X X X X X X   X X   
Combe Sauniere France 45,14 0,16               X X   
Conceicao Portugal 38.75 -8.96         X X X X X X 
Cotencher Suisse 46.99 6.79         X X X X X   
Cova Beneito Espagne 38.78 -0.44             X X X   




























































































































Cova Negra Espagne 38,97 -0,47                   X 
Covalejos Espagne 43,23 -3,57               X     
Coygan Cave Royaume-Uni 51,51 -4,15                 X   
Créancey France 47.25 4.58         X X X X X   
Creswell Crags: Pin Hole Cave  Royaume-Uni 53.26 -1.19             X X X   
Cuckhvati Géorgie 41,00 44,00 X X X               
Cueva Anton Espagne 38.02 -1.29             X X X   
Cueva Bajondillo Espagne 36,37 -4,29                 X X 
Cueva de l'Arbreda Espagne 41,20 1,21                 X   
Cueva del Boquete de Zafarraya Espagne 36,54 -4,06               X X   
Cueva Millan Espagne 42,04 -3,25                 X   
Dederiyeh Syrie 36.39 36.86           X X       
Devil's tower Espagne 36,13 -5,30                 X X 
Divje Babe Slovénie 46,00 14.01             X       
Drachenloch Suisse 47,25 9,22               X     
Dzhruchula Géorgie 42.25 43.28           X X       
Ekain Espagne 43,04 -2,13                 X   
El Castillo Espagne 43.29 -3.96         X X X X X   
El Linar Espagne 43,28 -3,47 X                   
El Miron Espagne 43,15 -3,27               X     
El Pendo Espagne 43,15 -3,20                   X 
El Salt Espagne 38.71 -0.47             X X     
El Saltillo-2 Espagne 37.22 -5.59         X           
el sidron Espagne 43.38 -5.32             X X     
El-Wad Israel 32,35 35,00 X X                 
Engis Belgique 50,35 5,24                 X   
Erbarella Italie 43.36 13.31 X X X X             
Erd Hongrie 47,22 18,55               X X   
Ermitons Espagne 42,23 2,65                 X   
Esquilleu Espagne 43,20 -4,60               X X   
Fate Italie 44.19 8.36       X X           
Fieux France 44.87 1.69 X X X X X X X X     
Figueira Brava Portugal 40,05 -8,15                   X 
Fonds de forêt Belgique 50.58 5.69             X X X X 
Fonseigner  France 45.32 0.58           X X       
Fonseigner France 45,19 0,35               X     
Fontéchevade France 45,41 0,28 X X X               
Fontmaure France 46.92 0.51       X X           
Forbes Quarry Espagne 36,06 -5,33                 X X 
Fosselone Italie 41,14 13,05     X               
Foz Coa Valley Portugal 41,04 -7,08                   X 
Foz do Enxarrique Portugal 39,52 -7,36                 X   
Furninha  Portugal 39.35  -9.40       X X           
Gabasa Espagne 42.00 4.10             X X X   
Gabezo Gordo Espagne 37,73 -0,95                 X   




























































































































Gánovce Slovaquie 49.015 20.19 X X X X X           
Gatzarria Espagne 43,08 -0,55   X X         X     
Genay France 45.90 4.84       X             
Gondenans France 47.28 6.22   X X X             
Gorham Cave Espagne 36.08  -5.20             X X X   
Gr aux Ours France 47,28 6,22               X     
Gr de La Baume France 46,27 5,27                 X X 
Gr. de la Chenelaz France 45,54 5,32                 X   
Grotta del Cavallo Italie 40,14 15,11                 X   
Grotta del Gosto Italie 42,57 11,54               X     
Grotta della Cala Italie 39,59 15,22                   X 
Grotta della Ghiacciaia Italie 45.47 10.97       X X           
Grotta di Capelvenere Italie 40,08 17,59               X     
Grotta di Castelcivita Italie 40,29 15,13                 X   
Grotta di Cotariova Italie 45.73 13.74           X X       
Grotta di Uluzzo Italie 40,10 10,01               X     
Grotta Madonna dell'Arma Italie 43.82 7.83         X X         
Grotta Maggiore di S. Bernardino Italie 45.42 11.55         X X X X X   
Grotta Minore di S. Bernardino Italie 45.42 11.55         X X X X X   
Grotta Tina Italie 39.59 15.22 X X X X X           
Grotte de Karaïn E Turquie 36,58 30,42 X X                 
Grotte de L'Hyene France 47.36 3.45 X X X X             
Grotte de Saint Marcel France 44.31 4.53 X X X X X X         
Grotte des fées France 46,39 3,63               X     
Grotte des Plaints Suisse 46.92 6.63           X X X X   
Grotte du Bison, Arcy-sur-Cure France 47,36 3,45                 X   
Grotte du Renne France 47,60 3,77               X X X 
Grotte Marcel-Clouet France 45,41 -0,19               X     
Grotte Vaufrey France 44.80 1.20         X           
Grotte XVI France 44,80 1,20               X X   
Grottes de L'Herm France 42.96 1.68     X X X X         
Gruta do Escoural Portugal 38,32 -8,09               X X X 
Guattari Italie 41.23 13.09             X X     
Gubs Shelter No. 1 Caucase 44.18 40.31         X X X       
Gura Cheii-Risnov Roumanie 45,38 25,36                   X 
Henin sur Cojeul France 50,13 2,50                 X   
Hohlenstein-Stadel Allemagne 48.55 10.18         X X X X X   
Hortus France 43.48 3.56             X X X X 
Hoxne Royaume-Uni 52,21 1,12 X                   
Hunas Allemagne 49.35 11.51             X X     
Hyaena Den Royaume-Uni 51,12 -2,51               X     
Ioton France 43,48 4,38               X     
Istallosko Hongrie 48,40 15,25               X X   
Jarama Espagne 40,92 -3,33                 X X 
Jerf Ajla (Syria) Syrie 34,50 37,50                 X   




























































































































Jiboui  France 44,45 5,38               X     
Kabazi Ukraine 44.50 34.01 X X X   X X X       
Kabazi II Ukraine 44,50 34,01               X X   
Kadar  Bosnie 44.37 19.04             X       
Kadar  Bosnie 44.98 17.8           X         
Kebara Israel 32.72 35.04           X X       
Kefallinia Grèce 38.10 20.34             X       
Kent's Cavern Royaume-Uni 50,28 -3,31                 X   
Kiik-Koba Ukraine 44.96 34.35         X X         
Kokkinopilos Grèce 39.22 20.78         X X X X X   
Königsaue Allemagne 51.81 11.39       X X X X       
Korman'  Ukraine 48.31 25.86       X X           
Korolevo II (Ukr) Ukraine 48,09 23,07                 X   
Kostenki 7 Russie 51,24 39,02                 X   
Kryegjata B Albanie 40.71 19.47         X X X       




49.40 16.73       
    X X X     
Kurtzia Espagne 43,21 -3,00               X     
La Chapelle aux Saints France 44.98 1.72             X X X   
La Cotte de St-Brelade Royaume-Uni 49,19 -2,20               X     
La Ermita Espagne 42,04 -3,25                 X   
La Ferrassie France 44.95 0.93           X X X X   
La Justice France 49.25 2.04             X       
La justice France 49,25 2,04               X     
La Quina France 45,30 0,17               X X   
La Roche Cotard France 47,19 0,24                 X   
La Rochette France 45,00 1,05                 X   
La roquette France 44.10 4.58           X X X     
La Rouquette France 43.37 3.04 X X X X X X X X X   
La Vina Espagne 43,10 -5,20                 X   
Labeko Espagne 43,04 -2,13                 X X 
Laconis cave Grèce 36,56 22,37 X X X         X X X 
Lapa dos Furos Portugal 39,38 -8,35                 X   
Larisa Grèce 39,38 22,25               X X X 
La-Roche-à-Pierrot France 45,45 -0,30               X X   
Las Fuentes Espagne 42,13 -0,41               X     
Le Grand Pressigny France 46.92 0.92       X X           
Le Moustier France 45,00 1,07               X X   
Le Portel France 43.09 1.54     X X X X X X X   
Le Trou du Renard France 44,53 4,50                 X   
Le Vallonnet France 43.75 7.45             X X     
Lehringen Allemagne 52,53 9,24 X                   
Les Cottes France 46,40 0,50                 X   
Les Pecheurs France 44,24 4,11                 X X 




























































































































Los Moros I Espagne 42,08 -0,24               X     
Loton France 43.81 4.63         X X X       
Lynford Quarry Royaume-Uni 52.50 0.65             X       
Macassargues France 43.83 4.35         X X X X X   
Mallaetes Espagne 39,28 -0,22                   X 
Marillac France 45.74 0.43           X X       
Matuzka Russie 44.11 41.03 X X X X             
Mauran France 43.18 1.03             X X     
Mezmaïskaya Russie 44,22 40,00               X X X 





                X   
Molare Italie 44,37 8,36   X                 
Molodova Ukraine 48.33 25.95             X X     
Monasheskaya Cave Caucase 44.18 40.31             X       
Monsempron France 44,24 0,42 X                   
Mont Dol France 48,33 -1,45 X                   
Montagne de Girault France 47.53 4.28         X X X       
Montagne de Girault France 47,53 4,28               X X X 
Monte Lessini Italie 45,43 11,07               X     
Montmaurin France 43,13 0,38 X                   
Morin Espagne 43,27 -3,48                 X X 
Moula Guercy France 46.00 5.14 X X X X X           
Moulin du Milieu France 44.55 0.88 X X X X X X X X     
Mt Shtyllas  Albanie 40.70 19.46         X X X       
Mugharet el-Emireh Israel 32.53 35.34             X       
Mujina pecina Croatie 43,31 16,15               X     
Muselievo Bulgarie 43.37 24.51             X X X   
Neanderthal/Feldhofer Allemagne 51,22 6,94               X     
Nerja Espagne 36,45 -3,53                 X X 
Ochoz Slovaquie 49.36 16.54 X X X X X           
Ohaba Ponor Roumanie 45,51 23,09               X     
Oliveira Cave Portugal 39,53 -8,59                 X   
Ortvala Klde Géorgie 42,23 43,16                   X 
Pailhès  France 44,35 1,48               X     
Payre France 44.43 4.44 X X X X             
Pech l'Azé1 France 44.84 1.27 X X X     X X       
Peña Miel Espagne 41,04 -4,25               X X   
Picken's Hole Royaume-Uni 51,17 -2,51                 X X 
Pinilla del Valle Espagne 40.92 -3.82       X X X X X     
Pod Hradem Cave 
République 
Tchèque 
    
              X X   
Ponte di Crispiero Italie 43,12 13,03               X     
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Prolom cave Ukraine 45.11 34.72       X X X X X X X 
Quincay France 46,36 0,14                 X   
Quneitra Syrie 33.12 35.82           X X       
Radosina Slovaquie 48,32 17,56                 X   
Région de la Löwenbourg Suisse 47.43 7.31         X X X X X   
Regourdou France 45.05 1.17             X X     
Remeto felsö Hongrie 46,00 17,00                   X 
Riparo Bombrini Italie 43,46 7,32                 X   
Riparo di Torre Talao Italie 39.83 15.79       X X X X X     
Riparo Mezzena Italie 45.47 10.98           X X       
Riparo Mochi Italie 43.88 7.55 X X X X X X X X     
Riparo Tagliente Italie 45.54 10.99             X X X   
Riparo Zampieri Italie 45.47 10.98           X X       
Ripiceni-Izvor Roumanie 47,58 27,08 X X X         X     




                X   
Roc aux Sorciers France 46,41 0,53                 X X 
Roc de Combe France 44,46 1,19                 X   
Roc de Marsal France 44.90 0.96         X X         
Roca dels Bous Espagne 41,52 -0,50               X X   
Rosh Ein More Israel 30,53 35,00 X X X               
Saint Brais 2 Suisse 47,18 7,06               X X   
Saint Césaire France 45,45 -0,30                 X   
Saint-Martin de Gurçon, Les forêts France 44,57 0,07     X               
Sakajia Géorgie 42.37 43.88           X X       
Salemas Portugal 38,89 -9,19                   X 
Salzgitter-Lebenstedt Allemagne 52.17 10.32   X X       X       
Salzofen Autriche 47.36 13.46             X X X   
Samuilitsa Bulgarie 43.11 23.58             X X X   
San Antao do Tojal Portugal 38.77  -9.20       X X           
Sandougne-Brouillard France 45.21 0.33         X X X       
Santimamine  Espagne 43.34 -2.63 X X X X X X X X X   
Sarstedt Allemagne 52.23 9.82 X X X X X X X X X X 
Schnurenloch Suisse 47,30 7,33               X     
Scladina Belgique 50.48 5.02 X X X X X X X X X   
Sesselfelsgrotte Allemagne 48,50 11,20               X     
Shanidar Irak 36.80 44.24             X X     
Sipka Slovaquie 48.09 17.04 X X X X X           
Spy Belgique 50,28 4,42                 X   










              X X   
Subalyuk Hongrie 47.95 20.51       X       X X X 
Sukhaya Mechetka Russie 47,30 45,00   X                 





























































































































Széléta sup Hongrie 46.00 18.00             X X X   
Tata Hongrie 47.39 18.19             X       
Taubach Allemagne 50.57 11.22 X X X X X           
Temnata Cave Bulgarie 43.22 23.31           X X       
Temnata Cave  Bulgarie 43,09 24,03               X X   
Teshik Tash Ouzbékistan 39,00 68,00               X     
Theillat France 46,15 3,28                 X X 
Theopetra Grèce 39,32 21,45               X     
Tokod Hongrie 47,37 18,23                 X   
Tor Faraj Jordanie 29.4 35.3           X X       
Tor Sabiha  Jordanie 29.95 35.46             X       
Tournal France 43,48 3,56                 X X 
Trou Al'Wesse Belgique 50,26 5,18               X     
Trou de l'Abime, Couvin Belgique 50,06 4,51             X X X X 
Uluzzo Italie 40.16 17.95             X X X   
Umm el Tlel Syrie 35.40 39.10           X X X     
Valdegoba Espagne 42.20 -3.42 X X X X X     X     





                X   
Veldwezelt-Herzerwter Belgique 50,52 5,38 X X X         X     
Velika pecina Croatie 43,13 17,18                 X   
Vergisson la falaise France 46,31 4,72                 X X 
Vilas ruivas Portugal 39.65  -7.70           X X       
Vindija Croatie 46,31 16,09                 X   
Vogelherd Allemagne 49,11 11,47                 X X 
Vorontsov Cave Russie 43,34 39,52                 X   
Wallertheim Allemagne 49,50 8,03 X                   
Walou Belgique 50.58 5.69             X X X X 
Warendorf Allemagne 51.95 7.98             X X     
Wildkirchli Suisse 47,16 9,24               X X   
Xara Albanie 39.45 20.01 X X X X X X         
Zafarraya Espagne 36,95 -4,13                 X X 










Répartition des sites par période et pourcentage de sites au sud de l'Europe 
 
 





































































Tableau recensant les estimations existant dans la littérature par paramètre et par espèce 
 










0,2-0,8 (Klopfstein, Currat, et Excoffier 2006) 
<0,02 (Jones et al. 1994) 
1,3 (Blurton Jones et al. 1992) 
0,26-2,5 (Blurton Jones, Hawkes, et O’Connell 2002) 
0,1 (Hassan 1981) 
0,35 (Mosimann et Martin 1975) 
0,16-0,52 
(Winterhalder, Baillargeon, Cappelletto, Daniel Jr, et 
Prescott 1988) 
2,9 (Belovsky 1988) 
0,3-3 (James Steele, Adams, et Sluckin 1998) 
0,4 (Currat et Excoffier 2004) 
1,0 (Hazelwood et Steele 2004) 
0,001-0,049 (Bocquet-Appel, Demars, et al. 2005) 
1,61-1,7 (Alroy 2001) 
0,7-2,5 (Boone 2002) 
Animaux 
1,4967-0,37ln(W) (Alroy 2001)     (pas des %) 
 0,69W
(-0,2622) (Robinson et Redford 1986)     (pas des %) 
4,9W(-0,2622) (Hennemann 1983)    (pas des %) 






16,6 Parc Kruger 
Auroch 0,1-1 (Catalano 2008)  
Bison 
4-6,6 www.nnf.org.na 
0,06 à 0,5 21 (Feldhamer, Thompson, et Chapman 2003) 
(-11)-20 (Belousova et al. 2005) 
Lièvre 
18-53 (Stiner et al. 2000) 
0,35 à 2,67 
1,38 (Hennemann 1983) 
Cheval 
16 (Linklater 2001; Linklater et al. 2004) 
0,155 à 0,54 
15-27% (Feldhamer, Thompson, et Chapman 2003) 
16 www.doc.govt.nz 
18-25 www.fort.usgs.gov 
17-18 National Academy of Science 




17 (Feldhamer, Thompson, et Chapman 2003) 
11-15 (Thomas et Gray 2002) 
(-2)-17 (Schaefer 2004) 
10,5 (Farnell et al. 1996) 
Cerf 
10 (McGhie et Watson 1995) 
0,174 à 0,69 
3-11 (Eberhardt, Breiwick, et Demaster 2008) 
Loup 1,29 (Liberg et al. 2005) 0,01 à 0,25 
Lion 15 http://www.desertlion.info/r1_demogr.html#population 0,005 à 0,15 
Hyène 12-22 (Höner et al. 2005) 0,008 à 0,23 
Panthère 
14-16 (Balme, Slotow, et Hunter 2009) 
0,004 à 0,24 
10 (Friedmann et Traylor-Holzer 2008) 
Lynx 2-4 (Andrén et al. 2006) 0,008 à 0,28 
Ours 1,7 (Jerina et Adamič 2008) 0,004 à 0,14 
    
Espèce 






5000-9000 (Lalueza-Fox et al. 2005) (Ne femmes) 




3000-12000 (Noonan et al. 2006) (Ne global) 
3500 (Green et al. 2006) (Ne femmes) 
0,1-1 (Winterhalder et al. 1988) 
Homo 
sapiens(45ka) 
0,02-0,21 (Brook et Bowman 2002) 
0,015-0,06 (Currat 2004; Ray 2003) 
0,0058-0,01 (Burke 2006) (Crimée) 
0,06-0,1 (Bocquet-Appel et Demars 2000) 
0,00262-0,00392 (Powell, Shennan, et Thomas 2009) 




dépend du poids (Silva, Brimacombe, et Downing 2001) 
 
 
dépend du poids (Winterhalder et al. 1988) 
0,44 tonnes (Delpech 2000) (toundra) 
Cerf 
4,71 tonnes (Delpech 2000) (fomationn arbustive buisson) 
0,015 à 1,1 
6,67 tonnes (Delpech 2000) (fôret tempérée) 
1 à 2 (Ramseyer 2005) 
0,717 (Dusseldorp 2008) 
Cheval 
2,1–3,4 (Vernes, Freeman, et Nesbitt 2009) 
0,01 à 1,08 
14 (Linklater et al. 2001) 
0,1-35 (Dawson 2005) 
0,505 (Dusseldorp 2008) 
Renne 
 
2,1-5,7 (Vernes et al., 2007) 
 
0,015 à 1,1 
0,9-5,2 (Linklater et al. 2000) 
3-19 (Bliss, Heal, Moore, et Programme 1981) 
1-4 (Schaefer 2004) 
0,142-0,61 (Feldhamer, Thompson, et Chapman 2003) 
3,3-11,11 (Roed 1986) 





0,12 (Schaefer et Mahoney 2003) 
0,01? (Schaefer 2004) 
Mammouth 0,0038 (Barnes et al. 2007) 
0,005 à 0,06 
Elephant 
0,37 (Van Aarde, Whyte, et Pimm 1999) 
0,075 (Dusseldorp 2008) 
Auroch 0,13 (Catalano 2008) 
0,06 à 0,13 
Bison 
0,389 (Plumb et al. 2009) 
0,31 (Dusseldorp 2008) 
Lièvre 1-1200 (Bryant et al. 1994) 0,3 à 3 
Loup 
0,0632-0,1163 formule (197.6*(masse)^-0.88) 
0,005 à 0,11 
0,005-0,11 (Carbone, Teacher, et Rowcliffe 2007) 
0,005-0,042 (Carbone 2002) 
0,053 (Dusseldorp 2008) 
 
Lion 
0,0063-0,0116 formule (197.6*(masse)^-0.88) 
0,008 à 0,38 0,008-0,385 (Carbone, Teacher, et Rowcliffe 2007) 
0,008-0,38 (Carbone 2002) 
 
Hyène 
0,01-0,025 formule (197.6*(masse)^-0.88) 
0,004 à 1,8 
0,079-0,135 (Watts et Holekamp 2009) 
0,04 (Dusseldorp 2008) 
0,0005-0,006 http://www.desertlion.info/r1_demogr.html#population 
0,0059-1,84 (Carbone, Teacher, et Rowcliffe 2007) 
Panthère 
0,07-0,011 (Balme, Slotow, et Hunter 2009) 
0,005 à 0,37 
0,063 (Dusseldorp 2008) 
0,0376-0,0769 formule (197.6*(masse)^-0.88) 
0,005-0,37 (Carbone, Teacher, et Rowcliffe 2007) 
Lynx 
0,0377-0,2195 formule (197.6*(masse)^-0.88) 
0,01 à 0,25 
0,0098-0,25 (Carbone, Teacher, et Rowcliffe 2007) 
Ours 
0,0071-0,0101 formule (197.6*(masse)^-0.88) 
0,003 à 0,3 0,0028-0,021 (Carbone, Teacher, et Rowcliffe 2007) 
0,384 (Dusseldorp 2008) 







Elephant 0,375/km² Université de Nice SV1, année 2008-2009  
Bison 0,69/km² (Plumb et al. 2009)  
Cheval >1/km² (Rheinhardt et Rheinhardt 2004) 
 
Renne 7,7/km² http://go.hrw.com/resources/go_sc/bpe/HE0PE332.PDF 
 
Cerf 1,27/km² (Trepet et Eskina 2007) 
 
    
Espèce 





bison 400,0 (Pozzi, Depracter, et Torre 2004) 400 




cheval 180,0 (Pozzi, Depracter, et Torre 2004) 180 
cerf 180,0 (Patou-Mathis 2006) 180 
renne 
100,0 (Pozzi, Depracter, et Torre 2004)  
100-150 
 
155,0 (Patou-Mathis 2006) 
bouquetin 
55,0 (Pozzi, Depracter, et Torre 2004)  
55 
 
55,0 (Patou-Mathis 2006) 
lagopède 
50,0 (Pozzi, Depracter, et Torre 2004) 
 0,25 (Pozzi, Depracter, et Torre 2004) 
mammouth 2000,0 (Patou-Mathis 2006) 2000 
rhinocéros 800,0 (Patou-Mathis 2006) 800 
sanglier 81,0 (Patou-Mathis 2006) 80 
mégacéros 132,0 (Patou-Mathis 2006) 130 
bovinés 740,0 (Patou-Mathis 2006) 750 
chevreuil 14,0 (Patou-Mathis 2006) 14 
lapin 1,0 (Patou-Mathis 2006) 1 








mammifères 119-195 (Hockett et Haws 2005) (muscle/organes) 119-195 
oiseaux 215,0 (Hockett et Haws 2005) 215,0 
poissons 166,0 (Hockett et Haws 2005) 166,0 
crustacés 74,0 (Hockett et Haws 2005) 74,0 
végétaux 132,0 (Hockett et Haws 2005) 132,0 






(Cordain, Miller, Eaton, Mann, Holt, et Speth 2000) 
(ensemble chasseurs-cueilleurs) 
5 à 70% 35-44% 
(Cordain, Miller, Eaton, Mann, Holt, et Speth 2000) (73% 
chasseurs-cueilleurs plutôt climat froids) 
56-65% 
(Cordain, Miller, Eaton, Mann, Holt, et Speth 2000) (14% 
chasseurs-cueilleurs plutôt climats chaud/temp) 
    
















4230-4450 (Macdonald, Roebroeks, et Verpoorte 2009) 




3366-4481 (Steegmann, Cerny, et Holliday 2002) 
4956 (Aiello et Wheeler 2003) 










(Churchill 2007) (homme/femme) 
1780-1938 (Macdonald, Roebroeks, et Verpoorte 2009) 
4090-4660 (Macdonald, Roebroeks, et Verpoorte 2009) 
1638-1865 (Macdonald, Roebroeks, et Verpoorte 2009) 
Loup 
4289-7500 (Carbone, Teacher, et Rowcliffe 2007) 
4289-18000 
5975-18615 (Carbone, Teacher, et Rowcliffe 2007) 
Lion 8777-18615 (Carbone, Teacher, et Rowcliffe 2007) 8777-18615 
Hyène 8430 (Carbone, Teacher, et Rowcliffe 2007) 8430 
Panthère 9067 (Carbone, Teacher, et Rowcliffe 2007) 9067 
Lynx 3135 (Carbone, Teacher, et Rowcliffe 2007) 3135 
Ours 8000-20000 (Carbone, Teacher, et Rowcliffe 2007) 8000-20000 








5,74 (Sorensen et Leonard 2001) 
2 à 7 
2-9,5 (Winterhalder et al. 1988) 
    

















5.74 (Sorensen et Leonard 2002) 
2-7h 










Paramètres utilisés dans les modèles et/ou les codes informatiques, leurs symboles et leurs unités. 
 
paramètre symbole unité description 
unité de temps t [T] dizaine d'année 
taux de croissance r/b [T-1] taux par unité de temps 
capacité de soutien K [M. individus] million d'individus 
taux de prédation A [T-1] taux par unité de temps 
taux de diffusion D [x²] [T-1] % unité d'espace au carré par unité de temps 
unité d’espace x [x] 104 kilomètres 
temps de gestion d’une proie q/qn [T] proportion de l'unité de temps 
temps de chasse s/sn [T] proportion de l'unité de temps 
besoins alimentaires a [kcal] [T-1] Kilocalories par unité de temps 
coefficient de conversion e-o [kcal] [P-1] Kilocalories par individu/proie 
quantité de végétaux ingérés eps [kcal] [T-1] Kilocalories par unité de temps 
taux de mortalité m/d [T-1] taux par unité de temps 
pourcentage de végétaux 
consommés par prédateur 
V   
calories chassées par prédateur E [kcal]  
calories comestibles par proie C [kcal]  
taux de retour 
Tr [M. individus]×[N
-1] [T-1] nombre d'individus nourris par un chasseur 
par unité de temps 
rendement de la chasse R [kcal] [hC
-1] Kilocalories par heure chassée 
densité initiale de la proie P0 [M. individus] million d'individus 
densité initiale du prédateur N0 [M. individus] million d'individus 
densités initiales CI [M. individus] million d'individus 







Cette annexe présente les trois séries de tests réalisés pour tester l'intérêt et la pertinence de nos 
modèles à travers l'analyse du modèle de base. Les trois premiers tableaux recensent les valeurs de 
paramètres considérées dans chacun des tests; les trois tableaux suivants les densités obtenues à 
l'issue des simulations. 
La première série de tests a permis de définir quels étaient les paramètres influençant le plus le 
modèle. Pour ce faire, nous avons réalisé un premier test avec les valeurs intermédiaires pour chacun 
des paramètres et nous l'avons comparé à chacune des autres simulations, simulations dans 
lesquelles seule la valeur d’un unique paramètre était modifiée.  
Si aucun biais n’a été identifié après l’analyse des résultats de la première série de tests nous 
sommes passé à la seconde série de tests nous permettant de mettre en évidence les paramètres 
ayant une influence secondaire sur le modèle. Il était important de répéter l’opération pour les 
paramètres ayant une importance secondaire car, comme on peut le voir dans le tableau présentant 
la première série de tests, les intervalles choisi pour certains paramètres sont volontairement très 
large et certaines des valeurs testées sont peu probables (exemple du temps de chasse des 
carnivores). Il était néanmoins important de tester ces valeurs pour analyser le comportement du 
modèle lorsqu’il est soumis à des conditions particulièrement exagérée. Comme nous le verrons en 
analysant les résultats, les paramètres mis en évidence suite à la première série de simulations se 
trouvent être ceux qui présentent ces intervalles très grands. Certaines des valeurs testées pour ces 
paramètres étant peu vraisemblables et entrainant de grande modifications de la dynamique, il a été 
préférable de fixer dans un second temps ces paramètres autour d’une valeur plus communément 
admise et de recommencer les tests afin de mettre en évidence les paramètres ayant une influence 
dite « secondaire » mais qui en réalité peuvent se révéler être de tout premier plan si on se place 
dans des conditions plausibles d’étude.  
La troisième série de tests, enfin, avait pour but de tester l’influence combinée de différents 
paramètres afin de voir si des compensations se mettaient en place, si les paramètres se 
potentialisaient ou s’il n’y avait pas d’effets apparents. Les tests sont présentés dans le tableau 
suivant, tous les paramètres ne sont pas représentés, seuls ceux que l’on fait varier, pour les autres 






















































































































8 4 3 3 3 4 3 6 4 
    
5 
TEST1 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST2 60% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST3 70% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST4 40% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST5 30% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST6 20% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST7 10% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST8 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST9 50% type 2 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST10 50% type 2 bis type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST11 50% Alroy type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST12 50% Alroy (P/H/N) type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST13 50% Robison type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST14 50% type 2 ter type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST15 50% type 1 type 1 0,0002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST16 50% type 1 type 1 0,02 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST17 50% type 1 type 1 0,002 0,003 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST18 50% type 1 type 1 0,002 0,2 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST19 50% type 1 type 2 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST20 50% type 1 type 2 (P) 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST21 50% type 1 type 2 (N) 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST22 50% type 1 type 1 0,002 0,03 3500/2500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST23 50% type 1 type 1 0,002 0,03 4500/3500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST24 50% type 1 type 1 0,002 0,03 3500/2500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST25 50% type 1 type 1 0,002 0,03 4500/3500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST26 50% type 1 type 1 0,002 0,03 4000/3000 50% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST27 50% type 1 type 1 0,002 0,03 4000/3000 80% type 1 type 1 0,3 0,7 0,208 0,792 5 




















































































































TEST29 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 3 0,3 0,7 0,208 0,792 5 
TEST30 50% type 1 type 1 0,002 0,03 4000/3000 65% type 3 type 1 0,3 0,7 0,208 0,792 5 
TEST31 50% type 1 type 1 0,002 0,03 4000/3000 65% type 2 type 1 0,3 0,7 0,208 0,792 5 
TEST32 50% type 1 type 1 0,002 0,03 4000/3000 65% type 4 type 1 0,3 0,7 0,208 0,792 5 
TEST33 50% type 1 type 1 0,002 0,03 4000/3000 65% type 6 type 1 0,3 0,7 0,208 0,792 5 
TEST34 50% type 1 type 1 0,002 0,03 4000/3000 65% type 5 type 1 0,3 0,7 0,208 0,792 5 
TEST35 5% type 2 ter type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST36 5% type 2 ter type 1 0,002 0,03 4000/4000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST37 5% type 2 ter type 1 0,002 0,03 4000/4000 65% type 1 type 4 0,3 0,7 0,208 0,792 5 
TEST38 5% type 2 ter type 1 0,002 0,03 4500/4500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST39 5% type 2 ter type 1 0,002 0,03 5000/5000 65% type 1 type 4 0,3 0,7 0,208 0,792 5 
TEST40 5% type 2 ter type 1 0,002 0,03 4500/2500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 
TEST41 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,5 0,5 0,208 0,792 5 
TEST42 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,7 0,3 0,208 0,792 5 
TEST43 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,1 0,9 0,208 0,792 5 
TEST44 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,083 0,917 2 
TEST45 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,125 0,875 3 
TEST46 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,166 0,834 4 
TEST47 50% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,25 0,75 6 











































































































8 4 3 3 3 4 3 6 4 
    
5 
 
TEST1 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST2 5% type 2 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST3 5% type 2 bis type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST4 5% Alroy type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST5 5% Alroy (P/H/N) type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST6 5% Robison type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST7 5% type 2 ter type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST8 5% type 1 type 1 0,0002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST9 5% type 1 type 1 0,02 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST10 5% type 1 type 1 0,002 0,003 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST11 5% type 1 type 1 0,002 0,2 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST12 5% type 1 type 2 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST13 5% type 1 type 2 (P) 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST14 5% type 1 type 2 (N) 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST15 5% type 1 type 1 0,002 0,03 3500/2500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST16 5% type 1 type 1 0,002 0,03 4500/3500 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST17 5% type 1 type 1 0,002 0,03 4000/3000 50% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST18 5% type 1 type 1 0,002 0,03 4000/3000 80% type 1 type 1 0,3 0,7 0,208 0,792 5 0 
TEST19 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 2 0,3 0,7 0,208 0,792 5 0 
TEST20 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 3 0,3 0,7 0,208 0,792 5 0 
TEST21 5% type 1 type 1 0,002 0,03 4000/3000 65% type 3 type 1 0,3 0,7 0,208 0,792 5 0 
TEST22 5% type 1 type 1 0,002 0,03 4000/3000 65% type 2 type 1 0,3 0,7 0,208 0,792 5 0 
TEST23 5% type 1 type 1 0,002 0,03 4000/3000 65% type 4 type 1 0,3 0,7 0,208 0,792 5 0 
TEST24 5% type 1 type 1 0,002 0,03 4000/3000 65% type 6 type 1 0,3 0,7 0,208 0,792 5 0 
TEST25 5% type 1 type 1 0,002 0,03 4000/3000 65% type 5 type 1 0,3 0,7 0,208 0,792 5 0 








































































































TEST27 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,7 0,3 0,208 0,792 5 0 
TEST28 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,1 0,9 0,208 0,792 5 0 
TEST29 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,083 0,917 2 0 
TEST30 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,125 0,875 3 0 
TEST31 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,166 0,834 4 0 
TEST32 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,25 0,75 6 0 
TEST33 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,29 0,71 7 0 
TEST34 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,01(H) 
TEST35 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,02(H) 
TEST36 5% type 1 type 1 0,002 0,03 4000/3000 65% type 1 type 1 0,3 0,7 0,208 0,792 5 0,01(P/H/N)  
TEST 37 5% type 1 type 1 0,002 0,03 4500/3500 65% type 3 type 2 0,7 0,3 0,208 0,792 5 0 
TEST 38 5% type 1 type 1 0,002 0,03 4500/3500 65% type 2 type 2 0,7 0,3 0,208 0,792 5 0 
TEST 39 5% type 1 type 1 0,002 0,03 4500/3500 65% type 4 type 2 0,7 0,3 0,208 0,792 5 0 
TEST 40 5% type 1 type 1 0,002 0,03 4500/3500 65% type 6 type 2 0,7 0,3 0,208 0,792 5 0 
TEST 41 5% type 1 type 1 0,002 0,03 4500/3500 65% type 5 type 2 0,7 0,3 0,208 0,792 5 0 
TEST 42 5% type 1 type 1 0,002 0,03 4500/3500 65% type 5 type 2 0,3 0,7 0,208 0,792 5 0 
TEST 43 5% type 1 type 1 0,002 0,03 4500/3500 65% type 6 type 2 0,3 0,7 0,208 0,792 5 0 
TEST 44 5% type 1 type 1 0,002 0,03 4500/3500 65% type 4 type 2 0,3 0,7 0,208 0,792 5 0 
TEST 45 5% type 1 type 1 0,002 0,03 4500/3500 65% type 2 type 2 0,3 0,7 0,208 0,792 5 0 



























































8 4 4 
    
5 
TEST1 5% 4000/3000 type 1 0,3 0,7 0,208 0,792 5 
TEST2 5% 3500/2500 type 1 0,3 0,7 0,208 0,792 5 
TEST3 5% 4500/3500 type 1 0,3 0,7 0,208 0,792 5 
TEST4 5% 4000/3000 type 1 0,3 0,7 0,125 0,875 3 
TEST5 5% 3500/2500 type 1 0,3 0,7 0,125 0,875 3 
TEST6 5% 4500/3500 type 1 0,3 0,7 0,125 0,875 3 
TEST7 5% 4000/3000 type 1 0,3 0,7 0,166 0,834 4 
TEST8 5% 3500/2500 type 1 0,3 0,7 0,166 0,834 4 
TEST9 5% 4500/3500 type 1 0,3 0,7 0,166 0,834 4 
TEST10 5% 4000/3000 type 1 0,3 0,7 0,25 0,75 6 
TEST11 5% 3500/2500 type 1 0,3 0,7 0,25 0,75 6 
TEST12 5% 4500/3500 type 1 0,3 0,7 0,25 0,75 6 
TEST13 5% 4000/3000 type 1 0,3 0,7 0,29 0,71 7 
TEST14 5% 3500/2500 type 1 0,3 0,7 0,29 0,71 7 
TEST15 5% 4500/3500 type 1 0,3 0,7 0,29 0,71 7 
TEST16 5% 4000/3000 type 1 0,5 0,5 0,208 0,792 5 
TEST17 5% 3500/2500 type 1 0,5 0,5 0,208 0,792 5 
TEST18 5% 4500/3500 type 1 0,5 0,5 0,208 0,792 5 
TEST19 5% 4000/3000 type 1 0,7 0,3 0,208 0,792 5 
TEST20 5% 3500/2500 type 1 0,7 0,3 0,208 0,792 5 
TEST21 5% 4500/3500 type 1 0,7 0,3 0,208 0,792 5 
TEST22 5% 4000/3000 type 1 0,3 0,7 0,208 0,792 5 
TEST23 5% 4000/3000 type 2 0,3 0,7 0,208 0,792 5 
TEST24 5% 4000/3000 type 3 0,3 0,7 0,208 0,792 5 
TEST25 5% 3500/2500 type 1 0,3 0,7 0,208 0,792 5 
























































TEST27 5% 3500/2500 type 3 0,3 0,7 0,208 0,792 5 
TEST28 5% 4500/3500 type 1 0,3 0,7 0,208 0,792 5 
TEST29 5% 4500/3500 type 2 0,3 0,7 0,208 0,792 5 
TEST30 5% 4500/3500 type 3 0,3 0,7 0,208 0,792 5 
TEST31 5% 4000/3000 type 1 0,3 0,7 0,208 0,792 5 
TEST32 5% 4000/3000 type 2 0,3 0,7 0,208 0,792 5 
TEST33 5% 4000/3000 type 3 0,3 0,7 0,208 0,792 5 
TEST34 5% 4000/3000 type 1 0,3 0,7 0,125 0,875 3 
TEST35 5% 4000/3000 type 2 0,3 0,7 0,125 0,875 3 
TEST36 5% 4000/3000 type 3 0,3 0,7 0,125 0,875 3 
TEST37 5% 4000/3000 type 1 0,3 0,7 0,166 0,834 4 
TEST38 5% 4000/3000 type 2 0,3 0,7 0,166 0,834 4 
TEST39 5% 4000/3000 type 3 0,3 0,7 0,166 0,834 4 
TEST40 5% 4000/3000 type 1 0,3 0,7 0,25 0,75 6 
TEST41 5% 4000/3000 type 2 0,3 0,7 0,25 0,75 6 
TEST42 5% 4000/3000 type 3 0,3 0,7 0,25 0,75 6 
TEST43 5% 4000/3000 type 1 0,3 0,7 0,29 0,71 7 
TEST44 5% 4000/3000 type 2 0,3 0,7 0,29 0,71 7 
TEST45 5% 4000/3000 type 3 0,3 0,7 0,29 0,71 7 
TEST46 5% 4000/3000 type 1 0,5 0,5 0,208 0,792 5 
TEST47 5% 4000/3000 type 2 0,5 0,5 0,208 0,792 5 
TEST48 5% 4000/3000 type 3 0,5 0,5 0,208 0,792 5 
TEST49 5% 4000/3000 type 1 0,7 0,3 0,208 0,792 5 
TEST50 5% 4000/3000 type 2 0,7 0,3 0,208 0,792 5 
TEST51 5% 4000/3000 type 3 0,7 0,3 0,208 0,792 5 
TEST52 5% 3500/2500 type 2 0,3 0,7 0,125 0,875 3 
TEST53 5% 3500/2500 type 2 0,3 0,7 0,166 0,834 4 
TEST54 5% 3500/2500 type 2 0,3 0,7 0,25 0,75 6 
TEST55 5% 3500/2500 type 2 0,3 0,7 0,29 0,71 7 
























































TEST57 5% 3500/2500 type 2 0,7 0,3 0,208 0,792 5 
TEST58 5% 3500/2500 type 3 0,3 0,7 0,125 0,875 3 
TEST59 5% 3500/2500 type 3 0,3 0,7 0,166 0,834 4 
TEST60 5% 3500/2500 type 3 0,3 0,7 0,25 0,75 6 
TEST61 5% 3500/2500 type 3 0,3 0,7 0,29 0,71 7 
TEST62 5% 3500/2500 type 3 0,5 0,5 0,208 0,792 5 
TEST63 5% 3500/2500 type 3 0,7 0,3 0,208 0,792 5 
TEST64 5% 4500/3500 type 2 0,3 0,7 0,125 0,875 3 
TEST65 5% 4500/3500 type 2 0,3 0,7 0,166 0,834 4 
TEST66 5% 4500/3500 type 2 0,3 0,7 0,25 0,75 6 
TEST67 5% 4500/3500 type 2 0,3 0,7 0,29 0,71 7 
TEST68 5% 4500/3500 type 2 0,5 0,5 0,208 0,792 5 
TEST69 5% 4500/3500 type 2 0,7 0,3 0,208 0,792 5 
TEST70 5% 4500/3500 type 3 0,3 0,7 0,125 0,875 3 
TEST71 5% 4500/3500 type 3 0,3 0,7 0,166 0,834 4 
TEST72 5% 4500/3500 type 3 0,3 0,7 0,25 0,75 6 
TEST73 5% 4500/3500 type 3 0,3 0,7 0,29 0,71 7 
TEST74 5% 4500/3500 type 3 0,5 0,5 0,208 0,792 5 




















































































































TEST1 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1,5 46 0 19 18     
TEST2 0,58 0,77 0,018 0,012 0,016 0,014 0,043 0,67 1,5 46 0 19 18     
TEST3 0,66 0,9 0,018 0,012 0,016 0,014 0,043 0,67 1,5 46 0 19 18     
TEST4 0,4 0,53 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0,65 19,4 18,9     
TEST5 0,3 0,4 0,018 0,012 0,016 0,014 0,043 0,67 1,1 46,4 1,4 19,4 18,9     
TEST6 0,2 0,27 0,018 0,012 0,016 0,014 0,043 0,67 1,1 46,4 1,7 19,4 18,9     
TEST7 0,1 0,135 0,018 0,012 0,016 0,014 0,043 0,67 1,1 46,4 2 19,4 18,9     
TEST8 0,05 0,068 0,018 0,012 0,016 0,014 0,043 0,67 1,1 46,4 2,15 19,4 18,9     
TEST9 0,5 0,67 0,018 0,012 0,016 0,014 0,043 0,67 0 46,4 1,2 19,4 18,9     
TEST10 0,5 0,67 0,018 0,012 0,016 0,014 0,043 0,67 0,7 46,4 2,1 19,4 18,9     
TEST11 0,5 0,68 0,018 0,012 0,016 0,014 0,043 0,67 1 54 2,1 19,5 19,5     
TEST12 0,5 0,68 0,018 0,012 0,016 0,014 0,043 0,67 1,1 53,5 2,2 19,4 19,6     
TEST13 0,5 0,68 0,018 0,012 0,016 0,014 0,043 0,67 1,1 47,8 1,7 19,4 18,9     
TEST14 0,5 0,68 0,018 0,012 0,016 0,014 0,043 0,67 1,1 44,8 2,2 19,4 18,9     
TEST15 0,48 0,65 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST16 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST17 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST18 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST19 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 47 0 19,4 18,9     
TEST20 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 47 0 19,4 18,9     
TEST21 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST22 0,48 0,67 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST23 0,48 0,62 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST24 0,55 0,77 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     














































































































TEST26 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST27 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,4 18,9     
TEST28 0,51 0,68 0,018 0,012 0,016 0,014 0,043 0,67 0,8 480 3,25 11 14,7     
TEST29 0,52 0,69 0,018 0,012 0,016 0,014 0,043 0,67 2 102 13 38,5 38,5     
TEST30 0,48 0,64 0,018 0,012 0,016 0,014 0,043 0,67 1 45,8 0 19,4 18,9     
TEST31 0,5 0,67 0,018 0,012 0,016 0,38 0,78 0,64 0,8  0,8 19,2 17,1 4,2    
TEST32 0,58 0,78 0,018 0,012 0,016 0,39 0,49 0,67   2 19,5 18  13 24,5  
TEST33 0,48 0,65 0,018 0,012 0,016 0,39 0,49 0,67   2 19,5 18  15,5 24,5  
TEST34 0,49 0,65 0,018 0,012 0,016 0,39 0,49 0,67   2  17,5  15,5 24,5 840 
TEST35 0,051 0,068 0,018 0,012 0,016 0,014 0,043 0,67 1,1 44,7 2,3 19,4 19     
TEST36 0,051 0,051 0,018 0,012 0,016 0,014 0,043 0,67 1,1 44,7 2,3 19,4 19     
TEST37 0,05 0,05 0,018 0,011 0,016 0,014 0,043 0,67 0,55 0 1,15 9,7 9,2     
TEST38 0,05 0,05 0,018 0,012 0,016 0,014 0,043 0,67 1,1 44,7 2,3 19,4 19     
TEST39 0,05 0,05 0,018 0,011 0,016 0,014 0,043 0,67 0,55 0 1,15 9,7 9,2     
TEST40 0,05 0,09 0,018 0,012 0,016 0,014 0,043 0,67 1,1 44,7 2,3 19,4 19     
TEST41 0,48 0,64 0,019 0,013 0,018 0,016 0,043 0,67 1 0 0 19,3 17,7     
TEST42 0,48 0,64 0,02 0,013 0,018 0,016 0,044 0,67 1 0 0 19,2 14,2     
TEST43 0,48 0,64 0,018 0,011 0,016 0,015 0,043 0,67 1 52,7 0 19,35 19,52     
TEST44 0,46 0,62 0,018 0,012 0,016 0,014 0,043 0,67 1,1 46,4 2,15 19,4 19     
TEST45 0,48 0,65 0,018 0,012 0,016 0,014 0,043 0,67 1,1 46,4 1,8 19,4 18,95     
TEST46 0,49 0,66 0,018 0,012 0,016 0,014 0,043 0,67 1,04 46,4 1,38 19,4 18,9     
TEST47 0,48 0,65 0,018 0,012 0,016 0,014 0,043 0,67 1 46,4 0 19,3 18,8     
TEST48 0,49 0,65 0,018 0,012 0,016 0,014 0,043 0,67 0,95 46,4 0 19,3 18,75     
TEST49 0,051 0,068 0,018 0,012 0,016 0,014 0,043 0,67 1,15 53,5 2,3 19,4 19,6     
TEST50 0,03 0,04 0,0075 0,005 0,007 0,006 0,017 0,012 1,1 54,2 2,25 19,4 19,78     
TEST51 0,03 0,04 0,0075 0,005 0,007 0,006 0,017 0,012 1,1 54,1 2,35 19,4 19,78     














































































































TEST53 0,027 0,033 0,0075 0,005 0,007 0,006 0,017 0,012 1,1 54,2 2,3 19,4 19,78     
TEST54 0,03 0,04 0,0075 0,048 0,007 0,006 0,0173 0,012 1,1 54,54 2,4 19,4 19,82     
TEST55 0,031 0,042 0,0075 0,048 0,007 0,006 0,0173 0,012 3,15 108,5 4,7 38,5 40     
TEST56 0,0315 0,042 0,0075 0,048 0,007 0,006 0,0173 0,012 3,2 160 7 58 59     
TEST57 0,03 0,04 0,0075 0,005 0,007 0,006 0,017 0,012 1,1 54,2 2,28 19,4 19,78     
TEST58 0,03 0,04 0,0075 0,005 0,007 0,006 0,017 0,012 1,1 54,2 2,3 19,4 19,78     
TEST59 0,03 0,04 0,0075 0,005 0,007 0,006 0,017 0,012 1,1  2,2 19,4 19,76 4,2    
TEST60 0,035 0,048 0,0075 0,005 0,007 0,006 0,017 0,012   2,29 19,4 19,78  16,71 25,28  
TEST60B 0,028 0,037 0,0075 0,005 0,007 0,006 0,017 0,012   2,3 19,4 19,78  16,74 25,3  
TEST61 0,028 0,037 0,0075 0,005 0,007 0,006 0,017 0,012   2,3 19,4 19,76  17,82 25,3  
TEST62 0,028 0,037 0,0075 0,005 0,007 0,006 0,017 0,012   2,27  19,74  16,81 25,28 843 
TEST63 0,028 0,037 0,0075 0,005 0,007 0,006 0,017 0,012 1,1 54,2 2,3 19,4 19,78     






















































































































TEST1 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,07 46,4 2,14 19,38 18,97     
TEST2 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 0,83 44,6 2,33 19,38 18,99     
TEST3 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,1 44,7 2,32 19,38 18,99     
TEST4 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,095 53,5 2,33 19,4 19,6     
TEST5 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,094 53,5 2,33 19,4 19,6     
TEST6 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,087 47,8 2,25 19,38 18,96     
TEST7 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,087 44,7 2,32 19,38 18,99     
TEST8 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST9 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST10 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST11 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST12 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST13 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST14 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST15 0,0512 0,0717 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST16 0,0503 0,0647 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST17 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST18 0,0507 0,0676 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97     
TEST19 0,0513 0,0684 0,0184 0,0115 0,016 0,0145 0,043 0,67 0,91 480 4,95 11 14,8     
TEST20 0,052 0,694 0,0187 0,0117 0,164 0,0146 0,043 0,67 2,2 102 14,4 38,9 39     
TEST21 0,0504 0,0673 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0735 46,3 2,15 19,38 18,97     
TEST22 0,0505 0,0673 0,0183 0,0114 0,0161 0,38 0,78 0,67 1,063  2,21 19,2 17,22 4,211    
TEST23 0,0587 0,0782 0,0181 0,0117 0,016 0,382 0,487 0,67   2,2 19,28 18,4  15,34 24,5  
TEST24 0,0488 0,0651 0,0182 0,0114 0,016 0,39 0,49 0,67   2,21 19,28 18,34  15,55 24,51  














































































































TEST26 0,0506 0,0675 0,0193 0,012 0,0169 0,0147 0,043 0,67 1,063 0 1,98 19,34 17,73     
TEST27 0,05044 0,06725 0,0208 0,0133 0,0182 0,0153 0,0434 0,67 1,04 0 1,685 19,3 14,3     
TEST28 0,0507 0,0676 0,0177 0,011 0,0156 0,0144 0,0427 0,665 1,086 52,73 2,23 19,4 19,6     
TEST29 0,0462 0,0617 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,083 46,4 2,23 19,38 18,97     
TEST30 0,0486 0,0647 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0815 46,4 2,21 19,38 18,97     
TEST31 0,0494 0,066 0,0183 0,0115 0,016 0,0145 0,043 0,67 1,079 46,4 2,175 19,38 18,97     
TEST32 0,0524 0,0698 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0725 46,4 2,07 19,37 18,96     
TEST33 0,0545 0,0726 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,068 46,4 1,98 19,37 18,95     
TEST34 0,0245 0,0327 0,0182 0,0115 0,0161 0,0145 0,043 0,67 1,08 46,4 2,19 19,38 18,97     
TEST35 0,0015 0,002 0,0182 0,0115 0,0161 0,0145 0,043 0,67 1,084 46,4 2,24 19,38 18,98  0,001(t+)   
TEST36 0,0245 0,0327 0,0181 0,0114 0,016 0,0143 0,0428 0,64 1,08 46,85 2,19 19,38 19,01     
TEST37 0,0491 0,0632 0,0193 0,012 0,0169 0,0148 0,0427 0,67 0,52 0 0,8 9,56 0     
TEST38 0,0492 0,0633 0,0195 0,0122 0,017 0,39 0,78 0,665 0,51  0,84 8,76 0 2,1    
TEST39 0,0513 0,066 0,0192 0,012 0,0167 0,39 0,49 0,67   0,85 9,12 0  0 7,04  
TEST40 0,048 0,0617 0,0192 0,012 0,0167 0,39 0,49 0,67   0,85 9,12 0  0 7,05  
TEST41 0,048 0,0617 0,0188 0,0118 0,0166 0,38 0,49 0,67   0,7  0  0 4,9 422 
TEST42 0,0484 0,0623 0,0181 0,0113 0,016 0,38 0,49 0,67   1,04  8,1  7,1 11,8 422 
TEST43 0,0485 0,0622 0,018 0,0112 0,016 0,38 0,49 0,67   1,07 9,58 8,41  7,1 11,86  
TEST44 0,0518 0,0666 0,018 0,0112 0,0159 0,38 0,49 0,67   1,07 9,58 8,46  6,9 11,84  
TEST45 0,0494 0,0636 0,0181 0,0113 0,016 0,38 0,78 0,67 0,53  1,07 9,51 7,01 2,1    






















































































TEST1 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,07 46,4 2,14 19,38 18,97 
TEST2 0,0512 0,0717 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97 
TEST3 0,0503 0,0647 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97 
TEST4 0,0486 0,0647 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0815 46,4 2,21 19,38 18,97 
TEST5 0,0495 0,0693 0,0182 0,0115 0,0161 0,0145 0,043 0,67 1,08 46,4 2,18 19,38 18,97 
TEST6 0,049 0,063 0,0182 0,0115 0,0161 0,0145 0,043 0,67 1,08 46,4 2,135 19,38 18,97 
TEST7 0,0494 0,066 0,0183 0,0115 0,016 0,0145 0,043 0,67 1,079 46,4 2,175 19,38 18,97 
TEST8 0,0503 0,0704 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,078 46,4 2,16 19,38 18,97 
TEST9 0,0497 0,0639 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,078 46,4 2,16 19,38 18,97 
TEST10 0,0524 0,0698 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0725 46,4 2,07 19,37 18,96 
TEST11 0,052 0,0728 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,075 46,4 2,1 19,375 18,965 
TEST12 0,051 0,0656 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,075 46,4 2,1 19,375 18,965 
TEST13 0,0545 0,0726 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,068 46,4 1,98 19,37 18,95 
TEST14 0,0531 0,0744 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0725 46,4 2,07 19,373 18,95 
TEST15 0,0518 0,0666 0,0181 0,0115 0,016 0,0145 0,043 0,67 1,073 46,4 2,075 19,38 18,96 
TEST16 0,0506 0,0675 0,0193 0,012 0,0169 0,0147 0,043 0,67 1,063 0 1,98 19,34 17,73 
TEST17 0,051 0,0714 0,0193 0,012 0,0169 0,0147 0,043 0,67 1,063 0 1,98 19,34 17,73 
TEST18 0,05025 0,0646 0,0193 0,012 0,0169 0,0147 0,043 0,67 1,063 0 1,98 19,34 17,73 
TEST19 0,05044 0,06725 0,0208 0,0133 0,0182 0,0153 0,0434 0,67 1,04 0 1,685 19,3 14,3 
TEST20 0,0508 0,0712 0,0208 0,0133 0,0182 0,0153 0,0434 0,67 1,04 0 1,685 19,3 14,3 
TEST21 0,05 0,0644 0,0208 0,0133 0,0182 0,0153 0,0434 0,67 1,04 0 1,685 19,3 14,3 
TEST22 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,07 46,4 2,14 19,38 18,97 
TEST23 0,0498 0,0664 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,1 9,7 9,1 
TEST24 0,0515 0,0687 0,0183 0,0116 0,0162 0,0146 0,0431 0,665 2,15 102 4,48 38,8 38,7 
TEST25 0,0512 0,0717 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,077 46,4 2,13 19,38 18,97 
TEST26 0,051 0,071 0,018 0,0114 0,016 0,0145 0,0431 0,67 0,54 16 1,02 9,67 9,07 
TEST27 0,0522 0,073 0,0183 0,0116 0,0162 0,0146 0,0431 0,665 2,17 102 4,47 38,6 38,3 



















































































TEST29 0,0495 0,0637 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,02 9,67 9,07 
TEST30 0,051 0,0657 0,0183 0,0116 0,0162 0,0146 0,0431 0,0665 2,15 102 4,46 38,75 38,6 
TEST31 0,0508 0,0677 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,07 46,4 2,14 19,38 18,97 
TEST32 0,0498 0,0663 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,02 9,67 9,07 
TEST33 0,0515 0,0687 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,15 102 4,46 38,75 38,6 
TEST34 0,0486 0,0647 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0815 46,4 2,21 19,38 18,97 
TEST35 0,0488 0,065 0,018 0,0114 0,016 0,0145 0,0431 0,67 0,54 16 1,3 9,67 9,07 
TEST36 0,0488 0,066 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,17 102 4,5 38,75 38,6 
TEST37 0,0494 0,066 0,0183 0,0115 0,016 0,0145 0,043 0,67 1,079 46,4 2,175 19,38 18,97 
TEST38 0,0493 0,0657 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,03 9,67 9,07 
TEST39 0,0505 0,0673 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,16 102 4,5 38,78 38,64 
TEST40 0,0524 0,0698 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,0725 46,4 2,07 19,37 18,96 
TEST41 0,0503 0,0671 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1 9,67 9,07 
TEST42 0,0526 0,0701 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,16 102 4,43 38,78 38,64 
TEST43 0,0545 0,0726 0,0182 0,0115 0,016 0,0145 0,043 0,67 1,068 46,4 1,98 19,37 18,95 
TEST44 0,0509 0,0678 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 0,97 9,67 9,07 
TEST45 0,0548 0,0718 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,15 102 4,38 38,78 38,64 
TEST46 0,0506 0,0675 0,0193 0,012 0,0169 0,0147 0,043 0,67 1,063 0 1,98 19,34 17,73 
TEST47 0,0497 0,0662 0,0187 0,0117 0,01645 0,0147 0,043 0,67 0,53 0 0,92 9,64 7,8 
TEST48 0,0514 0,0687 0,02 0,0126 0,0174 0,0148 0,0437 0,67 2,14 88,5 4,25 38,74 37,42 
TEST49 0,05044 0,06725 0,0208 0,0133 0,0182 0,0153 0,0434 0,67 1,04 0 1,685 19,3 14,3 
TEST50 0,0494 0,0659 0,0192 0,012 0,0168 0,0147 0,0427 0,0665 0,52 0 0,78 9,57 0 
TEST51 0,0513 0,0685 0,023 0,0146 0,0197 0,0153 0,0436 0,67 2,1 0 3,74 38,63 34,33 
TEST52 0,049 0,0687 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,05 9,67 9,07 
TEST53 0,0495 0,0694 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,04 9,67 9,07 
TEST54 0,0508 0,071 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1 9,67 9,07 
TEST55 0,0514 0,072 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 0,97 9,67 9,07 



















































































TEST57 0,0498 0,0697 0,0192 0,012 0,0168 0,0148 0,0427 0,67 0,52 0 0,78 9,57 0 
TEST58 0,0501 0,07 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,16 102 4,52 38,78 38,64 
TEST59 0,051 0,0714 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,16 102 4,5 38,78 38,64 
TEST60 0,0534 0,0748 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,15 102 4,42 38,78 38,64 
TEST61 0,055 0,0768 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,15 102 4,37 38,75 38,6 
TEST62 0,0522 0,073 0,02 0,0126 0,0174 0,0149 0,0437 0,67 2,14 89 4,25 38,74 37,42 
TEST63 0,052 0,0728 0,023 0,0146 0,0197 0,0153 0,0436 0,675 2,09 0 3,74 38,63 34,32 
TEST64 0,0487 0,0625 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,05 9,67 9,07 
TEST65 0,049 0,0631 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1,04 9,67 9,07 
TEST66 0,05 0,0643 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 1 9,67 9,07 
TEST67 0,0505 0,0649 0,018 0,0114 0,016 0,0145 0,043 0,67 0,54 16 0,97 9,67 9,07 
TEST68 0,0494 0,0635 0,0183 0,0116 0,0163 0,0146 0,0431 0,67 0,53 0 0,92 9,74 7,8 
TEST69 0,0492 0,0633 0,0192 0,012 0,0168 0,0148 0,0427 0,67 0,52 0 0,78 9,57 0 
TEST70 0,0494 0,0635 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,17 102 4,5 38,78 38,64 
TEST71 0,0502 0,0645 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,16 102 4,5 38,78 38,64 
TEST72 0,052 0,0668 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,15 102 4,43 38,78 38,64 
TEST73 0,0526 0,0681 0,0183 0,0116 0,0162 0,0146 0,0431 0,67 2,15 102 4,38 38,78 38,64 
TEST74 0,051 0,0656 0,02 0,0126 0,0174 0,0148 0,0437 0,67 2,14 89 4,25 38,74 37,42 
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During later MOIS3, in Europe two populations were present, autochthonous Neanderthals and modern humans. Ecological
competition between these two populations has often been evoked but never demonstrated. Our aim is to establish whether
resource competition occurred. In this paper, in order to examine the possibility of ecological competition between these two
populations, 599 isotopic data were subjected to rigorous statistical treatment and analysis through mixing models. The aim of this
paper was to compare dietary strategies of Neanderthals andmodern humans over time. Our conclusions suggest that Neanderthals
and modern humans shared dietary habits in the particular environmental context of MOIS3 characterised in Europe by climatic
deterioration. In this environmental context, the resource competition between Neanderthals and modern humans may have
accelerated the disappearance of the Neanderthal population.
1. Introduction
The Neanderthals are a well-known middle Pleistocene pop-
ulation, which was autochthonous in Europe during MOIS
6, 5, and 4. The European Neanderthals are associated with
Mousterian assemblages.
During the later part of MOIS3, in the late Pleistocene,
Europe was also populated bymodern humans. The presence
in Europe of modern humans is inferred, according to some
authors, in the oldest Eastern European sites by association
with Protoaurignacian or Aurignacian assemblages [1] and,
for later periods of MOIS3, by association also with fossil
remains [2]. The dates available for the Protoaurignacian,
Aurignacian, and late Mousterian sites show that, after the
arrival of modern humans, there was a period of coexistence
between these two populations in Europe for at least 15,000
years [3]. This period is marked by an increase of Aurigna-
cian sites throughout Europe, the appearance of so-called
“transitional assemblage” sites (Chatelperronian, Uluzzian,
Szeletian, Lincombian, Ranisian, Jerzmanowician), and the
decline of Mousterian sites. After 25,000 years BP, the
Mousterian sites and the Neanderthal population completely
disappeared in Europe, and only modern humans survived
on this continent.
Despite numerous investigations, the debate concerning
whether Neanderthals became extinct because of climate
change or competition with Modern humans is still unre-
solved. Some researchers argue that competition alone
cannot be the cause of Neanderthal extinction [4–7]. By
contrast, other authors support the existence of competitive
exclusion for the same niche and argue that competition
played a major role in the demise of the Neanderthal
population. Some analyses, which are based onmathematical
modeling, lack plausibility because they are too theoretical
[8]; others, which are based on more integrative simulations
[9] or which take into account archeological and ethnologic
examples [10], are more convincing.
The modelling approach is used to understand complex
systems by working on a simplified model of these systems.
Thus, this process involves the choice of certain parameters
and variables which, if they are simplified, are nonetheless
controlled in such a way that they are capable of representing




Figure 1: The 51 major archaeological sites providing isotopic data,
in red, archaeological sites with only human data, in blue with
human and faunal data and in green with only faunal data.
Table 1: Palaeolithic isotopic data available for modelling.
Sample Number of data References
Reindeer 201 [20, 31–37]
Horse 230 [17–20, 31, 33–44]
Bovid 88
[18–21, 31, 33–
37, 39, 41–43, 45–
47]
Neanderthal 19 [16, 18–21, 31, 35–
37, 42, 47–51]
Modern human 61 [16, 17, 22, 31, 33,
34, 46, 52–61]
the system as a whole. Therefore, the model used in this
paper does not attempt to determine the kind of food that
Neanderthals and modern humans consumed but to high-
light the potential diﬀerences in dietary habits characteristic
of these two populations.
The aim of this paper is to test the hypothesis that
resource competition, analysed through isotopic modelling,
was strong between Neanderthals and modern humans.
It assumes that if a model shows similar dietary patterns
for Neanderthals and modern humans, then these two
populations would be in competition for resources. By
contrast, if the models show diﬀerences in dietary patterns,
this would signify that resource competition would be less
intense.
For some years, isotopic biochemistry allowed us to
improve our knowledge about past human diet using carbon
and nitrogen isotopic ratios [11–15]. Since 1990’s these
methods have been increasingly used to study paleonto-
logical populations such as Neanderthals or early modern
humans, in order to understand their relationship with
the local environment (e.g., [11, 16–23]). Therefore, the
literature contains a substantial number of isotopic data,
mainly on carbon and nitrogen isotopic values measured on
bones and dental collagen. The previous studies suggested
Table 2: Palaeolithic isotopic data available for modelling dis-
tributed according to geographical cluster and environmental
cluster (each subcluster contains at least one hominid record).























that prehistoric peoples had a carnivorous diet similar to
that of contemporaneous predators, such as cave lions or
cave hyenas [19, 24]. These isotopic studies are consistent
with zooarchaeological investigations which showed that
Neanderthals and modern humans were big game hunters
(hunting mainly big ungulates) [25–30].
The isotopic modelling used in this paper presents a new
method of investigation that intends to contribute to the
debate on resource competition between Neanderthals and
modern humans which has often been assumed but never
really demonstrated.
2. Material and Methods
2.1. Compilation of the Database. Isotopic data from 51
major archaeological sites in Europe (Figure 1) were com-
piled from 42 publications. Of these archaeological sites, 14
were attributed to Neanderthal and 37 to modern human
settlements. In total, isotopic data from 945 specimens
(faunal and human) was assembled from the literature. This
paper focuses on the transition between MOIS3 and MOIS2;
as such, isotope data from species unavailable during these
time periods was eliminated from the data set. Furthermore,
the models employed in this paper rely exclusively on three
faunal types (reindeer, horse, and bovid) because these were
the only remains present at all sites. As a result, only isotope
data from 599 specimens were included in this analysis
(Table 1 and Tables SI1, SI2, SI3).
As Drucker has shown, local environmental context can
influence isotopic signatures of plants and consequently
those of consumers [31]. As a result, the first step of our
analysis was to verify isotopic modifications for each faunal
type through time and space [32]. Thus, in addition to
chronology (e.g., late MOIS3 versus MOIS2), data relating to
geography and environment were also considered (Table 2).
Environmental groupings were in agreement with Allen and
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Table 3: Isotopic data available for each chronological group considering (1) geographical cluster and (2) environmental cluster. The three
conditions retained for isotopic simulations are marked by grey cells.
Chronological groups
MOIS3 Neanderthals MOIS3 modern humans MOIS2 modern humans
Hominids Faunas Hominids Faunas Hominids Faunas
Geographical regions
North-west Europe × × × ×
South-west Europe × × × × × ×
Central × × × × ×
Environments
Tundra-steppe × × × ×
Open boreal woodland × × × ×
Tundra/boreal woodland × × × × × ×
Steppe × ×
Cold steppe × ×
Wooded steppe × × × ×
Temperate forest × ×
Warm (wooded) steppe × ×
Totality of the dataset × × × × × ×
Huntley in 2002 [62]. Radiocarbon dates were updated by
Jo¨ris and Street 2008 [3].
In order to study the transition between late MOIS3
and MOIS2, we created models by grouping faunal types
and humans species into three chronological groups: (1)
MOIS3 Neanderthals, (2) MOIS3 modern humans, (3)
MOIS2 modern humans. In this paper we used the term
“MOIS3” in order to nominate the coevolution period of
Neanderthals andmodern humans in Europe; thus “MOIS3”
here represents the later period ofMOIS3. These groups were
analysed in three diﬀerent ways: (1) an absence of cluster
(global), (2) a geographical cluster, (3) an environmental
cluster. Due to limitations related to the faunal isotopic data
available for each cluster and the fact that models have to be
run with the same characteristics for diachronic comparison,
models were limited to: (1) the whole dataset, (2) the
data of south-western area, (3) the data relating to cold
environments of tundra-steppe and open boreal woodland
(Table 3).
2.2. Isotopic Values. Patterns in human and animal food
consumption are reconstructed using carbon and nitrogen
isotope ratios in bone collagens. Since collagen is protein,
the stable isotope ratio of this tissue provides information
on the protein component of the diet over approximately
the last 10 years of an individual’s life [63, 64]. Because
plants and animals diﬀer in their carbon and nitrogen
isotope ratios it is possible to use their ratio to infer past
dietary patterns. Carbon isotope ratios are typically used
to diﬀerentiate between the consumption of C3 versus C4
plants or marine fish versus fresh water fish [11, 14, 63,
65, 66]. In contrast, nitrogen isotope ratios are indicative of
trophic level (i.e., an individual position in the foodweb) [65,
67]. Stable isotope ratios reflect the type of primary protein
sources and are successively enriched in the heavy isotope
(13C, 15N) with each step up the food web [65, 68]. Thus,
the relative isotopic variability between diﬀerent organisms
of a terrestrial and aquatic trophic web is distributed in
a predictive way from plants at the baseline of the food
chain through the subsequent levels as herbivorous and
carnivorous organisms. For example, the δ13C and δ15N
values of collagen from herbivores are approximately 5%
and 3–5% higher, respectively, than plants [20, 63]. In a
similar way, the δ13C and δ15N values of collagen from
carnivores are approximately 0.8–1.3% and 3–5% higher,
respectively, than herbivores [19]. According to isotopic data
available for the Palaeolithic terrestrial environments, δ13C
values of plants range from −35 to −20% with a distinction
between open and closed environments, and δ15N values of
plants ranged from 0 to 6%. The δ13C and δ15N values of
collagen from herbivores range from −30 to −18% and 3
to 8%, respectively. The δ13C and δ15N values of collagen
from carnivores range from −24 to −16% and 7 and 13%,
respectively. The δ13C and δ15N values of collagen from
freshwater fish range from −23 and −19% and 9 and 15%,
respectively.
2.3.Modelling Process. Following the predictive fractionation
of isotope ratios through the food chain, Phillips and
colleagues proposed diﬀerent isotopic mixing models to
quantify the relative contributions of the diﬀerent dietary
sources to an individual [69–71]. IsoError (2001) and Iso-
Conc (2002) based on the isotopic mixing models estimate
the proportions for two food sources using a single isotopic
element or three sources using two isotopic elements.
IsoError mixing model considers the isotopic signature
standard deviations in the source and mixture populations
and restitutes food proportions with confidence intervals
for source proportion estimates. In contrast, the IsoConc
mixing model is a concentration-weighted linear mixing
model which considers for each element the contribution of
source as proportional to the weight of the elemental concen-
tration in that source. The IsoSource mixing model (2005)
can estimate more than 3 sources using 2 stable isotopic
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elements when food sources are isotopically very diﬀerent.
The diﬀerent isotopic mixing models have previously been
applied in past foodwebs to assess the relative proportions of
diﬀerent sources to a single or population human mixtures
[33, 72–78].
Based on isotopic mixing model proposed by Phillips
et al., the final aim of the research was not to determine
the real contributions of specific food sources to a mixture
but to compare the human dietary patterns over time and
space within distinct chronological groups. Simulations were
run with IsoSource mixing models (version 1.3.1) [69, 79].
The use of mixing models to study European Palaeolithic
populations could be limited because the mixing models
were designed from datasets composed of living North
American animals. However, regardless of chronological
period and geographical context, the same principle of
isotopic fractionation along the trophic chain is generally
applicable to all isotopic studies. Furthermore, the mixing
models were applied to compare diﬀerent cohorts according
to diﬀerent parameters and not to precisely reconstruct
the proportions of diﬀerent resources consumed by past
human populations. As such, whatever limitations exist
will be similar in each group and should not aﬀect the
comparisons.
The use of models necessitates a variety of assumptions.
For example, in this study we assume that all the hominids
considered consumed the same kinds of resources. Following
the recommendation of Phillips et al. [69], only three food
sources were considered: fish, meat, and plant resources
because they are (i) largely distant from the mixture and
(ii) suﬃcient and reliable to consider the main food items
consumed in typical omnivorous diet. Due to the lack of
data, plants are not often considered in previous isotopic
studies whereas they are necessary for human survival [80].
This resource was included in our simulations permitting
to consider one of food items consumed by omnivorous.
Due to the isotopic fractionation from diet to consumer
(bone collagen), in following simulations, isotopic values
of hominid diet, mentioned as “mixing diet” or “mix-
ture”, were considered to be lower than isotopic values of
hominid collagens of 0.8–1.3% for carbon and 3–5% for
nitrogen [19, 20, 65, 68]. For each cluster datasets, and
according to the appropriate fractionation factor requires
for running models, isotopic values of plants were estimated
from available herbivorous isotopic values (0.8–1.3% for
carbon and 3–5% for nitrogen) (see Supplementary Material
SI3 available online at doi: 10.4061/2011/689315). Isotopic
values of meat and fish resources of hominid diets were
derived from the literature and summarized in the database
(Table SI1).
For each cluster (global, geographical, and environ-
mental), 3 sets of simulations were performed (one for
each chronological groups: MOIS3 Neanderthals, MOIS3
modern humans, and MOIS2 modern humans). To get
the best inputs for running IsoSource and to have com-
parable patterns for each chronological group, a similar
geometric construction was realised within the estimated
carbon and nitrogen variability of each food source (mean













Figure 2: Geometric constructions used for running simulations
(the example shows the whole dataset; sources are represented by
mean ± 1SD; the values used for running simulations are described
in Table SI3).
source was calculated by averaging the mean of each faunal
type isotopic signature to avoid any bias due to sample
size. Moreover, concerning the whole dataset and the cold
environments dataset, the geometric construction usable for
modelling had to be based on the largest isotopic values of
sources around the mixture. Concerning the South-western
dataset, two sets of simulations have been performed; the first
one involves a geometric construction based on the largest
isotopic values of sources around the mixture (mean± 1SD),
and the second one involves a geometric construction based
on average isotopic values of sources (mean).
2.4. Statistical Analysis. To assess the validity of the diﬀerent
clusters proposed in Section 1, a set of Kruskall-Walis
statistics was applied to the database (Statistica software).
Kruskall-Wallis statistics are nonparametric tests generally
used to compare the distribution of two independent sets of
values. Here the aim is to test (i) if chronological groups are
reliable for investigating the homogeneity of stable isotopic
signatures of each faunal group across the time and (ii)
if all archaeological sites associated in one cluster present
homogeneous stable isotopic ratios over space.
Results of simulations are given by proportions of
sources expressed as percentages. Although in order to
compare, in each hominid group and in each simulation,
the contribution of each source to the mixture, Chi-squared
test with a Bonferroni correction was used. To use the Chi-
squared test, a standardisation of results has been done based
on a calculation of a resource unit related to the quantity of
protein intake.
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3. Results
3.1. Isotopic Variability Analyses. A descriptive statistical
analysis of the complete isotopic dataset was performed to
detect whether isotopic diﬀerences existed (i) between the
archaeological sites of the considered geographic region, (ii)
between the archaeological sites of the considered environ-
ments as well as (iii) between chronological subdivisions
of MOIS3 and MOIS2. Kruskal-Wallis analyses were imple-
mented on the whole dataset, on the South-western dataset,
and on the cold environment dataset to test if chronological
groups are eﬃcient and if all archaeological sites associated
with a chronological group (MOIS3 Neanderthal, MOIS3
modern humans, or MOIS2 modern humans) could be
pooled together in terms of carbon and nitrogen isotopic
ratios. P values lower than 0.01 indicate statistically signifi-
cant diﬀerences suggesting an isotopic heterogeneity within
groups.
(1) Regarding the analysis of the complete dataset (Table
SI4), we often observed a particular dietary/isotopic
behaviour for the reindeer which seems attributed
to local environment. This is why we decided to
perform two sets of simulations, a set including
the reindeer and a set excluding from the reindeer.
Concerning MOIS2 whole dataset, bovids and horse
show isotopic variability across archaeological sites.
We identified and excluded the divergent archaeo-
logical sites for bovids (Gough’s cave and Kendrick’s
cave for bovids). Since divergent archaeological sites
were not identifiable for horse, in order to avoid any
biases, several sets of simulations were conducted
with diﬀerent δ15N values for herbivorous sources
(δ15N ± 1SD; Figure 2).
(2) For the South-western area (Table SI5), reindeer
isotopic variability seems attributed to local environ-
ment whereas bovids’ seems to be heterogeneous dur-
ing MOIS2. To avoid any biases, divergent sites have
been excluded from the simulations (Pont d’Ambon,
[31]). As mentioned above, additional simulations
have also been performed with and without reindeer.
(3) In cold environments (Table SI6), reindeer isotopic
variability seems also attributed to local environ-
ment. Similarly, simulations with and without con-
sideration of the reindeer isotopic variability within
the herbivorous group were conducted.
To summarise, based on the results of Kruskal-Wallis
analyses, simulations were performed according to each clus-
ter and each chronological group under several conditions:
(1) presence of the three faunal types in the herbivorous
source (bovid, reindeer, horse), (2) presence of bovids and
horse, in the herbivorous source, to take into account the
isotopic variability of reindeer across archaeological sites),
(3) presence of bovids and reindeer in the herbivorous
source, to take into account that horses are nonruminant
species [81]. For the environmental cluster only, (4) a fourth
simulation was performed considering only the reindeer in
the herbivorous source since it was probably the main species
consumed under these cold climates [82].
In addition, two sets of simulations were performed to
guaranty the most reliable application of isotopic biochem-
istry in the reconstruction of past diet: (1) one considering
the totality of the hominids for each chronological group and
(2) a second considering only the hominids associated with
fauna. In total, 19 simulations have been performed on the
whole dataset, 28 on the South-western dataset, and 16 on
the cold environment dataset (Table 4).
3.2. Simulation Results. Simulations were implemented us-
ing three food sources selected according to isotopic dataset
relative to each cluster and each chronological group. In all
simulations, source 1 shows fixed values characterised by
high δ15N values and low δ13C values. Source 2 and source
3 isotopic signatures were determined according to isotopic
dataset relative to each cluster and each chronological group.
In all simulations, source 2 shows intermediate δ15N values
and high δ13C values whereas source 3 exhibits low δ13C
and δ15N values. The result of the simulations is driven by
the relative position of the mixture compared to the three
sources.
Regarding the MOIS3 Neanderthals’ dataset (Table 5),
in all clusters and under all conditions, the results of the
diﬀerent simulations show the same patterns. The contribu-
tion of source 1 is the highest (between 48% and 67% of
the mixing food), suggesting a consumption of food with
high δ15N values and low δ13C values. The contribution of
source 3 (between 28% and 44%) is lower than source 1 but
higher than the contribution of source 2 (between 1% and
19%), which confirms the greater consumption of food with
low δ13C signatures. More precisely, simulations without
considering the reindeer isotopic values tend to increase
the contribution of source 2, whereas simulations without
considering the horse isotopic values tend to decrease the
contribution of source 2. In other words, the more the
isotopic value of the herbivorous source is enriched in 13C,
the fewer source 2 contributes to the mixture. In the South-
western area, even if the contribution of source 2 slightly
decreases when simulations are based on average isotopic
values of diﬀerent sources, the diﬀerences between the two
sets of simulations (regarding a large variability versus an
average variability) are not significant.
Concerning the MOIS3 modern humans’ dataset
(Table 6), the results of simulations within the South-
western area exhibit diﬀerent dietary patterns relatively to
the other two clusters (global and environmental). For the
three clusters, the contribution of source 1 is the highest
(between 58% and 72%). In the South-western area, the
contribution of source 2 is higher than the contribution of
source 3 (resp., between 15% and 40% and between 1% and
13%). It is the opposite for the global and environmental
clusters, the contribution of source 3 is higher than the
contribution of source 2 (resp., between 26% and 32%
and between 2% and 15%). These results would suggest
a lesser consumption of 13C enriched food. Regardless of
the faunal types considered in the herbivorous source, the
results globally remain the same for the cold environments
and the complete datasets. Nevertheless, when the reindeers
are absent, the contribution of source 3 is lower than the




























































































































































































































































































International Journal of Evolutionary Biology 7
Table 5: Results of simulations by IsoSource for MOIS3 Neanderthals chronological group and under the three clusters; circular diagram
represents the diﬀerent source proportions to the mixture.
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Table 6: Results of simulations by IsoSource for MOIS3 modern humans chronological group and under the three clusters; circular diagram
represents the diﬀerent source proportions to the mixture.
Cold
environment
























































contribution of source 2. It is the opposite when horses are
not considered in the simulations.
In the South-western area, similar dietary patterns
are observed when the reindeers are not considered; the
contribution of source 3 clearly decreases whereas the
contribution of source 2 clearly increases. It is also the
opposite when horses are not considered in simulations.
As suggested for MOIS3 Neanderthals, we can suppose
that the more the isotopic values of herbivorous source
are enriched in 13C, the fewer source 2 contributes to
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Table 7: Results of simulations by IsoSource for MOIS2 modern humans chronological group and under the three clusters; circular diagram
represents the diﬀerent source proportions to the mixture.
Cold
environment
































































































































the mixture. The divergent results observed for the South-
western area regarding the relative contribution of source 2
and 3 could be explained by a bias induced by the isotopic
value of the mixture representing only by one available
data in the South-western area for this period. Diﬀerences
between the two sets of simulations for the South-western
area are low. The contribution of source 3 slightly decreases
when simulations are based on average isotopic values of
the three sources whereas the contribution of source 2
increases.
Concerning the MOIS2 modern humans dataset
(Table 7), independently of clusters and contrary to the
MOIS3 Neanderthals and modern humans, dietary patterns
show a slight predominance of source 2 (between 20%
and 82%) compared with the other two sources (between
0 and 40% for source 3 and between 30% and 51% for
source 1). Some diﬀerences have been observed according
to faunal types included in the herbivorous source. Overall,
the contribution of source 3 slightly decreases when the
reindeer are excluded and increases when the horse are
excluded. These diﬀerent dietary patterns according to the
inclusion or exclusion of reindeer and horse in herbivorous
source are consistent with the observations made for MOIS3
Neanderthals and MOIS3 modern humans. Regarding the
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two sets of simulations performed for the South-western
area, the contribution of source 3 decreases in conjunction
with an increase of source 2 when average isotopic values
are considered for sources. An exception is observed when
horses are not included in the herbivorous source. The
contribution of source 2 also increases when the herbivorous
source exhibits high δ13C values.
Chi-squared tests were conducted according to the three
chronological groups. The results of this statistical analysis
emphasize previous observations (Table 8). With the Bon-
ferroni correction and two degrees of freedom, the P values
are considered significant below 0.017. Dietary patterns of
MOIS2 modern humans appear statistically diﬀerent than
the other two chronological groups. Dietary patterns of
MOIS3 modern humans and MOIS3 Neanderthals do not
exhibit significant diﬀerences for global and environmental
clusters. For geographical cluster, as observed on raw results,
simulations show significant diﬀerences in dietary patterns
between MOIS3 modern humans and MOIS3 Neanderthals.
As mentioned before, this could be explained by the unique
nitrogen isotopic value available for MOIS3 South-western
modern humans.
4. Discussion and Conclusions
Our research on past human diet during the transition
from MOIS3 to MOIS2 is based on the modelling of
isotopic signatures of a mixture over time and under several
clusters (global, geographic, or environmental clusters).
Our aim has been to test the hypothesis that resource
competition, analysed through isotopic modelling, may
have existed between Neanderthals and contemporaneous
modern humans. Isotopic analyses, which are generally used
for studying local environments, would also seem to be
applicable to a population approach. Indeed, the results of
our modelling illustrate that, whatever cluster is considered,
the dietary behaviour of each chronological group shows
similar dietary patterns. In order to compensate for the lack
of reliability of certain sets of data, modelling seems to be a
relevant approach.
In agreement with the hypotheses underlying our mod-
els, we were able to compare MOIS3 modern humans with
the two other hominid groups (MOIS3 Neanderthals &
MOIS2 modern humans), even if hominid isotopic values
for MOIS3 modern humans considered in simulations were
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not associated with the faunal isotopic values. Indeed,
results of our modelling show that whatever the conditions
considered (hominids with and without associated fauna),
the dietary behaviour of each chronological group shows
similar patterns.
Concerning the diachronic analysis of past dietary pat-
terns, our study demonstrates the absence of significant
diﬀerences between Neanderthal diet and that of contempo-
raneous modern human and highlights the dietary diﬀerence
among MOIS2 modern human. These conclusions confirm
that resource competition may have occurred during MOIS3
between the two hominid populations living in Europe.
Some authors have already suggested competition between
the two populations by observing a correspondence between
the contraction of the Neanderthal ecological niche and the
expansion of the ecological niche of modern humans [9].
However, radiocarbon dates do not provide any cases of
geological interstratification (shown by Mousterian, Aurig-
nacian, and transitional assemblages), which would support
the contemporaneity of Neanderthals and modern humans
[3]. It has been argued that much of Europe was almost
empty when the modern human expansion occurred [7, 83].
Thus, given the radiocarbon dates, little contact would
occur between the two populations in Europe, except in
the Southwest of France and in the North of Spain, where
encounters may have been more frequent [83]. Therefore,
resource competition would have happened only in these
areas of contact.
The divergence of MOIS2 modern human behaviour in
relation to MOIS3 populations (Neanderthals and modern
humans) may be explained through use by the former
population of alternative food sources, such as, for example,
small fauna. Our results are consistent with the observation
of certain prehistorians, who suggest a relative continuity
in behavior between Neanderthals and contemporaneous
modern humans and a behavioural modification between
Aurignacian and Gravettian modern humans [84, 85].
Most publications on modern human dietary spectra have
underlined that this population had a more diverse diet than
Neanderthals, consuming, beside ungulates, small game prey
like fish or small mammals [19, 20, 24, 86–88]. Due to the
lack of data, stable isotopic signatures of the small prey were
not considered in our simulations, and it is therefore diﬃcult
to reach any conclusions concerning potential modifications
in the consumption of this type of prey. Nevertheless, if small
prey have similar isotopic signatures to those of reindeer,
bovids, and horse used here, our results would explain the
diﬀerence in patterns observed for MOIS2 modern humans
(with a higher contribution of source 2) in comparison
to MOIS3 Neanderthals and MOIS3 modern humans. On
the contrary, the predominance of source 1 in MOIS3
Neanderthals and MOIS3 modern humans could indicate a
consumption of food with high δ15N values and low δ13C
values. Source 1 considered in our simulations was derived
from fish isotopic values, although other species with similar
isotopic value, such as mammoths [19], may have been taken
into account and used instead of fish.
Furthermore, zooarchaeological and genetic studies indi-
cate a decline in the quantity of big game and notably
ungulates, beginning at about 50,000 years BP [89–91].
On the basis of our results, Neanderthals did not change
their diet during MOIS3, as Richards and Trinkaus have
already suggested in 2009 [92]. Prior to the early modern
human expansion, it is possible that Neanderthals, which
had a small population size [93–98], were not aﬀected by
a reduction of the population size of large mammals. By
contrast, during the period of coexistence of Neanderthals
andmodern humans, theMOIS3, we can suppose that faunal
contraction, associated with resource competition, might
have had more serious consequences. Indeed, Neanderthals
were probably close to their carrying capacity due to the
decrease of the ungulate populations [99], as is suggested by
certain stress markers (dental hypoplasia, etc.) [100, 101].
In such conditions, the arrival of species evolving in a
same ecological niche might have led to strong competition
and perhaps contributed to the demise of Neanderthals,
although competition alone cannot account for Neanderthal
extinction. Some authors suggest that early modern humans
would have possessed more varied technical abilities [10,
102–104], were able to adjust their hunting toward a more
varied prey [5], and would have required less food and fewer
foraging returns [105, 106]. All of these factors may have
favoured the modern humans’ survival [10].
In conclusion, our study has adopted the hypothesis that
all the hominids we have considered consumed the same kind
of resources. Provided that this hypothesis does not involve
a major bias, our methodology, based upon modelling, has
permitted us to address the question concerning resource
competition between Neanderthals and modern humans, to
which zooarchaeological approaches, in view of the complex-
ity of faunal assemblages, could not supply a clear answer [5].
Thanks to a substantial isotopic database, this study confirms
the occurrence of resource competition between Neander-
thals and contemporaneous modern humans living in the
same area. It is however not possible to reach a conclusion
concerning the role of competition in Neanderthals’ demise.
Furthermore, this study underlines the dietary changes that
occurred during MOIS2, as proposed by the study of lithic
industry and archaeological data of faunal assemblage. It
also demonstrates that modelling approaches and dietary
assessment are useful for investigating ecological interaction
among both present and past populations. In order to answer
this last question, we are engaged in a study in progress,
which uses complex mathematical models to represent, as
plausibly as possible, the trophic web of Neanderthals and
the interaction between prey, predators, and hominid groups
(Neanderthals and early modern humans).
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Abstract
The Neanderthals are a well-distinguished Middle Pleistocene population which inhabited a vast geographical area
extending from Europe to western Asia and the Middle East. Since the 1950s paleoanthropological studies have suggested
variability in this group. Different sub-groups have been identified in western Europe, in southern Europe and in the Middle
East. On the other hand, since 1997, research has been published in paleogenetics, carried out on 15 mtDNA sequences
from 12 Neanderthals. In this paper we used a new methodology derived from different bioinformatic models based on
data from genetics, demography and paleoanthropology. The adequacy of each model was measured by comparisons
between simulated results (obtained by BayesianSSC software) and those estimated from nucleotide sequences (obtained
by DNAsp4 software). The conclusions of this study are consistent with existing paleoanthropological research and show
that Neanderthals can be divided into at least three groups: one in western Europe, a second in the Southern area and a
third in western Asia. Moreover, it seems from our results that the size of the Neanderthal population was not constant and
that some migration occurred among the demes.
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Introduction
Neanderthals are a well-distinguished Middle Pleistocene
population which inhabited a vast geographical area that extends
from Portugal to western Siberia and from northern Europe to the
Middle East. This population, according to the paleoanthropo-
logical data, descends from a European population, Homo
heidelbergensis [1,2], and the first Neanderthal features appeared
at around 400,000 years BP [3,4]. Neanderthals disappeared
around 35,000 years BP with the arrival in Europe of Homo sapiens
[5–10]. In such a vast area, paleoanthropological studies have
reviewed variability among Neanderthals, and have identified
different groups: one from Western Europe, one from the Middle
East [11–14], and a third in the Southern region [15–18].
During the 1990s, research on Neanderthal genetics has
developed with the emergence of the molecular biology. Since
1997 mtDNA of twelve fossils has been sequenced and these
sequences constitute our sampling for this study [19–28]. Today,
studies of Neanderthal genetics are focused essentially on the
relationship between Neanderthals and modern humans and on
their phylogenetic status [29,30].
Our approach differs from earlier studies in that it considers the
genetic variability only in Neanderthals. The objective is to
understand the demographic structure and evolution of the
Neanderthal geographic distribution by analyzing genetic vari-
ability and by modeling different scenarios. To this end, we made
simulations, with the software BayesSSC [31,32], which uses the
coalescent method. These demographic and genetic simulations
represent the potential demographic process affecting Neander-
thals. They include priors such as the rate of mutation, the rate of
migration among independently evolving sub-populations, popu-
lation size and changes in it. At the end of each simulation,
measures of genetic diversity were calculated. Next, we evaluated
the adequacy of fit for each model. Following this we rejected
several hypotheses regarding the geographic distribution and
relationships among Neanderthals, and we confirmed some
paleoanthropological assumptions.
Results
In our methodology, we estimated four measures of genetic
variation (observed measures of genetic diversity): number of
haplotypes, h, haplotype diversity, Hd, nucleotide diversity, Pi,
and pairwise difference, K with DNAsp software.
Then, we established several genetic and demographic models
from non-nucleotidic data. These models differ by the number and
the spread of geographical groups among the Neanderthal
population. Simulated values of these measures of genetic diversity
for these models (2000 values for each measure and for each
simulation) were obtained by coalescence simulations with the
BayesSSC software. Among the 16 simulations listed for each
model, we tested different growth rates, different migration rates
and a range of initial population sizes. Then, we compare Co
(combination of the probabilities associated with observed values)
with the C distribution (each of the 2000 C values is the
combination of the probabilities associated with one set simulated
measure of genetic diversity (h, Hd, Pi and K)), thus providing
empirical posterior probability for the whole model. If the model
corresponds exactly with observed genetic diversity, this empirical
posterior probability should be equal to 0.5. Generally speaking, if
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we consider 12 or 9 sequences, all the models present plausible
simulations, and this is particularly true when the population is
growing and some migrations occur between demes, except for
model 1 (table 1). However, we should not forget that when we
work with 12 sequences, the length of these sequences is very small
and weakly polymorphous (because it is a preserved sequence in
the Neanderthal population). By contrast, with 8 or 7 sequences
the results seem poorer; and we explain this by the few number of
sequences considered. In other words, our best results are for
simulations which take into account a sufficiently significant
number of sequences (twelve or nine sequences). And in other
cases (eight or seven sequences), lengths seem too short and
simulated haplotype diversity is never in the range of the observed
diversity.
Model 1: a unique population
This oversimplified model corresponds to an ancestral popula-
tion which develops into a unique population. In this model two
assumptions were tested: the first posited a constant population
between 130,000 and 50,000 years BP; the second assumed a
growing population over the same time period. We suggested a
range of values for population size: {25,000–200,000 individuals}
[33–35] (namely {3,125–25,000} for the effective population size)
and a generation time of 20 years [36]. Sixteen simulations of this
model have been tested. In all cases, the empirical posterior
probability is far from 0.5, thus reflecting the inadequacy of this
model in relation to observed data (table 1).
Model 2: two derived populations
This model corresponds to an ancestral population which gives
rise to two sub-populations: one in the West, the other in the East.
This division reflects the paleoanthropological assumption of the
morphological gradient from east to west. In this model we made
two assumptions, first was constant population, second growing
population. We further proposed two hypotheses regarding
migration between the derived sub-populations: an absence of
migration or a low migration between groups (with a migration
rate of 0.02%). We also used a range of values for population size:
{25,000–200,000 individuals} [33–35] (namely {3,125–25,000}
for the effective population size). We assume that each sub-group
had roughly the same population size, and we consider that the
generation time was 20 years [36]. Sixteen simulations of this
model have been tested. We observed that several simulations are
plausible but that none present P(Co|C) values close to 0.5
(table 1).
Model 3a/3b/3c: three derived populations
The third models correspond to an ancestral population which
gives rise to three sub-populations: one in the West, another in the
East and one in the South (fig. 1, table 1). This southern
population corresponds to the paleoanthropological hypothesis
concerning the presence of a Southern population [3,15–18].
According to the geographical barriers and morphological
evidence, we have established three different divisions. The fossil
of El Sidron from a paleogeographic standpoint is closer to French
fossils than to Italian and Croatian fossils. On the basis of
morphological data it might be closer to the southern fossils (model
3b). Due to its geographical position, the fossil of Mezmaı¨skaya,
discovered in the Caucasus, might be placed either in the eastern
(model 3a) or in the western group (model 3b and 3c). These
divisions are shown in table 2. For model 3 (a, b, c) we made the
same assumptions as in model 2 regarding population growth,
migration, population sizes, and generation time. Forty eight
simulations of this model have been tested, sixteen by grouping.
Most measures of genetic diversity fit the observed measures more
closely than in the previous models. Indeed, if we consider a
growing population in which migration occurs, we see plausible
and best values of P(Co|C) for all models (3a, 3b and 3c) for
simulation sets with twelve or nine sequences. The most precise fit
is that of model 3c, which presents values of P(Co|C) closest to 0.5
(table 1). If we consider a growing population with no migration,
only model 3c presents the best values of P(Co|C). Thus models
three, which posit three groups among Neanderthals, and assume
a growing population, seem to be most realistic, and model 3c is
the most plausible one.
Model 4: a heterogeneous derived population
This other model corresponds to an ancient population which
yields numerous sub-populations (12 sub-populations), represented
by each available nucleotide sequence. Indeed, according to
paleodemographical data on population density, we assume that
each group was quite isolated and that exchanges between demes
were certainly very low. In this model we made the same
assumptions as in models 2 and 3 concerning growth, population
size and generation time. For migration, we assumed a migration
rate of 0.02% between adjacent groups, 0.01% between near
groups and 0 between remote groups. Sixteen simulations of this
model have been tested. In most cases, the empirical posterior
probability is far from 0.5, thus it reflects the inadequacy of this
model in relation to observed data (table 1).
Discussion
Our study uses a new coalescent Bayesian method to generate
information about human paleoanthroplogical populations. The
methodology we have developed is similar to that employed in
studies of Belle et al. [37,38], and represents a novel way of
analyzing the Neanderthal population structure.
This new method has allowed us to establish an ancestral
sequence at around 130,000 years BP even if we lack available
genetic data for this period.
In the framework of this short paper, we did have not provided
a detailed examination of the Neanderthal population structure,
but we have obtained a plausible idea of its general character, in
particular concerning population growth and migration. Indeed,
we found that the models with a growing population presented the
highest overall probability. Nonetheless, models which do not take
migration into account could not be rejected, but models which
assume that migration occurred fit the observed data more
adequately.
We have limited our study to what occurred previous to the
arrival of modern humans in the Neanderthal landscape and we
therefore do not consider the potential phylogenetic relationship
between Neanderthals and modern Humans.
Since the number of available nucleotide sequences is very low,
we had to make some assumptions and generalizations to
approximate the genetic and demographic structure of Neander-
thals. For example Scladina was the unique available sequence
around 100,000 years BP and this could influence our results
because the coalescence prossess based only on one reference for
this time.
Sequence lengths are heterogeneous and quite short (31 to
369 pb); for this reason we had to do several sets of simulations,
considering four different sequence lengths (31 pb/111 pb/
191 pb/303 pb). Thus, we either have all the sequences, but
short, or else few sequences, but long. There is no optimal case.
Nonetheless, all the sequences contain the characteristic sequence
of Neanderthals. In addition, the use of sequences from the HVR1
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sequences Growth rate Migration rate Hap. number Pairwise difference Hapl. diversity Nucl. diversity P(Co|C)
Model 1 12 0 1 0.143 0.152 0.286 0.141 0.1240
0 0 0.111 0.139 0.286 0.130 0.1205
1 1 0.112 0.118 0.231 0.110 0.0905
1 0 0.093 0.117 0.223 0.113 0.0830
9 0 1 0.144 0.114 0.952 0.110 0.1305
0 0 0.139 0.117 0.943 0.114 0.1235
1 1 0.102 0.083 0.828 0.082 0.0875
1 0 0.084 0.077 0.808 0.074 0.0860
8 0 1 0.717 0.106 0.000 0.104 0.0030
0 0 0.704 0.119 0.000 0.118 0.0025
1 1 0.485 0.077 0.000 0.076 0.0010
1 0 0.499 0.097 0.000 0.095 0.0025
7 0 1 0.363 0.097 0.000 0.098 0.0025
0 0 0.414 0.101 0.000 0.101 0.0010
1 1 0.318 0.085 0.000 0.085 0.0005
1 0 0.294 0.076 0.000 0.076 0.0025
Model 2 12 0 1 0.144 0.154 0.350 0.147 0.1470
0 0 0.130 0.118 0.324 0.111 0.1140
1 1 0.174 0.227 0.400 0.220 0.2025
1 0 0.184 0.171 0.412 0.167 0.1790
9 0 1 0.138 0.104 0.910 0.102 0.1210
0 0 0.108 0.049 0.929 0.046 0.0695
1 1 0.169 0.191 0.967 0.188 0.1895
1 0 0.151 0.122 0.958 0.118 0.1375
8 0 1 0.726 0.100 0.000 0.097 0.0005
0 0 0.688 0.049 0.000 0.048 0.0020
1 1 0.667 0.167 0.000 0.161 0.0005
1 0 0.618 0.104 0.000 0.101 0.0015
7 0 1 0.453 0.099 0.000 0.100 0.0015
0 0 0.432 0.045 0.000 0.047 0.0010
1 1 0.347 0.188 0.000 0.192 0.0050
1 0 0.344 0.105 0.000 0.107 0.0050
Model 3a 12 0 1 0.146 0.141 0.272 0.138 0.1335
0 0 0.058 0.048 0.195 0.045 0.0420
1 1 0.226 0.293 0.445 0.285 0.2745
1 0 0.170 0.143 0.404 0.138 0.1505
9 0 1 0.108 0.075 0.966 0.073 0.0960
0 0 0.075 0.024 0.915 0.022 0.0405
1 1 0.164 0.227 0.959 0.222 0.2170
1 0 0.136 0.098 0.929 0.094 0.1100
8 0 1 0.595 0.057 0.000 0.053 0.0025
0 0 0.601 0.026 0.000 0.026 0.0020
1 1 0.603 0.220 0.000 0.214 0.0005
1 0 0.597 0.078 0.000 0.076 0.0005
7 0 1 0.391 0.063 0.000 0.064 0.0040
0 0 0.361 0.027 0.000 0.027 0.0010
1 1 0.346 0.171 0.000 0.173 0.0015
1 0 0.314 0.058 0.000 0.058 0.0025
Model3b 12 0 1 0.119 0.116 0.251 0.110 0.1030
0 0 0.099 0.074 0.254 0.067 0.0705
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Models
Number of
sequences Growth rate Migration rate Hap. number Pairwise difference Hapl. diversity Nucl. diversity P(Co|C)
1 1 0.210 0.275 0.424 0.268 0.2480
1 0 0.160 0.154 0.399 0.141 0.1525
9 0 1 0.093 0.069 0.920 0.064 0.0825
0 0 0.092 0.041 0.860 0.040 0.0570
1 1 0.173 0.221 0.898 0.217 0.2045
1 0 0.139 0.108 0.865 0.105 0.1240
8 0 1 0.578 0.062 0.000 0.060 0.0010
0 0 0.546 0.021 0.000 0.020 0.0015
1 1 0.528 0.226 0.000 0.224 0.0005
1 0 0.470 0.069 0.000 0.068 0.0035
7 0 1 0.339 0.066 0.000 0.066 0.0005
0 0 0.302 0.021 0.000 0.021 0.0020
1 1 0.271 0.168 0.000 0.169 0.0005
1 0 0.275 0.075 0.000 0.076 0.0020
Model 3c 12 0 1 0.170 0.143 0.404 0.138 0.1505
0 0 0.094 0.079 0.299 0.076 0.0760
1 1 0.239 0.315 0.492 0.303 0.2900
1 0 0.302 0.460 0.627 0.445 0.4190
9 0 1 0.094 0.063 0.920 0.061 0.0840
0 0 0.087 0.029 0.905 0.026 0.0410
1 1 0.177 0.232 0.964 0.226 0.2190
1 0 0.128 0.080 0.907 0.074 0.0935
8 0 1 0.590 0.063 0.000 0.062 0.0015
0 0 0.638 0.033 0.000 0.033 0.0020
1 1 0.587 0.204 0.000 0.199 0.0005
1 0 0.585 0.088 0.000 0.083 0.0015
7 0 1 0.373 0.064 0.000 0.065 0.0040
0 0 0.389 0.037 0.000 0.039 0.0010
1 1 0.335 0.154 0.000 0.157 0.0010
1 0 0.330 0.086 0.000 0.086 0.0025
Model 4 12 0 1 0.075 0.094 0.197 0.089 0.0710
0 0 0.030 0.040 0.094 0.037 0.0165
1 1 0.141 0.192 0.356 0.183 0.1690
1 0 0.049 0.052 0.141 0.049 0.0370
9 0 1 0.054 0.044 0.698 0.042 0.0490
0 0 0.018 0.007 0.440 0.007 0.0115
1 1 0.134 0.185 0.860 0.177 0.1730
1 0 0.049 0.039 0.559 0.038 0.0450
8 0 1 0.398 0.038 0.000 0.037 0.0030
0 0 0.218 0.010 0.000 0.009 0.0025
1 1 0.578 0.181 0.000 0.175 0.0005
1 0 0.299 0.029 0.000 0.027 0.0020
7 0 1 0.195 0.037 0.000 0.037 0.0010
0 0 0.086 0.007 0.000 0.007 0.0015
1 1 0.250 0.153 0.000 0.154 0.0030
1 0 0.092 0.024 0.000 0.024 0.0020
Co = combined P-values for observed values.





i~1 I Ciz1½  Coð Þ
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growth rate : 1 = 0.00016/0 = 0.
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region of mtDNA has permitted us to consider nucleotide
variations. Indeed in order to employ the coalescent method, we
had to analyze a quite variable sequence with as many
polymorphisms as possible. The recent sequencing of other parts
of the mitochondrial genome [39] could provide new information
and will help us refine our models in the future.
The models we established according to the paleoanthropolog-
ical data enabled us to represent only the potential structure of the
spread of the Neanderthal population. The results of our study
support certain paleontological scenarios. The results of statistical
analysis indicate that models 1, 2 and 4 are less plausible than
models 3.
Models three and particularly model 3c are also statistically the
strongest models. Moreover, they are coherent with the paleoan-
thropological data. Neanderthal features favour a distinction
between western and eastern Neanderthals, with the western
Figure 1. Schematic presentation of the six models.
doi:10.1371/journal.pone.0005151.g001
Table 2. grouping supposed in each model.
FOSSILS Dates (years BP) Seq. length model 1 model 2 model 3a model 3b model 3c model 4
Teshik Tash (Ouzbekistan) 245,000 191 group 1 eastern eastern eastern eastern group1
Okladnikov (Siberia/Russia) 240,000 303 group 1 eastern eastern eastern eastern group2
Mezmaı¨skaya (Caucasus) 229,000 303 group 1 eastern eastern western western group3
Feldhofer1 (Germany) 242,000 303 group 1 western western western western group 4
Feldhofer2 (Germany) 242,000 303 group 1 western western western western group 5
Engis2 (Belgium) 235,000 31 group 1 western western western western group 6
Scladina (Belgium) 2100,000 111 group 1 western western western western group 7
La Chapelle-aux-Saints (France) 245,000 31 group 1 western western western western group 8
Rochers de Villeneuve (France) 245,200 31 group 1 western western western western group 9
El Sidron (Spain) 243,000 303 group 1 western western southern western group 10
Monte Lessini (Italy) 250,000 303 group 1 western southern southern southern group 11
Vindija 80 (Croatia) 238,000 303 group 1 western southern southern southern group 12
Number of groups 1 2 3 3 3 12
doi:10.1371/journal.pone.0005151.t002
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populations presenting more derived features than the eastern
groups [13,14]. This distinction has been explained by a migration
to the East during the isotopic stages 5 or 6 [12,14] or by a
phenomenon like isolation through distance [40]. The sequence of
Mezmaı¨skaya (in the Caucasus) is thus located in an intermediate
region and could be placed in either of these groups. According to
the geographical position of this fossil, this sequence could also
belong to still another group. In the state of our knowledge,
however, we are unable to test this assumption, since we need at
least two sequences to establish a group. These models, 3a, 3b and
3c, also support previous paleoanthropological studies of the
phylogenetic position of the fossil remains of Okladnikov in Siberia
[26]. This fossil has been identified as a Neanderthal on the basis
of its nucleotide sequence. Our results situate this fossil in the
eastern Neanderthal group.
Studies of the skull [3,15,17], teeth [15,18] or upper limbs [16]
have suggested a possible third group, the southern group, but its
existence is subject to debate among paleoanthropologists. The
geographical extension of the southern group varies according to
the authors. For some of them, all of the fossils of the Iberian
peninsula belong to the southern group, for others the fossils from
northern Spain belong to a group extending from Spain to
Belgium and these authors limit the southern group to the eastern
coast of the Iberian peninsula, the south of France, the Italian
peninsula and the western part of the Balkans. These assumptions
are explained by climatic conditions particular to the southern
region and by the eco-geographical barriers which could have had
an impact on the mobility and spread of Neanderthals. Our results
clearly favour the existence of one southern group which is present
throughout model three. Our models 3b and 3c differ in regard to
the position of El Sidron (northern Spain). According the model 3b
the fossil of El Sidron is located in the southern group, wheras the
model 3c situates it in the group extending from Spain to Belgium.
In addition, we supposed that sequences of Monte Lessini in Italy
and Vindija in Croatia allow to the same group because it exists a
morphological closeness. This can be explained in terms of eco-
geographical factors. Indeed these two regions are isolated in the
north by the Alps and, in the range of datings that we consider for
these sequences, a marine regression offers an easier passage
between northern Italy and Croatia.
The absence of sequenced fossils in the Near East does not
permit us to situate these fossils in any of these groups. This is
unfortunate, since their geographic position might have permitted
us to situate them in the southern group or in the eastern group, or
even in their own group, a fourth one, in which the sequence of
Mezmaı¨skaya could be placed.
In conclusion, our approach to Neanderthal variability, based
on nucleotide sequences analysis, confirms from a genetic point of
view the morphological variations between western and eastern
Neanderthals and the existence of a southern group (fig. 2).
Moreover, it seems from our results that the Neanderthal
population was not constant over time and that some migration
occurred between the demes.
Materials and Methods
mtDNA sequences
This study focused on twelve sequences of the hypervariable
region I of mtDNA. These sequences represent the twelve
Neanderthal fossils which have been sequenced since 1997 [19–
28]. These fossils have been dated between 100,000 and 29,000
years BP and are located in an area extending from Spain to
Siberia corresponding to the major part of the Neanderthal
territory. Unfortunately, we have only one fossil dated approxi-
mately 100,000 years BP and there is a gap between 100,000 and
50,000 years BP. These sequences were grouped together and
could thus represent several sub-populations (table 2).
Software used
First we used DNAsp software to extract a genetic differenti-
ation parameters set from nucleotide sequences (haplotype
number, haplotype diversity, nucleotide diversity and pairwise
Figure 2. Map representing Neanderthal geographical distribution in groups.
doi:10.1371/journal.pone.0005151.g002
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difference). Next, for modelling the evolution of the structure of
the Neanderthal population, we used Bayes SSC (Bayesian Serial
SimCoal) software [31,32]. This software uses a coalescent
method. A bayesian approach is employed to test demographical
scenarios from ancient DNA data and to get approximations of the
likelihood of one scenario in relation to another. We reviewed
many demographic and genetic scenarios. For each scenario, the
software employed several priors: the number of groups (or
demes), the dates of each sequence/fossil, the membership of
different groups, the population size at the beginning and at the
end of coalescence, the growth rates of sub-populations, the
migration rates, the mutation rates, the heterogeneity rate, the
transition/transversion bias and the length of sequences that we
sought to simulate. For each scenario, we simulated 2,000
genealogies and we obtained a set of genetic differentiation
parameters (the four measures of genetic diversity), the same as
those obtained by DNAsp. For comparing data generated by
Bayes Serial SimCoal with data extracted directly from mtDNA
sequences, we performed statistical test proposed by Voight et al.
2005 [41].
Models of Neanderthal population structure
In this study, we reviewed six basic population models, which
were complemented by a considerable number of genetic and
demographic priors (fig. 1). In the six basic models, each
nucleotide sequence represents one part of the population
(table 2). These models differ by the number and the composition
of sub-groups among Neanderthals. Indeed, the distribution area
of Neanderthals is widespread and we might wonder if the
population in this geographic area was homogeneous or divided
into groups. In order to answer this question, we established
several models, one corresponding to a homogeneous population
and the others to a population divided into different groups. The
composition of the groups for our simulations is based on
paleoanthroplogical assumptions derived from eco-geographical
and morphological data. In each model we proposed several
values for each prior: a range of values for the population size, two
values for the growth rate, several values for the migration rate, a
range of values for the mutation rate, one value for the
heterogeneity rate and four lengths of the nucleotide sequences.
The mix of these prior values yielded numerous simulations.
Nevertheless, in all the simulations the ancestral population, at
around 130,000 years BP, is constant or growing; and it then
begins to decrease at around 40,000 years BP until its full
extinction at approximately 25,000 years.
Demographic priors
The first demographic prior used is population size. Since very
little data is available concerning the population size of the
Neanderthals, we relied on data from Upper Paleolithic Homo
sapiens. For this we applied two extreme estimates: 200,000
individuals as suggested by Biraben [34], and 25,000 individuals,
as extrapolated from data from the Upper Paleolithic [33–35].
Because the effective population size for mitochondria is
approximately one fourth of the autosomal population size, and
taking effective size to be approximately one half of census size
[37,42,43], the effective population size is approximately one
eighth of the census size namely: 25,000 and 3,125 number of
copies of the gene. Thus, we proposed a range of {3,125–25,000}.
The second demographic prior is the growth rate. This is an
exponential rate for which we have proposed two assumptions: 0
and 0.00016 which have been extrapolated from Upper Paleolithic
data [33–35]. Next, we considered a decrease in the Neanderthal
population following the arrival of Homo sapiens in their territory.
The exponential rate we calculated is 20.0064. We realise that the
short decrease time (15,000 years) attributed to the Neanderthal
population introduces a bias, since we don’t consider other factors
such as climatic or environmental parameters which might also
have had an impact on the weakening of population growth.
The third demographic prior is the migration rate. Here we
proposed two assumptions: the first concerns an absence of
migration, the second a low migration rate of 0.0002 [44] between
each adjacent group, 0.0001 or 0 between more distant groups.
These values may seem low but they are proportional to the range
of population size we have chosen, and a larger value would
therefore not be appropriate.
Genetic priors
The mutation rate is the first genetic prior we considered.
Because this rate is very difficult to determine, and even more so
for Neanderthals, we have propose a range of possibilities: {5%–
125%} of difference of sequence by million years [36].
The second prior is the heterogeneity rate. For this we chose the
classical rate of 0.26 [36].
For the third prior, we considered the sequence length. The
twelve mtDNA Neanderthal sequence lengths are heterogeneous
(31 to 369 pb) and, for this reason, we had to do four sets of
simulations (with 12 sequences, 9 sequences, 8 sequences or 7
sequences), considering four different sequence lengths (31 pb/
111 pb/191 pb/303 pb).
For the transition/transversion bias, the fourth prior, we chose
to take a bias directly calculated on the basis of nucleotide
sequences by the software MEGA4 [45] (61.432 for twelve
sequences/254.911 for nine sequences/9.405 for eight sequences/
15.683 for seven sequences; this value is calculated for a
heterogeneity rate of 0.26).
Comparison of observed and simulated data
For each simulation, we calculated several statistics for four
measures of genetic diversity (total number of haplotypes, haplotype
diversity or heterozygosity, average pairwise difference and
nucleotide diversity). To obtain a measure of the adequacy of fit
for each model, we adopted the criteria described by Voight et al.
[41]. We used coalescent simulations to generate 2,000 genealogies
for each set of parameter values. We compare each simulated
measure of genetic diversity, xn, with the other 1999 values. The
probability, P, is the probability of observing, in the distribution of
simulated measures of genetic diversity, values greater than each
considered simulated value, xn. This probability is converted to a
two-tailed P9 value by applying the formula 122*|0.52P|. Then,
we calculated the statistic C which combines the P9 of four measures
of genetic diversity (haplotype number, haplotype diversity, pairwise





We repeat this on the 2000 simulated measures to obtain a null
distribution of C. We proceeded in the same way with the observed
measure of genetic diversity to obtain an observed C value called
Co. Finally, we compare Co with C distribution, thus obtaining
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Réponse démographique des Néandertaliens face aux pressions 
environnementales du stade isotopique 3: approche par 
modélisation écologique 
 
Les Néandertaliens, dont l'évolution a eu lieu en Europe sur environ 300kans (notamment pendant 
les stades isotopiques 7 à 5), disparaissent vers 30kans (à la fin du stade isotopique 3). Les 
déterminants de cette disparition restent encore aujourd'hui très discutés et plusieurs hypothèses 
tentent d'en expliquer les causes. Parmi celles privilégiées à ce jour on peut citer d'une part 
l'influence du climat, dont les oscillations de forte amplitude et de courte période au cours de l'OIS3 
ont pu déstabiliser la démographie néandertalienne, et d'autre part l'influence d'une compétition 
avec Homo sapiens qui a pu s'opérer directement ou indirectement pour les ressources ou les abris 
par exemple.  A ces deux hypothèses majeures s'ajoutent d'autres explications possibles comme la 
survenue d'épidémie ou encore une modification des caractéristiques intrinsèques des populations 
(génétiques ou physiologiques) ayant pu entrainer une diminution de la fécondité globale.  
Ce travail de recherche doctoral revisite ces différentes hypothèses par  le biais de la modélisation 
mathématique. La modélisation offre une approche originale synthétisant et potentialisant les 
données de la paléontologie classique afin de mieux comprendre les phénomènes associés à la 
décroissance puis à l'extinction des Néandertaliens. 
Dans un premier temps, l'adaptation de modèles mathématiques classiques nous a permis de tester 
l'influence sur la démographie d'une population de paramètres tels que la croissance 
populationnelle, la taille et la fragmentation des populations, la migration ou encore la répartition 
par âge. Dans un second temps, nous avons conçu des modèles déterministes spécifiques pour 
analyser les Néandertaliens et la chaine alimentaire à laquelle ils sont associés. Afin de considérer 
l'influence sur cette population des interactions régissant l'écosystème, nous avons, dans ces 
modèles originaux, fait dépendre la croissance populationnelle des besoins alimentaires et des 
apports de la chasse et de la cueillette. Dans chacun de nos modèles nous avons ensuite intégré des 
paramètres relatifs à chacune des causes potentiellement impliquées dans la disparition des 
Néandertaliens. Tous ces modèles ont été enfin testés puis les paramètres les plus influents ont été 
mis en évidence par des calculs de distance euclidienne. Pour déterminer les valeurs ayant pu 
conduire à une disparition des Néandertaliens, nous avons enfin utilisé des algorithmes d'estimation 
(de type simplexe). Nos résultats ont alors été comparés avec les données des études préhistoriques, 
archéozoologiques ou encore paléoanthropologiques. 
Suite à notre analyse, nous suggérons d'exclure certaines hypothèses souvent avancées comme la 
compétition pour la ressource, les oscillations climatiques ou encore les épidémies. Une compétition 
directe pourrait quant à elle avoir conduit à la disparition des Néandertaliens mais sous des 
conditions très particulières qui nous semblent peu vraisemblables (comme une surmortalité par 
  
 
conflit). Une modification des caractéristiques intrinsèques de la population (fécondité et/ou vitesse 
de maturation) nous semble être une hypothèse bien plus plausible pour expliquer la disparition des 
Néandertaliens. Cette dernière pourrait trouver ses causes dans la survenue de maladies génétiques 
ou infectieuses, dans l'apparition de carences alimentaires ou encore du fait de l'impact de fortes 
radiations faisant suite par exemple à un volcanisme important. Afin d'affiner ces résultats, nous 
souhaitons améliorer nos modèles par une optimisation numérique du système et une modification 
de la représentation de l'espace. Nous désirons également appliquer nos modèles à des contextes 
régionaux afin de mieux considérer les particularismes locaux, y intégrer des processus permettant 
de modéliser l'aspect social des populations (via la modélisation de la prise de décision) et enfin les 








Neanderthal's demographic answer to the environmental stress of 
OIS3: ecological modelling approach 
 
The Neanderthal population lived and thrived in Europe during about 300kyears in Middle 
Pleistocene. The causes of their disappearance about 30,000 years ago are strongly debated. Among 
the current hypotheses developed to explain this demographical crisis, competition with Modern 
humans or climate changes have often been evoked. Others assumptions like epidemic diseases or 
population-intrinsic causes could also be convincing. The aim of this thesis was to re-analyse these 
assumptions and their determinants by using mathematical modelling. Models are used here to 
synthesize the data obtained by classical paleoanthropological studies and try to understand the 
complex and unknown phenomenon relative to the dramatic demographic fluctuation observed in 
Neanderthal populations during MOIS3. 
Classical mathematical models are firstly used to analyse the influence of parameters like growth 
rate, population size, migration rate, fragmentation or age distribution on the demography of a 
population under stress. Competition, climate, epidemic diseases or demographical changes 
constituted the different stresses considered. In a second step, we created new deterministic models 
more specified to the Neanderthal population. All these models are based on predation and 
competition by modelling the trophic chain of Neanderthals. Our models are original because the 
growth rate of human populations depends on the metabolic rate and the hunting and gathering 
products. For each demise hypotheses, new parameters are added for testing the potential likelihood 
of each one in the issue of Neanderthals extinction. After these models have been tested and 
validated, the most influential parameters have been found by calculating euclidian distances and 
the values corresponding with a disappearance of Neanderthals determined by the use of an 
estimation algorithm. Finally, the information given by modelling have been checked with the 
information supplied by classical paleoanthropological, zooarchaeological and prehistorical studies. 
Thus, we have determined the importance of such or such parameters and such or such stress 
(competition, climate, epidemic diseases or demography) in the extinction process. 
Our results allowed us to exclude the assumption of an epidemic disease or a climate change or even 
a resource competition as a cause of Neanderthal extinction whereas competition in a broad sense 
and above all demographic change could have led, under specific conditions, to Neanderthal demise. 
A demographic modification in the Neanderthal population across the time, in terms of fecundity or 
maturation speed, could be the reason of Neanderthals disappearance. A such modification could be 
caused be genetic or infectious disease, irradiation or dietary deficiency. In order to confirm our 
results, we plan to refine our model in order to improve its numeric efficiency; we want also apply 





Réponse démographique des Néandertaliens face aux pressions environnementales du 
stade isotopique 3: approche par modélisation écologique 
Résumé: Les Néandertaliens, dont l'évolution a eu lieu en Europe sur environ 300kans, disparaissent 
vers 30kans. Les déterminants de cette disparition restent encore aujourd'hui très discutés et 
plusieurs hypothèses tentent d'en expliquer les causes. Parmi celles privilégiées à ce jour on peut 
citer l'influence du climat, d'une compétition avec Homo sapiens, d'une épidémie ou de 
modifications démographiques. Cette recherche doctorale revisite ces différentes hypothèses par  le 
biais de la modélisation mathématique. Cette approche originale synthétise et potentialise les 
données de la paléontologie classique afin de mieux comprendre les phénomènes associés à 
l'extinction des Néandertaliens. Après avoir réalisé une étude démographique à l'aide de modèle 
classiques, nous avons conçu des modèles déterministes spécifiques pour analyser les 
Néandertaliens et la chaine alimentaire à laquelle ils sont associés. Une fois ces modèles testés et 
validés, nous les avons utilisés pour analyser l'évolution démographique de la population 
néandertalienne au cours du stade isotopique 3 et nous avons comparés nos résultats avec les 
données des études préhistoriques, archéozoologiques ou encore paléoanthropologiques. Suite à 
notre analyse, nous suggérons d'exclure certaines hypothèses souvent avancées comme la 
compétition pour la ressource, les oscillations climatiques ou encore les épidémies. Une modification 
des caractéristiques intrinsèques de la population (fécondité et/ou vitesse de maturation) nous 
semble être une hypothèse bien plus plausible pour expliquer la disparition des Néandertaliens. 
Mots clés: disparition des Néandertaliens, modèles mathématiques, stress environnementaux 
 
 
Neanderthal's demographic answer to the environmental stress of OIS3: ecological 
modelling approach 
Abstract: The Neanderthal population lived and thrived in Europe during about 300ky in Middle 
Pleistocene. The causes of their disappearance about 30ky ago are strongly debated. Among the 
current hypotheses developed to explain this demographical crisis, competition with Modern 
humans, climate changes, epidemic diseases or demographical changes have often been evoked. The 
aim of this thesis was to re-analyse these assumptions and their determinants by using mathematical 
modelling. Models are used here to synthesize the data obtained by classical paleoanthropological 
studies and try to understand the complex and unknown phenomenon relative to the dramatic 
demographic fluctuation observed in Neanderthal populations during OIS3. Classical mathematical 
models are firstly used to analyse the influence of both demographical parameters and 
environmental stresses on the Neanderthal population. Next, we created new deterministic models 
more specified to the Neanderthal population. After checking the relevance of these models, we 
used them to analyse the demographical crisis of OIS3 and the information given by modelling have 
been checked with the information supplied by classical paleoanthropological, zooarchaeological and 
prehistorical studies. Our results allowed us to exclude the assumption of an epidemic disease or a 
climate change or even a resource competition as a cause of Neanderthal extinction whereas 
competition in a broad sense and above all demographic change could have led, under specific 
conditions, to Neanderthal demise. A demographic modification in the Neanderthal population 
across the time, in terms of fecundity or maturation speed, could be the reason of Neanderthals 
disappearance.  
Key words: Neanderthal disappearance, mathematical modelling, environmental stresses 
