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Abstract
The generating graph of a finite group is a structure which can be used to encode
certain information about the group. It was introduced by Liebeck and Shalev and has been
further investigated by Lucchini, Maro´ti, Roney-Dougal and others. We investigate maximal
cocliques (totally disconnected induced subgraphs of the generating graph) in PSL2(q) for q
a prime power and provide a classification of the ‘large’ cocliques when q is prime. We then
provide an interesting geometric example which contradicts this result when q is not prime
and illustrate why the methods used for the prime case do not immediately extend to the
prime-power case with the same result.
1 Introduction
It is a well-known result of Steinberg (and later others) that every finite simple group may be
generated by just 2 elements, and from [7, 5] we know that if we pick two elements of the group
at random then the chance that they will generate the group is high. This then motivated the
definition of the generating graph by [8], a graph whose vertex set consists of the non-identity
elements of the group G and we draw an edge between two elements precisely when they generate
G.
It is then interesting to look at what information the generating graph alone can tell us about
the group. For example, in [11], Lucchini, Maro´ti and Roney-Dougal showed that the generating
graph determines the group up to isomorphism for sufficiently large simple groups and for sym-
metric groups. The structure of the graph itself has also been investigated, such as the clique
number, the presence of hamiltonian cycles and many other things (some examples: [9, 3, 10]).
In this case, we will be looking at what we may be able to identify in the group simply by
looking at maximal cocliques (totally disconnected induced subgraphs) of the generating graph
for PSL2(q) for q a prime power, and we show that when q is prime the largest maximal cocliques
are either entirely made up of involutions or are maximal subgroups. In particular, we prove the
following theorem:
Theorem 1
Let G = PSL2(p) for some prime p > 2 and let A be a maximal coclique in G. Then A is either
a maximal subgroup, the conjugacy class of all involutions or |A| ≤ 1292 (p− 1) + 2.
Further, when q is no longer prime there is an interesting geometric example which crops up due
to the isomorphism PSL2(q
2) ∼= PΩ−4 (q) which we illustrate and show to be a maximal coclique
1This work was done as part of my PhD, thus I would like to thank my supervisor Corneliu Hoffman for
everything he has done for me thus far.
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which prevents the extension of the previous theorem to the non-prime case. More formally, we
have the following:
Theorem 2
Let V be a 4-dimensional orthogonal space of − type over Fq and fix some non-isotropic vector
v ∈ V . Then the set of all elements of G := PΩ−4 (q) with 2-dimensional eigenspaces lying in v
⊥
is a maximal coclique of G of order q3 + q.
We currently believe that, in the prime power case, the example we have found and its conjugates
are the only sufficiently large exceptions and that otherwise a similar result to the prime case
should hold. The prime result tells us that, in particular, given the generating graph for PSL2(p)
we can identify and distinguish the conjugacy class of all involutions and the Borel subgroups by
size alone. In the prime power case, it should be possible to identify and distinguish the Borel
subgroups, PSL2(q).2 ≤ PSL2(q
2) and the geometric example.
We proceed by examining the maximal subgroups of PSL2(p) and their intersections in order to
provide a linear bound (in p) on those maximal cocliques which contain at least one element of
order greater than 2 and are not maximal subgroups. After this, we provide an example in the
case of PSL2(q
2) which does not fit in with the result for PSL2(p) to show that the result does
not generalise as-is and provide some evidence to suggest why using the same approach as in the
prime case is likely to be either very complicated or impossible.
In addition, we would like to thank the referee for their careful reading of this paper and their
very helpful suggestions.
The prime case
Notation
In what follows I shall use Oεn(q) to denote the corresponding general orthogonal group, D2n to
denote the dihedral group of order 2n, Cn to denote the cyclic group of order n and An and Sn to
denote the alternating and symmetric groups on n elements, respectively. We begin by defining
what we will be working with and proving some basic results which will be used throughout.
Definition 1.1
Let G be a group. Then A ⊆ G is a coclique if for all g, h ∈ A we have that 〈g, h〉 6= G. We say
that a coclique A is maximal if whenever B is a coclique we have that A ⊆ B =⇒ A = B.
Lemma 1.2
If G is a group and A ⊆ G is a maximal coclique then 〈A〉 6= G =⇒ 〈A〉 = A and A is a
maximal subgroup of G.
Proof: Suppose 〈A〉 6= G. If g ∈ 〈A〉 \ A then 〈A ∪ {g}〉 ⊆ 〈A〉 6= G. But then this contradicts
the maximality of A and so 〈A〉 = A. Also, if A ⊆ H  G and we assume A 6= H then we may
pick g ∈ H \ A and again note that 〈A ∪ {g}〉 ⊆ 〈H〉 = H 6= G. In particular, 〈g, h〉 6= G for all
h ∈ A but this again contradicts the maximality of A and so A = H is a maximal subgroup. 
Lemma 1.3
If g ∈ G lies in a unique maximal subgroup M of G then any maximal coclique A containing g
must be equal to M .
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Proof: Let h /∈ M and consider 〈g, h〉. Since every proper subgroup is contained in a maximal
subgroup, we have that 〈g, h〉 lies in a maximal subgroup containing g. But M is the only such
subgroup. Thus we must have that 〈g, h〉 ⊆ M or 〈g, h〉 = G. But h /∈ M and so 〈g, h〉 = G.
Thus A ⊆M and the maximality of A gives us that A =M . 
For what we intend to do next, we will need to know the maximal subgroups of PSL2(p) and
when they appear. We provide these below, one may find them in [4, §260 (p286)] or for a more
modern treatment look at the maximal subgroups for SL2(p) in [2] and then simply quotient out
by its centre to obtain these subgroups.
Theorem 1.4 (Maximal subgroups of PSL2(p))
The conjugacy classes of maximal subgroups of PSL2(p) are as follows:
i) The Borel subgroups Cp ⋊ C 1
2
(p−1) appear for all p.
ii) Dp−1 appears for all p > 11.
iii) Dp+1 appears for all p > 7.
iv) A4 appears when p ≡ ±3, ±13 mod 40.
v) S4 appears when p ≡ ±1 mod 8 and has two conjugacy classes.
vi) A5 appears when p ≡ ±1 mod 10 and has two conjugacy classes.
We shall also make use of Aschbacher’s classification of maximal subgroups of classical groups
for the prime power case, so we shall include this here as well, though we ignore the classes which
do not appear. This is also found in [2].
Theorem 1.5 (Aschbacher’s Theorem for SL2(q) and Ω
−
4 (q))
The maximal subgroups of SL2(q) and Ω
−
4 (q) (acting naturally on V = F
n
q ) lie in one of the
following classes:
Class Description
C1 Stabilisers of totally singular or non-singular subspaces.
C2 Stabilisers of direct sum decompositions V =
⊕t
i=1 Vi where the Vi all have the
same dimension.
C3 Stabilisers of extension fields of Fq of index 2.
C5 Stabilisers of subfields of Fq of prime index.
C6 Normalisers of symplectic-type or extraspecial groups in absolutely irreducible
representations.
S See [2, Definition 2.1.3], the specifics of this will not be used here.
Theorem 1.6
Let G = PSL2(p) for some prime p > 2 and let A be a maximal coclique in G. Then A is either
a maximal subgroup, the conjugacy class of all involutions or |A| ≤ 1292 (p− 1) + 2.
Remark
In fact, this result splits into two bounds — we have that |A| ≤ 932 (p + 1) when p < 7 and
|A| ≤ 1292 (p − 1) + 2 otherwise, though in either case for p < 11 both bounds are larger than
|G| so we may take the latter. Further, the above bounds are not tight, there is definitely room
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for improvement in the case where we allow for multiple elements of large order lying in distinct
cyclic subgroups. However, we can at least show that there exists a maximal coclique of order
linear in p which is not a maximal subgroup or the conjugacy class of all involutions.
Indeed, in the case where G contains A4 as a maximal subgroup, we may fix an element x of
order 3 in A4 and suppose that 3
∣∣ p+ 1. Acting by NG(x) we see that x lies in 13 (p+ 1) copies
of A4 and so we may include all of the involutions from these subgroups to form a coclique,
along with the involutions from NG(x). Note that there is no multiple counting here since 〈x〉
is already a maximal subgroup of A4. We hence obtain a coclique of order
3
2 (p+ 1) + 3 (or one
higher, if NG(x) contains a central involution) which one can check is maximal.
This is the smallest example we obtain in this way out of all of the cases; the others give larger
examples since either we also include contributions from the Borel subgroups or there are more
conjugacy classes of these small maximal subgroups in G.
We now prove Theorem 1.6 through a series of lemmas. In the following, G and A are taken
to be as in the statement of the theorem; A is not a maximal subgroup and contains some x
(|x| > 2) such that A \ 〈x〉 consists entirely of involutions.
Lemma 1.7
If G and A are as above with |x|
∣∣ p + 1 and G contains A4 as a maximal subgroup then
|A| ≤ 32 (p+ 1) + 4.
Proof: Here x may lie in Dp+1 or A4. If |x| > 3 then x may only lie in Dp+1 and thus lies in a
unique maximal subgroup since the intersection of conjugate dihedral groups in PSL2(p) consists
only of involutions. Then by Lemma 1.3 we have that A must be a maximal subgroup.
Otherwise |x| = 3 and we must count all of the involutions present in all subgroups in which
x appears. We start off by noting that A4 contains 3 involutions and a dihedral group Dp+1
contains at most p+32 involutions (it contains one fewer if p ≡ 3 mod 4). In order to figure
out how many copies of A4 can contain x, we note that Dp+1 acts on the set of copies of A4
which contain x with stabiliser NG(x) ∩ A4 = NA4(x) = 〈x〉. This action is transitive since if
x ∈ H1 ∩H2 where H1 ∼= H2 ∼= A4 and H2 = H
g
1 then there exists h ∈ H2 such that (x
h)g = x
and so gh ∈ NG(x) and H
gh
1 = H2.
Thus the orbit of any copy of A4 containing x under this action will have length
p+1
3 . Therefore
from the entire conjugacy class of A4 in G we shall get a contribution of at most 3
p+1
3 involutions.
Adding this up, we see that
A ⊆ 〈x〉 ∪ InvDp+1 ∪
p+ 1
3
InvA4
where InvH denotes the set of involutions in H , and we abuse notation so that k InvA4 :=⋃k
i=1 InvGi where Gi
∼= A4 for all i. This gives
|A| ≤ 3 +
p+ 3
2
+ p+ 1 =
3(p+ 1)
2
+ 4. 
Lemma 1.8
If G and A are as above with |x|
∣∣ p + 1 and G contains A5 or S4 as maximal subgroups then
|A| ≤ 172 (p+ 1) + 4.
4
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Proof: Since we are only dealing with upper bounds, we shall combine the cases where either A5,
S4 or both appear as maximal subgroups of G as this encompasses the arguments used for each
individual case. Our worst case bound occurs when |x| = 3 and both A5 and S4 are maximal in
G, so we shall only consider this situation. There will be two conjugacy classes of both A5 and
S4, so we must double the contribution we get from each type of subgroup. We act by Dp+1 as
in the previous lemma, noting that normalisers in A5 and S4 are dihedral rather than cyclic as
in A4, to see that
A ⊆ 〈x〉 ∪ InvDp+1 ∪
2(p+ 1)
6
InvS4 ∪
2(p+ 1)
6
InvA5
and so
|A| ≤ 3 +
p+ 3
2
+ 3(p+ 1) + 5(p+ 1) =
17(p+ 1)
2
+ 4. 
Lemma 1.9
If G and A are as above with |x|
∣∣ p − 1 and G contains A4 as a maximal subgroup then
|A| ≤ 72 (p− 1) + 5.
Proof: In this case, we have the most subgroups to consider as x may lie in a Borel subgroup,
Dp−1 or A4.
We again start by considering the case where |x| > 5. Such an x will lie in one copy of Dp−1 and
two distinct Borel subgroups which will consist of the upper and lower triangular matrices with
respect to a basis in which x is diagonal. We need only count the involutions in these subgroups,
noting that a Borel subgroup contains at most p involutions. In this case we get
A ⊆ 〈x〉 ∪ InvB1 ∪ InvB2 ∪ InvDp−1
where B1 and B2 are the Borel subgroups in which x lies. This then gives us
|A| ≤ |x|+ 2p+
p+ 1
2
=
5(p+ 1)
2
+ |x| − 2.
When |x| ≤ 5 we must split this into several subcases as before.
Since G contains A4 as a maximal subgroup we need only concern ourselves with the case where
|x| = 3 and we count involutions as before. We may find out how many copies of A4 contain
x by using the action of Dp−1 on the set of A4s containing x in a very similar way to previous
cases. So we have
A ⊆ 〈x〉 ∪ InvB1 ∪ InvB2 ∪ InvDp−1 ∪
p− 1
3
InvA4
which then gives
|A| ≤ 3 + 2p+
p− 1
2
+ p− 1 =
7(p− 1)
2
+ 5. 
Lemma 1.10
If G and A are as above with |x|
∣∣ p − 1 and G contains A5 or S4 as maximal subgroups then
|A| ≤ 212 (p− 1) + 5.
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Proof: As with the last time, we shall merge all of the cases where A5, S4 or both appear as
maximal subgroups of G. Acting with Dp−1 we see that
A ⊆ 〈x〉 ∪ InvB1 ∪ InvB2 ∪ InvDp−1 ∪
2(p− 1)
6
InvA5 ∪
2(p− 1)
6
InvS4
and so, noting that if Dp−1 contains a central involution it will also lie in a Borel subgroup,
|A| ≤ 3 + 2p+
p− 1
2
+ 5(p− 1) + 3(p− 1) =
21(p− 1)
2
+ 5. 
We now remove the condition that A contains essentially only one element of large order and
simply suppose it has at least one element of order greater than 2.
Lemma 1.11
Choose some x ∈ A with |x| > 2. If |x|
∣∣ p+ 1 and G contains A4 as a maximal subgroup then
|A| ≤ 92 (p+ 1) + 1.
Proof: If |x| > 3 then x may only lie in Dp+1 and thus by Lemma 1.3 we are done. Otherwise,
we need only concern ourselves with |x| = 3. We note again that Dp+1 contains a unique cyclic
subgroup of order 3. As usual, NG(x) acts on the set of A4s containing x by conjugation with
orbit length at most 1|x|(p− 1) =: kx.
Now, we note that any involutions which lie outside of Dp+1 must lie in some shared maximal
subgroup with every element of A of order 3. Thus we have that any such involutions must lie in
⋂
|x|=3
x∈A
kx⋃
i=1
A4 ⊆
kx⋃
i=1
A4.
We therefore see that
|A| ≤
p+ 1
3
|A4|+ |InvDp+1| ≤ 4(p+ 1) +
p+ 1
2
+ 1 =
9(p+ 1)
2
+ 1. 
Lemma 1.12
Choose some x ∈ A with |x| > 2. If |x|
∣∣ p+ 1 and G contains A5 and S4 as maximal subgroups
then |A| ≤ 932 (p+ 1).
Proof: Again, we merge the cases where any of these maximal subgroups appear. As before, if
|x| > 5 then we are done by Lemma 1.3. Our worst case of course is when both A5 and S4
appear as maximal subgroups of G, so this is the one we shall deal with. Here we fix up to
three elements, x, y and z of respective orders 3, 4 and 5, lying in a single copy of Dp+1. Then
any element of A will lie in one of the copies of S4 or A5 containing any of x, y or z or be an
involution in Dp+1 since Dp+1 has a unique cyclic subgroup of any given order greater than 2.
Thus,
A ⊆ InvDp+1 ∪ 2

 ⋃
x∈S4
S4 ∪
⋃
y∈S4
S4

 ∪ 2
( ⋃
x∈A5
A5 ∪
⋃
z∈A5
A5
)
.
Using our normal approach to determine how many copies of S4 or A5 may contain a given
element, noting that their normalisers in these groups are dihedral, we obtain
|A| ≤
p+ 1
2
+ 120
(
p+ 1
6
+
p+ 1
10
)
+ 48
(
p+ 1
6
+
p+ 1
8
)
=
93(p+ 1)
2
. 
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Lemma 1.13
Choose some x ∈ A with |x| > 2. If |x|
∣∣ p− 1 and G contains A4 as a maximal subgroup then
|A| ≤ 172 (p− 1) + 6 (and the +6 may be dropped for p > 5).
Proof: Here we need to consider contributions from two Borel subgroups, a copy of Dp−1 and
several copies of A4. If |x| > 3 then x may lie in Dp−1 or two Borel subgroups, B1 and B2. If A is
not one of these subgroups then A either consists of a few larger order elements along with all of
the involutions from the subgroups in which they lie or A is simply made up of the intersections
of these groups. In either case,
A ⊆ (Dp−1 ∩ B1) ∪ (Dp−1 ∩ B2) ∪ (B1 ∩ B2) ∪ InvDp−1 ∪ InvB1 ∪ InvB2.
But then
|A| ≤ |Dp−1 ∩ B1|+ |InvDp−1|+ 2|InvB1| ≤ 3p
since Dp−1 has at most
1
2 (p + 1) involutions, and the intersection of the Borel subgroups and
Dp−1 is the cyclic group of order
1
2 (p− 1) consisting of those matrices which are diagonal with
respect to the basis given by the eigenvectors of the two Borel subgroups.
Otherwise, we need only concern ourselves with |x| = 3. We note again that Dp−1 contains a
unique cyclic subgroup of order 3 and also that the Borel subgroups each contain p distinct cyclic
subgroups of order 3. As usual, NG(x) acts on the set of A4s containing x by conjugation with
orbit length 13 (p− 1).
If we allow nH for H ≤ G to denote the union of n copies of H , we then get
A ⊆ 2p 〈x〉 ∪ InvB1 ∪ InvB2 ∪ InvDp−1 ∪
p− 1
|x|
InvA4
and so, accounting for some double counting,
|A| ≤ 4(p− 1) + 2p+
p− 1
2
+ 3
p− 1
|x|
≤ 4(p− 1) + 2p+
p− 1
2
+ 3
p− 1
3
= 15
p− 1
2
+ 2
where we have taken 12 (p − 1) in place of |InvDp−1| since the additional involution will be
contained in the Borel subgroups if it exists. Alternatively, we have
A ⊆ (B1 ∩ B2 ∩Dp−1) ∪ 2p 〈x〉 ∪
⋂
|x|=3
x∈A
kx⋃
i=1
A4
and from the above we may tidy up the final term to get
|A| ≤
p− 1
2
+ 4(p− 1) + 12
p− 1
|x|
≤
p− 1
2
+ 4(p− 1) + 12
p− 1
3
= 17
p− 1
2
. 
Lemma 1.14
Choose some x ∈ A with |x| > 2. If |x|
∣∣ p − 1 and G contains A5 or S4 as maximal subgroups
then |A| ≤ 1292 (p− 1) + 2.
Proof: As with the above cases, if |x| > 5 then we are done by Lemma 1.3. Otherwise our worst
bound comes from when both A5 and S4 are present so we consider only this case and proceed
in exactly the same way as before to obtain
A ⊆ Inv(B1 ∪ B2 ∪Dp−1) ∪ 2p 〈x〉 ∪ 2p 〈y〉 ∪ 2p 〈z〉 ∪ 2
⋂
|x|∈{3,4}
x∈A
kx⋃
i=1
S4 ∪
⋂
|x|∈{3,5}
x∈A
kx⋃
i=1
A5.
7
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Bounding this as usual, and accounting for some of the obvious multiple counting of 〈x〉, 〈y〉 and
〈z〉, we have
|A| ≤
p− 1
2
+ 2p+ 4(p− 1) + 4(p− 1) + 8(p− 1) + 46(p− 1) =
129
2
(p− 1) + 2
as required. 
Lemma 1.15
Let A be a maximal coclique in G containing some element x of order p. Then A is a Borel
subgroup.
Proof: If |x| > 5 then this is clear from the orders of the maximal subgroups of G. If |x| = 5 = p
then the only subgroup which could also contain x is A5, but this does not occur in this case. If
|x| = 3 then G = PSL2(3) ∼= A4 and all elements of order 3 lie in unique maximal subgroups. In
all cases, we are done by Lemma 1.3. 
Proof of Theorem 1.6: First note that if 〈A〉 6= G then A is a maximal subgroup by Lemma 1.2.
Otherwise, if 〈A〉 = G then we have several cases to consider. In the first case, A may consist
entirely of involutions since the group generated by two involutions will always be dihedral and
thus is never equal to G. Otherwise, either A contains some element x of large order such that
A \ 〈x〉 consists entirely of involutions or it does not.
We first assume the former. If |x|
∣∣ p − 1 or |x| ∣∣ p + 1 then we refer to Lemmas Lemmas 1.7
to 1.10. When |x|
∣∣ p we clearly have that |x| = p since |x| > 2. But then A must be a Borel
subgroup by the previous lemma.
We next consider the case where A contains multiple elements of order greater than 2 which do
not lie in some common cyclic group contained in A. The structure of A is still determined by
the orders of its elements. If the orders of the larger elements do not all simultaneously divide
p− 1, p or p+ 1 then we could have elements of orders 3 and 5 both lying in some copy of A5,
but this case is encompassed in the arguments used in Lemmas 1.11 to 1.15 which complete the
proof. 
2 The prime-power case
We now consider the case of G := PSL2(q0) for q0 = p
n a prime power. We have little hope
of achieving the same result as before due to the existence of copies of PSL2(r) for q0 = r
s, s
prime, as a maximal subgroup of G. Indeed, simply trying to use the same methods as before
would give us bounds to the order of q
3
2
0 for all even n in the case where the coclique was mostly
involutions with a single large order element. We also have an interesting geometry which crops
up for even n due to the fact that PSL2(q
2) ∼= PΩ−4 (q) which we will investigate in this section.
At various points throughout this section, the maximal subgroups of G may be required, so I
shall leave them here for reference. From [2], as before, we know that the maximal subgroups
are the following (where q0 := q
2):
i) The Borel subgroups, Eq2 ⋊ C 1
2
(q2−1).
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ii) PSL2(q).2, which splits into two conjugacy classes.
iii) Dq0−1.
iv) Dq0+1.
v) PSL2(q1) where q = q
r
1 for an odd prime r.
vi) Two conjugacy classes of A5 for q0 = p
2, p ≡ ±3 mod 10 prime.
In terms of their classes in Aschbacher’s Theorem, we have that a Borel subgroup is the stabiliser
of an isotropic 1-space; the PSL2(q).2 is the stabiliser of a non-isotropic 1-space; Dq0−1 is the
stabiliser of a non-degenerate 2-space and the copies of PSL2(q) are stabilisers of subfields of
prime index. We will not need to look into the classes of the other types of maximal subgroup.
2.1 Other cocliques of large order
We will now calculate explicitly the bound of order q
3
2
0 given above, which is evidence that the
previous method may not work as well for this situation. We suppose that q > 3 so that all of
the required maximal subgroups exist.
As before, we assume that A is a maximal coclique which contains an element x with |x| > 2 such
that A \ 〈x〉 consists entirely of involutions. If we suppose that x lies in PSL2(q) and |x|
∣∣ q0 − 1
for q0 = q
r, r an odd prime, then at the very least we may include all of the involutions from
this subgroup. We then also note that NG(x) acts on the set of copies of PSL2(q) containing x
with orbit length
|NG(x)|
|NH(x)|
=
q0 − 1
q ± 1
where H ∼= PSL2(q). Including all of the involutions from these other subgroups too, we count
q0 − 1
q ± 1
|Inv PSL2(q)| =
(q0 − 1)|PSL2(q)|
(q ± 1)(q ± 1)
=
q0 − 1
q ± 1
q(q ∓ 1)
involutions, but there is some multiple-counting which we must account for.
We now suppose that |x| = 12 (q+1), so x ∈ Dq0−1. We then note that x lies in the intersection of
all copies of PSL2(q) above and since x must lie in some maximal subgroup of PSL2(q), we know
it must lie in a unique copy of Dq+1. Then we have that the intersection of any two copies of
PSL2(q) containing x must be either 〈x〉 or Dq+1, but since Dq+1 normalises x we must also have
that Dq+1 ⊆ Dq0−1 = NG(x), and in fact any such Dq+1 must lie in NDq0−1(NH(x))
∼= D2(q+1).
If we assume the worst possible overcounting, then each one of the q + 1 involutions in this
subgroup is counted 1|x|(q0 − 1) times. Thus we know that our coclique must have at least
2
q0 − 1
q + 1
q(q + 1)− 2
q0 − 1
q + 1
(q + 1) = 2
q0 − 1
q + 1
(q2 − 1)
involutions. We don’t know if this coclique is necessarily maximal, but we at least have a lower
bound on its order.
9
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So we obtain a bound of order q
1+ 1
r
0 where q0 = q
r and r is the least odd prime such that this
happens and the least bound is obtained when we suppose that |x| = 12 (q± 1). It’s possible that
one could improve this with a good understanding of how these subfield stabilisers intersect, but
the smallest case in which this occurs is PSL2(3
6) and is not easy to compute such things in.
Doing the same with PSL2(q).2 for q0 = q
2 gives us the bound of order q
3
2
0 mentioned above.
We suspect that a similar result will hold to in the prime case and that the geometric anomaly
described below is the only exception to what we had before, but the existence of this example
makes trying to use the previous methods very complicated. We think that if a maximal coclique
A is such that |A| > O(
√
|G|) then it either consists of involutions or is a Borel subgroup, if
|A| = O(
√
|G|) then it should be one of the subfield stabiliser maximal subgroups or the geometric
example discussed below, and if it is smaller we can’t really say much.
2.2 Construction
We first let q0 = q
2 and consider the action of G on F4q as PΩ
−
4 (q). Fix some non-isotropic
vector v; to ease notation, we let v denote the Fq-span of v as well as the vector itself since the
distinction is not overly important here. Then F4q = v⊕ v
⊥. We wish to consider the elements of
G which have 2-dimensional eigenspaces lying in v⊥, so we must start by determining how many
such subspaces one may have.
We wish to collect all of these elements in order to obtain a large coclique with order cubic in q
since if one takes any two elements g, h with 2 dimensional eigenspaces Vg, Vh ⊆ v
⊥ then since
dim v⊥ = 3 the intersection of any two 2-dimensional subspaces must be nontrivial. Thus 〈g, h〉
must be contained in the stabiliser of Vg ∩ Vh 6= {0} and so 〈g, h〉 6= G.
A subspace of dimension 3 over Fq has
q3−1
q−1 = q
2 + q + 1 subspaces of dimension 2, and as seen
in [12] we have that if such a subspace (with symmetric bilinear form having gram matrix g) has
an orthonormal basis (det g a square) then it is of − type for q ≡ 3 mod 4 and if such a basis
does not exist (det g is a non-square) then it is of + type. If a space is of neither + nor − type
then it is degenerate (det g = 0). For q ≡ 1 mod 4, the 2-spaces with orthonormal bases are of
+ type and to obtain a − type space we must instead consider a space with basis {e, f} where
(e, e) = 1 and (f, f) = α for some non-square α ∈ F∗q .
Using the fact that the orthogonal group acts transitively on isometric subspaces [1, 20.8] one
sees that a 3-dimensional orthogonal Fq-space contains q
q−1
2 2-spaces of − type, q
q+1
2 2-spaces
of + type and q+1 degenerate 2-spaces. We wish to construct a coclique by taking the elements
of G which have any of these 2-spaces as eigenspaces. The only possible eigenvalues for elements
of G are ±1.
Lemma 2.3
Let U ⊆ V be a degenerate 2-space, then its pointwise stabiliser in G is isomorphic to (Fq,+).
Proof: For this, we refer to [6, Proposition 2.9.1 (v)] for an explicit isomorphism between
PSL2(q
2) and Ω−4 (q). Using the basis {u1 := v1 ⊗ v1, u2 := v2 ⊗ v2, w1 := v1 ⊗ v2 + v2 ⊗ v2, w2 :=
λv1 ⊗ v2 + λ¯v2 ⊗ v1} for ·¯ an involutory automorphism of Fq2 and λ ∈ Fq2 \ Fq we may now also
consider this action from a linear point of view. For one of the wi, we have that spanFq{u1, u2, wi}
is a 3-space of − type and contains the degenerate subspace W := span
Fq
{u1, wi}. The point-
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wise stabiliser of W is contained in the stabiliser of its radical, Fqu1, and thus lies in a (linear)
Borel subgroup. It is then a straightforward calculation using the aforementioned isomorphism
to confirm that the pointwise stabiliser of this space is isomorphic to Eq. 
It is a straightforward exercise to check that the sets of elements with given nondegenerate
2-dimensional eigenspaces U ⊆ v⊥ are cyclic of order |SO(U)|, and one can check this using
either the spinor norm (see after [6, Proposition 2.5.7]) or a calculation similar to that above.
In particular, if SO(U) = 〈h〉 then for q ≡ 1 mod 4 the sets we are looking for are subgroups
generated by h2 ⊕−I2 and h⊕−I2 for U of + type and − type, respectively. For q ≡ 3 mod 4
then we instead have h⊕ −I2 and h
2 ⊕ −I2 (where A ⊕ B is the block-diagonal matrix with A
in the top left and B in the bottom right).
Lemma 2.4
The set of all elements with 2-dimensional eigenspaces in v⊥ is a coclique of order q3 + q.
Proof: We have a description of the elements with 2-dimensional eigenspaces in v⊥ in the lemmas
above, so it is sufficient to check that there is no overlap.
Suppose that some element g has 2 distinct 2-dimensional eigenspaces inside of v⊥. Then clearly
g must have a 3-dimensional 1-eigenspace (namely v⊥) and so g must also stabilise v and since
we require det g = 1 we must have that gv = v and g = I4. Thus the intersection of any pair
of groups generated by the elements of the coclique of maximal order is trivial. Collecting all of
these groups together, we see that we obtain a set of size
(q − 2)
q(q − 1)
2
+
q2(q + 1)
2
+ (q − 1)(q + 1) + 1 = q3 + q
and so, as claimed, we obtain a coclique of order cubic in q. 
Theorem 2.5
The coclique A obtained above is maximal.
We first state a lemma to clean up the end of the proof of this theorem.
Lemma 2.6
Suppose V has a decomposition V = Vλ ⊕ Vµ ⊕ Vν ⊕ Vκ into distinct (or zero) eigenspaces of
g ∈ G such that no eigenspace has at least 2-dimensional intersection with v⊥ then there exists
some h ∈ A such that 〈g, h〉 = G.
Proof: Without loss of generality, we may say that Vκ ∩ v
⊥ = 0 and the other three eigenspaces
have at most 1-dimensional intersection with v⊥. Since an element h ∈ A of maximal order
fixes some point if and only if it lies in its eigenspace U (or is one of two isotropic vectors when
|h| = q − 1), we may choose any h ∈ A of maximal order such that none of the eigenspaces with
nontrivial intersection with v⊥ intersect with U and U is non-degenerate. We may do this since
even in the worst case where v⊥ has a basis of eigenvectors for distinct eigenvalues, there are
at most 3(q + 1) 2-spaces containing any of these three points, yet q2 non-degenerate 2-spaces
in v⊥ and since we chose q > 3 earlier, q2 > 3(q + 1). Then 〈g, h〉 cannot stabilise any proper,
nontrivial subspaces of V and so must be equal to G. 
Proof of Theorem 2.5: We now show that the coclique obtained above is indeed maximal by
considering the maximal subgroups of PΩ−4 (q). In what follows, the term ‘point’ refers to a
1-space.
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This time around, we may ignore Dq2+1 since for q > 3 we have q ± 1 > 2 and r
∣∣ q − 1 and
r
∣∣ q2 + 1 means that r ∣∣ (q − 1)(q + 1) = q2 − 1, thus r ∣∣ q2 + 1 − (q2 − 1) = 2. A similar
argument holds for q + 1, and clearly the only natural number dividing both p and q2 + 1 is 1.
Then we may ignore A5 and the subfield stabilisers PSL2(q) by simply choosing the stabilisers
of non-degenerate 2-spaces in the argument that follows since these are generated by elements of
order q ± 1 which are not found in A5 or PSL2(q) for q > 3. if we take an element h of maximal
order in the stabiliser of some non-degenerate subspace and some other g ∈ G then we have
that 〈g, h〉 cannot be contained in either A5 or PSL2(q) as these groups do not have elements of
sufficiently large orders.
We note that the remaining three maximal subgroups are all of class C1 and so represent the
stabilisers of singular or non-singular subspaces. We thus look at how the stabilisers of various
subspaces of F4q interact with A. We first note that the dihedral subgroups Dq2−1 represent the
stabilisers of non-degenerate 2-dimensional subspaces (as the stabiliser of a degenerate one lies
in the point stabiliser of its radical) and recall that the Borel subgroups and PSL2(q).2 are the
stabilisers of isotropic and non-isotropic 1-spaces, respectively.
We also note that an element h ∈ A of maximal order stabilising a non-degenerate 2-space
U ⊆ v⊥ will stabilise some point if and only if this point lies inside U or |h| = q − 1 and this
point is one of two isotropic points in U⊥. We first consider the case where g ∈ G stabilises some
non-degenerate 2-space. If g stabilises V ⊆ v⊥ either V is an eigenspace of g or there is some
1-space Fqu ⊆ V not fixed by g. If there is one such point then there are many others, since if g
fixes more than 2 non-isotropic points in the same 2-space then this space would have to be an
eigenspace for g, so we may choose some u ∈ V not fixed by g and a corresponding x ∈ V ⊥ also
not fixed by g such that span
Fq
{u, x} is non-degenerate. Then the element of L of maximal order
with eigenspace (span
Fq
{u, x})⊥ will be such that 〈g, h〉 stabilises no proper nontrivial subspace
of F4q and so must be equal to G.
Next, we consider the case where g stabilises some degenerate 2-space V ⊆ v⊥. Either V is an
eigenspace for g or there is a (non-isotropic) 1-space Fqu ⊆ V not fixed by g. Then, as in the
non-degenerate case, we may pick some non-isotropic vector x ∈ V ⊥ such that span
Fq
{u, x} is
non-degenerate and an element h ∈ A of maximal order with eigenspace (span
Fq
{u, x})⊥ such
that 〈g, h〉 = G.
Otherwise, if g has a 2-dimensional degenerate eigenspace inside of v⊥ then either the corre-
sponding eigenvalue is 1 and so g ∈ A or it is −1 and a direct computation shows us that some
power of such an element would be −I4 /∈ G, thus no such element exists.
We are now left with a number of simpler cases corresponding to the possible eigenspaces of
a general element g ∈ G. If g has an eigenspace of dimension at least 3 then its intersection
with v⊥ must be at least 2-dimensional and so g ∈ A. Otherwise, g must have eigenspaces of
dimension at most 2 and so we know that either it lies in A or will generate G along with some
element of A by Lemma 2.6. Maximality of A follows. 
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