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Abstract
An analytical–numerical integration method for the generalized Liouville equation ∂
∂t
f (q,p, t) =
Lf (q,p, t) is proposed and analyzed. Taking into account a Cauchy condition f (q,p, t)|t=0 =
f0(q,p) for the phase space distribution function, we constructed the problem solution as series
expansion in time variable t using orthogonal polynomials and Hermite function. Also we proved
the corresponding convergence theorems under certain boundedness conditions upon a Liouville
operator.
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1. Introduction
The basic (classic) Liouville theorem was posed by Liouville in 1838 [7]. After that
a problem was studied in detail many times and generalized. Here we follow the modern
problem statement used by the majority of authors. At the end of the section, we explain
the structure of the paper and its justification.
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The formal statement of the Liouville generalized equation according to [2,8] is just a
differential operator equation
∂
∂t
f (q,p, t) = Lf (q,p, t), f (q,p, t)|t=0 = f0(q,p). (1)
The operator equation (1) corresponds to the autonomous system of quasicanonical Hamil-
ton equations
q˙i = ∂
∂pi
H(q,p), p˙i = − ∂
∂qi
H(q,p)+Q∗i (q,p),
qi(t)|t=0 = q0i , pi(t)|t=0 = p0i . (2)
An additive inclusion of the nonpotential term Q∗(q,p) is used to construct a proper mea-
sure for an existence theorem. In particular,
L· = [H(q,p), ·]− n∑
i=1
∂
∂pi
{
Q∗i (q,p) ·
} (3)
is a generalized Liouville operator, f (q,p, t) ∈ L2(R2n) is called a phase space distribu-
tion function. The second term ∂
∂pi
{Q∗i (q,p)·} is used in divergence test to study a solution
stability. Let a transition rule of Eq. (1) be
L· =D(L) = C∞0
(
R
2n)→ R(L) = L2(R2n). (4)
Here q,p ∈ Rn are a vector of generalized coordinates and generalized conjugate impulse
vector; H(q,p) ∈ C(2,2)qp (R2n)—Hamiltonian of the system; Q∗i (q,p) ∈ C(1,1)qp (R2n) non-
potential generalized forces; χ(q,p) = ∑ni=1 ∂∂pi Q∗i (q,p) divergence of vector field for
the system (2); [·,·] is Poisson bracket; f0(q,p), f (q,p, t) are the initial and current val-
ues of probability density function for the Gibbs ensemble of represented points in the
system of equations (2) in R2n; ∫
R2n f0(q,p)dq dp = 1, t ∈R+
= {t : 0 t ∞}.
Equation (1) allows us to find a solution f (q,p, t) as analytical converging series. If the
series is properly chosen, its coefficients could be simply evaluated and the convergence
properties could be analytically studied.
1.2. The article set-up
The main goal of the paper is to decompose the solution of the generalized Liouville
equation into series over time parameter t . Hence, starting from Sections 2 and 3 we make
it in consequent manner. First, we suppose a sequence of basis functions to be an arbitrary
set of linearly independent polynomials. Second, we took the basis sequence as a set of
an arbitrary weighted orthogonal polynomials. In this case we are able to decompose a
solution f (q,p, t) if a set of polynomials satisfy an additional condition.
This constraint has a simple solution, mentioned in Section 4. Namely, we show that
Hermitian orthogonal polynomials are the only ones applicable. Then we establish the
convergence conditions and prove the correspondent convergence theorems.
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instead of Hermite polynomials. Since Hermite function has a number of additional prop-
erties, we established a different convergence condition and also proved the respective
convergence theorem. This result comply with Riesz–Fisher theorem, but the practical use
of this expansion series is rather complicated and will not be considered in this paper.
The conclusions are given in the last section together with a short digest of another
solution techniques developed for Liouville-type equations. Also we outlined some main
features of the developed solution method to differ it from a pure numerical approaches
like Monte Carlo type and particle methods, for example.
1.3. Research justification
To explain the author’s special interest for the stated problem, one should note that the
existence and uniqueness theorems for the Liouville and generalized Liouville equations
are well known, but none of them allow to derive an analytical solution of the equation
or even show how one can find it. Hence, the development of analytic solution techniques
allowing to construct an exact or an approximate solution is a task of a great importance
itself. If it could be implemented by means of integrated math packages like Maple or
Mathematica, it becomes an additional advantage, because the symbolic computations
make the evaluation of problem solution easier.
Obviously, the main difficulty arises from the indeterminate form of a Liouville op-
erator L. Hence, the use of the classical methods like expansion upon the operator’s
eigenfunctions in (q,p) is questionable in practice.
2. Straightforward search for the solution
As we mentioned above, the standard theoretical approaches uses a series decomposi-
tions in phase space (q,p) and are useful for a study of solution stability, for example.
Even a construction of appropriate basis functions is a hard problem itself. Moreover, the
person should be very familiar with “in depth” mathematical issues. It means that a solution
(complete or approximated) becomes out of reach for the majority of physicists, engineers
and even mathematicians. That is why our efforts were aimed at development of a series
decomposition over the time domain.
2.1. An arbitrary linear independent polynomial basis
Let f (q,p, t) = ∑∞k=0 fk(q,p)Pk(t) over the linear independent polynomial basis
{Pk(t)}∞k=0. Then the initial problem becomes
∞∑
fk(q,p)P
′
k(t) =
∞∑
Lfk(q,p)Pk(t) (5)k=0 k=0
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we assume degPk ≡ k, k = 0,1, . . . . Since P ′0(t) ≡ 0, equating the polynomials of the same
degrees, we get fk+1(q,p)P ′k+1(t) = Lfk(q,p)Pk(t) or
fk+1(q,p) = φ(k, t)Lfk(q,p), φ(k, t) = Pk(t)
P ′k+1(t)
. (6)
Here the decomposition coefficient φ(k, t) is a ratio of two polynomials of the same
degree and have to be defined ∀t ∈ R+. It just means that φ(k, t) must be independent of
time coefficient φk . Without this assumption, any convergence investigation is impossible
due to the coefficients discontinuity. To avoid this we transformed an open time interval
R
+ onto a finite segment [a, b].
Let τ = b − (b − a)e−st , s > 0. Then the initial problem (1) can be written as
(b − τ) ∂
∂τ
f (q,p, τ ) = b − a
s
Lf (q,p, τ), (7)
(b − τ)
∞∑
k=0
fk(q,p)P
′
k(τ ) =
b − a
s
∞∑
k=0
Lfk(q,p)Pk(τ ). (8)
A polynomial P(·) used here is defined on a finite segment [a, b] and differs from the
polynomial in relation (6).
Writing down several initial terms of infinite sum (8) in rearranged order (here we keep
term’s index only):
bf1P
′
1 +
(
bf2L
′
2 − τf1L′1
)+ (bf3L′3 − τf2L′2)+ · · ·
= b − a
s
(P0Lf0 + P1Lf1 + P2Lf3 + · · ·)
and equating polynomials with the same degree, we obtain the following recurrent expres-
sions, k = 1,2, . . .:
fk(q,p) = Pk−1(τ )
P ′k(τ )
b − a
bs
Lfk−1(q,p)+ τ
b
fk−1(q,p)
P ′k−1(τ )
P ′k(τ )
. (9)
2.2. The feedback with already known results
Let Pk(τ) = τ k . Then, after a substitution in (9) we have a so called small-time para-
meter method solution
f1(q,p) = 1
s
Lf0(q,p), fk(q,p) = 1
ks
Lfk−1(q,p)+
(
1 − 1
k
)
fk−1(q,p),
developed earlier under different suppositions by Rudykh and Sinitsyn [9,10]. Since this
results are still unpublished internationally, here we copy the main convergence statements
given by authors.
First of all, they used a following boundedness condition: Let there exists such constant
c > 0, that ∀k = 1,2, . . . there holds inequality∥∥Lkf0(q,p)∥∥ 2n  ck · ∥∥f0(q,p)∥∥ 2n . (10)L2(R ) L2(R )
E. Dulov, A. Sinitsyn / J. Math. Anal. Appl. 318 (2006) 77–91 81Here and in what follows we denote Lkf0(q,p) = L(Lk−1f0(q,p))—an embedded Liou-
ville operator. This condition is rather rigid and will be investigated later. Nevertheless,
formal assumptions of this type are usual in theoretical and applied mathematics. For
example, the Kantorovitch’s lemma on the local convergence of Newton method and its
successors. Everyone knows, that there exist a set of conditions to ensure the convergence,
but they are hard to verify in practice. Thus we just reproduce the mentioned convergence
statements.
Proposition 1. Let the generalized Liouville operator L defined by formula (3) acts
according to (4); the inequality (10) and condition cτ/s < 1 hold. Then the series∑∞
k=0 fk(q,p)τ k is weakly convergent to the element f (q,p, τ) ∈ L2(R2n)—a solution
of the Cauchy problem (1). Besides, there holds an estimation∥∥∥∥∥
∞∑
k=0
fk(q,p)τ
k
∥∥∥∥∥
L2(R2n)
 s
(1 − τ)(s − cτ) ·
∥∥f0(q,p)∥∥L2(R2n). (11)
Proposition 2. Let the generalized Liouville operator (3) acts according to (4); the in-
equality (10) and condition c/s < 1 are satisfied. Then the series∑∞k=0 fk(q,p)τ k strongly
converges to the element f (q,p, τ) ∈ L2(R2n)—the solution of Cauchy problem (1). Also
there holds the relation
(fk, fn)L2(R2n) 
c2
(s − c)2 · ‖f0‖L2(R2n) = B.
If the inequality c/s < 1 holds, then the inequality cτ < 1 holds either. Then after, if
series
∑∞
k=0 fk(q,p)τ k converges strongly to the element f (q,p, τ) ∈ L2(R2n), then it is
weakly convergent also.
3. Weighted orthogonal polynomials
Let us extend our search in R+ paying attention to the problem detail. Now {Pk(t)}∞k=0
is a orthogonal polynomial basis with a given weight function ω(t)
+∞∫
0
ω(t)P 2k (t)dt = C = const,
+∞∫
0
ω(t)Pk(t)Ps(t)dt = 0, k = 0,1, . . . , s = k.
Then Eq. (5) becomes
∞∑
k=0
+∞∫
fk(q,p)ω(t)P
′
k(t)Ps(t)dt =
∞∑
k=0
+∞∫
Lfk(q,p)ω(t)Pk(t)Ps(t)dt.0 0
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of this recurrent equation is related to its left part. Since degP ′k(t) = k−1, it can be written
as a linear combination of the same orthogonal polynomials P ′k(t) =
∑k−1
i=0 α
(k)
i Pi(t). An
upper index (k) refer to a proper set of coefficients in linear combination which is different
for each element of polynomial basis. More over, one can see that for any s > k the degree
of the polynomials used in linear combination is less than s and the corresponding terms
of integral sum become zero:
∞∑
k=0
+∞∫
0
fk(q,p)ω(t)P
′
k(t)Ps(t)dt = C
∞∑
k=s+1
α(k)s fk(q,p),
Here the unique currently known element fs(q,p) define an infinite linear combination of
the ongoing elements fs+1, . . . with unknown coefficients α(k)s ,
Lfs(q,p) =
∞∑
k=s+1
α(k)s fk(q,p). (12)
The recurrent relation (12) could be solved for coefficient fs+1 iff for any fixed s the
coefficients α(k)s ≡ 0 ∀k = s + 2, . . . .
4. The use of Hermite orthogonal polynomials
4.1. The derivation of recurrent relations
It is well known that the only one—Hermite polynomial Hk(x) has its derivative
H ′k(x) = 2kHk−1(x) and Hk+1(x) = 2xHk(x) − 2kHk−1(x), H0 = 1, H1 = 2x. To be ex-
act, the Hermite polynomials have a wider definition domain R:
+∞∫
−∞
e−x2H 2k (x)dx =
√
π2kk!.
Then we need to define our solution f (q,p, t) on the whole R. It could be done in
different ways keeping the problem (1) unchanged in R+. Since this justifications are rather
simple, we can prove the following result.
Proposition 3. A solution of the problem (1) as series (5) is based upon the orthogonal
Hermite polynomial is
f (q,p, t) =
∞∑
k=0
fk(q,p)Hk(t), (13)
fk(q,p) = 12kLfk−1(q,p) =
1
2kk!L
kf0(q,p). (14)
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thonormal analogs too:
hk(t) = Hk(t)
2
k
2 π
1
4
√
k!
,
∫
R
e−t2h2k(t)dt = 1.
The corresponding problem solution (13), (14) slightly changes:
f (q,p, t) =
∞∑
k=0
fˆk(q,p)hk(t), (15)
fˆk(q,p) = 1√
2kk!L
kf0(q,p). (16)
4.2. The convergence properties of the Hermitian polynomial decomposition
To discuss the convergence properties of the decomposition (15), we need to recall two
basic definitions (see [6,11], for example).
Definition 4. Let f (x) ∈ L2(V ). Then the norm in L2(V ) is defined as
‖f ‖ =√(f,f ) = [∫
V
ω(x)
∣∣f (x)∣∣2 dx]1/2
with respect to weight function ω(x) > 0 such that
∫
V
|ω(x)|2 dx < ∞.
Definition 5. Assume that for the functions s0(x), s1(x), . . . ∈ L2(V ) is fulfilled a relation
d2(sn, s) =
∫
V
ω(x)
∣∣f (x)− h(x)∣∣2 dx → 0, n → ∞.
Then the sequence {sn}∞n=0 converge to the function s(x) ∈ L2(V ) in mean.
Here we suppose the boundedness condition (10),∥∥Lkf0(q,p)∥∥L2(R2n)  ck · ∥∥f0(q,p)∥∥L2(R2n),
is fulfilled again.
First of all we have to note that Hermite polynomials do not belong to L2(R). Nev-
ertheless, assuming Vˆ = R2n × R, we will be able to obtain some useful convergence
estimations in L2(Vˆ ). Taking ω(q,p, t) ≡ e−t2 we can evaluate the upper estimation for
the partial sum sn(q,p, t) =∑nk=0 fˆk(q,p)hk(t) in L2(Vˆ )
∥∥sn(q,p, t)∥∥L2(Vˆ ) 
n∑
k=0
∥∥fˆk(q,p)hk(t)∥∥L2(R2n+1)

n∑
k=0
[∫
e−t2
∣∣fˆk(q,p)hk(t)∣∣2 dq dp dt
]1/2Vˆ
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n∑
k=0
[ ∫
R2n
∣∣fˆk(q,p)∣∣2 dq dp
∫
R
e−t2h2k(t)dt
]1/2
=
n∑
k=0
∥∥fˆk(q,p)∥∥R2n =
n∑
k=0
‖Lkf0(q,p)‖R2n√
2kk!

∥∥f0(q,p)∥∥R2n
n∑
k=0
ck√
2kk! (17)
if the boundedness condition (10) is fulfilled.
Theorem 6. Let the boundedness condition (10)∥∥Lkf0(q,p)∥∥L2(R2n)  ck∥∥f0(q,p)∥∥L2(R2n), c > 0,
holds ∀k = 1,2, . . . . Then ∑∞k=0 ‖fˆk(q,p)‖2L2(R2n+1) < ∞ and series ∑∞k=0 fˆk(q,p)hk(t)
converge in mean with respect to weighting function e−t2 to the solution f (q,p, t) ∈
L2(R2n+1) of the problem (1) and
∥∥sn(q,p, t)− f (q,p, t)∥∥L2(R2n+1)  ∥∥f0(q,p)∥∥L2(R2n) e
c2
2√
2n
.
Proof. Denote again sn(q,p, t) =∑nk=0 fˆk(q,p)hk(t). Hence, according to the definition
of the convergence in mean we have to prove that
lim
n→∞
∥∥sn(q,p, t)− f (q,p, t)∥∥2L2(R2n+1) = 0.
Since f (q,p, t) is the same series (15) itself, the limit relation becomes
lim
n→∞
∥∥∥∥∥
∞∑
k=n+1
fˆk(q,p)hk(t)
∥∥∥∥∥
2
L2(R2n+1)
 lim
n→∞
[ ∞∑
k=n+1
∥∥fˆk(q,p)hk(t)∥∥L2(R2n+1)
]2
,
∥∥fˆk(q,p)hk(t)∥∥2L2(R2n+1) =
∫
R2n+1
e−t2
∣∣fˆk(q,p)hk(t)∣∣2 dq dp dt

∫
R2n
∣∣fˆk(q,p)∣∣2 dq dp ·
∫
R
e−t2h2k(t)dt
= ∥∥fˆk(q,p)∥∥2L2(R2n) · 1 c
2k
2kk!
∥∥f0(q,p)∥∥2L2(R2n),
lim
n→∞d
2(sn(q,p, t), f (q,p, t)) lim
n→∞
[ ∞∑
k=n+1
ck√
2kk!
∥∥f0(q,p)∥∥L2(R2n)
]2
= ∥∥f0(q,p)∥∥2L2(R2n) limn→∞
[ ∞∑ ck√
2kk!
]2
.k=n+1
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k=n+1
ck√
2kk!
]2
 1
2n+1
[ ∞∑
k=0
1
2k
]
×
[ ∞∑
k=0
c2k
k!
]
= e
c2
2n
and
lim
n→∞
[ ∞∑
k=n+1
ck√
2kk!
]2
 ec2 lim
n→∞
1
2n
= 0. 
Remark 7. According to Theorem 6 only condition (10) must hold. Thus the only differ-
ence between theorem and convergence propositions for the small-time parameter method
is a necessity to use an appropriately chosen parameter s to guarantee the sequence con-
vergence. The Hermite polynomial series expansion establishes the different convergence
type with the same boundedness conditions assuming constant value c to finite only.
4.3. Advanced convergence results
Using the proof technique introduced above, we can improve convergence conditions
assuming that ∀k = 1,2, . . . ,∥∥Lkf0(q,p)∥∥L2(R2n)  ϕ(k) · ∥∥f0(q,p)∥∥L2(R2n), ϕ(k) 0. (18)
Hence the new limit relation
lim
n→∞d
2(sn(q,p, t), f (q,p, t))= ∥∥f0(q,p)∥∥2L2(R2n) limn→∞
[ ∞∑
k=n+1
ϕ(k)√
2kk!
]2

∥∥f0(q,p)∥∥2L2(R2n)
∞∑
k=0
ϕ2(k)
k! limn→∞
1
2n
reveals a fact that main sequence converge in mean with respect to weighting function e−t2
to the solution f (q,p, t) ∈ L2(R2n+1) of the problem (1) if series ϕ2(k)/k! is convergent.
Theorem 8. Let the boundedness condition (18),∥∥Lkf0(q,p)∥∥L2(R2n)  ϕ(k) · ∥∥f0(q,p)∥∥L2(R2n), ϕ(k) 0,
holds ∀k = 1,2, . . . and ∑∞k=0 ϕ2(k)k!  ∞. Then ∑∞k=0 ‖fˆk(q,p)‖2L2(R2n+1) < ∞ and a
series
∑∞
k=0 fˆk(q,p)hk(t) converges in mean with respect to weighting function e−t
2
to
the solution f (q,p, t) ∈ L2(R2n+1) of the problem (1).
Evidently, the boundedness assumption (18) is more flexible then the initial condition
(10), but choosing just different ϕ(k) cannot help. Hence we will study only appropriate
choices.
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giving a “top” margin ϕ(k) = √(k − 1)!. It is sub-factorial, and starting from some k it
becomes bigger than ck for any 0 < c  ∞.
The second option assumes ϕ(k) = αkxk for some unknown parameter x and sequence
of constants {αk}∞k=0. To study the convergence of the involved power series, we need
to find its convergence radius |x2| < R (see [1], for example). Namely, R = 1/c, where
c = limn→∞ supk>n(α2k/k!)1/k . Hence we have to revise two cases: (A) R = ∞; (B) R =
const  ∞.
In case (A), when series is convergent everywhere, there are two possibilities. If se-
quence αk is bounded, i.e., 0 < αk 
√
M  ∞, then
c = lim
n→∞
n
√
M
n! = 0 and
∞∑
k=0
ϕ2(k)
k! 
∞∑
k=0
M
k! x
2k = Mex2 .
Let x  ∞. Then boundedness conditions of the theorems ck ↔ Mxk , k = 1,2, . . . , are
similar.
Now we assume αk =
√
Mdk , 0 <M,d  ∞. Then
c = lim
n→∞d
n
√
M
n! = 0.
Choosing x  ∞, again we obtain a correspondence of convergence conditions ck ↔
Mdkx2k , k = 1,2, . . . . Since all the parameters c,M,x, d are finite numbers, there is no
principle difference between the initial and refined conditions.
Investigating case (B), we have to suppress the factorial element in power series coeffi-
cient. Let αk =
√
Mdkk!, 0 <M,d  ∞. Then
c = lim
n→∞ supk>n
(
Mdkk!
k!
) 1
k = lim
n→∞d
n
√
M = d
is a finite number and R = 1
c
 ∞. According to the definition of the power series conver-
gence radius 0 < x2 < 1/d and
ck ↔ Md
kk!
dk
⇐⇒ ck ↔ Mk!, k = 1,2, . . . .
This result extends boundedness condition for mean convergence theorem:∥∥Lkf0(q,p)∥∥L2(R2n) Mk! · ∥∥f0(q,p)∥∥L2(R2n), 0 <M  ∞. (19)
Comparing asymptotical properties of the conditions (10) and (19), we can combine
Theorems 6, 8 in the following manner.
Corollary 9. Let the boundedness condition∥∥Lkf0(q,p)∥∥L2(R2n) max(M1ck,M2k!l) · ∥∥f0(q,p)∥∥L2(R2n)
0 < c; M1,M2  ∞,
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converges in mean with respect to weighting function e−t2 to the solution f (q,p, t) ∈
L2(R2n+1) of the problem (1).
5. Hermitian function expansion
Comparing the convergence results for Hermite polynomial with earlier ones, we note
that Hermitian expansion provides only a convergence in mean and Hk(t), hk(t) do not
belong to L2(R). Thus we are interested in constructing similar expansions over a certain
set of functions {uk}∞k=0 ∈ L2(R). Such functions based on Hermite orthogonal polynomi-
als are usually called Hermitian [11], or associated Hermite functions, see [1, Chapter 22,
“Orthogonal Polynomials”]. Formally they are constructed as a parametric family of or-
thonormal functions with additional properties
un(t) =
√
a√
πn!2nHn(at)e
− at22 , 0 < a < ∞, (20)∫
R
un(t)um(t)dt = δn,m,
∫
R
un(t)u
′
m(t)dt = a
√
n+ 1
2
δn,n+1 − a
√
n
2
δn,n−1. (21)
Hence, using the standard expansion of system (1) in time domain (5) with respect to
definitions (20), (21), we obtain
∞∑
k=0
fk(q,p)
∫
R
un(t)u
′
k(t)dt =
∞∑
k=0
Lfk(q,p)
∫
R
un(t)uk(t)dt,
a
√
n+ 1
2
fn+1(q,p)− a
√
n
2
fn−1(q,p) = Lfn(q,p),
fn+1(q,p) = 1
a
√
2
n+ 1Lfn(q,p)+
√
n
n+ 1fn−1(q,p), n = 0,1, . . . ,
f−1(q,p) ≡ 0. (22)
Denote ν = √2/a. Then a direct application of recurrent relation (22) gives
f2k(q,p) =
(
(2k)!)− 12 k∑
s=0
λ(2k)s ν
2sL2sf0(q,p), (23)
f2k+1(q,p) =
(
(2k + 1)!)− 12 k∑
s=0
λ(2k+1)s ν2s+1L2s+1f0(q,p), (24)
for k = 1,2, . . . . Auxiliary coefficients λ(n)s ∈ N are the part of an embedded Liouville
operator power series decomposition.
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recurrent formula (22),
f2k = ν√
2k
√
(2k − 1)!
k−1∑
s=0
λ2(k−1)+1s ν2s+1L(2s+1)+1f0
+
√
2(k − 1)+ 1
2k
1√
(2(k − 1))!
k−1∑
s=0
λ2(k−1)s ν2sL2sf0
= 1√
(2k)!
{
k∑
s=1
λ
2(k−1)+1
s−1 ν
2sL2sf0 + (2k − 1)
k−1∑
s=0
λ2(k−1)s ν2sL2sf0
}
(25)
and
f2k+1(q,p) = ν√2k + 1
1√
(2k)!
k∑
s=0
λ(2k)s ν
2sL2s+1f0(q,p)
+
√
2k
2k + 1
1√
(2(k − 1)+ 1)!
k−1∑
s=0
λ(2(k−1)+1)s ν2s+1L2s+1f0(q,p)
= 1√
(2k + 1)!
{
λ
(2k)
k ν
2k+1L2k+1f0(q,p)
+
k−1∑
s=0
ν2s+1
[
λ(2k)s + 2kλ(2k−1)s
]
L2s+1f0(q,p)
}
. (26)
Since {uk(t)}∞k=0 ∈ L2(R) is orthonormal basis, then we can revise the applicability of
Hermitian function expansion in sense of Riesz–Fisher theorem. First, assume that Liou-
ville operator boundedness condition (10) still holds. Then, due to a difference in odd/even
coefficients a condition of the Riesz–Fisher theorem is written as
∞∑
k=0
∥∥fk(q,p)∥∥2
=
∞∑
k=0
∥∥f2k(q,p)∥∥2 + ∞∑
k=0
∥∥f2k+1(q,p)∥∥2

∥∥f0(q,p)∥∥2 ∞∑
k=0
([∑k
s=0 λ
(2k)
s (cν)
2s]2
(2k)! +
[∑k
s=0 λ
(2k+1)
s (cν)
2s+1]2
(2k + 1)!
)
. (27)
Here ‖·‖2 = ‖·‖2
L2(R2n)
. One can see that both odd and even internal sums in the expression
(27) could be interpreted as a partial sums of an ordinary power series. Since major series
coefficient equals 1, a convergence radius R ≡ 1 (see [1]). Then after
cν < 1 ⇒ a > c√2.
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√
2, we denote
ξ(c, a) = max
(
sup
k→∞
k∑
s=0
λ(2k)s
(
c
√
2
a
)2s
, sup
k→∞
k∑
s=0
λ(2k+1)s
(
c
√
2
a
)2s)
< ∞.
Using a parametric quantity ξ(c, a), the estimation (27) could by written in compact
form:
∥∥f0(q,p)∥∥2L2(R2n)ξ2(c, a)
∞∑
k=0
(2k + 1)+ (cν)2
(2k + 1)!
= ∥∥f0(q,p)∥∥2L2(R2n)ξ2(c, a)(cosh(1)+ (cν)2 sinh(1))< ∞. (28)
Theorem 10. Suppose Liouville operator (3) to be bounded (10) and parameter a for the
associated Hermite functions (20) satisfies the inequality a > c√2. Then
∞∑
k=0
∥∥fk(q,p)∥∥2L2(R2n) < ∞
and according to Riesz–Fisher theorem the series is convergent to the unique function
∞∑
k=0
fk(q,p)uk(t) → f (q,p, t), f (q,p, t) ∈ L2
(
R
2n+1).
6. Conclusions
6.1. The digest of different solution techniques
In the introduction we mentioned an obvious possibility to decompose a solution of the
problem (1)–(4) using the operator orthonormal basis. Nevertheless it can be theoretically
extended. Namely, if the orthonormal function system {hk(q,p)}∞k=0 ∈ L2(R2n) is a priory
known or already constructed, the solution of the initial problem (1) is translated onto the
solution of the infinite system of differential equations to determine the dk coefficients in
the expansion f (q,p, t) =∑∞k=0 dk(t)hk(q,p). Also it is clear, that analytical solution of
the infinite or truncated sequence of differential equations could be found only in particular
cases. It is even questionable, if this ODE’s are solvable analytically.
The other possibility relates to the direct numerical integration of the (1) equation [3].
It is the best choice for modeling several situations but is unacceptable if we want to study
system dynamics f (q,p, t) in general. Moreover, a classical Monte Carlo numerical in-
tegration takes a lot of computational time even for small dimensions n. Just note that
taking n = 3 gives 7th dimensional phase space. Since a numerical modelling mainly is
done for bounded domains, any domain change “voids” all previously made calculations.
A computational costs could be reduced using advanced integration methods like quasi-
Monte Carlo. But the use of q-MC type method require some low discrepancy lattices to
be defined to gain the lower computational errors. Since a method efficiency completely
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authors pay a necessary attention, developing the low discrepancy grid for their numerical
modeling experiments.
If we are interested to discover some typical (mean) character of the problem solution,
the last decade introduced a new numerical approach by the group of Berkley’s scientists
lead by Chorin (see articles [4,5], for example). Called “Stochastic optimal prediction”
in general, it is compatible with Hamiltonian formalism and becomes very useful for a
preliminary research, because provide a researcher with a mean information about system
dynamics within and require a reasonable computational time.
Then after there is no contradiction between pure numerical methods, ODE approach
and the proposed method since they are intended to solve different problems. The series
expansion in time domain allow to compute analytically (symbolically) a truncated series
as a solution approximation with no need to solve differential equations. All we need is
to apply Liouville operator. After that we can analyze it analytically or simply pass to nu-
merical modeling inside given domains or along specified trajectories gathering additional
information about system dynamics.
6.2. Hermitian expansion features
Here we summarize the most important results of the paper in brief.
(1) The formal boundedness assumption (10) is the sufficient and necessary condition
(Theorem 6) to ensure the convergence of the expansion series for small-time space
method or Hermite-based decomposition. The use of the Hermitian decomposition
allowed us to extend the boundedness condition up to the factorial one (19) according
to the Theorem 8. This result is very important, since it replaces the rigid boundedness
condition (10) with a more appropriate condition (19).
(2) To ensure the applicability of Riesz–Fisher theorem, one should exactly know the value
of the bounding constant c. This value is needed for evaluating a small-time parameter
s and Hermite associated function parameter a.
(3) A Hermitian function decomposition itself could be useful for approximate evaluation
of bounding constant c. If we have some analytically expressed partial decomposition
sums depending on a parameter a, one can make a set of numerical experiments to
revise if the sequence of partial sums is convergent in a model space D. The smallest
value a keeping the sum convergent, becomes an approximation for the constant c.
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