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Abstract
In this paper, the functional-coefﬁcient partially linear regression (FCPLR) model is proposed by com-
bining nonparametric and functional-coefﬁcient regression (FCR) model. It includes the FCRmodel and the
nonparametric regression (NPR) model as its special cases. It is also a generalization of the partially linear
regression (PLR) model obtained by replacing the parameters in the PLR model with some functions of the
covariates. The local linear technique and the integrated method are employed to give initial estimators of all
functions in the FCPLR model. These initial estimators are asymptotically normal. The initial estimator of
the constant part function shares the same bias as the local linear estimator of this function in the univariate
nonparametric model, but the variance of the former is bigger than that of the latter. Similarly, initial esti-
mators of every coefﬁcient function share the same bias as the local linear estimates in the univariate FCR
model, but the variance of the former is bigger than that of the latter. To decrease the variance of the initial
estimates, a one-step back-ﬁtting technique is used to obtain the improved estimators of all functions. The
improved estimator of the constant part function has the same asymptotic normality property as the local
linear nonparametric regression for univariate data. The improved estimators of the coefﬁcient functions
have the same asymptotic normality properties as the local linear estimates in FCR model. The bandwidths
and the smoothing variables are selected by a data-driven method. Both simulated and real data examples
related to nonlinear time series modeling are used to illustrate the applications of the FCPLR model.
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1. Introduction
In the modeling of an input–output system, researchers are usually interested in three funda-
mental issues. The ﬁrst is the inﬂuence of the input on the output. The second is the interaction
of the outputs measured at different time. The third is to forecast the output of the system. A
traditional method is to ﬁt a bivariate linear regression (LR) model in which the output is formed
by a linear combination of some lagged inputs and outputs. A more recent method is to ﬁt a
partially LR (PLR) model [6]. In the latter approach the output is the sum of a nonparametric
function of an input and a linear combination of some explanatory variables, i.e.
Yi = g(Xi) + 1Zi1 + · · · + pZip + i , i = 1, . . . , n.
Here Yi is the ith output and Xi is the ith or some lagged input. Moreover, {Zij , j = 1, . . . , p}
are explanatory variables, g(·) a measurable function, {j , j = 1, . . . , p} being parameters
and i is a random error. In fact, the action of some explanatory variables on the output may
not be linear. It may be more appropriate to describe the action of these explanatory variables
by a functional-coefﬁcient approach. To this end, we introduce a combined nonparametric and
functional-coefﬁcient regression (FCR) procedurewhich is described by the functional-coefﬁcient
PLR (FCPLR) model. The model is expressed as
Yi = a0(Xi) +
p∑
j=1
aj (Ui)Zij + i , i = 1, . . . , n, (1.1)
where {(Yi, Xi, Ui, Zi)}ni=1 are observations. The explanatory variables are denoted by Zi =
(Zi1, . . . , Zip)T , with T denoting the transpose of a matrix or a vector, and {aj (·)}pj=0 are some
measurable functions from R to R. We call a0(·) the constant part function, and {aj (·)}pj=1 the
coefﬁcient functions. As usual, {i}ni=1 denote zero-mean errors with identical distributions, and
Var(1) = 2.
For bivariate time series modeling of the input and the output of a system, we denote the output
of the system by Yi and the input of the system by Xi . Further Ui is used to denote some lagged
output of the system, andZi is a vector containing some lagged outputs of the system. For detailed
discussion of time series, see for example, Box et al. [1], Tong [20,21] and Fan and Yao [9].
The FCPLR model includes the FCR model when a0(·) = 0, and the nonparametric regression
(NPR)model when aj (·) = 0, j = 1, . . . , p. The model is also a generalization of the PLRmodel
obtained by replacing the parameters of the PLR model with some functions of the covariates.
If a0(·) is interpreted as the coefﬁcient of 1, then the FCPLR model can be also viewed as the
generalized FCR model with different smoothing parameters in different coefﬁcient functions.
The functional-coefﬁcient model (or the varying-coefﬁcient model) was proposed by Hastie
and Tibshirani [14] and Chen and Tsay [4]. Although it has attracted much attention, most of the
work has focused on i.i.d. data or longitudinal data, and assumes that the coefﬁcient functions
have the same single smoothing variable. Examples can be found in Cai et al. [2], Fan and Zhang
[10], Fan and Zhang [11], Chiang et al. [5], Huang et al. [16]. However, in the FCPLR model, the
smoothing variable of the constant part is different from that of the coefﬁcient functions.
There is a vast literature onnonparametric regression. Some references areEubank [7],Nadaraya
[18], Hastie and Tibshirani [13], Green and Silverman [12], Wand and Jones [22], Fan and Gijbels
[8]. Partially linear regression model is discussed among others by Engle et al. [6], Speckman
[19], Chen [3] and He and Shi [15].
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In this paper, we adopt the local linear technique and the integrated method to give initial
estimators of all functions. The initial estimator of the constant part function shares the same
bias as the local linear estimator of this function in the univariate nonparametric model, but
the variance of the former is bigger than that of the latter. Similarly, initial estimators of every
coefﬁcient function share the same bias as the local linear estimates in the univariate FCR model,
but the variance of the former is bigger than that of the latter. To decrease the variance of the
initial estimates, a one-step back-ﬁtting technique is used to obtain the improved estimators of all
functions. The improved estimator of the constant part function has the same asymptotic normality
property as the local linear nonparametric regression for univariate data. The improved estimators
of the coefﬁcient functions have the same asymptotic normality properties as the local linear
estimates in FCR model.
The rest of this paper is organized as follows. In Section 2 we describe the technical setting
and the asymptotic properties of the proposed estimators. Implementation is detailed in Section 3.
Section 4 presents two simulated and two real data examples. The proofs are given in Appendix.
2. Estimation
Suppose that {(Yi, Xi, Ui, Zi)}ni=1 is an i.i.d. sample from (1.1). However, note that the es-
timation method will apply also if the data are geometrically -mixing and strictly stationary.
Throughout the article, we write K,h(·) = K(·/h)/h, where K(·) is a bounded, nonnega-
tive, compactly supported symmetric about zero and Lipschitz continuous density function, and
h, h > 0 is a bandwidth,  = 1, 2, 3, 4. We also assume that for every j = 0, . . . , p, aj (·) has
a Lipschitz continuous second derivative. The vector (t1, . . . , tn)T is denoted by {ti}ni=1.
2.1. Initial estimators of all functions
The following assumptions are used:
AN1. The joint density p(x, u) of X and U , the marginal density p1(x) of X and the marginal
density p2(u) of U are compactly supported, bounded, Lipschitz continuous and bounded
away from zero by a constant.
AN2. The functions E(Z|X = x,U = u), E(ZZT |X = x,U = u) and E((ZZT ) ∗ (ZZT )|X =
x,U = u) are Lipschitz continuous, where A ∗ B is the Hadamard product of matrix A
and B.
Note that wemay approximate aj (·) locally by a linear function, a0(x) ≈ a0(t0)+a′0(t0)(x−t0)
at t0 within the closed support of X. Similarly, aj (u) ≈ aj (v0)+ a′j (v0)(u− v0) at v0 within the
closed support of U . We minimize the weighted sum of squares
n∑
i=1
⎛
⎝Yi − a0 − p∑
j=1
ajZij − b0(Xi − t0) −
p∑
j=1
bj (Ui − v0)Zij
⎞
⎠
2
×K1,h1(Xi − t0)K2,h2(Ui − v0). (2.1)
From the least squares theory, the ﬁrst p + 1 entries of minimizers to (2.1) can be written as
a˜j (t0, v0) =
n∑
i=1
eTj,2p+2
(
V TWV
)−1
ViK1,h1(Xi − t0)K2,h2(Ui − v0)Yi, (2.2)
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for every j = 0, 1, . . . , p. Here ej,2p+2 is the (2p + 2) × 1 unit vector with 1 at the (j + 1)th
position,V = V (t0, v0) denotes ann×(2p+2)matrixwithV Ti = (1, ZTi , (Xi−t0)/h1, ZTi (Ui−
v0)/h2) as its ith row, and W = W(t0, v0) = diag({K1,h1(Xi − t0)K2,h2(Ui − v0)}ni=1.
By the integrated method, the initial estimate of the constant part function a0(t0) is deﬁned as
aˇ0(t0) = 1
n
n∑
k=1
a˜0(t0, Uk). (2.3)
The initial estimates of the coefﬁcient function aj (v0) are deﬁned as
aˇj (v0) = 1
n
n∑
k=1
a˜j (Xk, v0), j = 1, . . . , p. (2.4)
Let
S(x, u)=
(
1 E(ZT |X = x,U = u)
E(Z|X = x,U = u) E(ZZT |X = x,U = u)
)
= (s1,2)01p,02p,
and its inverseS−1(x, u) = (s1,2)01p,02p.We set(Ki) =
∫
tKi(t) dt and (Ki) =∫
tK2i (t) dt .
Theorem 1. Under assumptions AN1 and AN2, and h1 = C1n−1/5, nh52 → 0, nh1h2 → ∞,
where C1 is a positive constant, we have
√
nh1
(
aˇ0(t0) − a0(t0) − 122(K1)a′′0 (t0)h21
) d−→ N (0, 20(K1)20(t0)) . (2.5)
Here 20(t0) =
∫
p22(u)s
00(t0, u)/p(t0, u) du.
To discuss how the initial estimator aˇ0(t0) works, we introduce the univariate nonparametric
regression model
Yi = a0(Xi) + i , i = 1, . . . , n, (2.6)
where E() = 0 and Var() = 2. Under fairly standard assumptions used in the nonparametric
regression literature (e.g. [8]), the estimator a¨0(t0) of a0(t0) satisﬁes
√
nh1
(
a¨0(t0) − a0(t0) − 122(K1)a′′0 (t0)h21
) d−→ N (0, 20(K1)p−11 (t0)) . (2.7)
From (2.5) and (2.7), we can see that aˇ0(t0) has the same bias as a¨0(t0). To compare their
variance, for simplicity, we suppose that E(Z|X,U) = 0 which implies s00(t0, u) = 1. Denoting
by p2|1 the conditional density of U given X, the Cauchy–Schwarz inequality implies
1 =
∫
p
1/2
2|1 (u)
p2(u)
p
1/2
2|1 (u)
du
∫
p2|1(u) du
∫
p22(u)
p2|1(u)
du = p1(x)
∫
p22(u)
p(x, u)
du.
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Thus
1
p1(t0)

∫
p22(u)
p(t0, u)
du,
so that the variance of aˇ0(t0) is bigger than that of a¨0(t0).
Theorem 2. Under assumptions AN1 and AN2, and h2 = C2n−1/5, nh51 → 0, nh1h2 → ∞,
where C2 is a positive constant, we have√
nh2
(
aˇj (v0) − aj (v0) − 122(K2)a′′j (v0)h22
) d−→ N (0, 20(K2)2j (v0)) , (2.8)
for everyj = 1, . . . , p. Here 2j (v0) =
∫
p21(t)s
jj (t, v0)/p(t, v0) dt .
To discuss how the initial estimator aˇj (v0) works, we introduce the functional-coefﬁcient
regression model
Yi = a1(Ui)Zi1 + · · · + ap(Ui)Zip + i , i = 1, . . . , n, (2.9)
where E() = 0 and Var() = 2. Under fairly standard assumptions used in the nonparametric
regression literature (e.g. [2]), the local linear estimator a¨j (v0) of aj (v0) satisﬁes√
nh2
(
a¨j (v0) − aj (v0) − 122(K2)a′′j (v0)h22
)
d−→ N
(
0, 20(K2)p−12 (v0)
jj (v0)
)
, (2.10)
for every j = 1, . . . , p. Here (u) = E(ZZT |U = u) = (1,2)11p,12p, −1(u) =
(1,2)11p,12p.
From (2.8) and (2.10), we can see that aˇj (v0) has the same bias as a¨j (v0). To compare their
variance, for simplicity, we suppose that Z is independent ofX andU which implies sjj (t, v0) =
jj (v0). Denoting by p1|2 the conditional density of X given U , the Cauchy–Schwarz inequality
implies
1 =
∫
p
1/2
1|2 (x)
p1(x)
p
1/2
1|2 (x)
dx
∫
p1|2(x) dx
∫
p21(x)
p1|2(x)
dx = p2(u)
∫
p21(x)
p(x, u)
dx.
Thus
1
p2(v0)

∫
p21(x)
p(x, v0)
dx,
so that the variance of aˇj (v0) is bigger than that of a¨j (v0).
Todecrease the variance of these initial estimators,we employ a one-step back-ﬁtting technique.
2.2. Improved estimator of the constant part function
Note that model (1.1) can be rewritten
Yi −
p∑
j=1
aj (Ui)Zij = a0(Xi) + i , i = 1, . . . , n,
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and we have the initial estimators {aˇj (Ui)}pj=1 of {aj (Ui)}pj=1. For every ﬁxed x0 within the
closed support ofX, the improved estimator of a0(x0) is deﬁned as aˆ0(x0) = ˆ0(x0) = ˆ0, where
ˆ0 is the ﬁrst minimizer of the weighted sum of squares
n∑
i=1
⎛
⎝Yi − p∑
j=1
aˇj (Ui)Zij − 0 − 0(Xi − x0)
⎞
⎠
2
K3,h3(Xi − x0). (2.11)
By the least squares theory, we have
aˆ0(x0) = ˆ0 =
n∑
i=1
eT1,2
(
X˜T W1X˜
)−1
X˜iK3,h3(Xi − x0)Y˜i , (2.12)
where e1,2 = (1, 0)T , X˜ denotes an n × 2 matrix with X˜Ti = (1, (Xi − x0)/h3) as its ith row,
W1 = diag
({
K3,h3(Xi − x0)
}n
i=1
)
, Y˜i = Yi −∑pj=1 aˇj (Ui)Zij .
Theorem 3. Under assumptions AN1 and AN2, and nh1h2 → ∞, h1/h3 → 0, h2/h3 → 0
and h3 = C3n−1/5, where C3 is a positive constant, we have
√
nh3
(
aˆ0(x0) − a0(x0) − 122(K3)a
′′
0 (x0)h
2
3
)
d−→ N
(
0,
2	0(K3)
p1(x0)
)
. (2.13)
From (2.13) and (2.7), we can see that aˆ0(x0) has the same asymptotic distribution as the local
linear estimator a¨0(x0) in the univariate model Yi = a0(Xi) + i , estimated by the local linear
method with the bandwidth h3 and kernel K3(·) (see [8]).
2.3. Improved estimators of the coefﬁcient functions
Similarly to Section 2.2, model (1.1) can be rewritten
Yi − a0(Xi) =
p∑
j=1
aj (Ui)Zij + i , i = 1, . . . , n.
We minimize
n∑
i=1
⎛
⎝Yi − aˇ0(Xi) − p∑
j=1
(
j − j (Ui − u0)
)
Zij
⎞
⎠
2
K4,h4(Ui − u0), (2.14)
and deﬁne its ﬁrst p minimizers {ˆj (u0)}pj=1 as the improved estimators of {aj (u0)}pj=1, respec-
tively. The estimates obtained using the least squares theory satisfy
aˆj (u0) = ˆj (u0) = ˆj =
n∑
i=1
eTj,2p
(
U˜T W2U˜
)−1
U˜iK4,h4(Ui − u0) ˜˜Y i, (2.15)
for every j = 1, . . . , p. Here ej,2p is the 2p×1 unit vector with 1 at the j th position, U˜ denotes an
n×2pmatrixwith U˜Ti = (ZTi , ZTi (Ui−u0)/h4) as its ith row,W2 = diag
({
K4,h4(Ui − u0)
}n
i=1
)
,
and ˜˜Y i = Yi − aˇ0(Xi).
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Theorem 4. Under assumptions AN1 and AN2, and nh1h2 → ∞, h1/h4 → 0, h2/h4 → 0
and h4 = C4n−1/5, where C4 is a positive constant, we have
√
nh4
(
aˆj (u0) − aj (u0) − 12h
2
42(K4)a
′′
j (u0)
)
d−→ N
(
0,
2	0(K4)jj (u0)
p2(u0)
)
, (2.16)
for every j = 1, . . . , p.
From (2.10) and (2.16), we can see that {aˆj (u0)}pj=1 have the same asymptotic distribution as
the local linear estimators {a¨j (u0)}pj=1 in the FCR model with a single smoothing variable Yi =∑p
j=1 aj (Ui)Zij + i , estimated by the local linear smoothing technique with the bandwidth h4
and kernel K4(·) (see [2]).
3. Implementation
Since the bandwidths chosen to construct the initial estimators in the FCPLR model (1.1) are
not very critical for obtaining the improved estimators, we take h1 = h2 for convenience of
calculation. Next we discuss the choices of the bandwidths.
3.1. Implementation when data are independent
When data are independent, we suggest to use the generalized cross validation (GCV) method
for choosing all bandwidths. Let h1,GCV be the optimal bandwidth by the GCVmethod in Section
2.1. We take h1 = h2 = n−1/12h1,GCV, which ensures the order requirement nh1h2 → ∞,
h1/h3 → 0 , h2/h3 → 0, h1/h4 → 0 and h2/h4 → 0. Various existing bandwidth selection
techniques for nonparametric regression can be adopted for choosing h3 and h4. But here h3 and
h4 are chosen by the GCV method in Sections 2.2 and 2.3, respectively.
3.2. Implementation when data are time series observations
We only discuss a bivariate time series {Yt ,Xt }nt=1. The following technique can also be applied
to univariate and multivariate time series.
Suppose the regressor variables in the FCPLR model (1.1) are some lagged variables of Yt . We
consider the model
Yt = a0(Xt−l ) + a1(Yt−d)Yt−1 + · · · + ap(Yt−d)Yt−p + t . (3.1)
To choose the order l, d and p, information about the physical background of the data may be very
helpful. Without any prior information, it is pertinent to choose the order using some data-driven
methods, such as the Akaike information criterion, cross-validation and other criteria. Here we
propose a simple and quick method as a modiﬁed cross-validation criterion for choosing the order
and the bandwidths. The idea is similar to that of Cai et al. [2]. Let n0 be a given big enough
positive integer and n0 < n. In practical implementation, we may use n0 = [0.4n].
First step: Choose the order l, d , p and the bandwidth h1 (h2 = h1). For simplicity, assume
that p l and pd. Let h1 = n−1/12h1,n which ensures the order requirement nh1h2 → ∞,
h1/h3 → 0, h2/h3 → 0, h1/h4 → 0 and h2/h4 → 0. The order l, d and p and h1,n are chosen
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to be the minimizers of
1
n − n0
n−1∑
k=n0
⎛
⎝Yk+1 − aˇ0,k(Xk+1−l ) − p∑
j=1
aˇj,k(Yk+1−d)Yk+1−j
⎞
⎠
2
, (3.2)
with respect to l, d, p and h1,n, where
aˇ0,k(x) = 1
k − p
k∑
t=p+1
a˜0,k(x, Yt−d), (3.3)
aˇj,k(x) = 1
k − p
k∑
t=p+1
a˜j,k(Xt−l , u), (3.4)
and a˜j,k(x, u), j = 0, . . . , p, are the ﬁrst p + 1 entries of the minimizer of
1
k − p
k∑
t=p+1
⎛
⎝Yt − a0,k − p∑
j=1
aj,kYt−j − ap+1,k(Xt−l − x)
−
p∑
j=1
ap+1+j,k(Yt−d − u)Yt−j
⎞
⎠
2
K1,h1,k (Xt−l − x)K2,h1,k (Yt−d − u),
with respect to {aj,k}2p+1j=0 andh1,k = ((n − p)/(k − p))1/5 h1,n,h1,n is an estimate of the optimal
bandwidth based on the data {Yt ,Xt }nt=1 (one can see Cai et al. [2]).
Second step: Choose h3 and h4. We take h3 to be the minimizer of
1
n − n0
n−1∑
k=n0
⎛
⎝Yk+1 − p∑
j=1
aˇj (Yk+1−d)Yk+1−j − ˜˜a0,k(Xk+1−l )
⎞
⎠
2
, (3.5)
where aˇj,k(·), j = 1, . . . , p, are given in (3.4), ˜˜a0,k(Xk+1−l ) is the ﬁrst entry of the minimizer of
(2.11) when i = 1 is replaced by i = p + 1, n by k, x0 by Xk+1−l , Ui by Yi−d , Zij by Yi−j , Xi
by Xi−l and h3 by ((n − p)/(k − p))1/5 h3 in (2.11).
We take h4 to be the minimizer of
1
n − n0
n−1∑
k=n0
⎛
⎝Yk+1 − aˇ0(Xk+1−l ) − p∑
j=1
˜˜aj,k(Yk+1−d)Yk+1−j
⎞
⎠
2
, (3.6)
where aˇ0,k(·) is given in (3.3), ˜˜aj,k(Yk+1−d), j = 1, . . . , p, are the ﬁrst p entries of the minimizer
of (2.14) when i = 1 is replaced by i = p + 1, n by k, u0 by Yk+1−d , Xi by Xi−l , Ui by Yi−d ,
Zij by Yi−j and h4 by ((n − p)/(k − p))1/5 h4 in (2.14).
4. Numerical properties
We illustrate the proposed method through two simulated and two real data examples. In
simulated examples, the improved estimators {aˆj (·)}pj=0 are assessed via the square root of mean
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squared errors (RMSE),
RMSE =
p∑
j=0
RMSEj ,
where RMSEj =
(
n−1j
∑nj
k=1
(
aˆj (sk) − aj (sk)
)2)1/2
, and {sk, k = 1, . . . , nj } are regular grid
points.
In every real data example, we divide the data into two parts. The ﬁrst part of the data is used
to ﬁt a model and the second part of the data (post-sample) is used to compare with the predicted
values. We compare the ﬁtting performance and the post-sample forecasting performance of the
newmethodwith existingmethods.We use a continuously renewingmodel with ﬁxed order which
is chosen in the ﬁrst part of the data to give one-step ahead predicted value. The predicted value
yˆn+1 of yn+1
yˆn+1 = aˆ0(xn+1) +
p∑
j=1
aˆj (un+1)zn+1,j
is obtained based on the ﬁrst n observations and next compared with the actual observation
yn+1. The mean squared error (MSE) and the mean absolute error (MAE) are used to assess an
established model, where
MSE = 1
n′
n′∑
i=1
(yi − yˆi )2, MAE = 1
n′
n′∑
i=1
∣∣yi − yˆi∣∣ ,
where yˆi is the forecasted or the ﬁtted value of yi and n′ is the corresponding number of yˆi values.
If MSE and MAE in ﬁtting and in forecasting are both small, then the model is good. Conversely,
if MSE and MAE are both big, then the model is bad.
We use the Epanechnikov kernel, K(u) = 0.75(1 − u2)I|u|<1, for every K(·),  = 1, 2, 3, 4.
All bandwidths and order in a model are selected by the method proposed in Section 3.
4.1. Simulated examples
One should note that assumptions AN1 and AN2 are satisﬁed in all our simulated examples.
Example 1. We ﬁrst consider the following model:
Y = a0(X) + a1(U)Z1 + a2(U)Z2 + , (4.1)
where a0(x) = x + 8 exp(−16x2), a1(u) = 0.138 + (0.316 + 0.982u) exp(−3.89u2), a2(u) =
−0.437−(0.659+1.260u) exp(−3.89u2), (X,U,Z1, Z2)T ∼U
([−0.5, 0.5]4), and ∼N(0, 0.22).
We replicate the simulation 400 times and each time a sample with size 400 is drawn from model
(4.1). Figs. 1(a)–(c) present the improved estimates of a0(·), a1(·) and a2(·), which are estimated
by the proposed method in Section 2 from a typical sample. The typical sample is selected in
such a way that its RMSE is equal to the median of the 400 replications. The boxplot for 400
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Fig. 1. Simulation results for Example 1. (a) The improved estimator (dashed line) of the constant part function a0(·) (solid
line). (b) The improved estimator (dashed line) of the coefﬁcient function a1(·) (solid line). (c) The improved estimator
(dashed line) of the coefﬁcient function a2(·) (solid line). (d) The boxplots of the 400 RMSE values in estimation of a0(·),
a1(·), a2(·) and the sum of the three RMSE.
RMSE is presented inFig. 1(d).Overall speaking the proposedmodeling procedure performs fairly
well.
Example 2. We now consider the following model:
Yt = a0(Xt ) + a1(Zt−1)Zt + a2(Zt−1)Zt−2 + t , (4.2)
where a0(x) = 2 + sin(5
x), a1(u) = 3 exp(−u2), a2(u) = 2 + cos(5
u), Xt = 1.2Xt−1 −
0.4Xt−2 + t , {t } are i.i.d. N(0, 0.28322), Zt = −0.5Zt−1 − 0.25Zt−2 + t , {t } are i.i.d.
N(0, 0.44372) and {t } are i.i.d. U [−0.5, 0.5]. We replicate the simulation 400 times and each
time a sample with size 400 is drawn from model (4.2). Figs. 2(a)–(c) present the improved
estimates of a0(·), a1(·) and a2(·) from a typical sample. The typical sample is selected in such
a way that its RMSE is equal to the median of the 400 replications. The boxplot for 400 RMSE
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Fig. 2. Simulation results for Example 2. (a) The improved estimator (dashed line) of the constant part function a0(·) (solid
line). (b) The improved estimator (dashed line) of the coefﬁcient function a1(·) (solid line). (c) The improved estimator
(dashed line) of the coefﬁcient function a2(·) (solid line). (d) The boxplots of the 400 RMSE values in estimation of a0(·),
a1(·), a2(·) and the sum of the three RMSE.
is presented in Fig. 2(d). Overall speaking the proposed modeling procedure performs fairly
well.
4.2. Real data examples
Example 3. In an investigation on adaptive optimization [17], a gas furnace was employed in
which air and methane combined to form a mixture of gases containing CO2 (carbon dioxide).
The air feed was kept constant, but the methane feed rate could be varied in any desired manner
and the resulting CO2 concentration in the off-gases measured. The 296 successive pairs of
observations (It , Ot ) were read off from the continuous records at 9-second intervals, where
It = 0.60−0.04·(input gas rate in cubic feet per minute),Ot is the percent concentration of CO2
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in outlet gas. The data are discussed in the classical text in linear time series of Box et al. [1].
They ﬁtted the model
Ot = −(0.53 + 0.37B + 0.51B
2)
1 − 0.57B It−3 +
t
1 − 1.53B + 0.63B2 ,
It = t
(1 − 1.97B + 1.37B2 − 0.34B3) , (4.3)
where B is the backshift operator, t is a white noise with variance 0.0561 and t is a white noise
with variance 0.0353.
Next we use our method to study the data. We ﬁrst apply the transform xt = (It +2.716)/5.55,
yt = (Ot − 45.6)/14.9. We use the model
yt = a0(xt−l ) +
p∑
j=1
aj (yt−d)yt−j + t . (4.4)
To compare model (4.4) with (4.3), we use the ﬁrst 250 data points to establish model (4.4) and
leave out 46 points to check the prediction performance. By using the method detailed in Section
3.2, we ﬁnd that l = 3, d = 3 and p = 4. The functions {aj (·)}4j=0 are plotted, respectively, in
Figs. 3(a)–(e).
The MSE and MAE of the ﬁtted values for model (4.3) and (4.4) are listed in Table 1. The
time plots of the ﬁtted values {O˜t }250t=6 from models (4.3) and (4.4) are shown in Figs. 3(f) and (g),
respectively.
The predictive MSE and MAE of models (4.3) and (4.4) are also listed in Table 1. The time
plots of the predictive values {Oˆt }296t=251 from model (4.3) and (4.4) are shown in Figs. 3(h) and
(i), respectively.
From Table 1, we can see that the FCPLR model is better than model (4.3). In prediction,
the MSE was reduced by 40.07% and the MAE by 25.65%. In ﬁtting, the MSE was reduced by
61.54% and the MAE by 39.89%.
Example 4. From 1 January 1991 to 31 December 2000, 574 pairs of the weekly average output
and input of water of the Yingluo Gorge on the Hei River in China, {Ot, It }574t=1, were recorded.
HereOt is the recorded weekly average output of water at t and It is the recorded weekly average
input of water at t . To stabilize the variance in the data, we ﬁrst make Box–Cox transformations
with power  = 14 on {Ot, It }574t=1, i.e.
Box–Cox-Ot = (O1/4t − 1)/(1/4), Box–Cox-It = (I 1/4t − 1)/(1/4),
then make the ﬁrst order difference on {Box–Cox-Ot,Box–Cox-It }574t=1, i.e.
yt = Diff-Box–Cox-Ot = (Box–Cox-Ot+1) − (Box–Cox-Ot),
xt = Diff-Box–Cox-It = (Box–Cox-It+1) − (Box–Cox-It ),
for t = 1, . . . , 573.Thedifferentiating is used to achieve stationarity.Consider the data {Yt ,Xt }573t=1.
We use three models, the FCPLR model (4.4), the LR model and the PLR model.
To compare the ﬁt and prediction performances of these models, we ﬁt the data by using the
ﬁrst 521 data points only. We leave out 52 points to check the prediction performance. The ﬁtted
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Fig. 3. Furnace gas data. (a) The improved estimate of the constant part function a0(xt−3) in model (4.4). (b)–(e) The
improved estimates of coefﬁcient functions in model (4.4), (b), a1(·); (c), a2(·); (d), a3(·); (e), a4(·), the X-axis is yt−3.
(f) {Ot }250t=6 (solid line) and their ﬁtted values (dashed line) from model (4.3). (g) {Ot }250t=6 (solid line) and their ﬁtted
values (dashed line) from model (4.4). (h) {Ot }296t=251 (starred line) and their predictive values (dotted line) from model
(4.3). (i) {Ot }296t=251 (starred line) and their predictive values (dotted line) from model (4.4).
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Fig. 3. (continued)
Table 1
The MSE and MAE for ﬁtting and forecasting from models (4.3) and (4.4)
Model Fitting Forecasting
MAE MSE MAE MSE
(4.3) 0.2093 0.0754 0.4511 0.3589
(4.4) 0.1258 0.0290 0.3354 0.2151
LR model is
y˜t = 0.3890xt−1 − 0.3771xt−2 − 0.0976xt−3 + 0.2020xt−4 + 0.2028xt−5
−0.0972yt−1 − 0.1038yt−2 − 0.1142yt−3 − 0.0740yt−4 − 0.0592yt−5. (4.5)
It is estimated by the least squares method. The ﬁtted PLR model is
y˜t=gˆ(xt−1) − 0.1320yt−1 − 0.1109yt−2 − 0.1233yt−3−0.0323yt−4−0.0319yt−5, (4.6)
where gˆ(·) is plotted in Fig. 4(a). Model (4.6) is estimated using the following steps.
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Fig. 4. Output and input of water of Yingluo Gorge. (a) The estimate of the function g(xt−1) in the PLR model (4.6). (b)
The improved estimates of the constant part function a0(xt−1) in the FCPLRmodel (4.9). (c)–(g) The improved estimates
of the coefﬁcient functions in the FCPLR model (4.9); (c), a1(·); (d), a2(·); (e), a3(·); (f), a4(·); (g), a5(·); the X-axis
is yt−3. (h) The time plots of {Ot }574t=523 (starred curve) and their predictive values {Oˆt }574t=523 (dotted curve) from the
FCPLR model (4.9).
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First step: Choose the order l , p and the bandwidth h. We consider the PLR model
yt = g(xt−l ) + b1yt−1 + · · · + bpyt−p + t . (4.7)
For simplicity, assume that p l. The order l and p in model (4.7) and the bandwidth h used in
ﬁtting model (4.7) are the minimizer of
1
n − n0
n−1∑
k=n0
⎛
⎝yk+1 − gˆk(xk+1−l ) − p∑
j=1
bˆj,kyk+1−j
⎞
⎠
2
,
with respect to l,p andh.Heren = 521,n0 = 208, bˆj,k = 1k−p
∑k
t=p+1 b˜j,k(xt−l ), j = 1, . . . , p,
and gˆk(u) and b˜j,k(u), j = 1, . . . , p, are the ﬁrst p + 1 entries of the minimizer of
1
k − p
k∑
t=p+1
(
yt−b0,k−b1,kyt−1− · · ·−bp,kyt−p−bp+1,k(xt−l−u)
)2
Khk (xt−l−u), (4.8)
with respect to {b,k}p+1=0 , and hk = ((n − p)/(k − p))1/5 h.
Second step: Fit the regression equation. Replacing l, p, h and k in (4.8) by l, p, h decided in
ﬁrst step, and n, respectively, we minimize (4.8) with respect to {bj,n}p+1j=0 , and denote gˆn(u) and
b˜j,n(u), j = 1, . . . , p, as the ﬁrst p + 1 entries of its minimizer, respectively. The estimators of
g(u) and bj , j = 1, . . . , p, are deﬁned, respectively, as
gˆ(u) = gˆn(u), bˆj = 1
n − p
n∑
t=p+1
b˜j,n(xt−l ).
From the optimization process, we have the ﬁtted model (4.6).
The ﬁtted FCPLR model is
y˜t = aˆ0(xt−1) +
5∑
j=1
aˆj (yt−3)yt−j . (4.9)
It is estimated by the method detailed in Section 3.2. Its orders are l = 1, d = 3 and p = 5.
Its estimated constant part function aˆ0(xt−1) is plotted in Fig. 4(b) and its estimated coefﬁcient
functions aˆ1(yt−3)–aˆ5(yt−3) are plotted in Figs. 4(c)–(g), respectively.
The ﬁtted MSE and MAE of {O˜t }522t=7 and the predictive MSE and MAE {Oˆt }574t=523 from the
LR model (4.5), from the PLR model (4.6) and from the FCPLR model (4.9) are listed in Table
2, and the time plots of the predictive values {Oˆt }574t=523 from the FCPLR model (4.9) is shown in
Fig. 4(h), where
O˜t =
(
1
4 (y˜t−1 + (Box–Cox-Ot−1)) + 1
)4
,
Oˆt =
(
1
4
(
yˆt−1 + (Box–Cox-Ot−1)
)+ 1)4 ,
y˜t is the ﬁtted value of yt and yˆt is the predictive value of yt .
From Figs. 4(a) and (b), we can see that the (t −1)th input has large inﬂuence on the t th output,
and the inﬂuence is increasing with the value of the (t − 1)th input increasing nonlinearly. From
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Table 2
The ﬁtted and predicted MSE and MAE from the LR, the PLR and the FCPLR model
Model Fitting Forecasting
MAE MSE MAE MSE
LR 10.5998 710.1993 9.9267 262.9612
PLR 10.3932 672.1018 8.9251 206.1145
FCPLR 9.8095 565.8185 7.8033 180.3590
the (t − 1)th output to the (t − 5)th output, they act nonlinearly on the t th output through the
(t − 3)th output.
From Table 2, we can see that the ﬁtted MSE andMAE and the predictive MSE andMAE from
the FCPLR model are smaller than that from the PLR model, respectively, and that from the PLR
model is smaller than that from the LR model. For example, in prediction the MSE was reduced
by 31.4% and the MAE by 21.4%. In brief, the FCPLR model is better than the LR model or the
PLR model.
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Appendix A. Proofs
A.1. Proof of Theorems 1 and 2
Lemma A.1. Under the assumptions AN1, AN2 and nh1h2 → ∞, h1 → 0, h2 → 0, we have
Sn ≡ 1
n
(
V TWV
)
= p(t0, v0)S(t0, v0)
(
1 + op(1)
)
,
S−1n ≡
(
1
n
V TWV
)−1
= p−1(t0, v0)S−1(t0, v0)
(
1 + op(1)
)
. (A.1)
The proof of Lemma A.1 can be completed using a similar method as in the proof of (3.54) in
Fan and Gijbels [8].
Letting Zi0 = 1, from (2.2) and (A.1), we have
a˜j (t0, v0)= 1
n
n∑
i=1
p∑
=0
1
p(t0, v0)
sj(t0, v0)ZiK1,h1(Xi − t0)K2,h2
×(Ui − v0)Yi
(
1 + op(1)
)
, (A.2)
for every j = 0, 1, . . . , p.
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Proof of Theorem 1. We have
aˇ0(t0)= 1
n2
n∑
k=1
n∑
i=1
1
p(t0, Uk)
(
p∑
=0
s0(t0, Uk)Zi
)
×K1,h1(Xi − t0)K2,h2(Ui − Uk)Yi{1 + op(1)},
a0(t0)= 1
n
n∑
k=1
a0(t0)
= 1
n
n∑
k=1
eT0,2p+2
(
V TWV
)−1
V TWV
×(a0(t0), a1(Uk), . . . , ap(Uk), h1a′0(t0), h2a′1(Uk), . . . , h2a′p(Uk))T
= 1
n2
n∑
k=1
n∑
i=1
1
p(t0, Uk)
(
p∑
=0
s0(t0, Uk)Zi
)
×K1,h1(Xi − t0)K2,h2(Ui − Uk)Wi(t0, Uk){1 + op(1)},
whereWi(t, v) = a0(t)+∑p=1 a(v)Zi+a′0(t)(Xi − t)+∑p=1 a′(v)(Ui −v)Zi. Therefore,
aˇ0(t0) − a0(t0) can be decomposed as
aˇ0(t0) − a0(t0) = (A11 + A12 + A2){1 + op(1)}, (A.3)
where
A11 = 1
n2
n∑
k=1
n∑
i=1
1
p(t0, Uk)
(
p∑
=0
s0(t0, Uk)Zi
)
×K1,h1(Xi − t0)K2,h2(Ui − Uk)
(
a0(Xi) − a0(t0) − a′0(t0)(Xi − t0)
)
A12 = 1
n2
n∑
k=1
n∑
i=1
1
p(t0, Uk)
(
p∑
=0
s0(t0, Uk)Zi
)
K1,h1(Xi − t0)K2,h2(Ui − Uk)
×
(
p∑
=1
a(Ui)Zi −
p∑
=1
a(Uk)Zi −
p∑
=1
a′(Uk)(Ui − Uk)Zi
)
,
A2 = 1
n2
n∑
k=1
n∑
i=1
1
p(t0, Uk)
(
p∑
=0
s0(t0, Uk)Zi
)
K1,h1(Xi − t0)K2,h2(Ui − Uk)i .
By interchanging summation signs and noting that
1
n
n∑
k=1
1
p(t0, Uk)
(
p∑
=0
s0(t0, Uk)Zi
)
K2,h2(Ui − Uk)
= p2(Ui)
p(t0, Ui)
(
p∑
=0
s0(t0, Ui)Zi
)
{1 + op(1)}. (A.4)
A11 can be rewritten as
A11 = 1
n
n∑
i=1
p2(Ui)
p(t0, Ui)
(
p∑
=0
s0(t0, Ui)Zi
)
K1,h1(Xi − t0)
×(a0(Xi) − a0(t0) − a′0(t0)(Xi − t0)) {1 + op(1)}.
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By using that
∑p
=0 s0(t0, v)s0(t0, v) = 1 and
∫
p2(v) dv = 1, we can show that
A11 = 122(K1)a′′0 (t0)h21{1 + op(1)}. (A.5)
As to A12, by interchanging summation signs and noting that, uniformly in i,
A12 = 1
n
n∑
k=1
1
p(t0, Uk)
(
p∑
=0
s0(t0, Uk)Zi
)
K2,h2(Ui − Uk)
×
(
p∑
=1
a(Ui)Zi −
p∑
=1
a(Uk)Zi −
p∑
=1
a′(Uk)(Ui − Uk)Zi
)
=Op(h22),
we have
A12 = Op(h22). (A.6)
Next we discuss A2. By (A.4), it can be represented
A2 = A˜2{1 + op(1)}, (A.7)
where
A˜2 = 1
n
n∑
i=1
p2(Ui)
p(t0, Ui)
(
p∑
=0
s0(t0, Ui)Zi
)
K1,h1(Xi − t0)i .
Obviously A˜2 is asymptotically normal with E(A˜2) = 0 and variance
E(A˜22)=
2
n
E
⎡
⎣ p22(U)
p2(t0, U)
(
p∑
=0
s0(t0, U)Z
)2
K21,h1(X − t0)
⎤
⎦
= 
2
n
E
⎡
⎣ p22(U)
p2(t0, U)
E
⎧⎨
⎩
⎛
⎝ p∑
=0
s0(t0, U)Z
)2∣∣∣∣∣∣X,U
⎫⎬
⎭K21,h1(X − t0)
⎤
⎦
= 
2	0(K1)
nh1
∫
p22(u)
p(t0, u)
s00(t0, u) du{1 + o(1)}
≡ 
2	0(K1)
nh1
20(t0){1 + o(1)}.
Therefore√
nh1A˜2
d−→ N
(
0, 2	0(K1)20(t0)
)
. (A.8)
Conjoining (A.3) and (A.5)–(A.8), we complete the proof of Theorem 1. 
Proof of Theorem 2. For every j = 1, . . . , p,
aˇj (v0)= 1
n2
n∑
k=1
n∑
i=1
1
p(Xk, v0)
(
p∑
=0
sj(Xk, v0)Zi
)
×K1,h1(Xi − Xk)K2,h2(Ui − v0)Yi{1 + op(1)},
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aj (v0)= 1
n
n∑
k=1
aj (v0)
= 1
n
n∑
k=1
eTj,2p+2
(
V TWV
)−1
V TWV
×(a0(Xk), a1(v0), . . . , ap(v0), h1a′0(Xk), h2a′1(v0), . . . , h2a′p(v0))T
= 1
n2
n∑
k=1
n∑
i=1
1
p(Xk, v0)
(
p∑
=0
sj(Xk, v0)Zi
)
×K1,h1(Xi − Xk)K2,h2(Ui − v0))Wi(Xk, v0){1 + op(1)}.
Therefore, aˇj (v0) − aj (v0) can be decomposed as
aˇj (v0) − aj (v0) = (B11 + B12 + B2){1 + op(1)}, (A.9)
where
B11 = 1
n2
n∑
k=1
n∑
i=1
1
p(Xk, v0)
(
p∑
=0
sj(Xk, v0)Zi
)
K1,h1(Xi − Xk)K2,h2(Ui − v0)
×
(
p∑
=1
a(Ui)Zi −
p∑
=1
a(v0)Zi −
p∑
=1
a′(v0)(Ui − v0)Zi
)
,
B12 = 1
n2
n∑
k=1
n∑
i=1
1
p(Xk, v0)
(
p∑
=0
sj(Xk, v0)Zi
)
×K1,h1(Xi − Xk)K2,h2(Ui − v0)
(
a0(Xi) − a0(Xk) − a′0(Xk)(Xi − Xk)
)
,
B2 = 1
n2
n∑
k=1
n∑
i=1
1
p(Xk, v0)
(
p∑
=0
sj(Xk, v0)Zi
)
K1,h1(Xi − Xk)K2,h2(Ui − v0)i .
By interchanging summation signs and noting that
1
n
n∑
k=1
1
p(Xk, v0)
(
p∑
=0
sj(Xk, v0)Zi
)
K1,h1(Xi − Xk)
= p1(Xi)
p(Xi, v0)
(
p∑
=0
sj(Xi, v0)Zi
)
{1 + op(1)}, (A.10)
B11 can be rewritten as
B11 = 1
n
n∑
i=1
p1(Xi)
p(Xi, v0)
(
p∑
=0
sj(Xi, v0)Zi
)
K2,h2(Ui − v0)
×
(
p∑
=1
a(Ui)Zi −
p∑
=1
a(v0)Zi −
p∑
=1
a′(v0)(Ui − v0)Zi
)
{1 + op(1)}.
Using
∑p
=0 sj(x, v0)sj(x, v0) = 1,
∑p
=0 sj(x, v0)sj ′(x, v0) = 0 (j 	= j ′) and
∫
p1(x)
dx = 1, we can show that
B11 = 122(K2)a′′j (v0)h22{1 + op(1)}. (A.11)
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As to B12, by interchanging summation signs and noting that, uniformly in i,
1
n
n∑
k=1
1
p(Xi, v0)
(
p∑
=0
sj(Xi, v0)Zi
)
K1,h1(Xi − Xk)
× (a0(Xi) − a0(Xk) − a′0(Xk)(Xi − Xk))
= Op(h21),
we have
B12 = Op(h21). (A.12)
Next we discuss B2. By (A.10), it can be represented
B2 = B˜2{1 + op(1)}, (A.13)
where
B˜2 = 1
n
n∑
i=1
p1(Xi)
p(Xi, v0)
(
p∑
=0
sj(Xi, v0)Zi
)
K2,h2(Ui − v0)i .
Obviously B˜2 is asymptotically normal with E(B˜2) = 0 and variance
E(B˜22 )=
2
n
E
⎡
⎣ p21(X)
p2(X, v0)
(
p∑
=0
sj(X, v0)Z
)2
K22,h2(U − v0)
⎤
⎦
= 
2
n
E
⎡
⎣ p21(X)
p2(X, v0)
E
⎧⎨
⎩
⎛
⎝ p∑
=0
sj(X, v0)Z
)2∣∣∣∣∣∣X,U
⎫⎬
⎭K22,h2(U − v0)
⎤
⎦
= 
2	0(K2)
nh2
∫
p21(x)
p(x, v0)
sjj (x, v0) dx{1 + o(1)}
≡ 
2	0(K2)
nh2
2j (v0){1 + o(1)}.
Therefore√
nh2B˜2
d−→ N
(
0, 2	0(K2)2j (v0)
)
. (A.14)
Conjoining (A.9) and (A.11)–(A.14), we complete the proof of Theorem 2. 
A.2. Proof of Theorems 3 and 4
Lemma A.2. Under the assumptions AN1, AN2 and nh3 → ∞, h3 → 0, we have
Sn1(x0) = 1
n
(X˜T W1X˜) = p1(x0)S1(x0)(1 + op(1)),
S−1n1 (x0) = p−11 (x0)S−11 (x0)(1 + op(1)), (A.15)
where S1 = diag(1, 2(K3)).
H. Wong et al. / Journal of Multivariate Analysis 99 (2008) 278–305 299
The proof of Lemma A.2 can be completed using a similar method as in the proof of (3.54) in
Fan and Gijbels [8].
Proof of Theorem 3. By (2.12) and Lemma A.2, aˆ0(x0) can be represented as
aˆ0(x0) = aˆ01(x0) + aˆ02(x0), (A.16)
where
aˆ01(x0) = 1
n
n∑
l=1
1
p1(x0)
K3,h3(Xl − x0)
(
Yl −
p∑
=1
a(Ul)Zl
)
(1 + op(1)),
aˆ02(x0) = 1
n
n∑
l=1
1
p1(x0)
K3,h3(Xl − x0)
(
p∑
=1
a(Ul)Zl −
p∑
=1
aˇ(Ul)Zl
)
(1 + op(1)),
and a0(x0) can be represented as
a0(x0)= eT1,2
(
X˜T W1X˜
)−1 (
X˜T W1X˜
)
(a0(x0), a
′
0(x0)h3)
T ,
= 1
n
n∑
l=1
1
p1(x0)
K3,h3(Xl − x0)
(
a0(x0) + a′0(x0)(Xl − x0)
)
(1 + op(1)).
We can derive from this
aˆ01(x0) − a0(x0) = (1 + 2)(1 + op(1)), (A.17)
where
1 = 1
n
n∑
l=1
1
p1(x0)
K3,h3(Xl − x0)
(
a0(Xl) − a0(x0) − a′0(x0)(Xl − x0)
)
,
2 = 1
n
n∑
l=1
1
p1(x0)
K3,h3(Xl − x0)l .
By using a similar argument as in Lemma 2, we can show that
1 = 122(K3)a′′0 (x0)h23(1 + op(1)). (A.18)
As to 2, it is obviously asymptotically normal with E(2) = 0, and
Var(2) = 
20(K3)
nh3p1(x0)
(1 + o(1)).
Therefore
√
nh32
d−→ N
(
0,
20(K3)
p1(x0)
)
. (A.19)
Conjoining (A.17), (A.18) and (A.19), we have
√
nh3
(
aˆ01(x0) − a0(x0) − 122(K3)a
′′
0 (x0)h
2
3
)
d−→ N
(
0,
20(K3)
p1(x0)
)
. (A.20)
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Next we discuss aˆ02(x0). Note that
aj (Ul)= 1
n
n∑
k=1
eTj,2p+2
(
V T (Xk,Ul)W(Xk,Ul)V (Xk,Ul)
)−1
×
(
V T (Xk,Ul)W(Xk,Ul)V (Xk,Ul)
)
×
(
a0(Xk), a1(Ul), . . . , ap(Ul), h1a
′
0(Xk), h2a
′
1(Ul), . . . , h2a
′
p(Ul)
)T
= 1
n
n∑
k=1
eTj,2p+2
(
V T (Xk,Ul)W(Xk,Ul)V (Xk,Ul)
)−1
×
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
n∑
i=1
K1,h1(Xi − Xk)K2,h2(Ui − Ul)Wi(Xk, Ul)
n∑
i=1
ZiK1,h1(Xi − Xk)K2,h2(Ui − Ul)Wi(Xk, Ul)
n∑
i=1
(
Xi − Xk
h1
)
K1,h1(Xi − Xk)K2,h2(Ui − Ul)Wi(Xk, Ul)
n∑
i=1
(
Ui − Ul
h2
)
ZiK1,h1(Xi − Xk)K2,h2(Ui − Ul)Wi(Xk, Ul)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 1
n2
n∑
k=1
n∑
i=1
1
p(Xk,Ul)
(
p∑
=0
sj(Xk, Ul)Zi
)
×K1,h1(Xi − Xk)K2,h2(Ui − Ul)Wi(Xk, Ul)(1 + op(1)).
We have
aj (Ul) − aˇj (Ul) = (j1 + j2)(1 + op(1)),
where
j1 = 1
n2
n∑
k=1
n∑
i=1
1
p(Xk,Ul)
(
p∑
=0
sj(Xk, Ul)Zi
)
K1,h1(Xi − Xk)K2,h2(Ui − Ul)
×
(
a0(Xi) +
p∑
=1
a(Ui)Zi − Wi(Xk,Ul)
)
,
j2 = 1
n2
n∑
k=1
n∑
i=1
1
p(Xk,Ul)
(
p∑
=0
sj(Xk, Ul)Zi
)
K1,h1(Xi − Xk)K2,h2(Ui − Ul)i .
Furthermore
aˆ02(x0) = (D1 + D2)(1 + op(1)), (A.21)
where
D1 = 1
n
p∑
l=1
1
p1(x0)
(
p∑
=1
1Zl
)
K3,h3(Xl − x0),
D2 = 1
n
p∑
l=1
1
p1(x0)
(
p∑
=1
2Zl
)
K3,h3(Xl − x0).
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As to D1, by interchanging summation signs and noting that, uniformly in i,
1
n
n∑
k=1
1
p(Xk,Ul)
(
p∑
=0
sj(Xk, Ul)Zi
)
K1,h1(Xi − Xk)K2,h2(Ui − Ul)
×(a0(Xi) +
p∑
=1
a(Ui)Zi − Wi(Xk,Ul))
= Op(h21 + h22),
it holds that
D1 = Op(h21 + h22).
Furthermore√
nh3D1 = op(1). (A.22)
Next we discuss D2. Note that
1
n
n∑
k=1
1
p(Xk,Ul)
(
p∑
=0
sj(Xk, Ul)Zi
)
K1,h1(Xi − Xk)
= p1(Xi)
p(Xi, Ul)
(
p∑
=0
sj(Xi, Ul)Zi
)
(1 + op(1)),
and, uniformly in i,
j (Xi)≡
1
n
n∑
l=1
1
p(Xi, Ul)
(
p∑
=0
sj(Xi, Ul)ZiZlj
)
K2,h2(Ui − Ul)K3,h3(Xl − x0)
=Op(1).
Then
D2 = 1
n
n∑
i=1
p1(Xi)
p1(x0)
p∑
j=1
j (Xi)i = Op
(
n−1/2
)
,
which implies√
nh3D2 = op(1). (A.23)
Conjoining (A.22) and (A.23), we have√
nh3aˆ02(x0) = op(1). (A.24)
Conjoining (A.16), (A.20) and (A.24), we complete the proof of Theorem 3. 
Lemma A.3. Under the assumptions AN1, AN2 and nh4 → ∞, h4 → 0, we have
Sn2(u0) = 1
n
(U˜T W2U˜ ) = p2(u0)S2(u0)(1 + op(1)),
S−1n2 (u0) = p−12 (u0)S−12 (u0)(1 + op(1)), (A.25)
where S2(u0) = diag((u0), 2(K4)(u0)).
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The proof of Lemma A.3 can be completed using a similar method as in the proof of (3.54) in
Fan and Gijbels [8]. Now we prove the theorem.
Proof of Theorem 4. By (2.15) and Lemma A.3, aˆj (u0) can be represented as
aˆj (u0) = aˆj1(u0) + aˆj2(u0), (A.26)
where
aˆj1(u0) = 1
n
n∑
l=1
−1j (u0)Zl
p2(u0)
K4,h4(Ul − u0) (Yl − a0(Xl)) (1 + op(1)),
aˆj2(u0) = 1
n
n∑
l=1
−1j (u0)Zl
p2(u0)
K4,h4(Ul − u0)
(
a0(Xl) − aˇ0(Xl)
)
(1 + op(1)),
and −1j (u) is the j th row of 
−1(u). Similarly, aj (u0) can be represented as
aj (u0)= eTj,2p
(
U˜T W2U˜
)−1 (
U˜T W2U˜
)(
a1(u0), . . . , ap(u0), a
′
1(u0)h4, . . . , a
′
p(u0)h4
)T
= 1
n
n∑
l=1
−1j (u0)Zl
p2(u0)
K4,h4(Ul − u0)
(
p∑
=1
Zl(a(u0) + a′(u0)(Ul − u0))
)
×(1 + op(1)).
We can derive from this
aˆj1(u0) − aj (u0) = (Q1 + Q2)(1 + op(1)), (A.27)
where
Q1=1
n
n∑
l=1
−1j (u0)Zl
p2(u0)
K4,h4(Ul−u0)
(
p∑
=1
Zl
(
a(Ul)−a(u0)−a′(u0)(Ul−u0)
))
,
Q2 = 1
n
n∑
l=1
−1j (u0)Zl
p2(u0)
K4,h4(Ul − u0)l .
By using a similar argument as in Lemma 3, we can show that
Q1 = 122(K4)a′′j (u0)h24(1 + op(1)). (A.28)
As to Q2, it is obviously asymptotically normal with E(Q2) = 0, and
Var(Q2) = 
20(K4)
jj (u0)
nh4p2(u0)
.
Therefore
√
nh4Q2
d−→ N
(
0,
20(K4)
jj (u0)
p2(u0)
)
. (A.29)
Conjoining (A.27), (A.28) and (A.29), we have√
nh4
(
aˆj1(u0) − aj (u0) − 122(K4)a
′′
j (u0)h
2
4
)
d−→ N
(
0,
20(K4)
jj (u0)
p2(u0)
)
.
(A.30)
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Next we discuss aˆj2(u0). Note that
a0(Xl)= 1
n
n∑
k=1
eT0,2p+2
(
V T (Xl, Uk)W(Xl, Uk)V (Xl, Uk)
)−1
×
(
V T (Xl, Uk)W(Xl, Uk)V (Xl, Uk)
)
×
(
a0(Xl), a1(Uk), . . . , ap(Uk), h1a
′
0(Xl), h2a
′
1(Uk), . . . , h2a
′
p(Uk)
)T
= 1
n
n∑
k=1
eT0,2p+2
(
V T (Xl, Uk)W(Xl, Uk)V (Xl, Uk)
)−1
×
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
n∑
i=1
K1,h1(Xi − Xl)K2,h2(Ui − Uk)Wi(Xl, Uk)
n∑
i=1
ZiK1,h1(Xi − Xl)K2,h2(Ui − Uk)Wi(Xl, Uk)
n∑
i=1
(
Xi − Xl
h1
)
K1,h1(Xi − Xl)K2,h2(Ui − Uk)Wi(Xl, Uk)
n∑
i=1
(
Ui − Uk
h2
)
ZiK1,h1(Xi − Xl)K2,h2(Ui − Uk)Wi(Xl, Uk)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 1
n2
n∑
k=1
n∑
i=1
1
p(Xl, Uk)
(
p∑
=0
s0(Xl, Uk)Zi
)
×K1,h1(Xi − Xl)K2,h2(Ui − Uk)Wi(Xl, Uk)(1 + op(1)).
We have
a0(Xl) − aˇ0(Ul) = (R01 + R02)(1 + op(1)),
where
R01 = 1
n2
n∑
k=1
n∑
i=1
1
p(Xl, Uk)
(
p∑
=0
s0(Xl, Uk)Zi
)
K1,h1(Xi − Xl)K2,h2(Ui − Uk)
×(a0(Xi) +
p∑
=1
a(Ui)Zi − Wi(Xl, Uk)),
R02 = 1
n2
n∑
k=1
n∑
i=1
1
p(Xl, Uk)
(
p∑
=0
s0(Xl, Uk)Zi
)
K1,h1(Xi − Xl)K2,h2(Ui − Uk)i .
Furthermore
aˆj2(u0) = (T1 + T2)(1 + op(1)), (A.31)
where
T1 = 1
n
p∑
l=1
−1(u0)Zl
p2(u0)
R01K4,h4(Ul − u0),
T2 = 1
n
p∑
l=1
−1(u0)Zl
p1(x0)
R02K4,h4(Ul − u0).
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By arguments similar to those given in the analysis of D1, it holds that
T1 = Op(h21 + h22).
Furthermore√
nh4T1 = op(1). (A.32)
Next we discuss T2. Note that
1
n
n∑
k=1
1
p(Xl, Uk)
(
p∑
=0
s0(Xl, Uk)Zi
)
K2,h2(Ui − Uk),
= p2(Ui)
p(Xl, Ui)
(
p∑
=0
s0(Xl, Ui)Zi
)
(1 + op(1)),
and, uniformly in i,
(Ui)≡1
n
n∑
l=1
−1j (u0)Zl
p(Xl, Ui)
(
p∑
=0
s0(Xl, Ui)Zi
)
K1,h1(Xi−Xl)K4,h4(Ui−v0)=Op(1).
Then
T2 = 1
n
n∑
i=1
p2(Ui)
p2(u0)
(Ui)i = Op
(
n−1/2
)
,
which implies√
nh4T2 = op(1). (A.33)
Conjoining (A.31), (A.32) and (A.33), we have√
nh4aˆj2(u0) = op(1). (A.34)
Conjoining (A.26), (A.30) and (A.34), we complete the proof of Theorem 4. 
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