A Lie algebra structure on variation vector fields along an immersed curve in a 2-dimensional real space form is investigated. This Lie algebra particularized to plane curves is the cornerstone in order to define a Hamiltonian structure for plane curve motions. The Hamiltonian form and the integrability of the planar filament equation is finally discussed from this point of view.
Introduction
This paper is motivated by the investigation of relationships between geometric motions of curves in a certain space and Hamiltonian systems of PDE's. Hamiltonian systems have been and remain an active topic of research, as witnessed by a number of relevant publications in the last decades. There is a great number of papers dealing with the study of integrable systems associated with the evolution of plane (or n-dimensional) curves, specifically, evolution equations for the differential invariants of the curve, for example, its curvatures. The pioneering work [1] by Hasimoto about the motion of a vortex filament in a fluid and its connection with the cubic nonlinear Schrödinger (NLS) equation through the Hasimoto transformation was the first to suggest such a link. The vortex filament flow is the evolution equation for space curves modelling the motion of a one-dimensional vortex filament in an incompressible fluid, and is given by γ t = kB,
where γ t (s) = γ(s, t) denotes the evolving curve, parametrized by the arc-length s, and k is its curvature.
Motivated by this result, many other authors raised the issue of what other curves flows induce a completely integrable PDE for their curvatures. In [2] Lamb gave a general procedure that helps to identify a certain space curve evolution with a given integrable equation. Later, in [3, 4, 5, 6, 7, 8] and other references therein, the authors provide Hamiltonian structures to the intrinsic geometry of curves in n-dimensional Riemannian manifolds from different backgrounds. Chou and Qu (see [9, 10] ) study motions of plane curves when the velocity vector fields are given in terms of differential invariants under other background geometries, considering Klein geometries instead of Euclidean ones. They have obtained, among other nonlinear equations, that KdV, Harry-Dym and Sawada-Kotera equations are induced by this kind of motions. Nevertheless, the common thread of these papers is the study of the relationship between differential invariants and Hamiltonian structures of PDE's.
However, there are very few papers addressing the integrability of the curve motion equation itself. In this regard, Langer and Perline (see for instance [11] ) interpreted the Hasimoto transformation as a Poisson map transforming LIE to NLS, which allows to lift Poisson structures of NLS equation to appropriate Poisson structures on the space of curves, finding in this way an infinite hierarchy of local commuting generalized symmetries and conserved quantities in involution for the LIE equation as the pull-back of those for the NLS equation. Yasui and Sasaki (see [12] ), based on [11] , introduce a differential calculus on the space of asymptotically linear curves in order to clarify the integrability of the vortex filament equation by developing a recursion operator, symmetries and constants of motion. The planar filament (PF) equation ( [13, 14] ) is given by
In [13] , the authors show that all the odd vector fields in the infinite sequence of commuting vector fields for LIE hierarchy are planarity-preserving, and this infinite sequence, starting with PF itself, is an integrable system. The PF flow induces the mKdV equation
Drawing inspiration from the ideas of these papers, our aim here is to define a Lie algebra structure on the whole set of local variation vector fields along a inmersed curve in a 2-dimensional space form. It should be remarked that the subspace consisting of local arc-length preserving variation vector fields is actually closed under bracket (Theorem 8). By using this Lie algebra particularized to plane curves we define a Lie algebra structure on the phase space of PF equation, i.e., on the arc-length preserving variation vector fiels on planar curves (Theorem 11), that enables us to set a Hamiltonian structure as well as showing its integrability. To achieve this, we first construct a Lie algebras homomorphism between the Lie algebra of local arc-length variation vector fields and the Lie algebra of derivation vector fields. Then, we pull-back the standard Hamiltonian structure at the level of the curvature flow (the one for mKdV flow) to a Hamiltonian structure at the level of the curve flow (the one for PF equation) by means of such homomorphism. Our approach may be somewhat a formalization of the idea given in [15] in which a curve motion flow is defined to be integrable if it induces a completely integrable system of PDE for its curvatures. Our background will be the algebraic general formalism by Gelfand and Dickey (see [16] for more details) about Hamiltonian structures, even though we could have used another different algebraic framework for our purposes.
Lastly, let us add that it was shown in [17] that the PF equation can be interpreted physically as localized induction equation for boundary of vortex patch for ideal fluid flow in two dimensions. But, the PF equation has appeared in many other contexts, for instance, in [18] the authors present the results of experimental and theoretical study of two-dimensional vortex filament tangling, appearing in laser-matter interactions on nanosecond time scale. In two dimensions, the authors use planar filament equation as an evolution equation on plane curves.
Below we summarize the general outline of the rest of the paper. In Sect. 2 we introduce some definitions and properties about derivations, and afterwards we give the suitable mathematical framework to study our Hamiltonian structures. Then we move in Sect. 3 to study the space of immersed arc-length parametrized curves in a 2-dimensional real space form. In particular, we describe the space consisting of variation vector fields locally preserving arc-length parameter and derive important results for later use. Sect. 4 is the main section and is devoted to study the Lie algebra structure on local variation vector fields. In Sect. 5 we use such a Lie algebra to construct the Hamiltonian operator and give the Hamiltoninan structure for planar filament equation, discussing also its integrability.
Preliminaries
In this section we present the algebraic general framework underlying in both finite and infinite dimensional Hamiltonian systems (see [16] ). Firstly, we introduce the differential calculus which will be needed later.
Differential algebra P
Let n be a positive integer and consider u 0 , u 1 , . . . , u n−2 differentiable functions in the real variable
. . , n − 2} . Let P be the real algebra of polynomials in u 0 , . . . , u n−2 and their derivatives of arbitrary order, namely,
In this algebra we define a derivation ∂ obeying
becoming P a differential algebra. We also denote by P 0 the elements of P such that its constant term vanishes. It is customary to take ∂ as the total derivative D x which can be viewed as
Besides ∂, other derivations ξ may also be considered. The action of ξ is determined if we know how ξ acts on the generators of the algebra. Indeed, set 
, where a i = a i,0 = ξu i . The space of all derivations on P, denoted by der(P), is a Lie algebra with respect to the usual commutator
Let a = (a 0 , . . . , a n−2 ) be a set of n − 1 elements of P and write
A direct computation shows that ∂ a are derivations in P verifying
Thus, the set of derivations ∂ a is a Lie subalgebra of der(P). We will refer to ∂ a as a derivation vector field, and the algebra of derivation vector fields will be denoted by der * (P). Observe that, in particular, if we take (b) A derivation vector field ∂ a acts on a functional F = f dx, with f ∈ P, according to the formula
(c) The following relation holds
where
is the standard variational derivative.
From an algebraic point of view, the set of functionals is given byP = P/ Im(∂), and the canonical projection π : P →P is traditionally denoted by dx. For any f, g ∈ P we have the skew-symmetry property
Algebraic treatment of the Hamiltonian structure
In order to define a Hamiltonian structure we need the following elements:
(1) A Lie algebra V endowed with a Lie bracket [·, ·]. The elements of V are called vector fields.
(2) A linear space Ω 0 with a left V-module structure such that the elements of V act on Ω 0 as left linear operators
and the following requirement is satisfied
The space Ω 1 has to satisfy the following conditions:
Hence a bilinear form which maps the elements α ∈ Ω 1 and ξ ∈ V to α, ξ ≡ α(ξ) is defined.
(4) A Hamiltonian (or Poisson) operator, i.e., a skew symmetric mapping π : Ω 1 → V verifying:
(h2) The 2-form ω(πα, πβ) = πα, β is closed with respect to the differential defined by the Lie formula
Given a Hamiltonian structure, for every element F ∈ Ω 0 we can associate the vector field ξ F = π(dF ). A natural Poisson bracket of two elements F, G ∈ Ω 0 is also obtained by
It can be proved that the above bracket is skew-symmetric, satisfies the Jacobi equation and verifies
Thus, given a Hamiltonian H ∈ Ω 0 , one can construct Hamiltonian differential equations as follows: for any F ∈ Ω 0 we have
A vector field ξ ∈ V is called bi-Hamiltonian with respect to Hamiltonian operators π 0 and π 1 if there exist H 0 , H 1 ∈ Ω 0 verifying:
A linear differential operator R : V → V is a recursion operator for a vector field ξ if it is invariant under ξ, i.e., L ξ R = 0, where L ξ is the Lie derivative along ξ. R is said to be hereditary if for an arbitrary vector field ξ ∈ V the following relation is verified
Example 2. We shall set out briefly the bi-Hamiltonian structure for mKdV equation to be used later on. We consider P the real algebra of polynomials in k and V the Lie algebra of derivations ∂ a , with a ∈ P. Let Ω 0 be the V-module of functionals, i.e.,
The vector fields ∂ a act on the functionals according to
The space of one-forms is given by Ω 1 = {α p : p ∈ P}, where each covector field α p : V → Ω 0 is defined by α p (∂ a ) = apds. We consider the Hamiltonian operators π 0 , π 1 given by
It is well-known that
is a bi-Hamiltonian system. The Hamiltonian differential equation is
Hence, the operator R = π 1 π
The Poisson bracket associated to π 1 acting on a pair of functionals F = f ds and G = gds is given by
Curves variations
In this section we introduce the space of curves which we are going to work with. Firstly, we briefly describe some basic notions about the geometry of immersed curves in a 2-dimensional real space form. Afterwards we will recall some properties and formulas about curve variations in which many results are stated without proof.
Let M 2 (G) be a 2-dimensional real space form with sectional curvature G and γ : I → M 2 (G) be an immersed arc-length parametrized curve in M 2 (G). We set {T, N } the Frenet frame of the curve, where T (s) = γ ′ (s) is the unit tangent vector and N is the unit normal to the curve. The Frenet equations are given by
where k(s) = ∇ T (s) T (s) is the curvature of the curve. The fundamental theorem for these curves tells us that k determines completely the curve up to isometries. Even more, given a function k(s) we can always construct a curve in M 2 (G), parametrized by the arc-length parameter s, whose curvature function is precisely k(s).
For a curve γ = γ(t) : I ⊂ R → M 2 (G) (not necessarily arc-length parametrized) we will denote by v(t) = γ ′ (t) the speed of γ. For the sake of simplicity the letter γ will also denote a variation γ = γ(t, ε) :
. Associated with such a variation is the variation vector field V (t) = V (t, 0), where V = V (t, ε) = ∂γ ∂ε (t, ε). We will use T = T (t, ε), v = v(t, ε), etc. with obvious meanings. We write γ(s, ε), k(s, ε), v(s, ε), etc., for the corresponding arc-length reparametrizations.
In order to set up some results in this section we require to compute the formula for the variation of the curvature. The following lemma is a particular case of the corresponding lemma in [19] (p. 3) for curves variations in a Riemannian manifold.
Lemma 3. With the above notation, the following assertions hold:
Proposition 4. Let γ be an immersed curve in M 2 (G), k its curvature and X(γ) the set of differentiable vector fields along γ. If V ∈ X(γ), then
where ρ V = ∇ T V, T and ϕ V = ∇ T V, N stand for the tangential and normal components of ∇ T V , respectively, and g V = V, N is the normal component of V .
Proof. We compute the first derivative of ϕ V ,
Using Lemma 3(b) the formula (10) holds trivially.
Definition 5. We say that V ∈ X(γ) locally preserves the arc-length parameter along γ if ∂v ∂ε ε=0
= 0.
As an immediate consequence of Lemma 3 we obtain the following result.
Proposition 6. A vector field V ∈ X(γ) locally preserves the arc-length parameter if and only if ρ V = 0.
the space of arc-length parametrized curves in M 2 (G). It is easy to see that T γ Λ G can be identified with the set of all vector fields associated with variations of arc-length parametrized curves in M 2 (G) starting from γ. It is clear that a vector field in T γ Λ G locally preserves the arc-length parameter. The converse is also true.
Proposition 7.
A vector field along γ ∈ Λ G is tangent to Λ G if and only if it locally preserves the arc-length parameter, i.e.,
where D
−1 s
is a formal indefinite s-integral.
Therefore, a tangent vector field V is completely determined by a differentiable function g V and a constant. Throughout the paper such a constant will be assumed to be zero. From Propositions 4, 6 and 7 it is straightforward to check that if V ∈ T γ Λ G then
where D is given in Example 2.
Finally, we shall deduce the first variation formula for an action S :
. .)ds, where k γ is the curvature function of the curve γ and L is a differentiable function.
γ ε be a variation vector field on γ, where γ ε ∈ Λ G and γ 0 = γ, then by using Proposition 4 and a standard argument involving some integrations by parts, the first-order variation formula becomes:
where δL δk stands for the usual variational derivative.
A Lie algebra structure on variation vector fields
Let γ : I → M 2 (G) be a curve with curvature function k and let P = R[k (m) : m ∈ N] be the real algebra of polynomials in k and their derivatives of arbitrary order, where k (m) = k (m) (s), and set
and
s (kg) ∈ P 0 . Motivated by Lemma 3 and Proposition 4, given V ∈ X P (γ), we denote by D V the unique derivation on X P (γ) verifying:
Thus, if V = f V T + g V N and W = f W T + g W N are variation vector fields in X P (γ), we obtain the following formula:
Furthermore, it is straightforward to check that D V is compatible with the metric, i.e.
where W 1 , W 2 ∈ X P (γ). We state the main result of this section.
Theorem 8. Let γ be a curve in Λ G and consider [·, ·] γ : X P (γ) × X P (γ) → X P (γ) the map given by
Then:
(c) [, ] γ satisfies the Jacobi identity.
Proof. To streamline the notation in the proof, given two vector fields
being ϕ i = ϕ Vi and ϕ j = ϕ Vj . Furthermore, if we set ρ i = ρ Vi and ρ j = ρ Vj , then some straightforward computations led to
from which we can infer that
where ϕ ij = ϕ Vij and ρ ij = ρ Vij . To prove (a) it is sufficient to show that
By combining formulas (20) and (16) we obtain
The item (b) is deduced directly from the skew-symmetry of the formulas given in (18) . In order to obtain (c) we use (a) together with relations
Taking into consideration again (20) and (16), the above cyclic terms vanish, i.e.,
Finally, we obtain (d) from (20), since if V 1 and V 2 are variation vector fields in T γ (Λ G ) then ρ 12 = V 1 (ρ 2 ) − V 2 (ρ 1 ) = 0, and therefore V 12 ∈ T P,γ (Λ G ).
From the above result it follows that [, ]
γ is a Lie bracket, (X P (γ), [, ] γ ) is a Lie algebra and
is a Lie subalgebra of X P (γ). Observe the condition of arc-length preserving requires anti-differentiation which does not, in general, preserve the local nature of f . Theorem 8(d) shows that the subspace consisting of vector fields with local f is if fact closed under bracket.
Each vector field V ∈ T P,γ (Λ G ) can be considered as a derivation on P acting on the generator k in the following way:
Furthermore V commutes with T = D s (since V locally preserves the arc-length parameter), then V can be indentified with the derivation vector field ∂ V (k) .
Proof. Because of the linearity of the map Φ γ , to prove that it is a homomorphism, we must show that Φ γ keeps the Lie bracket, i.e.,
According to the definition of Φ γ it is sufficient to show that
But the last equality is inferred from Theorem 8(a), since
Hamiltonian structure for plane curve evolution equations
Consider Λ 0 the space of arc-length parametrized plane curves given by (11) when G = 0. A map f : Λ 0 → C ∞ (I, R) is referred to as a scalar field on Λ 0 and f(γ) will be also denoted by f γ . Let A be the algebra of P-valued scalar fields on Λ 0 , i.e., if f ∈ A, then f γ ∈ P for all γ ∈ Λ 0 . In this sense, we will also understand the curvature scalar field κ : Λ 0 → C ∞ (I, R) with its obvious meaning. In the same way, a mapV : Λ 0 → ∪ γ∈Λ0 T γ Λ 0 is referred to as a vector field on Λ 0 andV (γ) will be also denoted byV γ . We shall denote the set of tangent vector fields on Λ 0 as X(Λ 0 ), and within we consider the subset X A (Λ 0 ) of vector fields having components in A, namely,
the last condition being a consequence of Proposition 7. Observe that ifV ∈ X A (Λ 0 ), thenV γ is an arc-length locally preserving vector field along γ. We also denote byX A (Λ 0 ) the set of vector fieldsV such thatV γ ∈ X P (γ) (not necessarily arc-length locally preserving). Hence,
In what follows, we shall operate with scalar fields and vector fields in the natural way, understanding that the result of the operation is again a scalar field or vector field. For instance, if V ,W are vector fields on Λ 0 , then V ,W is a scalar field, where V ,W (γ) = V γ ,W γ ; or ∇TV (γ) is again a vector field, where ∇TV (γ) = ∇T γV γ and so on.
As a direct consequence of Theorem 8, we shall define a Lie algebra structure onX A (Λ 0 ).
is a Lie bracket verifying:
) is a Lie algebra and (X A (Λ 0 ), [, ] ) is a Lie subalgebra of X A (Λ 0 ).
We define der(A) the set of derivations on A defined in the natural way and der * (A) the Lie subalgebra of derivation vector fields. In this setting, the elements of der * (A) are given by ∂ a , with a ∈ A, such that they are defined by ∂ a f(γ) = ∂ aγ f γ , for all f ∈ A. Each vector fieldV on Λ 0 can be considered as a derivation on A acting on the generator κ in the following way:
where ϕV γ = ∇T γV γ ,N γ . Because of Proposition 9, the map Φ :
is a homomorphism of Lie algebras. Futhermore, Φ is injective, since if ∂V (κ) = 0 thenV (κ) = 0, and thereforeV γ (κ γ ) = 0 for all γ ∈ Λ 0 , which necessarily implies thatV = 0. Therefore, Im(Φ) is a Lie subalgebra of the algebra of derivation vector fields der * (A), so we conclude that the algebra of vector fields X A (Λ 0 ) on Λ 0 can be regarded as a Lie subalgebra of derivation vector fields. Hereinafter, ifV is a variation vector field, we will understand that
We are in a position to set out the ingredients to construct a Hamiltonian structure on X A (Λ 0 ). Consider Ω 0 the set of actions on Λ 0 whose Lagrangian density is an element of A. Observe that an action I Lds can be thought of as a functional Lds when we consider suitable conditions on the function κ(s) in order to get that the boundary term vanishes when integrating by parts, and so the property (5) holds. This is why we shall consider the set of algebraic functionals
Here we understand that S acts on
From Theorem 11(a), the compatibility condition given by (6) is trivial. ConsiderΩ 1 the linear space given by all the linear Ω 0 -valued functionals on the vector fields space X A (Λ 0 ). For each element p of A we associate a covector field α p :
where α pγ is defined in the Example 2. We set the space Ω 1 as
We shall show that if S ∈ Ω 0 , then dS ∈ Ω 1 . Indeed,
Since κ δL δκ ′ is a total derivative we obtain dS = α δL δκ ∈ Ω 1 . Observe that we can identify dS with δS, this being a consequence of (15) .
is a Hamiltonian operator, where π 1 is given in the Example 2.
The proof of Theorem 12 is easily deduced by using (22), (23) and the fact that Φ is an homomorphism of algebras. Explicitly, we find that
where D is the operator described in the Example 2.
Remark 13. Automatically, we have defined a natural Poisson bracket given by (7), which in this case takes the form:
Evaluating on γ and using (22) we obtain
where the last equality is followed from (8).
Finally, we proceed to calculate explicitly the Hamiltonian differential equation 
Example 14. We consider S 0 = 
This equation is known by planar filament equation, and was studied in [13] from a different approach.
is a hereditary recursion operator forV S0 .
Proof. The proof is a direct consequence of Proposition 9. In particular, it is the result of applying the following formulas: Observe that it coincides with the recursion operator for planar filament equation given in [13] . The three first terms of the sequence are: It is thus a well-known fact that recursion operators are integro-differential operators such that acting on a symmetry produces another symmetry. In fact, if we have a Hamiltonian equation with a hereditary recursion operator, then it generates a infinite hierarchy of independent vector fields commuting each other, i.e. LV nR = 0 and [V n ,V m ] = 0 for all n, m ∈ N. In this sense we refer to this system as an integrable one.
Conclusions
We have given a Hamiltonian structure for plane curves motions in the context of Gelfand and Dickey approach to integrability. The key fact in order to give the Hamiltonian structure has been to define a Lie algebra structure on the whole set of local (polinomial in curvature and its derivatives) arc-length preserving variation vector fields which includes the commuting flows as a subalgebra. As far as we know, this is not done elsewhere. In addition, we show that this set can be identified with a Lie subalgebra of derivation vector fields. This identification acts as a bridge between the phase space of mKdV equation and the phase space of planar filament equation. In particular, by means of this connection, the recursion operator for PF equation is deduced from the recursion operator of the mKdV, thus showing the well-known fact that PF equation is an integrable system. This way of approaching is different from what has been presented in the literature so far. For simplicity, it has been studied for 2-dimensional backgrounds for achieving an appropiate understanding, but everything points to this framework can be adapted to space of curves in R n and other different ambient spaces, that will be the subject of future research.
