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This dissertation essentially consists of three related studies concerned with quan-
tifying the structure and micromechanical state of bulk polycrystalline materials. They
are contained in Chapters 1, 2 and 3, which may be read independently. The emphasis
is on the development of new methods for the analysis and interpretation of generalized
pole ﬁgure data.
Chapter 1 contains an expanded version of a manuscript my coauthors and I have
submitted for review [3]. In it, a robust method for obtaining an orientation distribu-
tion function (ODF) from pole density functions (PDFs) is presented. The method uses
the gradient norm of the ODF for conditional control of the solution in the context of
a constrained minimization problem. The introduction has been expanded to include a
detailed deﬁnition of the ODF and PDF. Several additional sample applications of the
method have also been included, as well as several appendices that elaborate on the
mathematical formalism of orientations and other technical aspects of the implementa-
tion.
Chapter 2 is largely similar to a second manuscript that has been provisionally ac-
cepted for publication in the Journal of Applied Crystallography [5]. In it, the methods
developed in Chapter 1 have been adapted to obtain a lattice strain distribution function
(LSDF) from strain pole ﬁgures (SPFs). The proposed SPF inversion method utilizesconditional control formulated independently of any kinematic linking assumptions.
In Chapter 3, a methodology is presented for extracting generalized pole ﬁgure data
from 2-d powder diffraction images. An example application of this analysis, along with
the methods presented in Chapters 1 and 2, is provided using data obtained via an in
situ loading/diffraction experiment performed at the Cornell High Energy Synchrotron
Source.
The fourth and ﬁnal chapter provides a summary of the salient scientiﬁc contribu-
tions of this dissertation, along with proposed extensions of the research.
Together, the 3 methods presented in this dissertation provide a set of tools for char-
acterizing the structure and micro-mechanical state of polycrystalline materials at the
bulk scale. Most importantly, the resulting distributions are suitable for direct compari-
son to the predictions of structure-based models of polycrystalline materials.BIOGRAPHICAL SKETCH
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xivChapter 1
A Novel Optimization-Based Pole Figure
Inversion Method: Comparison with WIMV
and Maximum Entropy Methods
1.1 Background & Motivation
Quantitative texture analysis (QTA) had its genesis in the work of Roe [65] and Bunge
[6] over 30 years ago. The ﬁeld has grown considerably since then, following the work
of Matthies, Schaeben, Wenk and many others [81, 83, 70, 49, 34]; however, the central
problemofQTAremainsthedeterminationofanorientationdistributionfunction(ODF)
to characterize materials with oriented microstructures. The majority of QTA focuses
on polycrystalline materials; the ODF can be used to evaluate anisotropic aggregate
properties, such as elastic moduli, and correlated with deformation history [7, 81, 34].
In particular, the ODF is critical to the modeling of plasticity in metals and rocks [34].
While ODFs may be obtained directly from discrete orientation measurements via
optical [80] or EBSD [82, 55] methods, they are most often calculated indirectly from
diffraction pole ﬁgures (PFs). In this context the central problem of QTA – referred to
as ‘pole ﬁgure inversion’ – resembles one of mathematical tomography [68]; an integral
transform must be inverted to obtain an ODF that matches a particular set of PFs (see
§ 1.2). The solution strategy involves choosing basis functions (either local or global in
scope) to represent the ODF and PFs, then solving for a ﬁnite set of expansion coefﬁ-
cients in each.
The PF inversion problem is, however, inherently indeterminate. Manifestations of
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this indeterminacy in trial solutions include spurious extrema (or ‘ghosts’ [46, 50]) and
oscillations. Ghosts are speciﬁcally related to the classic harmonic method [7], while
the latter, more general feature may be attributed to a general ill-posedness of the PF
inversion problem as described in [70, 72]. Oscillations may become particularly severe
in the presence of experimental errors in measured PFs, which arise from statistical
ﬂuctuations in both the sample and detector.
As a result, mathematical modeling assumptions in the form of external conditions
andconstraintsarerequiredtoguaranteeboththeexistenceanduniquenessofasolution.
Only two explicit constraints on the solution to the PF inversion problem enjoy physical
justiﬁcation, following from the deﬁnition of the ODF (see Equation 1.2 in § 1.2):
• an ODF must be strictly non-negative; and
• an ODF must be normalized with respect to the PFs.
For reference, the only constraint applied in the classic harmonic method was to set all
odd-order coefﬁcients to zero, which did not guarantee a feasible solution. A corollary
of non-negativity is the ‘zero-range’ constraint, which forces all ODF values associated
with a zero PF value to be identically zero. Application of this constraint has been
proposed in [17, 59, 67, 16]. While analytically pleasing, satisfactory implementation is
difﬁcultin practice. In additiontothe ambiguityof deﬁningPF‘zeros’ inthe presenceof
experimental errors, ﬁxing ODF values in the discrete representation can have undesired
effects. The application of the non-negativity constraint alone is inherently non-linear;
thus, a feasible ODF must be obtained via an iterative procedure.
In addition to the constraints, many additional conditions have been heuristically
proposed to select a representative from the set of all feasible solutions to a PF inversion
problem. Several of the most widely accepted criteria include the following [83, 32]:3
• an ODF should be the ‘smoothest’ function;
• an ODF should have the highest background, or ‘phon’; and
• an ODF should be the ‘maximum entropy’ solution.
Imposing such conditions is done most effectively by recasting the PF inversion problem
as one of constrained optimization. This approach has been suggested in various PF
inversion methods both explicitly [66, 68, 17, 69] and implicitly [50, 59]. In short,
many PF inversion methods have been proposed and nearly as many enjoy practical
implementation. Although a distinction is typically drawn between series expansion
(Fourier) and direct1 methods, the fundamental differences among PF inversion methods
lie in their particular choices of optimal traits. The reader is referred to [81, 83, 32]
for thorough descriptions of different PF inversion methods, including the associated
strengths and weaknesses of each.
Finding an ODF that ﬁts the input PFs in some optimal sense is the fundamental
function of all PF inversion methods; therefore, comparing different methods on the
basis of their ability to ﬁt PF data alone is not particularly illuminating. In terms of
practical viability in QTA, additional metrics for method performance include:
• efﬁciency;
• ease of implementation;
• stability in the presence of incompatibilities in the measured PFs; and
• consistency of solutions with reﬁnement of discretization.
1This classiﬁcation is prevalent in the literature. The term ‘direct’ is meant to imply
that the discretization is done with local interpolants on the orientation space; thus the
expansion coefﬁcients relate directly to function values in some local domain.4
While no one PF inversion method providing a feasible ODF is inherently superior to
another, they vary in terms of the metrics outlined above. All methods enjoy similarly
high computational efﬁciency and ease of implementation, particularly given the more
recent availability of high-performance computing capabilities and numerical analysis
software. The ability to easily handle arbitrary PF coverage is essential to many modern
experimental techniques [49, 26, 84, 85, 86, 30]. The last two traits, namely stability
and consistency, have not been thoroughly investigated to date [32].
For any discrete (numerical) method, the combination of consistency and stability
(referred to herein as ‘robustness’) is indicative of convergence. Essentially, a method
is viable if the target solution provides a feasible ODF that also satisﬁes the heuristics
given above, and the discretization is robust.
The absolute accuracy of PF inversion methods is assessed at best empirically via the
use of model ODFs [47, 74, 53, 10], due to the indeterminacy of the problem. Pursuing
this approach, a lack of robustness was discovered in methods such as the widely-used
WIMV algorithm [50, 52, 48] and its functional variants (ADC [59, 60], maximum
entropy [68, 69], E-WIMV [86, 30]), prompting the authors to formulate a new objective
function for PF inversion.
In the proposed method, coined the hybrid H1-seminorm minimization (HHSM),
the ODF gradient is used for conditional control of the solution. The gradient term in
the objective function resembles the artiﬁcial diffusivity terms used in numerical meth-
ods for solving hyperbolic PDEs [31, 37]. The method is discussed in detail in § 1.3.
While the HHSM method is formulated generally, it is implemented here using ﬁnite
elements (FE) and Rodrigues parameters. These distinct advantages of this combina-
tions of parameterization and representation for the orientation space are discussed in
§ 1.3. The stability of the HHSM method is assessed using PFs from several model5
ODFs, where the incompatibilities due to normal experimental errors are simulated us-
ing normally distributed noise (§ 1.4). Solution consistency is assessed by inverting two
sets of experimentally measured PFs using several FE meshes of increasing reﬁnement.
These results are compared to those from similar implementations of the WIMV and
maximum entropy methods in § 1.6. These two particular methods are chosen due to
their relatively widespread implementation in QTA packages such as BEARTEX [87]
and MAUD [42, 86, 30]. In undertaking the comparative study we aim to adhere to the
procedures and error criteria outlined by Matthies and others [53, 83, 32].
1.2 Analytic descriptions of the ODF & PF
The ODF, f, is deﬁned as the density function on the orientation space that indicates the
volume fraction of material oriented within dr of the orientation r. Explicitly:
dVB
VB
≡
1
VΩ
f(r) dr (1.1)
with
1
VΩ
Z
Ω
f(r) dr = 1 and f ≥ 0, (1.2)
where VB denotes the volume of the material space and VΩ denotes the volume of the
orientation space. Notice the choice of normalization such that the uniform distribution,
fu, has unit value. These units, referred to as multiples of the uniform distribution
(MUD), are convenient for comparing functions in QTA. The ‘sharpness’ of an ODF
may be quantiﬁed by the texture index, J, introduced by Bunge [7]:
J =
1
VΩ
Z
Ω
f
2 dr. (1.3)
The texture index is generally lower for ODFs with multiple, distributed components
and higher for ODFs will few strong components.6
As a scalar function, the ODF must take on identical values at all orientations in the
equivalence classes generated by both crystal symmetries, GC, and sample symmetries,
GS:
f(G
S
i rG
C
j ) ≡ f(r) ∀ i ∈ [1, N
S], j ∈ [1, N
C], (1.4)
where NC and NS are the respective numbers of members in the crystal and sample
symmetry groups. Speciﬁc details on the mathematical formalism used for describ-
ing orientations and symmetries are provided in Appendix A as well as in [33]. In
the present context, orientations may be parameterized by rotations and the orientation
space in turn as SO(3).
The pole ﬁgure (PF) is deﬁned as the the density function over S2 indicating the
volume fraction of material oriented such that the crystal-relative direction c is aligned
with the sample-relative direction s. If we temporarily neglect symmetries, c and s can
be unambiguously deﬁned. The so-called ‘ideal’ PF, Pc(s), is then deﬁned as:
dVB
VB
≡
1
4π
Pc(s) ds (1.5)
with
Z
S2
Pc(s) ds = 4π and Pc(s) ≥ 0.
Notice the normalization to MUD in Equation 1.5. The ideal PF is related to the ODF
through the integral transform,
Pc(s) ≡
1
2π
I
R(θ)c=s
f(R(θ))
   
dR
dθ
    dθ (1.6)
= [Mcf](s),
where R(θ) parameterizes the orientation ﬁber R(θ)c = s, and θ ∈ [0, 2π]. Crystal
symmetries, GC, generate an equivalence class of c. The ideal PFs for all crystals having
ci in the equivalence class GC
i c aligned with s are averaged to form the ‘unreduced PFs’,7
using the terminology and notation of Matthies [53]:
Pc(s) ≡
1
NC
NC X
i=1
PGC
i c(s) (1.7)
= [Mcf](s).
Sample symmetries are explicitly obeyed by the unreduced PFs:
Pc(G
S
i s) ≡ Pc(s) ∀ i ∈ [1, N
S]. (1.8)
The unreduced PFs are not centrosymmetric unless GC is one of the 11 Laue groups, or
−s = GSs for some member of GS.
Therefore, centrosymmetry in PFs resulting from normal diffraction measurements,
where c represent normals to sets of crystallographic planes, must generally be enforced
on the unreduced PFs, leading to the ‘reduced’ PFs:
˜ Pc(s) ≡
1
2
[Pc(s) + P−c(s)] (1.9)
=
h
˜ Mcf
i
(s).
As a result, there is a loss of information in reduced PFs, which contributes to the in-
determinacy of the texture problem. A theoretical basis for measuring unreduced PFs
employing anomalous scattering has been proposed in the literature by Bunge and Es-
ling [9], though practical realization of the technique is severely limited.
1.3 New Method
As stated in § 1.1, the primary functionality of any PF inversion method is to ﬁnd a fea-
sible ODF that matches the input PFs in some optimal sense. The various PF inversion
methods may be delineated by the additional constraints they enforce on the ODF. One
of the most widely applied conditions is smoothness. In methods where global inter-
polation functions are used, such as the harmonic methods, smoothness is enforced via8
the interpolation functions themselves, or rather through low-order expansions thereof.
In discrete or ‘vector’ methods, which typically use many more degrees of freedom
(DOF) to describe the ODF and PFs, smoothness may be enforced via the minimiza-
tion of variational sums in the model for the PF inversion problem [66, 71]. Maximum
entropy methods are an extension of this concept, replacing a variational operator with
the expression for Shannon’s entropy [68, 69]. In the proposed method, smoothness
is enforced on the solution by minimizing the inner product of the ODF gradient in a
weighted sense along with the residual on the input and reconstructed PFs.
The use of gradient-based diffusive terms for solution stability is well established in
FE methods, particularly for the solution of hyperbolic PDEs [31]. Typically these terms
are weighted by a non-negative scalar. In the proposed HHSM method, the inversion
problem for N reduced PFs is cast as a constrained optimization problem with a hybrid
functional:
min
f
 
N X
i=1
k˜ Mcif − ˜ Pcik
2
P + β · k∇fk
2
Ωfr
!
(1.10)
for β ≥ 0, subject to: f ≥ 0, ¯ f = 1
where k•k2
P, k•k2
Ωfr represent the standard squared-integral norms over the PF domain,
P ⊂ S2 and asymmetric domain2 of the orientation space, Ωfr ⊂ SO(3), respectively.
In the case of strictly discrete PF data, k • k2
P is replaced with the squared vector 2-
norm. The parameter β weights the contribution of k∇fk2
Ωfr relative to the residual on
the (generally incompatible) PFs. Inclusion of both terms precludes the need to satisfy
the input PFs through a set of constraints in the optimization problem, as suggested in
[66, 68, 69]. This increases computational efﬁciency. Furthermore, such constraints
assume compatibility in the input PFs, requiring that a zeroth-order optimization be
2Alternately ‘fundamental region’ as in [27].9
performed (e.g. via application of the standard vector or harmonic methods).
Notice that β = 0 gives a solution having optimally ﬁt PFs in a least-squares sense,
as in the original vector method [71] and more recent work of Barton et al [1]. The
use of β ≥ 0, however, is essential to realizing the goal of increased robustness. The
conditioning of the objective function in Equation 1.10 increases with increasing β.
The HHSM method can handle arbitrary coverage in the PFs without modiﬁcation
of the algorithm. It also satisﬁes both minimal PF L2 errors and ODF smoothness in a
weighted sense similar to both WIMV and and maximum entropy method. Robustness
1.3.1 Parameterization & Representation
Most methods in QTA utilize one of several Euler angle conventions to parameterize
the orientation space. Both global (e.g. spherical harmonics) and local (e.g. cells, FE)
basis functions are employed for the representation of functions on the PFs and orien-
tation space. Beneﬁts of global interpolants include the ability to represent symmetries
exactly at every point in the domain, while local interpolants allow for local control of
resolution.
In most direct methods, both the orientation space and PFs are discretized using
piecewise constant cells. This choice of parameterization and representation, while gen-
erally applicable, is inefﬁcient in the presence of crystal and/or sample symmetries;
this is due largely to the metric degeneracy of the Euler angle spaces and the complex
geometries of the corresponding asymmetric domains, Ωfr. In general, the number of
cells required to discretize the Euler angle space may be quite large. In the ADC method
[59, 60], cell sizes are optimized with respect to the cross-sections of projection ‘tubes’
centered on the integration paths for each PF cell (see Equation 1.9). Restriction of
the formulation to the appropriate Ωfr, however, is essential to optimizing the number10
of necessary DOF in any discrete representation. This becomes feasible for particular
choices of parameterization and representation.
The use of Rodrigues and other neo-Eulerian parameterizations in QTA has been
proposed in [20, 27, 56]. Many operations are simpliﬁed in angle-axis parameteriza-
tions, including the calculation of the integrations paths in Equation 1.9. In addition, the
Ωfr associated with common crystal and/or sample symmetries are convex polyhedrons
in Rodrigues space, which are readily discretized. The metric is also non-degenerate
within the common Ωfr, with the exceptions being the groups ¯ 1, 2
m, 4
m, ¯ 3 and 6
m. For
these groups, the unit quaternion parameterization may be used in lieu of Rodrigues’.
Finite elements have been proposed for representation of functions in QTA [69, 37,
1]. The use of FE has many beneﬁts, including continuous representation of functions,
sparse matrix representations of integral functionals such as ˜ M, and high accuracy nu-
merical integration. When coupled with the use of Rodrigues parameterization, as done
in [1, 37, 27], these features provide a more efﬁcient framework for QTA that has higher
resolution per DOF than cells over an Euler angle parameter space. In particular, they
provide a drastic increase in performance of vector methods with respect to that reported
in [53, 32]. Symmetries are readily handled via nodal point equivalences, as described
more fully in Appendix B.
This framework can be used in conjunction with all 11 rotation groups, replacing
the use of Rodrigues parameterization with unit quaternions and meshes on S3+ for the
particular symmetry groups listed above. More details on the implementation can be
found in Appendix B.11
1.3.2 The Discrete Harmonics
Two of the most attractive features of the classic harmonic method (i.e. a discretiza-
tion scheme with global support) are economy and noise ﬁltering. The representation of
symmetries and the numerical evaluation of integrals, however, in not a straightforward
as in direct discretization schemes with local support (e.g. FE). Direct discretization
schemes of sufﬁcient resolution, however, are more susceptible to high-frequency oscil-
lations. A methodology is presented for linking the two discretization schemes, global
and local, within the FE/Rodrigues framework in order to fully exploit the beneﬁts of
each.
Using the standard notation for the L2-inner product,
(f, g) ≡
Z
V
fg dV , (1.11)
the bilinear forms L(x,x) ≡ (x,x) and H(x,x) ≡ (∇x,∇x) may be represented by
sparse matrices in the FE discretization scheme. The latter quantity, which appears
in Equation 1.10, is commonly referred to as the H1-seminorm. When deﬁned over
P ⊂ S2 or Ωfr ⊂ S3, the generalized eigenfunctions of [H] and [L] provide discrete
approximations to the real spherical harmonic modes in those domains. A more detailed
treatment of the eigenvalue problem is given in Appendix C.
These discrete harmonics (DH) may be used to map the local FE basis functions to
global basis functions; that is, the local DOF associated with each nodal point in a mesh
are mapped to a series of coefﬁcients that scale global ‘modes’ deﬁned on the same
mesh. This property is exploited to increase the versatility of the FE representation, as it
allows for the use of an intermediate number of DOF to represent functions on a mesh.
Highly-resolved meshes may be employed to maximize the accuracy of the integral
operators without overtaxing the computational resources in solving the PF inversion12
problem.
In these terms, the DH expansion is a discrete analog of the traditional harmonic ex-
pansion. Thus, the attractive low-pass noise ﬁltering traits and economy associated with
the traditional harmonic method may be effectively included in the FE/Rodrigues rep-
resentation. Results from the use of intermediate DH expansions in the HHSM method
are presented in § 1.6.
1.4 Method for Comparative Analysis
The inversion of synthetic PF data derived from model ODFs (via Equation 1.9) has
been used in the past for quantitative comparative analyses [74, 53, 10]. Though highly
artiﬁcial, this approach provides the only means for assessment of the accuracy of a PF
inversion method. The authors recognize, however, that caution must be exercised in
utilizing this strategy to make claims regarding the superiority of a particular method as
it isquite easy tobias a particularPF inversion method throughthe choice ofmodel ODF
[53, 32]. In an effort to address this, several functions that span a reasonable variety of
textures and crystal/sample symmetries are employed.
As mentioned in § 1.1 and 1.3, the topic of robustness in direct PF inversion methods
has not received much attention. The model ODFs are used here speciﬁcally to assess
the stability of each method in the presence of simulated (random) experimental errors.
Numerically compatible PFs may be computed from each model ODF via Equation 1.9.
Synthetic ‘experimental’ PFs, having introduced incompatibilities, are obtained in turn
by perturbing these with a noise function, (s), having Gaussian distribution with ¯  = 0
and standard deviation σ:
ˇ ˜ Pc(s) ≡ ˜ Pc(s) + (s). (1.12)
The authors wish to note that the attempt is not to model all possible sources of exper-13
imental errors with Equation 1.12; rather the aim is to provide a simple model for the
high-frequency ﬂuctuations due to random variations in detector counts and size of the
diffraction volume. Van Houtte [74] has pursued a similar approach, using a slightly
more complex form for ˇ ˜ Pc in the context of the harmonic method. Schaeben has also
used synthetic high-frequency noise to quantify the ill-posedness of the texture problem
[72].
Where the simulated experimental PFs are used to assess stability, solution consis-
tency is assessed via inverting two sets of experimentally measured PFs (cubic crystal
symmetry), one complete and the other incomplete, onto 3 FE meshes of increasing re-
ﬁnement. As a special case, one scheme represents an under-determined system. The
ranges of the solutions (ODF and PFs) are explicitly compared, while ﬁgures are given
to illustrate the effects of reﬁnement on the topography of the solutions.
DuetothepresenceofthefreeparameterintheHHSMmethod, thesyntheticPFdata
is inverted for values of β spanning the interval [0, 1]. The effectiveness of using inter-
mediate DH expansions in the HHSM method is also examined. To clarify the meaning
of an ‘intermediate’ DH expansion, consider the mesh on the cubic-orthorhombic Ωfr
shown in Figure 1.1, which has 404 independent nodal DOF. An intermediate DH ex-
pansion using 25% of the total DOF would be analogous to an expansion of the ODF
in the real spherical harmonics using the lowest 101 terms. Note that these cases are
analogous to discrete forms of the iterative series expansion method [17] for speciﬁc
truncations. In a more rigorous approach, the truncation of the DH expansion could be
chosen to include all modes up to a speciﬁed order, L [8].
Based on the error analysis of the synthetic PF inversions, a heuristic approach to
estimating the optimal β is provided. Results from the inversion of the numerically
compatible PFs, as shown in [53, 10], are not shown here; each of the methods can14
reproduce the original PFs (and ODFs) to a very high degree of accuracy in those cases.
1.4.1 Error Measures
Several error measures have been proposed to quantify discrepancies between measured
(reference) and calculated functions [53, 83]. Global discrepancies in the ODFs and
(continuous) PFs are reported using an integrated relative percent (IRP) error measure
(see Equation 1.13). The IRP is based on the integral error introduced by Bunge [7],
and is biased towards discrepancies in areas having high density values. The ‘RP val-
ues’ of Matthies [53] are also used to report relative percent errors both globally (RP0)3
and for values above the uniform distribution (RP1). The general formula is given in
Equation 1.14. In general, the RP values are more sensitive to absolute errors in ranges
of small relative values, and do not require continuous functions.
IRP = 100 ×
sR
B (xref − xcalc)2 dB
R
B (xref)2 dB
(1.13)
RPα = 100 ×
1
Ni
Ni X
i=1
1
Nj
X
{j | x
ref
ij >α}
|x
ref
ij − xcalc
ij |
|x
ref
ij |
(1.14)
Systematic deviations between the measured PFs, ˜ P, and calculated PFs, ˜ P ?, are illus-
trated via difference PFs,
∆ ˜ Pc(s) ≡ ˜ Pc(s) − ˜ P
?
c(s). (1.15)
The quality of experimental data is typically assessed via the magnitude of the RP1
errors, as regions of small density on the PFs are likely to have larger relative errors.
In this analysis, the value of σ is chosen to yield mean RP1 errors of ∼ 10%,
which are generally considered to be on the limits of acceptability for most experimental
3A value of α = 1×10−4 is used to calculate all RP0 values to minimize the effects
of roundoff errors15
data [83]. Another interpretation of σ is the standard deviation of the difference PFs,
∆ ˜ Pc(s). Details on the speciﬁc implementation of the WIMV and maximum entropy
methods can be found in Appendix B.1 and Appendix B.2, respectively
1.5 Synthetic ODFs
Three model ODFs are used in an attempt to capture a reasonable variety of textures
in terms of symmetry and sharpness and topography. Results from the inversion of the
simulated experimental PFs from each are given in the following section. The model
ODFs have the crystal-sample symmetries: cubic-orthorhombic, trigonal-triclinic, and
orthorhombic-triclinic. The texture indexes vary between 1 ∼ 4.
The cubic-orthorhombic ODF represents a simulated rolling texture from an elasto-
viscoplastic Taylor calculation [45]. Plane-strain compression was applied to an aggre-
gate of 1170 FCC crystals to a ﬁnal strain of 100%. The ODF was formed by aggre-
gation using gauss-type functions with a 5◦ standard deviation on a mesh of the cubic
Ωfr having 404 independent DOF (2169 total DOF, 9216 tetrahedral elements). Or-
thorhombic sample symmetry is enforced via nodal point equivalences as outlined in
Appendix B. The resulting ODF, shown in Figure 1.1, has index J = 1.95 and dis-
tributed, non-Gaussian components. Such features are typical of many textures studied
in QTA, particularly with respect to metal forming.
The trigonal-triclinic model ODF has been used as a simple, low-symmetry case in
[53]. It consists of an isotropic background, Fb, plus a single Gaussian component, Fg,
centered4 at r = {−0.46,−0.35,−0.13} with FWHM = 36◦. The volume fractions
are 45% and 55% for Fg and Fb, respectively. This ODF is the sharpest of the analysis
4In [53] the center is given by the Roe angles {120◦,60◦,105◦}, using the Bunge
convention for parameterizing orientation as rotations16
with J = 4.06. It is shown on the mesh of the trigonal Ωfr in Figure 1.2.
The orthorhombic-triclinic ODF represents a low symmetry texture more common
to the analysis of geological minerals. An aggregate of 5000 olivine crystals was subject
to 10% deformation in pure shear via a self-consistent simulation. The ODF was formed
by aggregation as described previously, using gauss-type functions with a 7.5◦ standard
deviation and a mesh of the orthorhombic Ωfr having 1010 independent DOF (1331
total DOF, 6000 tetrahedral elements). The resulting ODF, shown on the orthorhombic
Ωfr in Figure 1.3, has index J = 1.13, the lowest in this analysis. The topography is
highly asymmetric, and the main components non-Gaussian.
Figure 1.1: Cubic-orthorhombic model ODF plotted on the boundary and coordinate planes of
the cubic Ωfr. The boundary connectivity is shown as well. The mesh has 404
independent DOF out of 2169 nodal points and 9216 tetrahedral elements.17
Figure 1.2: Trigonal-triclinic model ODF plotted on the boundary and coordinate planes of the
trigonal Ωfr. The boundary connectivity is shown as well. The mesh has 654 inde-
pendent DOF out of 889 nodal points and 3888 tetrahedral elements.
Figure 1.3: Orthorhombic-triclinic model ODF plotted on the boundary and coordinate planes
of the orthorhombic Ωfr. The connectivity is shown on the boundary as well. The
mesh has 1010 independent DOF out of 1331 nodal points and 6000 tetrahedral
elements.18
1.6 Results & Discussion
The results from the analysis are presented in the following sequence:
Parameter Study The synthetic PF data from each model ODF is inverted using the
HHSM method for β ∈ [0, 1].
Comparison with WIMV and maximum entropy Select results from the parameter
study are compared with those from the WIMV and maximum entropy methods
to assess stability, again using each model ODF.
Reﬁnement Study The consistency of solutions among the HHSM, WIMV and maxi-
mum entropy methods is assessed using experimentally measured PFs and several
FE/Rodrigues meshes of increasing reﬁnement.
In the parameter study (§ 1.6.1), four different instances of the HHSM method are
compared for β ∈ [0, 1] and each ODF:
• using the full number of mesh DOF (HHSM100) with compatible PF data
• using the full number of mesh DOF (HHSM100) with incompatible PF data
• using a DH expansion that represents 50% of the total mesh DOF (HHSM50) with
incompatible PF data
• using a DH expansion that represents 25% of the total mesh DOF (HHSM25) with
incompatible PF data.
The results from the parameter study are used to formulate a heuristic for estimating the
optimal value of β, in terms of maximizing accuracy in the ODF, for a given set of input
PF data. In § 1.6.2, 1.6.3, and 1.6.4, HHSM results for the optimal values of β as well as19
for β = 0 are then compared to those from the WIMV and maximum entropy methods
for each model ODF.
In the reﬁnement study the consistency of solutions among the HHSM, WIMV, and
maximum entropy methods is assessed by inverting a set of experimentally measured
PFs (complete) onto meshes over the cubic Ωfr having 254, 600, and 1170 indepen-
dent DOF, respectively (§ 1.6.5). For clarity, no DH expansions are employed. As a
special application with relevance to modern experimental methods in QTA, a set of
highly incomplete PFs in inverted onto the same three meshes in § 1.6.5. For this ex-
ample, the HHSM method is implemented in an embedded algorithm to obtain the PF
normalization factors and ODF simultaneously.
1.6.1 Parameter Study
In the process of inverting the synthetic PF data by the HHSM method, the coupling
parameter, β, (see Equation 1.10) is varied over [0, 1]. Four cases are considered, as
mentioned in § 1.6: inversion of the numerically compatible PF data using all available
DOF, inversion of the perturbed PF data using all available DOF, and inversion of the
perturbed PF data using half and a quarter of the available DOF via intermediate DH
expansions. The reason for examining the intermediate DH expansions in conjunction
with the incompatible PFs is to assess their effectiveness as a noise ﬁltering device in
comparison to the H1-seminorm term.
The upper limit of the β interval was chosen arbitrarily. Empirical results indicate
that the optimal value of β, in terms of minimizing IRP and RP1 errors in the ODF, is
less than unity for a wide range of problems. This is most likely due to the normalization
of all functions to MUD. The conditioning of the optimization problem (Equation 1.10)
improves with increasing β, as does the rate of convergence; therefore, one would like20
Figure 1.4: Effects of increasing β on the topography of the cubic-orthorhombic model ODF,
as obtained from the noisy (incompatible) PFs shown in Figure 1.8. Notice the
reduction in both range and oscillation magnitude with increasing β.
to use the largest possible value of β that does signiﬁcantly degrade the ‘accuracy’ of
the ODF.
The effect of increasing β on the topography of the inverted cubic-orthorhombic
model ODF (from the simulated experimental PFs shown in Figure 1.8) is shown in Fig-
ure 1.4. As β is increased, the texture index of the solution decreases. More importantly,
however, so do the spurious oscillations due to the PF incompatibilities.
The IRP and RP1 errors for each model ODF as a function of β are shown in
Figure 1.5 and Figure 1.6, respectively. In all cases, the IRP and RP1 values derived
from the inversion of numerically compatible PFs generally increase with increasing
β. Both the magnitude and rate of change in the errors scale with the ODF sharpness.
Where the perturbed PFs are inverted, a single critical point is observed in the IRP and21
RP1 values as a function of β, corresponding to a global minimum. These optimal β
values generally minimize both the IRP and RP1 errors simultaneously, and generally
scale inversely with J. Experience suggests that the level of incompatibility in the input
PFs (in this analysis, the magnitude ofσ) as measured from the RP errors on the PFs
also affects the magnitude of the optimal β: the two quantities are roughly proportional.
These two effects appear to dominate, rather than the order of the symmetry.
Cases having an optimal β  1 generally involve small relative noise amplitudes,
σ, in the PFs, and ODFs with larger texture indexes, J. The trigonal-triclinic model
ODF represents such a case. In these cases, the low-multiplicity PFs are also quite
sharp. Because the majority of reliable information content in the ODF is the region
where f > 1, the RP1 errors are more appropriate for determining accuracy.
Cases having an optimal β & 1 generally involve both small σ and J values. The
orthorhombic-triclinic case is one such example, although the smoothness of the ODF
(i.e. low J) appears to be the dominant trait. In these cases, however, the slope of
the IRP − β curve is nearly 0 for β & 0.5, which is also seen in Figure 1.5(c) and
Figure 1.6(c). Similar trends are observed in the RP1 errors.
The role of an intermediate DH expansion is mainly economical, although addi-
tional noise suppression may also be gained. One can think of the basis functions acting
as a low-pass ﬁlter. This is evident in the comparative analysis in the following sections,
where the errors introduced in the input PFs are relatively large. The intermediate DH
expansions are seen to reduce both the IRP and RP1 errors between the source and
inversion ODFs for ﬁxed β. Note, however, that increasing β does not limit the angular
resolution like decreasing the order of the DH expansion does.
Because a wide range of error magnitudes result from varying β, a methodology
for choosing an appropriate value based on error measures available from the PFs alone22
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Figure 1.5: Parameter study showing the global ODF error (IRP) vs. β for 4 cases of the
HHSM method, for each model ODF.23
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Figure 1.6: Parameter study showing the global ODF error (RP1) vs. β for 4 cases of the
HHSM method, for each model ODF.24
Table 1.1: Observed and predicted β giving optimal ODF IRP values for the inversion of the
noisy (synthetic) PFs. The predicted values are calculated from PF inversions using
β = 0.1 using Equation 1.16. The corresponding ‘Observed’ optimal IRP and RP1
values are estimated from the parameter study results shown in Figure 1.5.
Case Method Observed IRP RP1 Predicted IRP RP1
Cubic-Orthorhombic HHSM100 0.25 15.73 9.88 0.17 15.85 10.03
Cubic-Orthorhombic HHSM25 0.02 14.19 8.37 0.17 14.98 8.48
Trigonal-Triclinic HHSM100 0.01 28.05 26.03 0.11 34.08 25.81
Trigonal-Triclinic HHSM25 0.00 20.65 22.25 0.12 30.24 25.07
Orthorhombic-Triclinic HHSM100 1.00 15.84 11.19 0.46 17.25 12.14
Orthorhombic-Triclinic HHSM25 1.00 15.98 11.32 0.56 16.48 11.66
is required. Based on the parameter study, the PF RP1 values for the noisy data are
qualitatively proportional to σ. The PF RP0 values are sensitive to both σ and the
magnitude of the background; namely, the lower the background, the higher the RP0
values for ﬁxed σ. These trends are apparent in Tables 1.2, 1.3 and 1.4. The optimal β
values are also roughly inversely proportional to J. Based on this empirically observed
behavior, the following heuristic measure is offered:
βopt ≈
RP1
RP0
×
1
J
(1.16)
where RP1 and RP0 are calculated on the PFs (input v.s. reconstructed), and J is the
texture index of the resulting ODF. The behavior of Equation 1.16 as a function of the
β used in the initial PF inversion is illustrated in Figure 1.7 for two cases of the HHSM
method: one using the full mesh DOF and the other using only 25% via a DH expansion.
Table 1.1 lists the optimal ODF IRP and RP1 errors as observed from the parameter
study, along with the ODF IRP and RP1 obtained via the application of Equation 1.16
to each PF inversion problem, using an initial value of β = 0.1.
These results suggest taking advantage of the increased numerical stability afforded
by initially using moderately large β (e.g. ∼ 0.25), as the rate of convergence in the
quadratic programming problem increases unilaterally with increasing β. Also, for the25
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Figure 1.7: Variation of the βopt selection heuristic given by Equation 1.16 with the input value
of β used for the inversion of the synthetic (incompatible) PF data.26
magnitude of PF errors in this analysis, the use of an intermediate DH expansion on
the mesh does not signiﬁcantly alter the predicted value for the optimal β. There is no
need to calculate a zeroth-order (β = 0) solution, which are known to contain spurious
oscillations.
The authors wish to note that these results are speciﬁc to the high frequency model
of experimental/statistical errors used in the analysis and are presented as such. More
empirical data for a wide range of problems is needed to reﬁne the implementation of
the HHSM method.
1.6.2 Cubic-Orthorhombic ODF
Figure1.8showstheinput, reconstructed, anddifferencePFsforthecubic-orthorhombic
case study. Due to the orthorhombic sample symmetry, only half of each is shown. The
random noise is apparent in the difference PFs between the noisy input (incompatible)
and original (compatible) distributions. The source and method-dependent inversion
ODFsareshowninFigure1.9. EachmethodcapturestheoriginalPFswell, asevidenced
by the difference PFs, despite the relatively larger deviations of the ODF. Quantitative
errors for both the ODFs and PFs are given in Table 1.2.27
Figure 1.8: (Left) The (perturbed) original and method-dependent reconstructed PFs for the
cubic-orthorhombic model ODF. (Right) The noise function, , and method-
dependent difference PFs. The difference pole ﬁgures are computed with respect
to the numerically compatible (unperturbed) PFs. The labeling of HHSM results
follows the convention listed in § 1.6.28
Figure 1.9: Sections of original (model) and method-dependent inversion ODFs through the
cubic Ωfr along ND, tan θ
2 from the origin. The inverted ODFs are calculated from
the noisy PFs in Figure 1.8. The labeling of HHSM results follows the convention
listed in § 1.6, where 25% indicates the use of a DH expansion having a number of
modes equal to 25% of the total number of DOF in the mesh.29
Table 1.2: Relative percent errors for the method-dependent, recalculated PFs and inversion
ODFs for the Cubic-Orthorhombic model ODF. The inversion ODFs are calculated
from the perturbed (noisy) PF data. All PF errors are computed with respect to the
original (i.e. unperturbed) PFs with the exception of the ‡ ﬁelds, which are calculated
with respect to the inverted PF data. The notation “HHSMn” denotes the use of the
lowest n% of available DH modes, which in this case is 404. The ? ﬁelds represent
the optimal HHSM cases in terms of minimal ODF IRP values.
Field Method Min Max RP0 RP1 IRP
{111} Original 0.19 2.52 – – –
Perturbed 0.01 2.92 23.21 11.37 17.42
‡ HHSM100, β = 0.0 0.18 2.59 38.94 10.42 16.52
HHSM100, β = 0.0 0.18 2.58 5.45 3.01 4.86
? HHSM100, β = 0.25 0.19 2.54 3.12 1.80 2.71
HHSM25, β = 0.0 0.19 2.64 3.62 2.00 3.02
? HHSM25, β = 0.02 0.19 2.63 3.50 1.92 2.93
Max Entp, δ = 0.1 0.27 2.48 10.90 3.70 6.34
WIMV 0.24 2.59 8.42 4.50 5.99
{200} Original 0.29 1.92 – – –
Perturbed 0.01 2.24 20.23 11.38 18.82
‡ HHSM100, β = 0.0 0.24 2.04 32.86 11.66 17.41
HHSM100, β = 0.0 0.24 2.05 5.26 3.18 5.24
? HHSM100, β = 0.25 0.29 1.92 3.16 2.09 3.02
HHSM25, β = 0.0 0.29 1.96 3.30 2.14 3.03
? HHSM25, β = 0.02 0.29 1.96 3.27 2.12 2.99
Max Entp, δ = 0.1 0.34 1.95 7.18 4.33 6.50
WIMV 0.26 2.04 7.14 4.70 6.65
{220} Original 0.22 2.47 – – –
Perturbed 0.02 2.67 18.79 11.66 17.97
‡ HHSM100, β = 0.0 0.21 2.48 29.06 11.41 17.01
HHSM100, β = 0.0 0.21 2.48 4.43 3.13 4.47
? HHSM100, β = 0.25 0.23 2.42 2.24 1.40 2.10
HHSM25, β = 0.0 0.25 2.47 2.53 1.70 2.44
? HHSM25, β = 0.02 0.25 2.47 2.46 1.66 2.32
Max Entp, δ = 0.1 0.31 2.38 7.47 3.98 5.70
WIMV 0.19 2.26 5.75 3.85 5.40
ODF Original 0.07 4.94 – – –
HHSM100, β = 0.0 1.00e−4 5.94 79.15 36.35 40.05
? HHSM100, β = 0.25 1.00e−4 4.41 31.56 9.88 15.73
HHSM25, β = 0.0 1.00e−4 5.07 29.70 9.17 14.73
? HHSM25, β = 0.02 1.00e−4 4.95 26.95 8.00 14.19
Max Entp, δ = 0.1 2.14e−4 5.26 42.61 19.99 21.69
WIMV 0.01 5.14 41.31 19.22 25.0730
The errors are comparable for each method for this high-symmetry case. The ODF
RP and IRP errors, however, are signiﬁcantly smaller for the optimal HHSM cases as
compared to the WIMV and maximum entropy results. High-frequency oscillations can
be seen in the inversion ODFs from the WIMV and maximum entropy methods.
The HHSM100, β = 0 case, while providing the optimal ﬁt of the input PF data,
produces the highest ODF errors. This result highlights both the indeterminacy of the
central problem as well as the importance of conditional control. Notice also that the re-
constructed PFs errors are roughly equivalent for all cases despite the larger differences
in the corresponding ODF errors.
Both the ODF and PF errors are generally smallest for the HHSM cases, with the
smallest errors belonging to the HHSM25 case. The HHSM solutions are seen to be
largely free of oscillations as well. The added low-pass ﬁltering of the intermediate DH
expansion (101 terms) is most likely due to the large high-frequency noise amplitude in
the input PFs.
1.6.3 Trigonal-Triclinic ODF
Figure 1.10 shows the input and reconstructed PFs for the trigonal-triclinic case study.
The difference PFs are shown in Figure 1.11. The random noise is apparent in the
difference PFs between the noisy input (incompatible) and original (compatible) distri-
butions. The source and method-dependent inversion ODFs are shown in Figure 1.12.
as in the previous case, each method captures the original PFs well, as evidenced by the
difference PFs, despite the larger deviations of the ODF. Quantitative errors for both the
ODFs and PFs are given in Table 1.3.31
Figure 1.10: The (perturbed) original and method-dependent reconstructed PFs for the trigonal-
triclinic model ODF shown in Figure 1.2.32
Figure 1.11: The noise function, , and method-dependent difference PFs for the trigonal-
triclinic model ODF. The difference pole ﬁgures are computed with respect to the
numerically compatible (unperturbed) PFs. The concentration of contour lines at
the centers of the noise function plots is an artifact of the interpolation.33
Figure 1.12: Sections of original (model) and method-dependent inversion ODFs through the
trigonalΩfr alongZ, attan θ
2 fromtheorigin. Thesearecalculatedfrom‘Original’
PFs in Figure 1.10.34
Table 1.3: Relative percent errors for the method-dependent, recalculated PFs and inversion
ODFs for the Trigonal-Triclinic model ODF. The inversion ODFs are calculated from
the perturbed (noisy) PF data. All PF errors are computed with respect to the original
(i.e. unperturbed) PFs with the exception of the ‡ ﬁelds, which are calculated with
respect to the inverted PF data. The notation “HHSMn” denotes the use of the low-
est n% of available DH modes, which in this case is 654. The ? ﬁelds represent the
optimal HHSM cases in terms of minimal ODF IRP values.35
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This model ODF is ideally suited to the WIMV method despite the low symmetry
[53]. This is apparent in Table 1.3. The salient difference between the WIMV and
HHSM results is in the ability of the former to better capture the ODF range. The
HHSM100 case does, however, produce similar results in terms of the ODF RP1 errors.
The main source of the higher IRP errors and lower maximum value is the redistri-
bution of the single Gaussian component to the background via the diffusive β-term in
Equation 1.10.
Nevertheless, the smallest RP1 and IRP values are obtained via the HHSM25 cases.
The maximum entropy method yields a ODF that falls between the others in terms of
thesemeasurements. Spuriousoscillationsinthe backgroundarepresentin theinversion
ODFs from each method, though they are minimal in the HHSM25 ODF.
1.6.4 Orthorhombic-Triclinic ODF
The input and reconstructed PFs are shown in Figure 1.13. Difference PFs are shown
in Figure 1.14. The random noise is apparent in the difference PFs between the input
(noisy) and original (compatible) distributions. The source and method-dependent in-
version ODFs are shown in Figure 1.15. Each method captures the original PFs well, as
evidenced by the difference PFs, despite the larger deviations of the ODF. Quantitative
errors for both the ODFs and PFs are given in Table 1.4.37
Figure 1.13: The (perturbed) original and method-dependent reconstructed PFs for the
orthorhombic-triclinic model ODF shown in Figure 1.3.38
Figure 1.14: The noise function, , and method-dependent difference PFs for the orthorhombic-
triclinic model ODF. The difference pole ﬁgures are computed with respect to the
numericallycompatible(unperturbed)PFs. Theconcentrationofcontourlinesnear
the centers of the noise plots is an artifact of the interpolation.39
Figure 1.15: Sections of original (model) and method-dependent inversion ODFs through the
orthorhombic Ωfr along Z, at tan θ
2 from the origin. These are calculated from
‘Original’ PFs in Figure 1.13.40
Table 1.4: Relative percent errors for the method-dependent, recalculated PFs and inversion
ODFs for the Orthorhombic-Triclinic model ODF. The inversion ODFs are calcu-
lated from the perturbed (noisy) PF data. All PF errors are computed with respect
to the original (i.e. unperturbed) PFs with the exception of the ‡ ﬁelds, which are
calculated with respect to the inverted PF data. The notation “HHSMn” denotes the
use of the lowest n% of available DH modes, which in this case is 1010. The ∗ ﬁelds
represent the optimal HHSM cases for β ∈ [0, 1] in terms of minimal ODF IRP
values. The true optimal values for the HHSM100 and HHSM25 cases was found to
be slightly greater than 1.41
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This case provides the largest difference between the methods, with the HHSM
method errors being the lowest unilaterally. Both the WIMV and maximum entropy
ODFs display large oscillations about the main component. For the WIMV method,
this is most likely due to the reduction in the effectiveness of the averaging scheme due
to the low symmetry. The low texture index and diffuse nature of the topography favor
high values of β regardless of the expansion degree, which is different from the behavior
demonstrated in the other case studies.
Overall, the HHSM solutions display the highest degree of stability as evidenced by
absence of large oscillations in the solutions. The smoothing comes at the slight expense
of capturing the overall range of the underlying ODFs. The random noise is also most
effectively removed in the recalculated PFs by the HHSM method, in all cases.
1.6.5 Reﬁnement Study
Two sets of experimentally measured PFs, one complete (i.e. deﬁned over all of S2) and
one incomplete, are employed to assess the ability of the methods to produce consistent
solutions as the FE mesh is reﬁned. Both correspond to the cubic symmetry group.
Three meshes on the cubic Ωfr having 254, 600, and 1170 independent DOF and the
corresponding ˜ M are constructed. For the incomplete PF data, the highest degree of
reﬁnement represents an under-determined problem.
Complete PFs
Three complete PFs were obtained by monochromatic neutron diffraction from a spec-
imen of Al deformed in tension to ∼ 7%. The data were transferred to regular 5◦ × 5◦
meshes on S2, just as the PFs in § 1.5. This data set is subsequently inverted onto each
of the 3 meshes on the cubic Ωfr using the WIMV, maximum entropy and the HHSM43
methods. FortheHHSMcases, theresultsof§1.6.1areemployedtooptimizethechoice
of β. The oringinal and recalculated PFs for each inversion method and each mesh on
Ωfr are shown in Figure 1.16. The method-dependent ODFs for each mesh are shown
in Figure 1.17. The extreme values of each ﬁeld are listed in Table 1.5 along with the
PF RP and IRP errors.
AlldifferencePFs(notshown)essentiallycontainwhitenoisewithσ ≈ 0.15, which
is similar in character to the simulated noise used in § 1.6.1. The WIMV ODFs resemble
the HHSM solutions for β = 0 in that both show increasing amounts of high-frequency
components with increasing DOF, as evidenced by the range of ODF values. The con-
ditional control excercised by the WIMV algorithm alleviates this behavior somewhat,
but the solutions do not appear to be “converging” with increasing DOF. This lack of
robustness is precisely one the shortcomings the authors have attempted to address with
the HHSM method.
The maximum entropy method and HHSM method (with β = 0.7) both produce
more consistent ODFs as the number of DOF is increased, though the PF RP and IRP
errors are signiﬁcantly smaller for the latter (see Table 1.5). Furthermore, the range
of the ODF changes less among the HHSM solutions. It is also noted that the HHSM
method is also signiﬁcantly faster than the maximum entropy method in terms of com-
putation time for all levels of reﬁnement. This is largely attributable to the reduction in
the number of constraints in Equation 1.10 relative to Equation B.5.
The HHSM method is seen to produce the most consistent family of solutions with
the highest relative accuracy in this study.44
(a) β = 0 (b) β = 0.7
(c) Max Entropy (d) WIMV
Figure 1.16: The original and method-dependent reconstructed PFs for the reﬁnement study.
The original PFs were measured by neutron diffraction at the Canadian Neutron
Beam Facility for a sample of Al (5% Mg by weight) subject to uniaxial extension
along LD (∼ 7% elongation).45
(a) β = 0 (b) β = 0.7
(c) Max Entropy (d) WIMV
Figure 1.17: Method-dependent inversion ODFs from the original PFs in Figure 1.16. The
ODFs are plotted for increasing DOF on both the surface (left) and coordinate
planes (right) of the cubic Ωfr for each inversion method.46
Table 1.5: Method- and DOF-dependent relative errors and extreme values for the recalculated
PF from the reﬁnement study. The HHSM method is represented by HHSMn, where
n is the percentage of discrete harmonic modes used.47
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Incomplete PFs
A set of incomplete PFs was obtained from a HIP sintered Fe/Cu alloy compressed
uniaxially by 30% by TOF diffraction at IPNS. A similar measurement is performed
in [84]. The 4 lowest order PFs for the Cu phase were extracted from the diffraction
spectra via a LeBail algorithm in the Rietveld reﬁnement package MAUD [42]. The
PFs were inverted onto the three cubic Ωfr meshes used in § 1.6.5 using the HHSM
method. Because the PFs are incomplete, however, normalization factors for each must
also be computed. An embedded algorithm is employed for this purpose:
min
α
N X
i=1
k ˜ P
R
ci − αi ˜ P
E
cik
2 subject to: αi > 0 ∀ i (1.17)
where N is the number of reduced PFs, ˜ P E
c , measured, ˜ P R
c are the reconstructed PFs,
and αi is the normalization factor for the ith PF.
The ˜ P E
c and ˜ P R
c are shown in Figure 1.18(a), while the corresponding ODFs are
shown in Figure 1.18(b). A value of β = 0.1 is used in conjunction with Equation 1.16
to optimize the choice of β. The ODFs exhibit consistency with increasing mesh reﬁne-
ment similar to the results of § 1.6.5.
The PF RP errors are summarized in Table 1.6. The dependence of the PF normal-
ization factors, αi, on the reﬁnement (in terms of both intermediate DH expansions and
additional nodal DOF) and β was also examined. The results for two different combina-
tions of DH expansion and β are given in Table 1.7. The αi are relatively independent of
both the order of DH expansion and magnitude of β, which simpliﬁes implementation
of the HHSM considerably.49
(a) Pole ﬁgures (b) ODFs
Figure 1.18: Incomplete PFs and associated inversion ODFs via the HHSM method. The glyphs
on the PFs have been scaled and colored to indicate the value at each measurement
point. The ODFs are plotted for increasing DOF on both the surface (left) and
coordinate planes (right) of the cubic Ωfr. The pole ﬁgures were measured by
TOF neutron using the GPPD instrument at IPNS. The sample was HIP-sintered
Fe/Cu (50/50 volume fraction) that had been subject to uniaxial compression (30%
true strain). Only data from the Cu phase is shown.50
Table 1.6: Relative percent errors for the inversion ODFs (from noisy PFs) and recalculated PFs.
These are calculated with respect to the model ODF and unperturbed PFs.
Field Method Min Max RP0 RP1 Field Min Max RP0 RP1
{111} Original 0.25 1.13 – – {220} 0.89 1.26 – –
HHSM100, β = 0.5, 254 DOF 0.29 1.26 11.75 9.43 0.85 1.17 4.24 4.32
HHSM100, β = 0.5, 600 DOF 0.29 1.27 11.61 9.66 0.87 1.18 4.23 4.18
HHSM100, β = 0.5, 1170 DOF 0.29 1.25 12.19 9.56 0.88 1.17 4.37 4.57
{200} Original 0.82 2.57 – – {311} 0.71 2.78 – –
HHSM100, β = 0.5, 254 DOF 0.80 2.27 7.16 8.22 0.77 2.31 9.57 10.14
HHSM100, β = 0.5, 600 DOF 0.88 2.30 7.58 7.90 0.79 2.34 9.11 9.66
HHSM100, β = 0.5, 1170 DOF 0.83 2.25 7.51 8.59 0.78 2.34 9.18 9.97
Table 1.7: DOF- and β-dependent normalization factors for the (incomplete) source PFs in Fig-
ure 1.18(a).
Field Method Value
{111} HHSM25, β = 0.0, 254 DOF 1.01
HHSM25, β = 0.0, 600 DOF 0.98
HHSM25, β = 0.0, 1170 DOF 1.00
HHSM100, β = 0.5, 254 DOF 1.01
HHSM100, β = 0.5, 600 DOF 0.99
HHSM100, β = 0.5, 1170 DOF 1.00
{200} HHSM25, β = 0.0, 254 DOF 0.95
HHSM25, β = 0.0, 600 DOF 0.92
HHSM25, β = 0.0, 1170 DOF 0.96
HHSM100, β = 0.5, 254 DOF 0.95
HHSM100, β = 0.5, 600 DOF 0.93
HHSM100, β = 0.5, 1170 DOF 0.95
{220} HHSM25, β = 0.0, 254 DOF 0.82
HHSM25, β = 0.0, 600 DOF 0.86
HHSM25, β = 0.0, 1170 DOF 0.85
HHSM100, β = 0.5, 254 DOF 0.81
HHSM100, β = 0.5, 600 DOF 0.85
HHSM100, β = 0.5, 1170 DOF 0.85
{311} HHSM25, β = 0.0, 254 DOF 0.96
HHSM25, β = 0.0, 600 DOF 0.98
HHSM25, β = 0.0, 1170 DOF 0.98
HHSM100, β = 0.5, 254 DOF 0.97
HHSM100, β = 0.5, 600 DOF 0.98
HHSM100, β = 0.5, 1170 DOF 0.9851
1.7 Conclusions
Aversatile, robustand efﬁcientmethodfor poleﬁgure inversionis presented. It isshown
to compare favorably with the established WIMV and maximum entropy methods, dis-
playing improved robustness in the presence of PF incompatibilities. The discrete har-
monics are also introduced, further increasing the utility of the previously introduced
FE/Rodrigues framework by providing additional noise ﬁltering capabilities and reduc-
ing the necessary number of DOF in the discrete representation.
The salient ﬁndings regarding the properties of the HHSM method include:
• the use of β > 0 in Equation 1.10 increases stability by improving the condition-
ing of the problem;
• oscillations in the solution as well as computation times can be further reduced by
employing an intermediate DH expansion;
• mesh reﬁnement for ﬁxed β > 0 does not adversely affect the consistency of
solutions, underlining the robustness of the method;
• the reconstructed PF errors are relatively unaffected by increasing β;
• the PF normalization factors are relatively unaffected by number of DOF in Ωfr
and β; and
• it is relatively insensitive to the order of symmetry.
Based on the results of § 1.6.1 and 1.6.5 a general strategy for employing the HHSM
method involves choosing a sufﬁciently discretized mesh5, beginning with a moderate
value of β, e.g. 0.25, and an intermediate DH expansion, e.g. 25%. Such a scheme
5FE mesh structures for the Ωfr of various symmetry group can be provided upon
request by contacting the corresponding author52
would be well suited for implementation in a Rietveld package such as MAUD [42].
Further reﬁnement of the resulting ODF maybe be subsequently undertaken using Equa-
tion 1.16 and increasing the number of DOF used. The authors note, however, that fur-
ther empirical studies should be undertaken to more fully understand the properties of
the HHSM method.
The discrete harmonics may also provide an efﬁcient means for calculating the re-
solving power of meshes on Ωfr. In the context of a large-scale QTA software package,
they may also be used to implement a version of the classic harmonic method for com-
parative purposes. The framework and method presented here are quite general; they
may be easily modiﬁed to handle tensor ﬁelds on the orientation space as well, such as
for SODF analysis [76]. An extension of the methodology presetned here to the inver-
sion of lattice strain pole ﬁgures is presented in Chapter 2, as well as [4, 5].Chapter 2
A Direct Method for the Determination of the
Mean Orientation-Dependent Elastic Strains
and Stresses in Polycrystalline Materials from
Strain Pole Figures
2.1 Introduction
In polycrystalline materials, such as structural alloys, macroscopically imposed strain
and stress are partitioned among the constituent grains in a complex, inhomogeneous
manner. This phenomenon may be attributed to the anisotropy of the individual grains
as well as the complex mechanical state imposed by their neighbors. The relationships
between microstructure, material properties and strain partitioning are fundamental to
the understanding of various deformation processes.
Diffractionmethodsprovidedirectmeasurementsofnormalstrainsatthegrainscale.
Aggregate sizes traditionally approach the contiuum level [12, 79, 54], however the re-
cent availability of high-energy, high-brilliance synchrotron x-rays has allowed for the
development of point-wise measurements of orientation and strain within single embed-
ded grains [63, 43]. While the latter techniques have great promise, they currently are
not able to survey large enough grain populations to assess strain partitioning over sta-
tistically representative aggregates. Hence, the interpretation of aggregate averaged data
is the focus of this work.
Strains may be measured in samples that have been thermomechanically processed
5354
ex situ (residual strain) as well as in situ. Stresses are in turn correlated with these strains
via constitutive assumptions, such as (anisotropic) linear elasticity. Hauk has recently
provided a comprehensive overview of residual stress analysis in [25]. Data from in situ
experiments, however, are generally more valuable to the modeling community as they
provide information regarding the evolution of lattice strains with deformation; they
may in turn be compared directly to simulation results [18, 24].
At the scale of bulk populations (i.e. well approximated by a contiuum), the crystal
strains are expected to be a strong, though non-unique, function of orientation. Varia-
tions in the micromechanical states among grains having crystallographically equivalent
orientations arise from spatial variations in attributes such as their morphologies, as well
as the number, orientations, morphologies and compositions of neighboring grains.
Recentlytheconceptofanorientation-dependentcrystalstrain/stresstensorﬁeld, i.e.
a strain/stress orientation distribution function (SODF), has been proposed to decribe
the micromechanical state of polycrystalline materials [2, 76, 62]. As a crystal-relative
quantity, the SODF should be invariant under the point-group symmetry of the lattice.
Therefore, such a ﬁeld may only be used to represent the mean strain/stress as a function
of grain orientation.
For clarity, the authors have chosen to adopt the term Lattice Strain Distribution
Function (LSDF) for the elastic strain ﬁeld, and SODF for the corresponding stress
ﬁeld. The SODF may be correlated with the LSDF via anisotropic linear elasticity. The
beneﬁts of LSDF analysis go beyond explaining diffraction line shifts; it provides a de-
scription of the micromechanical state in bulk samples. When coupled with experiments
where samples are deformed in situ, high-ﬁdelity lattice strain data is invaluable for both
the validation and development of structure-based constitutive models.
The construction of an LSDF from experimentally measured lattice strain data is an55
inherently indeterminate problem (see § 2.4). Because of this fundamental difﬁculty, it
is insufﬁcient to simply ﬁnd an LSDF that represents the “best ﬁt” of the measured data
for quantitative analysis. External conditions and/or constraints must be imposed upon
the solution to ensure a feasible and unique solution. Furthermore, these mathematical
modeling assumptions should be formulated independently of any kinematic modeling
assumptions to minimize solution bias. Any viable method must also be robust in the
presence of random noise in the measured data.
WeproposeobtaininganLSDFasthesolutiontoawell-posedoptimizationproblem.
This work provides several novel contributions to the area:
• an objective function that provides a robust solution method based on single-
crystal constitutive behavior,
• a direct discretization scheme as an alternative to the spherical harmonics ap-
proaches introduced by Wang et al. [76], Behnken [2] and Popa and Balzar [62],
and
• an evaluation of performance using a simulated LSDF from an elasto-viscoplastic
polycrystal model.
2.2 Measurement of Lattice Strains
Normal lattice strains are measured via diffraction techniques, and their relationship to
the LSDF is presented in this context. Mean strains over the diffraction volume are
manifest as line shift, while the variation about the mean may be correlated with line
broadening [89, 15]. This paper presents a method for interpreting the former quantity.
Bragg’s Law relates the average spacing, ¯ dc, of lattice planes having normal, c, to56
the scattering angle, θ, and wavelength, λ, of the probing radiation:
nλ = 2¯ dc sinθ for n = 1,2,3,... (2.1)
For measurements associated with the sample-relative direction, s, the average in Equa-
tion 2.1 refers to the subset of grains in the diffraction volume having orientations, R
0,
that satisfy
R
0
c = ±s. (2.2)
The collection of all scattering vectors, s, deﬁnes the pole ﬁgure. The antipodal sym-
metry of the pole ﬁgure implied by Equation 2.2 is a consequence of Friedel’s Law. A
schematic of the diffraction geometry relevant to most lattice strain measurements is
shown in Figure 2.2.
If a reference plane spacing, d0
c, is available (e.g. from a measurement of the un-
strained lattice parameters) the lattice strain may be deﬁned as
˜ c(s) ≡
¯ dc − d0
c
d0
c
, (2.3)
where c and s are related by Equation 2.2. If lattice strains associated with the crystallo-
graphic direction, c, are measured for a sufﬁciently large number of distinct s, then ˜ c(s)
may be represented as a generalized pole ﬁgure. The resulting scalar ﬁeld is referred to
as a strain pole ﬁgure (SPF).
Since the partitioning of macroscopic strains (including residual strains) is generally
3-dimensional, it is the goal of experimental methods to maximize both the number and
s-coverage of SPFs. The amount and ﬁdelity of SPF data has a major effect on the
ability to correlate the measurements to an LSDF.57
2  90 -  
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Figure 2.1: Schematic of diffraction geometry for a polycrystalline sample showing the rela-
tionship of the scattering vector, s, with the incident and diffracted beams. Laue
(transmission) geometry is shown, which is typical of many lattice strain measure-
ment techniques.58
2.3 The Lattice Strain Distribution Function (LSDF)
The LSDF, (R), is a symmetric, 2nd-rank tensor ﬁeld on the orientation space that
represents the average strain tensor for the volume fraction of the polycrystal having
orientation, R. It is intimately related to the orientation distribution function (ODF1):
dVB
VB
≡
1
VΩ
f(R) dR (2.4)
with
1
VΩ
Z
Ω
f(R) dR = 1 and f ≥ 0, (2.5)
where VB and VΩ represent the volumes of the polycrystal (more speciﬁcally, the diffrac-
tion volume) and orientation space, respectively [7]. The average macroscopic elastic
strain over VB, ¯ , is then obtained as
¯  =
Z
VΩ
(R)f(R) dR. (2.6)
Note that the LSDF is not a probability density function like the ODF; it is a non-spatial
mean strain ﬁeld. As a result, it need not represent a compatible deformation. There are
also no explicit mathematical constraints in the form of Equation 2.5 on the LSDF.
LSDF analysis provides a strictly statistical description of the micromechanical state
in a polycrystalline materials. As such, it may only be applied to statistcally representa-
tive volumes within the sample. The authors propose the use of the ODF to determine
the feasibility of applying an LSDF. In general, samples that may be well-characterized
by an ODF (i.e. relative pole ﬁgure errors below ≈ 10%) should contain a statistically
relevant number of grains for LSDF analysis. In general, there will be an ODF and
LSDF associated with each phase2 present in the polycrystal.
1Also referred to as the CODF in [2, 76, 62].
2“Phase” in this context is meant to imply a crystal structure that is distinguishable
by diffraction methods59
The SODF [2, 76] is related to the LSDF by a constitutive relation. If observed line
shift is assumed to be purely elastic, then anisotropic linear elasticity may be applied:
σ(R) = C(R)(R), (2.7)
where C(R) is the orientation-dependent elastic stiffness tensor. Just as the LSDF need
not satisfy compatibility, an SODF derived from a particular LSDF via Equation 2.7
need not satisfy equilibrium due to its non-spatial nature.
2.3.1 Symmetry
Both ﬁelds are crystal-relative quantites, and thus invariant under the associated point-
group symmetry of the lattice. As a result, they may be completely described on the
corresponding fundamental region of the orientation space, Ωfr. Popa et al. have pro-
posed an alternative invariance condition for the SODF, where only ¯ dc is invariant [62].
While elegant for the purposes of integration within Rietveld reﬁnement methods [89],
this scheme is incompatible with the interpretation of the LSDF as a mean strain ﬁeld.
As tensor ﬁelds, the components of the LSDF must be written relative to a particular
choice of basis. The sample-relative frame is used to write all tensor components herein.
Details on the crystal-to-sample change of basis operations, particularly for the 4th-rank
elasticity tensor, are outlined in Appendix D. By this convention, the component values
of the LSDF are also invariant under the crystal symmetry. The effect of statistical
symmetries in the sample frame, however, is slightly more complicated; this additional
invariance has been described for several speciﬁc cases by Wang [75]. A more general
description is provided here in Appendix E.60
2.3.2 Relationship to the SPF
The relationship between the LSDF and SPFs is directly analogous to the fundamen-
tal relationship of quantitative texture analysis (QTA). For reference, the pole density
function, ˜ Pc(s), indicates the volume fraction of the polycrystal that satisﬁes each a
particular Bragg condition (Equation 2.2):
dVB
VB
≡
1
4π
˜ Pc(s) ds (2.8)
with
1
4π
Z
S2
˜ Pc(s) ds = 1 and ˜ P ≥ 0. (2.9)
The ODF is related to the pole density function (PDF) by the integral projection, [7]
˜ Pc(s) =
1
2π
* I
Rc=±s
f dR
+
, (2.10)
where h·i implies the mean of the integrals over each ﬁber, Rc = ±s. The SPF is
similarly related to the LSDF as
˜ c(s) =
*
H
Rc=±s
s ·  · s f dR
+
*
H
Rc=±s
f dR
+ , (2.11)
≡
h
˜ Nc
i
(s), (2.12)
where the ODF is used as a weighting function and the denominator is the associated
PDF value (Equation 2.10). While Equation 2.11 is linear in , its solution is indeter-
minate. The process of solving Equation 2.11 for the LSDF, referred to as strain pole
ﬁgure inversion, is the main focus of this paper.
2.4 SPF Inversion Methods
The fundamental function of any SPF inversion method is to ﬁnd an LSDF that describes
theSPFdatainanoptimalsense. Forquantitativestrainanalysis, however, thiscondition61
alone is insufﬁcient. A viable SPF inversion method must also be robust, particularly
in the presence of experimental errors. To date, a direct assessment of the robustness
of the various SPF inversion methods has not been reported. This issue has received
much attention in QTA, particularly following the discovery of “ghost” phenomena in
the original Fourier approaches [50]. The reader is referred to [32] for a comprehensive
overview of the PDF inversion problem, which shares many similarities with SPF inver-
sion. Bernier et al. have recently proposed a novel PDF inversion method desinged to
address a lack of robustness observed in several commonly implemented methods [3]. A
similar approach, based on those results, is presented here for the task of SPF inversion.
The indeterminacy of Equation 2.11 must be handled via the application of addi-
tional conditions and/or constraints to the solution. As there are no model-independent
constraints on the LSDF, any mathematical modeling assumptions are purely heuristic.
It is natural to obtain an LSDF by recasting Equation 2.11 as an optimization prob-
lem. Wang et al. [76] and Behnken [2] have pursued this approach, proposing objec-
tive functions that combine residuals on the N measured (˜ M
c ) and reconstructed SPFs
(Equation 2.12),
r˜  ≡
N X
i=1
k˜ 
M
ci − ˜ Ncik
2, (2.13)
with additional terms designed to enforce certain conditions on the trial solution. Typi-
cally these terms are weighted by non-negative coupling parameters. The authors wish
to note that the choice of additional conditions is non-trivial, as they are bound to have a
profound inﬂuence on the character of the “optimal” solution. Ideally, additional condi-
tions on the LSDF should be based on physical behavior and independent of kinematic
modeling assumptions. They must also provide robustness, in terms of both noise ﬁlter-
ing as well as the consistency of solutions with reﬁnement of the discretization. Note
that because the LSDF is non-spatial, compatibility cannot be enforced as a constraint.62
Behnken [2] has proposed a host of additional terms including the strain variance,
Z
VΩ
( − ¯ )
2 dR, (2.14)
the stress variance, and the variance in orientation-dependent strain energy,
Z
VΩ
(σ :  − ¯ σ : ¯ )
2 dR. (2.15)
Wang et al. [76] have proposed a term based on the deviation of the SODF from the
self-consistent stress state, as determined from the ODF, and more recently another term
based on geometric errors in the experiment [78]. Results from the application of these
methods to measured data can be found in [2, 76, 77, 78].
2.4.1 New Method
In the proposed method, the inversion problem for N SPFs is cast as an unconstrained
optimization problem with the following objective:
min


r
w
˜  + α · k∇k
2
Ωfr + β · k∇Trk
2
Ωfr

(2.16)
for α, β ≥ 0,
where k • k2
Ωfr represents the standard squared-integral norm over fundamental region
of the orientation space, Ωfr ⊂ SO(3), and rw
˜  is the weighted SPF residual:
r
w
˜  ≡
N X
i=1
k ˜ P
M
ci ˜ 
M
ci − ˜ N
w
cik
2, (2.17)
with
˜ N
w
c ≡ ˜ Nc ◦ ˜ Mc. (2.18)
The use of a weighted SPF residual reﬂects the inherently statistical nature of ; i.e.,
in the case of textured polycrystals, the most relevant strains are those measured for63
orientations that represent the majority of the diffraction volume. Popa and Balazar [62]
have also implicitly suggested the use of a weighted SPF residual in their approach.
Note that the case where α, β = 0 in Equation 2.16 would yield a solution that
optimally describes the input SPFs, although in the absence of direct conditional control
on the LSDF. Equation 2.16 is independent of any particular choice of parameterization
and representation of the orientation space, and may be written as a quadratic form in .
The use of gradient-based diffusive terms for solution stability is well established
in numeric methods for the solution of hyperbolic PDEs [31]. The α-term is included
for this purpose, recognizing that random noise is unavoidable in the measured SPFs,
˜ M
ci ; sources of experimental errors include statistical ﬂuctuations in the sample as well
as resolution limits for determining diffraction line positions [88]. Bernier et al. [3]
have recently proposed a similar term in a dual objective for PDF inversion, which has
produced favorable results.
The β-term penalizes large gradients in the volumetric component (i.e. the dilata-
tion) of . As a tensor invariant, Tr also appears in the α-term; the β-term, how-
ever provides an independent means of control. This condition effectively favors trial
solutions with uniform dilatations. Although it leads to an artiﬁcial homogenization,
penalizing the gradient-norm of the dilatation is empirically shown to improve global
accuracy in  (see § 2.5). The trial solution is also expected to accurately capture the
volume-averaged dilatation.
The authors note that an a priori selection criteria for the free parameters α and
β is desirable, but quite difﬁcult to formulate for the general case. Wang et al. [76]
have made a similar observation, proposing that the coupling parameter in their dual
objective be chosen such that the relative errors between the input and reconstructed
SPFs is approximately 10% larger than if it were 0. A similar approach is suggested64
here in § 2.8, based on the results of a parameter study with a model LSDF (see § 2.5).
2.4.2 Parameterization & Representation
The approaches of Behnken [2], Wang et al. [76] and Popa and Balzar [62] rely on Euler
angle parameterizations of the orientation space and generalized spherical harmonics for
representation of the LSDF and SPFs. This choice of parametrization and representation
is pervasive in QTA as well.
The choice of parametrization should provide a straightforward geometric repre-
sentation of the common Ωfr to fully exploit symmetries. Beneﬁts of globally-deﬁned
interpolation functions, such as spherical harmonics, include the ability to represent
symmetries exactly at every point in the domain, while locally-deﬁned interpolation
functions such as FE allow for local control of resolution.
In this paper, the SPF inversion method is implemented using Rodrigues parameters
for the orientation space, and ﬁnite elements for the representation of functions. The
use of Rodrigues and other neo-Eulerian parameterizations has been proposed in QTA
[20, 27, 56, 37, 1, 3]. Many operations are simpliﬁed in angle-axis parameterizations,
includingthecalculationoftheintegrationspathsinEquation2.10andEquation2.11. In
addition, the Ωfr associated with common crystal and/or sample symmetries are convex
polyhedra in Rodrigues space, which are readily discretized. The metric is also non-
degenerate in the Ωfr for the common3 Laue groups. The same properties are not true
for the Euler spaces.
Finite elements have also been proposed for representation of functions in QTA
[69, 37, 1, 3]. The use of FE has many beneﬁts, including continuous representation of
3Exceptions include ¯ 1, 2
m, 4
m, ¯ 3 and 6
m. For these groups, the unit quaternion param-
eterization may be used in lieu of Rodrigues’.65
functions, sparse matrix representations of integral operators such as ˜ M, and high accu-
racy numerical integration. When coupled with the use of Rodrigues parameterization,
as done in [37, 1, 3], these features provide an efﬁcient framework for LSDF/SODF
analysis. Symmetries are readily handled via nodal point equivalences, as described
in [37, 1, 3]. Linear tetrahedral elements are utilized exclusively in the present work,
largely due to the simplicity of constructing meshes via delaunay triangulation and their
ease of implementation. In these elements, the interpolation function values at an inte-
rior point of an element are identical to the barycentric coordinates of the point.
2.4.3 The Discrete Harmonics
Two of the most attractive features of spherical harmonics (i.e. a discretization scheme
with global support) are computational economy and noise ﬁltering. The representation
of symmetries and the numerical evaluation of integrals, however, is often more straight-
forward in direct discretization schemes with local support (e.g. FE). Direct discretiza-
tion schemes of sufﬁcient resolution, however, are more susceptible to high-frequency
oscillations.
The authors have recently presented a methodology for linking the two discretization
schemeswithintheFE/Rodriguesframeworkinordertofullyexploitthebeneﬁtsofeach
[3]. The generalized eigenfunctions of the FE gradient inner product operator on Ωfr
provide nodal point approximations to the real, symmetrized spherical harmonics on
SO(3). These in turn may be used as global interpolation functions on the mesh, where
the local FE degrees of freedom (DOF) are mapped to mode coefﬁcients. This allows
a fraction of the total available DOF to be used for representing functions on a mesh.
Given the L lowest order modes (sorted by the associated eigenvalues), Vi, the nodal
point values of the function, x, are recovered from the coefﬁcients, ci as a matrix-vector66
multiplication:
{x}NP =

{V1}NP {V2}NP ... {VL}NP


  
  
c1
c2
. . .
cL

  
  
. (2.19)
In addition to economy of representation, the attractive low-pass noise ﬁltering traits
and economy associated with low-order harmonic expansions may be effectively in-
cluded in the FE/Rodrigues representation. The discrete harmonics may be calculated
for functions with multiple DOF per node, such as the LSDF.
2.5 Example: Simulated SPF Data via FEM
A simulated SPF inversion problem is presented to demonstrate the effectiveness of
Equation 2.16 in recovering an LSDF that is known a priori. As point-wise measure-
ments of lattice strain for large populations of embedded grains are not yet available,
simulated distributions provide the only “direct” means of validation for SPF inversion
methods. Similar approaches have been employed to validate PDF-to-ODF inversion
methods [74, 53, 10, 3]. The authors note that some care must be taken in pursuing such
a comparison to avoid biasing the results to suit the inversion method. For example, a
model LSDF obtained via a Taylor calculation provides an ideal, but physically unreal-
istic case for assessing Equation 2.16; such an LSDF would have a uniform volumetric
component. Furthermore, the crystal strains from any single-site model will be purely
orientation-dependent. Therefore, an n-site elasto-viscoplastic FE-based model [44, 24]
is used to generate a model LSDF.
Atexture-freeaggregateof1000Cucrystalsissubjecttouniaxialtensiontoamacro-
scopic strain of ≈ 2%. An LSDF is obtained directly from the individual crystal strains
at the ﬁnal load using a least-squares approach. A mesh containing 254 independent67
nodal points (399 total nodal points, 1512 elements) is used for representing the LSDF
on the cubic Ωfr. To keep the problem overdetermined, a DH expansion using the ﬁrst
23 modes (corresponding to an order L = 22 for cubic symmetry) is employed for each
component of . The SPF projection operators for the 4 lowest order FCC reﬂections
are also calculated using a 10◦ × 10◦ grid (325 points) on the PF.
To assess the robustness of the proposed SPF inversion method, a set of simulated
“experimental” SPFs are obtained by perturbing the calculated SPFs with normally dis-
tributed noise. A standard deviation of 5 × 10−5 is chosen for the amplitude. This is
chosen to approximate the generally reported resolution limits for most experimental
methods, which is ≈ 1 × 10−4 [88]. Both sets of SPF data, the “ideal” and “noisy”
variants, are shown in Figure 2.2.
Both the ideal and noisy SPF data are inverted for various α ∈ [0, 1], β ∈ [0, 1000].
For clarity, the inversion of the ideal SPFs will be referred to as “Case 1” and the in-
version of the noisy SPFs will be referred to as “Case 2”. The parameter ranges were
chosen to adequately illustrate the behavior of Equation 2.16.
A discrete relative percent error measure [53],
RP(I;x
ref, x
cal) = 100 ×
1
Ni
Ni X
i=1
δi, (2.20)
where δi ≡
1
Nj
X
{j | x
ref
i (j)>I}
|x
ref
i (j) − xcal
i (j)|
|x
ref
i (j)|
,
is employed to report errors between the source LSDF and the inversion results for each
(α, β) pair, for Case 1 and Case 2. For global errors, I in Equation 2.20 is set to 0.
Errors in the strain values above the noise amplitude, i.e. for I = 5 × 10−5 are reported
as well.
The optimal parameters, (α
0, β
0), for Cases 1 and 2 are selected to minimize the
global RP(0) errors for the LSDFs. The 22, 33, 13 and 12 components of the source68
Figure 2.2: From left to right: Equal-area projections of the synthetic SPFs from the source
LSDF (1), the noisy variants (2), the reconstructed SPFs from the optimal inversion
LSDFs using (1), and the reconstructed SPFs from the optimal inversion LSDFs
using (2). Selected component of the associated LSDFs are shown in Figure 2.3,
2.4, 2.5 and 2.6.69
Table 2.1: Macroscopic stresses calculated from the simulation and LSDFs (see Equation 2.6).
Macrostress [MPa] ¯ σ11 ¯ σ22 ¯ σ33 ¯ σ23 ¯ σ13 ¯ σ12
Simulation -0.68 -0.07 160.97 0.82 0.58 0.10
Source LSDF -0.68 -0.07 160.97 0.82 0.58 0.10
Case 1 -0.68 -0.07 160.97 0.82 0.58 0.10
Case 2 -0.65 -0.42 159.90 1.32 1.34 0.29
Table 2.2: Relative errors (RPI) for the optimal LSDFs from Case 1 and 2.
I = 0 11 22 33 23 13 12
Case 1 (×10−9) 0.94 1.06 1.38 4.51 3.53 1.94
Case 2 10.26 12.33 4.72 37.48 43.83 23.00
I = 5 × 10−5 11 22 33 23 13 12
Case 1 (×10−9) 0.61 0.64 1.24 2.32 1.16 0.87
Case 2 6.30 6.00 4.12 13.57 30.83 10.50
LSDF, as well as those from the optimal Case 1 and Case 2 inversion LSDFs are shown
in Figure 2.3, 2.4, 2.5 and 2.6, respectively. The reconstructed SPFs associated with the
optimal Case 1 and Case 2 LSDFs are shown in Figure 2.2. The macroscopic stresses
calculated from the simulated data, the source LSDF and the optimal inversion LSDFs
are listed in Table 2.1.
A comprehensive error analysis was performed on the results of the parameter study.
Both the RP(0) and RP(5×10−5) errors for the LSDF components and principal strain
valuesarelistedinTable2.2and2.3, respectively. TheerrorsforthecorrespondingSPFs
are listed in Table 2.4. The complete set of RP(0) errors from the parameter study are
also plotted as parametric surfaces in Figure 2.7, 2.8, 2.9, and 2.10 to better illustrate
the behavior of the SPF inversion method.70
Figure 2.3: From top to bottom: 22 from the source distribution, the optimal inversion of the
ideal SPFs (Case 1), and the optimal inversion of the noisy variants (Case 2) plot-
ted on the boundary and coordinate planes of the cubic Ωfr. All components are
shown in the sample-relative frame, where the loading direction is parallel to x3.
The associated SPFs and componenet errors are shown in Figure 2.2 and Table 2.2,
respectively.
Table 2.3: Relative errors (RPI) for the principal strain magnitudes, 
p
i, of the optimal LSDFs
from Case 1 and 2.
I = 0 
p
1 
p
2 
p
3
Case 1 (×10−9) 0.77 1.94 1.34
Case 2 8.94 20.76 4.77
I = 5 × 10−5 
p
1 
p
2 
p
3
Case 1 (×10−9) 0.52 0.77 1.21
Case 2 6.84 3.80 4.1671
Figure 2.4: From top to bottom: 33 from the source distribution, the optimal inversion of the
ideal SPFs (Case 1), and the optimal inversion of the noisy variants (Case 2) plot-
ted on the boundary and coordinate planes of the cubic Ωfr. All components are
shown in the sample-relative frame, where the loading direction is parallel to x3.
The associated SPFs and componenet errors are shown in Figure 2.2 and Table 2.2,
respectively.72
Figure 2.5: From top to bottom: 13 from the source distribution, the optimal inversion of the
ideal SPFs (Case 1), and the optimal inversion of the noisy variants (Case 2) plot-
ted on the boundary and coordinate planes of the cubic Ωfr. All components are
shown in the sample-relative frame, where the loading direction is parallel to x3.
The associated SPFs and componenet errors are shown in Figure 2.2 and Table 2.2,
respectively.73
Figure 2.6: From top to bottom: 12 from the source distribution, the optimal inversion of the
ideal SPFs (Case 1), and the optimal inversion of the noisy variants (Case 2) plot-
ted on the boundary and coordinate planes of the cubic Ωfr. All components are
shown in the sample-relative frame, where the loading direction is parallel to x3.
The associated SPFs and componenet errors are shown in Figure 2.2 and Table 2.2,
respectively.74
Figure 2.7: Parametric surface showing the relative percent errors between the source LSDF and
the inversion LSDFs from the ideal SPFs (Case 1) for α ∈ (0, 1] and β ∈ (0, 1000].
The optimal parameter values for this case are (α
0
, β
0
) = (0.0, 0.0)The associated
SPFs and LSDF components are shown in Figure 2.2, and Figure 2.3, 2.4, 2.5 and
2.6, respectively.75
Figure 2.8: Parametric surface showing the relative percent errors between the input and recon-
structed SPFs from Case 1, for α ∈ (0, 1] and β ∈ (0, 1000]. The associated SPFs
and LSDF components are shown in Figure 2.2, and Figure 2.3, 2.4, 2.5 and 2.6,
respectively.76
Figure 2.9: Parametric surface showing the relative percent errors between the source LSDF
and the inversion LSDFs from the noisy SPFs (Case 2) for α ∈ (0, 1] and β ∈
(0, 1000]. The optimal parameter values for this case are (α
0
, β
0
) = (0.06, 100).
The associated SPFs and LSDF components are shown in Figure 2.2, and Figure 2.3,
2.4, 2.5 and 2.6, respectively.77
Figure 2.10: Parametric surface showing the relative percent errors between the input and recon-
structed SPFs from Case 2, for α ∈ (0, 1] and β ∈ (0, 1000]. The associated SPFs
and LSDF components are shown in Figure 2.2, and Figure 2.3, 2.4, 2.5 and 2.6,
respectively. The percent increase in the mean error for the SPFS at the optimal
(α, β) is 9.91%.78
Table 2.4: Relative Errors (RPI) for the reconstructed SPFs from Case 1 and 2. The SPF errors
are calculated with respect to the corresponding input data, i.e. the ideal SPFs for
Case 1 and the noisy variants for Case 2. The ? errors are calculated with respect to
the ideal SPFs.
I = 0 {111} {200} {220} {311}
Case 1 (×10−9) 1.20 1.30 1.26 0.96
Case 2 9.46 8.85 10.85 9.90
Case 2? 3.78 4.60 3.40 2.68
I = 5 × 10−5 {111} {200} {220} {311}
Case 1 (×10−12) 8.06 7.32 9.79 7.03
Case 2 5.42 4.27 7.06 4.55
Case 2? 2.02 3.24 1.89 1.61
2.6 Results
2.6.1 Case 1: Ideal SPFs
The inversion method captures the features of the source LSDF very well from the 4
ideal SPFs (Case 1), as evidenced by the component plots as well as the RP errors. The
errors in the LSDF and reconstructed SPFs, listed respectively in Table 2.2 and 2.4 are
unilaterally near machine precision. Plots of the 11 and 23 components are omitted
for brevity since they are closely related to 22 and 13 components in terms of ranges,
errors and general topographies. The macroscopic stresses obtained from the inversion
LSDF is also in excellent agreement with the simulation results, as shown in Table 2.1.
Such small discrepancies are not surprising, considering that the numerical system is
overdetermined by a factor of ≈ 4.
The behavior of the solution to Equation 2.16 with increasing α and β illustrated by
Figure 2.7 and 2.8. One salient feature in Figure 2.7 is the relative insensitivity of the
mean global errors to changes in the dilitation parameter β for values greater than ≈ 10;79
they are a much stronger function of the stability parameter, α. A similar trend is appar-
ent in Figure 2.8 as well. As the strengths of the coupling parameters are increased, the
relative priority of the SPF residual in Equation 2.16 is lowered, which in turn leads to
solutions with increasingly large SPFs errors. The optimal parameter values, (α
0, β
0),
are (0, 0) for Case 1. That is, the solution having the smallest SPF residual errors
also has the smallest LSDF component errors. These result is attributable to two fea-
tures: the overdetermined nature of the problem, and the fact that the indeterminacy of
Equation 2.11 is not represented in the FE/Rodgriues discretization of Equation 2.16.
The SPF inversion becomes a fairly well-conditioned least-squares problem in this case
without the need for conditional control of the solution via the stability and dilitation
smoothing terms.
2.6.2 Case 2: Noisy SPFs
The results for Case 2 show some signiﬁcant differences from the previous. This repre-
sents the more interesting case for the purpose of processing experimentally measured
SPFs. The importance of the conditional α and β terms for handling noisy SPF data is
apparent in Figure 2.11, which shows the 22, 33 and 23 components obtained from
the noisy SPFs using α, β = 0. The selected components bear little or no resemblance
on the corresponding components of the source LSDF despite the fact that this LSDF
provides the smallest SPF residual errors for Case 2.
Similarly to the Case 1 results, the RP(0) errors on the LSDF for Case 2 (see Fig-
ure 2.9) are also a more sensitive function of α rather than β. The error magnitude does
not, however, monotonically increase with α and β for Case 2. Each β = constant sec-
tion through the error surface has a single critical value of α. Furthermore, these critical
values change very little as a function of β, leading to the “trough” in Figure 2.9. The80
Figure 2.11: From top to bottom: 22, 33 and 13 from inversion of the noisy variants (Case 2)
using (α, β) = (0, 0). A comparison to the corresponding Case 2 components
in Figure 2.3, 2.4 and 2.5 reveals the importance of the conditional control of the
solution when dealing with noisy SPF data.81
optimal coupling parameter values for Case 2 are (0.06, 100.0), however there is little
change in the quality of the solutions for β > 10.
The LSDF components having the largest magnitudes, i.e. the diagonal components,
are captured with the smallest errors as shown in Table 2.2. This trend is more clear
when examining the principal strains at each orientation. The errors between the prin-
cipal strain magnitudes for each case and the source LSDF, shown in Table 2.3, closely
resemble the errors from the diagonal components. The errors for both the normal and
principal components are signiﬁcantly smaller than those in the shears, despite the fact
that the overall topographies of the recovered shears are in good agreement with those
from the source distribution (see Figure 2.5 and 2.6). The overall range of the shears for
the Case 2 LSDF are slightly smaller than the source distribution. This behavior is in
part due to the stability term in Equation 2.16. For ﬁxed β > 0, the effect of increasing
α is a general smoothing of the components, particularly in the vicinity of extrema and
in regions where the absolute magnitudes are less than the SPF noise amplitude. The
latter effect is clear in Table 2.4.
Another salient source of discrepancy can be traced to the volumetric component of
the inversion LSDF. Figure 2.12 shows the dilitation of the source and optimal inversion
LSDFs. For the noisy SPF data (Case 2), the optimal solution has a nearly uniform dili-
tationcenteredonthecorrespondingmeanvalueofthesourceLSDF.Thisdiscrepancyis
apparent in the global RP(0) errors of the principal values. However, the largest errors
occur in strains smaller than the “resolution limit” imposed by the noise on the data, as
evidenced by the signiﬁcant drop in magnitudes between the RP(0) and RP(5×10−5)
errors.
The SPF errors for Case 2 (Figure 2.10) follow a similar trend to those from Case 1,
although with larger magnitudes due to the incompatibilities in the input SPFs. In con-82
Figure 2.12: From top to bottom: Tr from the source distribution, the optimal inversion of
the ideal SPFs (Case 1), and the optimal inversion of the noisy variants (Case 2).
The total range of the dilitation from Case 2 is 1.28 × 10−6 despite the uniform
appearance. The mean values of the distributions from top to bottom are 3.90 ×
10−4, 3.90 × 10−4 and 3.86 × 10−4.83
trast to Case 1, the solution that minimizes the LSDF errors does not simultaneously
minimize the SPF residual. For the optimal solution, the mean SPF errors (RP(0)) are
9.91% larger than the (0, 0) solution. This behavior, in conjunction to the relative in-
sensitivity of solution accuracy to increasing β, supports the use of a selection criteria
in which α and β are simultaneously maximized such that the relative increase in the
mean SPF error remains below 10%. For reference, the SPF errors are calculated with
respect to the input (noisy) SPFs as well as the ideal SPFs from Case 1. The latter errors,
marked with a ∗ in Table 2.4, are smaller than those calculated with respect to the input
SPF data. Further analysis has shown that the optimal LSDF solution for the noisy input
data does produce the minimum SPF errors, as calculated with respect to the underlying
ideal SPFs from Case 1 rather than the input data.
2.7 Discussion
The complete results for Case 2 suggest that the ﬁdelity of quantitative strain analysis
is highly sensitive to the quality of the experimental data. To compound the problem,
only sparse SPF coverage is available to most experimental techniques. In these cases,
assumptions regarding the statistical symmetries of the sample, reinforced by simulated
data, may be exploited to reduce the indeterminacy of the SPF inversion problem. The
SPFs are roughly axisymmetric in the provided example, following from the symmetry
of the applied macroscopic deformation. The FE/Rodrigues implementation facilitates
an elegant geometric representation of the symmetries via nodal point equivalences. A
discussion of the general form of the invariance condition on the LSDF is provided in
Appendix E. The presented SPF inversion method is also versatile in that it may handle
arbitrary SPF coverage without modiﬁcation or the need for data manipulation a priori.
The results from the model LSDF analysis suggest that the optimal solution, in the84
presence of experimental errors, is qualitatively the smoothest LSDF that best captures
both the average dilitation and SPFs. A qualitative explanation for the gradual increase
in the LSDF errors with increasing α and β is related to a topological smoothing of the
trial solutions. While the overall ranges of the components becomes more restricted, the
relative positions of the extrema remain unaffected.
WhilethepresentedmethodforLSDFanalysisprovidesthemeanorientation-dependent
crystal strains, information regarding the orientation-dependent variance of the crystal
strains may be correlated to diffraction peak proﬁle analysis in future work. The com-
bination of the two ﬁelds could provide a more complete, stochastic description of the
micromechanical state of a sample. This method may also be implemented within a Ri-
etveld reﬁnement package, such as MAUD [42], in a manner analogous to that of direct
PDF inversion methods [86, 30].
2.8 Conclusions
A versatile and robust method is presented for obtaining the orientation-dependent mean
elastic strain ﬁeld in polycrystalline samples from diffraction strain pole ﬁgures. A
heuristic for selecting the optimal coupling parameters based on errors calculations with
respect to the input data is also presented. The parameter study using the model LSDF
suggests that the optimal solution to the SPF inversion problem
• is smooth,
• matches the input data well, and
• captures the average dilatation over the polycrystal.
In addition, the FE/Rodrigues implementation employed in § 2.5 has several distinct
beneﬁts including85
• versatility,
• the straightforward application of symmetries, and
• the ability to handle arbitrary SPF coverage.
The software used for this analysis will be made available upon request in the form of a
Matlab
R  function library.Chapter 3
Quantitative Elastic Strain Analysis of
Polycrystalline Materials using Synchrotron
X-Rays and Area Detectors
3.1 Introduction
The more recent availability of high-energy synchrotron x-rays and large, position-
sensitive area detectors has had a major impact on experimental materials science. In
particular, this experimental framework has enhanced the understanding of deforma-
tion processes in polycrystalline materials such as minerals and structural alloys. The
combination of rapid collection times and the ability to observe many scattering vec-
tors simultaneously facilitates performing thermo-mechanical processing experiments
in situ. Experimental techniques have been developed towards this end to observe both
“bulk” populations [36, 79, 54] as well as individual embedded grains [57, 39, 63, 43].
The data from such experiments can provide an unparalleled level of detail regarding
the evolution of micromechanical state during deformation processes.
Naturally, a major goal of advancing the understanding of complex material behav-
iors, such as recrystallization dynamics, multiaxial plasticity and fatigue, is to advance
the state of structure-based materials modeling. Crystal-level data measured during de-
formation provides an invaluable tool for the calibration and validation of polycrystal
simulations. At the present time, however, reliable predictive capabilities for even fun-
damentalmacroscopicresponsessuchasstrength, stiffnessandfatiguelifearestillunder
development [19]. The ability to quantify micromechanical state in situ will certainly
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play a critical role in that development.
One particularly interesting behavior in polycrystalline materials is the inhomoge-
neous partitioning of macroscopic deformation among the constituent grains. The re-
sulting distributions of crystal (lattice) strains and the related stresses describe the mi-
cromechanical state. At the scale of statistically representative volumes, these distri-
butions are expected to display a non-trivial orientation dependence. Furthermore, the
crystal strains/stresses may in general be quite different than the macroscopic quanti-
ties ; as such, maximizing the number of independent strain measurements is generally
necessary to best quantify the micromechanical state. The lattice strain data is naturally
represented as generalized pole ﬁgures. The goal of the experiment is then to maximize
both the number of strain pole ﬁgures (SPFs) measured and the amount of data on each,
which is completely analogous to the experimental requirements of quantitative texture
analysis (QTA). Sets of SPFs from in situ experiments may in turn be correlated with an
orientation-dependent lattice strain (or stress) distribution function (LSDF) [76, 5] for
some macroscopic loading conditions. This procedure is discussed at length in [5]. A
sample application of the SPF inversion method is provided here in § 3.4.
The majority of synchrotron-based strain measurement techniques utilize angle-
dispersive diffraction schemes (ADXRD) and Laue geometry [36, 79, 57, 43, 54]. En-
ergy dispersive schemes (EDXRD) have been presented as well, with good results [14,
35]. However, the measurement of SPFs by EDXRD would require a dedicated setup
having a ﬁxed array of several ED detectors, which has not been done to date. Similarly,
it is possible to measure SPFs for in situ experiments using TOF neutron diffractometers
that have a 3-dimensional detector array, such as HIPPO at LANSCE [86]. The use of
neutrons is particularly advantageous for larger samples (e.g. large-strain compression
samples) and materials that are poor x-ray scatterers. There are,however, very few such88
diffractometers available, whereas the typical ADXRD setup is quite general and easily
accommodated at virtually any high-energy synchrotron beamline. Collection times are
also much shorter using synchrotron sources, which may be critical to the in situ exper-
iment. In all, ADXRD methods using hard x-rays and area detectors are currently the
most feasible for measuring SPFs in situ.
Owing mainly to the novelty of these experimental techniques, there is a severe
lack of both methods and software for the purpose of extracting lattice strains from 2-d
powder pattern images. The data reduction problem is two-fold:
• theimagesmustbecorrectedfortheexperimentalgeometry, includinganydetector-
relative distortion; and
• the Bragg peak positions must be calculated, e.g. via ﬁtting proﬁle functions.
Two public-domain software packages, Fit2d [21] and more recently Maud [42], are
able to perform the required geometric corrections on 2-d powder patterns. The former
is more general, and may handle ﬂat-ﬁeld distortions such as encountered with CCD
cameras [23]. Fit2d is not, however, equipped to perform any automated pattern ﬁtting
operations suitable for quantitative analysis of powder patterns. Maud is a Rietveld re-
ﬁnement package [64, 89], and performs the geometry correction of Laue images via
a set of parameters in the full pattern ﬁtting procedure. This method has recently been
applied to several QTA problems [30, 41], including the present work (see § 3.4). How-
ever, Maud is not yet able to handle patterns affected by large, anisotropic strains, such
as those measured from externally loaded specimens, and can not proceed to conver-
gence without user input.
While ellipses have been employed to ﬁt strained powder patterns with satisfactory
results [36, 79], this model is rather severely limited and generally unsuitable for gen-89
erating SPFs for LSDF analysis [54]. Popa et al. [62] have presented a method for
modeling strain-induced Bragg peak shifts in the context of Rietveld reﬁnement via
the spherical harmonic coefﬁcients of a weighted stress orientation distribution function
(WSODF). While analytically pleasing, this method has not yet been successfully im-
plemented. Furthermore, it neither provide any means of applying necessary conditional
control to the solution [5], nor extracts lattice strains directly from the powder pattern.
To the knowledge of the authors, no generally applicable, model-independent method
for extracting lattice strains from 2-d diffraction images has been presented.
It is the goal of this paper to introduce such a method for extracting lattice strains
from 2-d powder pattern images and provide a sample application using data from an in
situ test. The fundamental strategy is to utilize a forward-modeling approach where all
parameters affecting apparent Bragg peak position are reﬁned external to a Rietveld-like
full-pattern ﬁtting procedure using a global optimization scheme. The main motivating
factors for employing this scheme are
• the extreme sensitivity of measured strains to instrument geometry correction; and
• a desire to automate of the data reduction from in situ experiments.
The authors wish to stress, however, that the focus of this paper is not in the details
of the full pattern ﬁtting method; a rather simplistic model is employed here. Rather
it is the two-tiered organization of the instrumental corrections and the lattice strain
extraction. Speciﬁcally, all parameters affecting the analytic positions of the Bragg
peaks (x-ray energy and lattice type and lattice parameters) and measured positions
(instrument geometry) are reﬁned externally from the full pattern ﬁtting using a novel
direct search method.
This approach requires that the proﬁle functions themselves include a parameter to90
represent the strain-induced 2θ offset (i.e. position extraction) of the Bragg peaks. To
minimize correlations with, it becomes necessary that a strain-free powder pattern be
superimposed over the strained pattern, e.g. from a powdered standard placed near or
on the surface of the sample as shown in [79, 54]. Using the ideal pattern in each image,
the lattice strains are “extracted” using the proﬁle function ﬁtting.
3.2 Deﬁnition of Lattice Strains
Consider the set of crystallographic planes parameterized by the crystal-relative normal,
c, and nominal inter-planar spacing, dc that have a non-zero structure factor. When the
Bragg condition is satisﬁed in the powder diffraction experiment, the subset of grains
having orientations, R0, that satisfy
R
0c = ±s (3.1)
will contribute to a diffracted beam with scattering vector, s. For reference, a schematic
of the typical angle-dispersive powder diffraction experiment in the Laue geometry is
shown in Figure 3.2.
The diffracted beam will have a ﬁnite angular width due to the convolution of in-
strumental contributions, grain size and what is referred to as “microstrain” [15, 89].
Microstrain refers to the variance in dc about the ensemble average value, ¯ dc, among all
grains that satisfy Equation 3.1. Bragg’s Law may then be written as
λ = 2¯ dc sinθc, (3.2)
where 2θc is the angle between the transmitted and diffracted beams, λ is the wavelength
of the incident radiation.
If reference plane spacings, d0
c, are available via an estimate of the “unstrained”91
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Figure 3.1: Schematic of diffraction geometry for a polycrystalline sample showing the rela-
tionship of the scattering vector, s, with the incident and diffracted beams. Laue
(transmission) geometry is shown, which is typical of most lattice strain measure-
ments.92
lattice parameters, the lattice strain associated with c and s may be deﬁned as
˜ c(s) ≡
¯ dc − d0
c
d0
c
, (3.3)
where c and s are related by Equation 3.1. The spherical surface deﬁned the set of all
s is referred to as a generalized pole ﬁgure (see Figure 3.2). If lattice strains associated
with a particular crystallographic form, c, are measured for a sufﬁciently large number
of distinct s, then ˜ c(s) may be represented on a generalized pole ﬁgure, i.e. the strain
pole ﬁgure (SPF).
For quantitative strain analysis, the fundamental quantity for measurement then be-
comes the various 2θ observed for different combinations of c and s. When ﬂat area
detectors are used, the scattering angles are mapped to radii, ˆ ρ00, measured from the (es-
timated) pattern center. The schematic in Figure 3.2, however, represents an idealized
situation. In general, the diffraction image may be spatially distorted. These distor-
tions must be accounted for to obtain an accurate estimate of the angular positions of
the various Bragg peaks, which is critical to both strain analysis an structure reﬁnement
in general. For reasons including image correction and SPF coverage (see § 3.3.3), the
transmitted beam is typically centered on the detector in order to subtend full cross-
sections of the Debye-Scherrer cones.
3.3 2-d Powder Diffraction Images
Powder diffraction images represent the intersection of the Debye-Scherrer cones with
the detector plane, as depicted in Figure 3.3. It is convenient to parameterize the im-
ages using polar coordinates, (ˆ ρ00, ˆ η00), with the direct beam (i.e. the theoretical pattern
center) at the origin. Radial spectra may then be generated for certain reference ˆ η00 by
re-binning, or “caking”, the image over sectors, (∆ˆ ρ00,∆ˆ η00), as shown in Figure 3.3.93
Figure 3.2: Schematic of the synchrotron x-ray instrument geometry. All coordinate systems
are deﬁned relative to a laboratory frame in which the x-ray beam is ﬁxed. The
scattering center of the sample deﬁnes the origin of the reference coordinate system,
{X,Y,Z}. The intersection of the beam and the detector plane deﬁnes the origins
of the ideal detector CS, {X0,Y0,Z0}, and the tilted detector CS, {X00,Y00,Z00}.
Note that {X0,Y0,Z0} is “ideal” in the sense that the X0 − Y0 plane is orthogonal
to the x-ray beam. The inset illustrates the distortion of the Debye ring on the
image plane as a result of the detector tilt. Also shown is the radial integration
CS, {ˆ X00, ˆ Y00, ˆ Z00}, which in general may be displaced from {X00,Y00,Z00} in the
detector plane by t.94
Figure 3.3: Left: Sample powder diffraction image obtained from a sheet of Ti-6Al-4V using
the mar345
R  image plate and scanner. The beam energy was ∼ 50keV and the
sample-to-detector distance was ∼ 67cm. The boundaries of a typical integration
sector are shown. Right: The radial spectrum resulting from the sector integration
(“caking”) of the image at the left using Fit2d.95
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Figure 3.4: Integrated image of nominally strain-free Ti-6Al-4V. Each radial histogram spans
ˆ ρ00[mm] ∈ [30,170] for ˆ η00[◦] ∈ [0,345] with ∆ˆ η00 = 15◦. The ﬁrst and last CeO2
peaks (NIST SRM 674a) are highlighted to demonstrate the ˆ ρ00- and ˆ η00-dependent
distortions of the various Bragg peak positions. This image was corrected success-
fully with the assumption that the Ti was unstrained as well as the CeO2, the results
of which are summarized in § 3.4.
As the Bragg angles, 2θc, of the various peaks in the spectra are of central im-
portance, the radial axes must in turn be transformed to a 2θ axes via the appropriate
geometric operations (see Figure 3.2 and 3.3). The values of 2θc are typically measured
by ﬁtting an analytic proﬁle function, e.g. Gaussian or Lorentzian, to the corresponding
peaks in the 2θ spectra (see § 3.3.4). The ability to match the observed and predicted
positions of the Bragg peaks is critical to strain analysis, and indeed the whole of quan-
titative crystallography. For this reason, any spatial distortions in the Laue images must
be quantiﬁed and removed. Spatial distortions arise from uncertainties in both the in-
strument geometry as well as the image read-out mechanism, and are manifest as unex-
pected, systematic variations in the radial positions of the Bragg peaks in caked spectra,
as shown in Figure 3.3.96
3.3.1 Instrument geometry
The instrument geometry for the typical ADXRD setup may be effectively modeled by
4 RHON coordinate systems:
• the reference CS, {X,Y,Z}
• the ideal detector CS, {X0,Y0,Z0}
• the tilted detector CS, {X00,Y00,Z00}
• the integration CS, {ˆ X00, ˆ Y00, ˆ Z00}
which are depicted schematically in Figure 3.3. These four coordinate systems are re-
lated by the following transformations:
{X
0,Y
0,Z
0} = {X,Y,Z} + b0, 0, Dc (3.4)
{X
00,Y
00,Z
00} = R(γX00X
00) · R(γY0Y
0) · {X
0,Y
0,Z
0} (3.5)
{ˆ X
00, ˆ Y
00, ˆ Z
00} = {X
00,Y
00,Z
00} + bt1, t2, 0c, (3.6)
where the notation R(φn) represents the rotation matrix corresponding to a rotation
through angle φ about the axis n. The integration CS, {ˆ X00, ˆ Y00, ˆ Z00}, represents the
“caking” coordinate system, and its origin represents an estimate of the theoretical pat-
tern center. The true pattern is coincident with the origins of both {X00,Y00,Z00} and
{X0,Y0,Z0}. Note that rotations about the detector normal are not considered for sev-
eral reasons: they only affect the baseline deﬁnition of ˆ η00, they are the easiest to min-
imize in the instrument setup, and they typically1 can not be determined using powder
1Single crystal Laue images can be used to quantify and correct spatial distortions
including rotations about the detector normal, as shown in the work of Campbell et al.
[11]. It may be possible to quantify rotations about the detector normal using powder
patterns that display a strong texture; if known in advance, the orientation PFs could in
theory be used in theory to correct the corresponding measured PFs for a single sample
orientation.97
Table 3.1: Instrument parameters descirbing the ADXRD setup with a 2-d area detector. The
initial values and bounds for the reference Ti-6Al-4V image are shown in the third
column.
Parameter Description Initial Values & Bounds
E [keV] x-ray energy (eqv. to wavelength) 49.956 ± 0.1
t [cm] in-plane origin displacement (0.0,0.0) ± 0.02
D [cm] sample-to-detector distance 66.723 ± 0.5
δD [cm] calibrant offset (downstream) 0.1 ± 0.1
γY0 [deg] arccos(X0 · X00) 0.0 ± 2.0
γX00 [deg] arccos(Y0 · Y00) 0.0 ± 2.0
δˆ ρ00 [cm] isotropic radial offset 0.0 ± 0.02
diffraction images.
3.3.2 Image Distortion
Image distortion can be attributed to two sources: instrument geometry and intrinsic
detector properties. In quantitative strain analysis, the fundamental difﬁculty in the
data reduction problem lies in that matching the observed and calculated Bragg peak
positions is affected not only by the presence of lattice strains, but also by errors in the
lattice parameters and all of the instrument parameters listed in Table 3.1.
Intrinsic image distortion is generally a static property particular to the type of de-
tector, e.g. CCD camera or image plate scanner, and may generally be described as a
warping or shearing of the image. Procedures for both quantifying and correcting vari-
ous types of these distortions have been developed and implemented by Hammersly et
al. [23], and are typically applied to the image prior to caking.
An alternate approach involves correcting the caked spectra themselves. This be-
comes feasible when the distortions are small and easily modeled with a few parame-
ters. One example is the apparent radial offset in images obtained using the widely-used98
mar345
R  image plate scanner, which results from small errors in the calibration of the
zero-point of the scanning head. This is precisely the case considered here, and a single
radial offset parameter, δˆ ρ00, is reﬁned globally with the other instrument parameters to
model the contribution of intrinsic distortion.
To further complicate the task of data reduction for the in situ experiment, all of
the instrument parameters, perhaps with the exclusion of the intrinsic distortion, may
change slightly over the course of the test in addition to the lattice strains.
It is generally difﬁcult to deconvolute the various causes of image distortion inde-
pendently. As a result, the only generally feasible approach to powder image correction
is via optimization; i.e., the relevant instrument and material parameters are iteratively
reﬁned to minimize some objective function based on the errors between the observed
and calculated spectra. For example, an image of an ideal, strain-free powder pattern
can be used to estimate
• the x-ray wavelength, λ (or equivalently, energy, E);
• the coordinates of the pattern center;
• the sample-to-detector distance, D;
• the detector non-orthogonality parameters; and
• the lattice parameters of the powder;
by exploiting the geometry of conic sections in an optimization problem. The procedure
involves reﬁning a subset of the parameters listed above to minimize a residual on the
calculated and measured spectra. Hammersly et al. [22] have systematically pursued
this approach in the form of a non-linear least squares minimization, and it is among the
most useful capabilities of Fit2d. This implementation is adequately robust, but has its99
disadvantages. For example, certain parameters, such as E and D typically can not be
reﬁned simultaneously, as this leads to a poorly conditioned least squares system. The
same geometric parameters are also included in the global least squares system in the
Rietveld reﬁnement package Maud [42]; while it is robust enough to reﬁne all geometric
parameters simultaneously, it can not proceed from an initial estimate to “convergence”
without signiﬁcant user input.
Indeed, it appears to be generally infeasible to reﬁne all of the parameters listed
above simultaneously using gradient-based optimization methods. The authors attribute
this behavior to the extreme non-linearity of the objective function used for the image
correction, as well as the high degree of correlation between many of the the different
parameters, e.g. E and D or the tilt and center offset. There are also an abundance of of
local minima in the problem, while the global minimum is desired. For these reasons,
we propose that a novel direct search method be used to perform the optimization rather
than a gradient-based method. A detailed description of the direct search algorithm and
its advantages is provided in § F, and its application to the image correction problem is
described in § 3.3.5.
3.3.3 Image Correction: Mapping ρ → 2θ
In terms of the current estimates of the instrument parameters listed in Table 3.1, the
procedure for transforming the ˆ ρ00 axis to a 2θ axis ˆ η00-spectrum is performed as follows:
1. apply δˆ ρ00 to ˆ ρ00;
2. transform (ˆ ρ00, ˆ η00) to (ρ00,η00) using t;
3. transform (ρ00,η00) to p00 = bx00,y00,z00c;
4. transform p00 → p0 = bx0,y0,z0c using R(γX00X00) and R(γY0Y0);100
5. transform p0 → p = bx,y,zc using D; and
6. calculate 2θ from p as arccos(−Z · p).
The resulting 2θ spectra are then ﬁt with an analytic proﬁle function, as described in
§ 3.3.4. The calculation of 2θc requires knowledge of the lattice parameters and indices,
c → {hkl}, associated with each peak, along with the wavelength of the incident ra-
diation. However, the fact that the calibrant material is typically a distinct layer, e.g. a
powder suspended in petroleum jelly [54], must be accounted for. This is done with a
offset parameter, δD, which may be interpreted as the distance between the sample and
calibrant scattering centers, as shown in Figure 3.5. Since the angular spectra are calcu-
lated with reference to {X,Y,Z}, the 2θc for the calibrant phase must be transformed
using δD and D:
2θ
∗
c = arctan

(D − δD)
D
tan(2θc)

. (3.7)
The complete set of Bragg angles are then subsequently used to ﬁx the centers of the
peaks in the analytic proﬁle function.
This forward-modeling approach has the beneﬁt of intrinsically accounting for over-
lapping peaks. This is particulary important for the study of multi-phase samples, where
some degree of overlap between calibrant and sample reﬂections is to be expected.
3.3.4 Full Pattern Fitting
Powder diffraction spectra may generally be modeled as a superposition of sharp Bragg
peaks and a smoothly varying background. Analytic proﬁle functions are used to extract
information from these spectra, such as the positions and integrated intensities of the
various Bragg peaks. While the procedure of ﬁtting these analytic functions to diffrac-
tion spectra may be approached in different ways, its primary objective is to minimize a101
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Figure 3.5: Transformation of the calibrant 2θc due to the offset between the scattering centers
of the sample and calibrant layer(s). Refer to Equation 3.7 in § 3.3.3.102
weighted residual of the form,
Ry =
Nρ X
i=1
wi(y
obs
i − y
cal
i )
2, (3.8)
where yobs
i and ycal
i are the observed and calculated intensities for the ith angular (i.e.
transformed radial) bin, and wi are weights. For problems in QTA and strain analysis,
sets of spectra, each corresponding to different scattering vectors, are ﬁt simultaneously.
A simplistic approach involves ﬁtting an analytic proﬁle function to the pattern di-
rectly. In contrast, the pattern(s) are ﬁt indirectly in the Rietveld method. As the princi-
ple goal of the Rietveld method is the reﬁnement of structures, the optimization param-
eters reside in models for the crystal structure, specimen and instrument, which in turn
are correlated with the proﬁle function parameters. The pattern ﬁtting method presented
here is somewhat of a hybrid of these two methods.
As mentioned in § 3.1, the primary focus of this paper is not structure reﬁnement per
se, but rather coupling 2-d image correction with the extraction of lattice strains. The
structures (i.e. phases) present in the sample are known a priori in the in situ experi-
ment. The critical parameters are the azimuthally-dependent Bragg angles, 2θc, for the
strain-affected phase(s). In the proposed method, the proﬁle function parameters are ﬁt
directly to the diffraction spectra in a least-squares sense with one distinct exception: the
nominal peak positions are ﬁxed via estimates of the relevant instrument and material
parameters. These parameters are reﬁned external to the pattern ﬁtting using the global
optimization method discussed in Appendix F, and are subsequently used to map the
radial axes for re-ﬁtting until Rg =
P
i
Ryi has been sufﬁciently reduced. As a result,
the method requires the data to contain some “unstrained” peaks to provide a meaning-
ful ﬁducial to the global optimization. The implementation of the global optimization
procedure and its connection to the spectrum ﬁtting are described in § 3.3.5.
Many analytic functions have been proposed for modeling diffraction spectra. For103
an overview of the performance of various proﬁle functions, the reader is referred to the
work of Young and Wiles [90], and Synder [73]. In the present work, a pseudo-Voight
proﬁle function is employed for modeling the Bragg peaks:
y
pV(2θ) = A(mG(2θ) − (1 − m)L(2θ)), (3.9)
where A and m are parameters,
G(2θ) = exp−
(2θ − 2θ0)2
2σ2 , and (3.10)
L(2θ) =
 
Γ
2
2
 
Γ
2
2 + (2θ − 2θ0)2
. (3.11)
Whilerathersimple, thissymmetricproﬁlefunctionhasbeenusedtosuccessfullymodel
the proﬁles obtained via synchrotron sources for a wide variety of cases [90, 73]. A
simple polynomial is employed to model the background, as is done in most Rietveld
reﬁnement packages such as GSAS [38] and Maud [42].
The complete calculated intensity proﬁle containing Nc calibrant peaks and Nf
“free” or strained peaks is then written as:
y
cal = p
d +
Nc X
i=1
y
pV
i +
Nf X
i=1
y
pV ∗
i , (3.12)
where pd =
Pd
i=0 ai(2θ)i is the polynomial background function of degree, d, and
ypV ∗ denotes a pseudo-Voight function having an additional parameter, δ2θ0, such that
2θ0 → 2θ0 + δ2θ0 in Equation 3.10 and 3.11. The free parameters for each peak, A,
m, σ, Γ, and δ2θ0 (where applicable) are reﬁned independently with the background
coefﬁcients, ai, using a constrained, non-linear least squares problem to minimize the
residual(s), Ry (Equation 3.8). The weights in Equation 3.8 are set to
wi =
1
yobs
i
, (3.13)
as done in the standard Rietveld method [64, 89].104
The proﬁle centers, 2θ0 = 2θc, represent the point of contact between Equation 3.12
and the parameters in the global optimization problem. Speciﬁcally, they are calculated
from the current estimates of the lattice parameters and x-ray energy and held ﬁxed in
the pattern ﬁtting procedure. To adequately perform the image correction, there must be
Nc > 0 ﬁxed peaks in the spectra. Furthermore, the calibrant peaks should be distributed
over the full angular range subtended by the detector in order to alleviate the degree
of correlation between the various instrument parameters (e.g. corrections for tilt and
center offset). In the absence of any ideal powder peaks, the peak positions become
highly correlated with the global parameters, which leads to false local minima and
renders their values meaningless.
The simplicity of Equation 3.12 allows for the calculation of an analytic Jacobian for
the objective, Equation 3.8, which greatly improves the robustness of the least squares
problem. Box constraints are calculated for each free parameter based on the charac-
teristics of each spectrum, including extreme values, typical peak widths, etc... Sample
spectrum ﬁts are shown in § 3.4, in Figure 3.6 and 3.7.
3.3.5 Implementation
It is proposed that the image correction procedure is implemented as a two-tiered opti-
mization scheme: all free parameters that affect both the calculated and measured Bragg
peak positions are reﬁned globally using a direct search method, while the optimization
objective is calculated locally from the least-squares residuals of the full pattern ﬁts.
The objective function for Nη spectra may be written as:
Rg(ξ) =
Nη X
i=1
Ryi, (3.14)105
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Figure 3.6: Analytic ﬁt of the caked spectrum from the reference image (ω = 0◦) corresponding
to ˆ η00 = 0◦, based on the initial (unreﬁned) instrument parameter values listed in Ta-
ble 3.1 and the initial lattice parameters listed in Table 3.4. The weighted difference
curve (
p
Ry) is shown below. The large discrepancies in peak positions between
the calculated proﬁle (“analytic ﬁt”) and the transformed radial data (“uncorrected
data”) stem from errors in the instrument and lattice parameters.106
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Figure 3.7: Analytic ﬁt of the same caked spectra shown in Figure 3.6, after reﬁnement of the in-
strument parameters and lattice parameters via the Multistart Local Metric Stochas-
tic RBF method (see Appendix F) using the objective function described in § 3.3.5.
The reﬁned parameter values are listed in Tables 3.1 and Table 3.4. The errors do
not show a strong correlation with 2θ or phase ID. The largest discrepancies are
due mainly to the limits of the pseudo-Voight function in capturing the intrinsic line
shape.107
where ξ represents the set of scaled reﬁnement parameters such that ξ ∈ [0,1]. In
this implementation, Rg is calculated from a single image. The classiﬁcation of images
from a typical in situ experiment is described in Table 3.2 in terms of the related free
parameters. A ﬂow chart describing the associated data reduction procedure is shown in
Figure 3.8.
For the processing of each image, the input deck essentially consists of
• the caked radial spectra;
• the reference azimuths;
• the indices of the peaks present;
• initial values and bounds of the lattice parameters for the phases present; and
• initial values and bounds of the instrument parameters listed in Table 3.1.
A single function evaluation for Rg is computed from the current parameters values, ξ,
as follows:
1. all 2θc are calculated.
2. 2θc → 2θ∗
c for the calibrant phase(s) using Equation 3.7.
3. for each azimuth:
(a) ˆ ρ00 is converted to 2θ.
(b) full pattern is ﬁt using 2θc and 2θ∗
c, yielding Ryi.
4. Rg is calculated.
The goal is to ﬁnd
ξ
∗ = min
ξ
Rg(ξ) (3.15)108
Table 3.2: Classiﬁcation of images in reﬁnement scheme. The term “All” denotes both instru-
ment parameters (see Table 3.1) and lattice parameters.
Image Type Free Parameters
Reference∗ Image All parameters
Unstrained Image All instrument parameters
Strained Image E, t, δD, γY0, γX00, δˆ ρ00
BEGIN
Obtain initial values and bounds 
on all parameters
Fit Unstrained 
Images: ω0—ωn
Fit Strained Images: 
ω0, σ1—σm
Are lattice 
parameters 
known?
YES
Fit Unstrained 
Reference Image: ω0
NO
Fit Unstrained 
Images: ω1—ωn
Fit Strained Images: 
ωn, σ1—σm
⋄⋄⋄
⋄
⋄
⋄
lattice parameters,
D1—Dn
lattice parameters,
D1—Dn
lattice parameters
Figure 3.8: The procedure and ﬂow of information for data reduction of a typical in situ exper-
iment. The parameters, ωi and σi denote images taken for distinct sample orienta-
tions and applied loads. The terms classifying the images are deﬁned in Table 3.2.109
for ξ ∈ [0,1] using no more than Nmax function evaluations. The algorithm proceeds
until it has converged or reached Nmax function evaluations. If convergence is reached,
the algorithm is restarted using the remaining balance of function evaluations. Speciﬁc
details regarding the direct search algorithm are provided in § F. Once an optimal ﬁt
is found, lattice strains are calculated from the δ2θ0 for each of the Nf “strained” peaks
using Equation 3.2 and 3.3. The strain pole ﬁgures, ˜ c(s), are constructed by associating
thelatticestrainswiththeircorrespondingscatteringvector, sc. Becauselatticestrainsin
most engineering materials are less than 1% and the x-ray beam energy is not expected
to vary more than ∼ 50eV, the changes in the set of sc during the course of the typical
experiment is negligible; hence the sc used to build the SPF, ˜ c are calculated from the
reference image parameters.
The authors wish to stress that the essential feature of the combined image correc-
tions and strain extraction procedure is the combination of local and global optimiza-
tions; i.e. the separate (global) optimization of the parameters affecting peak position
from the (local) pattern ﬁtting. The physical signiﬁcance of the choice of free param-
eters in the global optimization, with respect to the in situ experiment, is discussed in
§ 3.5.
3.4 Example Analysis
A specimen of two-phase Ti-6Al-4V was loaded in uniaxial tension in situ at CHESS A2
station. The experimental setup is described in [54]. A square 0.5 mm beam of 50 keV
x-rays was used to illuminate a volume of grains near the center of a 0.5 mm thick “dog
bone” tensile specimen in transmission (Laue) geometry. In the nominal orientation,
the sample {LD,TD,ND} frame was coincident with {X,Y,Z}. The sample was
rotated about Y by ω to extend the SPF coverage. For each load step, there are 5 images110
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Figure 3.9: Reference spectrum of the two phase Ti6-4 sheet with a layer of CeO2 powder on the
downstream face. The markers under the spectrum denote the reference positions of
the α-Ti (HCP), β-Ti (BCC) and CeO2 (FCC) reﬂections, from top to bottom. The
angular range contains the lowest-order reﬂections for each phase.
corresponding to ω ∈ [−30◦,−15◦,0◦,15◦,30◦]. A total of 10 CeO2 (FCC lattice), 11
α-Ti (HCP lattice) and 4 β-Ti (BCC lattice) reﬂections were used in the d-space range
from 1.03˚ Ato 3.74˚ A. A sample spectrum is shown in Figure 3.9.
The maximum number of RBF iterations was 500. The optimized instrument and
lattice parameters from the reﬁnement of the reference images are listed in Tables 3.3
and 3.4, respectively. The means and standard deviation are listed in Table 3.5. In the
subsequent reﬁnement of the strained images, only the pattern centers were reﬁned; the
values for D and δD for each image were set to the results from the corresponding refer-
ence image, while the mean values in Table 3.5 were used for all remaining parameters.
Discrete harmonic expansions (see Chapter 1 and Appendix C) corresponding to
Lmax = 35 were used to represent functions on the cubic and hexagonal orientation
spaces; the number of degrees of freedom (DOF) used for the hexagonal Ωfr mesh was
108 out of 605 total, and 54 out of 254 total DOF were used for the mesh on the cubic111
Ωfr.
The PDF and SPF projection operators were calculated using 2000 bins/ﬁber by
the methods described in Chapters 1, 2 and Appendix B. The coupling parameter for
the PDF inversions was set to βP = 0.5 (see Equation 1.10) using the selection heuristic
outlined in § 1.6.1 of Chapter 1. Similarly, the coupling parameters for the SPF inversion
were estimated using the selection heuristic presented in § 2.4.1 of Chapter 2. For the α-
Ti phase αS = 0.05 and βS = 100 were employed, while for the β-Ti phase αS = 0.03
and βS = 100 (see Equation 2.16).
Strain pole ﬁgures were extracted from the images corresponding to an applied
(macroscopic) stress of 400MPa. The LeBail algorithm in Maud was used to extract
pole ﬁgure data from the reference images using the reﬁned instrument parameters from
the RBF method as in [41]. Sample results from the spectrum ﬁtting with the optimized
instrument parameters are shown in Figure 3.10, where the lattice strains in the Ti are
apparent. The full extracted and recalculated PDFs and SPFs for 3 three α-Ti reﬂections
are shown in Figures 3.11 and 3.12, respectively. The underlying ODF and LSDF are
shown in Figures 3.13 and 3.14. The analogous quantities for the β-Ti phase are shown
in Figures 3.4, 3.16, 3.17 and 3.18. Mean RP errors (see Equation 2.20) were calculated
between the input and recalculated PDFs and SPFs using the mean value of each input
set as the threshold. The values are listed in Table 3.6.112
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Figure 3.10: Section of mapped 2θ for the nominal LD and TD sectors using the optimized
instrument parameters. The lattice strains are manifest as shifts in the α- and β-Ti
peaks, which are opposite in sense between between the LD and TD spectra. The
PDF values are manifest as changes in the integrated intensities in the same peaks
for the two spectra.113
Figure 3.11: Selected PDFs from the α-phase of the Ti (HCP). Both the glyph color and size
represent the associated PDF values.
Figure 3.12: Selected SPFs from the α-phase of the Ti (HCP). Both the glyph color and size
represent the associated lattice strain values. The associated pole density values
are shown in Figure 3.11.114
Figure 3.13: The ODF for the α-Ti (HCP) phase calculated from the extracted PDFs (see Fig-
ure 3.11) shown on the boudaries and coordinate planes of the hexagonal Ωfr.
(a) 11 (b) 22
(c) 33 (d) 23
(e) 13 (f) 12
Figure 3.14: The LSDF components for the α-Ti (HCP) phase calculated from the extracted
SPFs (see Figure 3.12) shown on the boudaries and coordinate planes of the hexag-
onal Ωfr. The are relative to the sample frame.115
Figure 3.15: Selected PDFs from the β-phase of the Ti (BCC). Both the glyph color and size
represent the associated PDF values.
Figure 3.16: Selected SPFs from the β-phase of the Ti (BCC). Both the glyph color and size
represent the associates lattice strain values. The associated pole density values
are shown in Figure 3.4.116
Figure 3.17: The ODF for the β-Ti (BCC) phase calculated from the extracted PDFs (see Fig-
ure 3.4) shown on the boudaries and coordinate planes of the cubic Ωfr.
(a) 11 (b) 22
(c) 33 (d) 23
(e) 13 (f) 12
Figure 3.18: The LSDF components for the β-Ti (BCC) phase calculated from the extracted
SPFs (see Figure 3.16) shown on the boudaries and coordinate planes of the cubic
Ωfr. The are relative to the sample frame.117
Table 3.3: Optimal solutions for the suite of unstrained Ti-6Al-4V images. All parameters were
reﬁned independently for 500 function evaluations using the initial values and bounds
listed in Table 3.1. Means and standard deviations are listed in Table 3.5.
Parameter (Ref.) 0◦ −30◦ −15◦ 15◦ 30◦
E [keV] 49.916 49.948 49.960 49.964 49.964
tx [mm] -0.055 -0.062 0.018 -0.161 -0.056
ty [mm] -0.118 -0.047 0.058 -0.012 -0.063
D [cm] 67.270 67.281 67.287 67.318 67.310
δD [mm] 1.221 1.267 1.126 1.337 1.207
γY0 [deg] -0.075 -0.734 0.206 0.407 -0.430
γX00 [deg] 0.592 -0.151 -0.084 0.584 -0.163
δˆ ρ00 [mm] 0.137 0.081 0.071 0.115 0.072
Table 3.4: Initial and reﬁned lattice parameters for the Ti-6Al-4V specimen from the corrected
reference image (in ˚ A). The corresponding initial and reﬁned values for the instru-
ment parameters are listed in Table 3.3.
Phase Initial Values & Bounds Reﬁned Values
α-Ti (2.9226,4.6676) ± 0.02 (2.9323, 4.6844)
β-Ti 3.2131 ± 0.02 3.2247
CeO2 5.4111 ± 0.01 5.4204
3.5 Discussion
In general, all of the instrument parameters may change between subsequent read-outs
of the mar345
R  imaging plate, and hence must be reﬁned. However, ﬁnding a false
local minimum due to the high degree of correlation between the instrument parameters
can be mitigated by ﬁxing as many as possible. For instance, it is not necessary to reﬁne
the lattice parameters if they have been calculated a priori. If they are not well known,
then they may be adequately reﬁned using a single reference image. In addition, other
instrument parameters, such as E(λ), δˆ ρ00, γY0 and γX00 are expected to vary very little
over the course of the experiment. Ideally, they would be calculated using a powder118
Table 3.5: Optimal solutions for the suite of unstrained Ti-6Al-4V images. All parameters were
reﬁned independently for 500 function evaluations using the initial values and bounds
listed in Table 3.1.
Parameter Mean Std. Dev.
E [keV] 49.950 0.02
tx [mm] -0.063 0.06
ty [mm] -0.036 0.07
D [cm] 67.293 0.02
δD [mm] 1.231 0.08
γY0 [deg] -0.125 0.46
γX00 [deg] 0.155 0.40
δˆ ρ00 [mm] 0.095 0.03
standard such as Si or LaB6 in the setup of the instrument.
Sequences of powder images are then taken for a set of sample orientations, ω, and
applied loads, σapplied. Hence, the sphere of confusion associated with the goniometer
will generally lead to small ﬂuctuations in D for the n different sample orientations,
ω1 − ωn; however, if the loadframe is properly aligned ﬂuctuations in each reference D
for subsequent loading steps should be negligible. Similarly, δD, is expected to change
for different sample orientations due to changes in D as well as specimen geometry.
Changes in δD with increasing load can be minimized by applying the calibrant layer
with uniform thickness in the area of interest on the sample surface.
Ideally, E should be measured and ﬁxed a priori rather than reﬁned with D. For
most synchrotron sources, E should vary by less than 10 eV over the course of a normal
ADXRD experiment. However, despite the high degree of correlation in the relatively
small angular range used in the image as well as the liberal bounds used in this study,
consistent values of E are found by the RBF Method.
The bounds on the parameters that are reﬁned are critical to the physical validity of
the solution. It is naturally most desirable to provide tight bounds based on a careful119
calibration of the instrument. In the application describe in § 3.4, all parameters were
reﬁned simultaneously from the same initial guess for each of the 5 reference images
to illustrate the robustness of the method. This does not, however, represent an ideal
application of this method. The relatively small standard deviations for the 5 reference
images listed in Table 3.5 suggest that the solutions are consistent and physically rele-
vant. Further studies will be required to determine whether the ﬂuctuations in the tilt
parametersandδˆ ρ00 arereal, orduetothehighdegreeofcorrelationwiththeotherreﬁned
parameters.
The magnitudes of the RP errors (see Table 3.6) suggest that the diffraction volume
contains a statistically relevant population of grains (i.e. a smooth, continuous ODF
adequately describes the experimental observations). The equally reasonable SPF errors
imply that the extracted strains are physically relevant as well. In particular, trends
in the magnitudes of the lattice strains for both phases are encouraging. First, they
are unilaterally tensile in the along LD and either negative or very small along TD.
Furthermore, the magnitudes of the lattice strains are consistent with the corresponding
single-crystal moduli; e.g. the {200} lattice strains are larger in absolute magnitude than
the {110} lattice strains for the cubic β-Ti phase, in which the {200} direction is more
elastically compliant than the {110}.
It must be acknowledged that there is no direct physical method for assessing the er-
rors in the LSDFs calculated from SPFs. We have empirically demonstrated the validity
of the image correction method via the consistency of the optimized instrument parame-
ters and the favorable results of the ODF/LSDF analysis. While the inverted distribution
functions clearly display structure (compare to the LSDFs from Chapter 2), little else
can be said without the aid of simulation data for comparison. The true utility of this
method is intimately connected to the integration ODF/LSDF analysis with the results120
Table 3.6: RP errors for the PFs extracted from the ﬁt peak intensities. The threshold is set as
the mean value in each set.
Phase Mean Std. Dev.
PDFs
α-Ti 9.02 2.75
β-Ti 9.17 1.77
PDF weighted SPFs
α-Ti 15.51 2.23
β-Ti 16.12 3.48
from polycrystal simulations, from which analogous distributions may be calculated di-
rectly.
The use of 2-d powder diffraction images for quantitative strain analysis is still rela-
tively new. Hence, the proposed image correction/strain extraction method is quite gen-
eral; many variations are possible. In particular, the deﬁnition of the residuals for both
the local and global optimizations is open-ended. For instance, several images may be
lumped together to calculated the detector tilt and δˆ ρ00 in the global optimization, and the
full pattern ﬁtting model used in the local optimization could be replaced with a more
complex model. The algorithms here are by now means optimized for computational
efﬁciency, although they are suitable for distributed computing.
Gains in robustness and efﬁciency may be possible by employing a full Rietveld
method for the pattern ﬁtting. By including more complex models to account for the
instrumental contribution to factors such as proﬁle shape, it may become possible to
extractmoreusefulinformationfromthediffractionimages. Onsuchquantityofinterest
in the strain variance, or “microstrain”. Software for this purpose is freely available in
packages such as Maud and GSAS.
The task of assessing the uncertainty in the optimized instrument parameters is quite
complicated. For a discussion of the attainable precision in measurements of peak posi-121
tion by ﬁtting proﬁle functions, the reader is referred to the work of Withers et al. [88].
Additional errors are generated through inadequacies of the models used for both the
full pattern ﬁtting and instrument geometry/spatial distortion.
3.6 Conclusions
A versatile forward-modeling methodology has been presented for the purpose of ex-
tracting lattice strains from 2-d diffraction images. The proposed algorithm is two-
tiered. The set of all parameters that affect the apparent positions of the Bragg peaks on
the 2-d image are reﬁned in the top (global) tier using a novel direct search algorithm.
This set includes all instrument geometry parameters, the beam energy, and the lattice
parameters (and type) of the phases present. The objective function value is calculated
in the lower (local) tier via a full pattern ﬁtting approach. Strains are extracted in the
local full pattern ﬁts as offsets between the mapped and calculated 2θ positions of the
peaks in the straining phases.
The algorithm is modular and suitable for distributed computing. As a result, it
may be used to process data from in situ loading/diffraction experiments. Favorable
empirical results were obtained using a simple model for the experiment that included
only instrument geometry, Bragg’s Law, and basic crystallography.
The software used for this analysis will be made available upon request in the form
of a Matlab
R  function library.Chapter 4
Summary & Directions for Future Research
Three methodologies are presented in this paper for the purpose of quantifying the
structure and micromechanical state of bulk polycrystalline materials from generalized
diffraction pole ﬁgures. The salient contributions of this dissertation include:
• the introduction of a PDF inversion method with increased robustness relative to
several commonly implemented methods, such as WIMV;
• the introduction of a direct SPF inversion method in which the conditional control
is formulated without the use of kinematic linking assumptions;
• the introduction of a methodology for directly extracting anisotropic lattice strains
from 2-d powder diffraction images that is suitable for larger-scale data reduction;
and
• a discrete FE representation of spherical harmonic modes, which extend the utility
of the FE/Rodrigues space framework introduced in [37] and [1].
The selection of the adjustable parameters in the PDF and SPF inversion methods
presented in Chapters 1 and 2 remains a delicate and open-ended problem. Heuristic
selection criteria have been presented in this work based on limited empirical results.
Although favorable results were achieved in the presented studies, it is desired to pur-
sue a more rigorous statistical approach to formulating selction criteria. One possibility
would be to explore Bayesian methods, such as those used in image reconstruction algo-
rithms. Further empirical studies, both experimental and simulated, will also be required
to reﬁne and verify the successful implementation of these methods.
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One possible extension for the strain/stress analysis is to extend the current descrip-
tion of the LSDF, which is a distribution of mean strains, to a fully stochastic distri-
bution. This involves the addition of a scalar component that represents the standard
deviation of the strains at each orientation. This component could be correlated with
strain variance (i.e. “microstrain”) pole ﬁgures. These data are available from the same
experimental setup presented in [54] for the measurement of PDFs and SPFs. The mea-
surement of PDFs, SPFs and microstrain pole ﬁgures (MSPFs) from Bragg peak widths
has been presented by Perlovich and Isaenkova in [61]. By including the orientation-
dependent standard deviations of the strains/stresses, the stochastic LSDF becomes a
much more complete descriptor of micromechanical state. Furthermore, this compo-
nent may also be compared directly to the results from simulations and single-crystal
experiments as done in [40].
There are many possible extensions to the data reduction methodology, particularly
with respect the full pattern ﬁtting. The forward-modeling approach is quite general
can be expanded considerably. It is desired to replace the simple pattern ﬁtting model
presented in Chapter 3 with one closer to a full Rietveld method. The possible advan-
tages include increased robustness, increased computational efﬁciency and the ability to
extract more detailed information, such as the strain-induced broadening of the Bragg
peaks. Luckily, a substantial body of work already exists for Rietveld analysis, and soft-
ware packages, such as Maud and GSAS, are freely available; integration of the methods
and algorithms in these programs with the RBF method for reﬁning the instrument pa-
rameters could yield a complete data analysis package suitable for extracting all types
of generalized pole ﬁgures. The RBF algorithm itself is also currently under develop-
ment, and further studies will provide useful feedback for improving its robustness and
efﬁciency.124
With regards to the experiment itself, a careful instrument calibration using a pow-
der standard, such as LaB6, will be necessary to insure the best results. So far, this
has not been done in the context of measuring lattice strains. Some considerations in-
clude: quantifying the instrumental contribution to peak proﬁles, spatial distortion of
the detector, and practical working ranges for all of the relevant instrument parameters.
Together, the three methods presented in this dissertation provide the basis for per-
forming a fully integrated experimental/simulation study of the deformation behavior of
bulk polycrystalline samples.Appendix A
Orientations & Symmetries
As one of the authors’ goals is to present a complete framework for PF inversion, we
offer our own mathematical formalism for orientations, symmetries, and functions of
orientations. While not essentially different than most other presentations of QTA, it
is designed to make certain distinctions clear. First, we distinguish vectors and tensors
from their component matrices. We also differentiate between absolute orientations
and orientation classes arising from crystal and sample symmetries. We also lower the
importance of the sample reference frame.
The word ‘orientation’ has many different deﬁnitions in the QTA literature, although
it is typically deﬁned as a rotation relating some global (sample) reference frame to the
crystal reference frame, or vice versa. An orientation is deﬁned here as a RHON basis,
{ˆ ci}, that is ﬁxed to the lattice; it represents a crystal-relative reference frame. The
conventions established in [58, 51] are employed for assigning orientations to the 32
point groups. The sample reference frame is another RHON basis, {ˆ si}, ﬁxed to the
polycrystal. It is indeed merely referential; it provides a common basis for comparing
orientations by providing components for them, as well as associated vectors and linear
transformations. A natural sample frame is often related to deformation history, such
as the RD-TD-ND frame used for sheet rolling textures [7, 34]. By choosing {ˆ si}, the
orientation matrix of {ˆ ci} can be deﬁned1 as the matrix, R, whose ith column contains
the components of {ˆ ci} in {ˆ si}. It can be thought of analogously as the change of
basis matrix taking components in {ˆ ci} to components in {ˆ si}, and may be used to
parameterize the orientation.
1This convention for R is opposite of the convention in most of QTA. Namely, it is
related to the analogous quantities in the work of Roe an Bunge by the transpose.
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The crystal symmetries, GC, are the symmetry elements associated with the 32 point
groups. The sample symmetries, GS, reﬂect statistical symmetries in the polycrystalline
aggregate and may include more elements than GC (e.g. axisymmetry). The application
of a symmetry group to an orientation generates an orientation equivalence class. For
crystal symmetries, the orientations in the resulting equivalence class are indistinguish-
able. For combined crystal and sample symmetries, some orientations in the equivalence
will be distinguishable with respect to the crystal symmetries. In both cases, however,
functions on the orientation space must take on identical values at all orientations in an
equivalence class. For more thorough treatments of the effects of symmetries on ODFs
and PFs, the reader is referred to [7, 8, 53].
Pole ﬁgures are measured almost exclusively by normal diffraction techniques. As a
result, Friedel’s law holds and the resulting distributions are inherently centrosymmetric
even if the underlying crystal symmetries are not one of the 11 Laue groups. In this
context, thescopeofwhatconstitutesadeterminableorientationbecomeslimitedtopure
rotations plus an inversion center. This leads to ambiguity in deﬁning orientations for
non-centric crystals as only a ‘centrosymmetric average’ orientation can be measured.
A more detailed discussion of the consequences of this limitation on the determination
of aggregate-averaged properties can be found in [81, 33]. In particular, Kocks [33]
provides a thorough conceptual description of orientations in QTA. In practical terms,
this limitation in the measurement of PFs effectively restricts the necessary symmetry
groups for describing ODFs to the 11 pure rotation groups, G ⊂ G, and the orientation
space to SO(3).Appendix B
Algorithm Implementation
Linear, isoparametric simplex elements are used throughout [29, 1, 37]. Advantages of
utilizing these elements include: ease of generating and searching such mesh structures,
the extreme values over an element are at the nodal points. In particular, the second
property allows non-negativity to be satisﬁed globally on meshes over Ωfr by constrain-
ing the nodal point values alone.
Generalized cubature is employed for the purpose of numerical integration [13].
Nominally sixth-degree accurate rules were employed for integrals on both S2 as well
as SO(3). The value of the metric is associated with the quadrature weights to handle the
non-Euclidean nature of the PF and orientation space. An exception is the calculation
of the ﬁber integrals associated with the PF projection operators, ˜ M, (see Equation 1.9).
In a departure to the fully FE-based approach presented in [1], a trapezoidal numerical
integration scheme is employed to calculate each row of the matrix. The typical bin
width over the orientation ﬁber, R(θ)c = s, is ∆θ ≈ 0.1◦. The bin endpoints are
calculated in the quaternion parameterization to avoid any numerical difﬁculties arising
from using the Rodrigues parameterization for orientations near the binary rotation.
The representative orientation(s) from an equivalence class that lie in or on Ωfr are
also selected using the quaternion parameterization. The speciﬁc equivalence classes
associated with the boundary of Ωfr are handled by nodal point equivalences in the
mesh. In the Rodrigues parameterization, the boundary symmetries from the associated
rotation enforce 2n-fold symmetry on mesh faces normal to n-fold axes [37]. These
symmetries must be satisﬁed by both the nodal point positions as well as the element
edges (connectivity). Additional considerations for the handling of sample symmetries
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greater than triclinic include the positioning of nodal points such that the internal sym-
metry planes are represented by element faces [27]. Algorithms that both check a mesh
as well as generate the equivalence arrays have been developed and are available in the
distribution. Symmetries are effectively expressed in matrix operators over Ωfr, such as
[˜ M] and [H], by superimposing rows/columns related by the nodal point equivalences.
B.1 WIMV
The WIMV algorithm used in this analysis is a direct implementation of what shown
in [32, 52, 50]. It is based on the correction operator approach of Imhof and a zeroth
approximation of Williams. The zeroth ODF, f0(r), is obtained as
f0(r) = C0
I Y
i=1
 
Nc Y
j=1
˜ Pci(RGjci)
! 1
INc
(B.1)
≡
h
˜ WGr
i
( ˜ Pci)
where Cn is the nth normalization factor, I is the number of PFs, Nc is the number of
symmetry elements in G and R is the orientation matrix of r. The basic expression for
the (n + 1)th WIMV iteration is given by
fn+1(r) =
Cnfn(r)f0(r)
h
˜ WGr
ih
˜ Mcifn
i
(RGjci)
. (B.2)
This algorithm produces a strictly nonnegative ODF (assuming nonnegative input PFs)
that is ‘ghost corrected’ by virtue of the averaging. It has also been claimed that WIMV
provides the solution having both maximum texture index and minimal PF RP errors
[53], though the validity of this claim has been debated [69].
Adaptation to the FE/Rodrigues framework is very straightforward for the case of
complete PFs. Further adaptation to incomplete or point-wise PF coverage was not un-
dertaken for this analysis, as this leads necessarily to small modiﬁcations of the funda-129
mental WIMV algorithm. External background, or ‘phon’, raising iterations are also not
applied in this analysis.The address matrix, ˜ WG, which relates individual orientations
to the corresponding PF points is constructed over a set of discrete orientations. In the
FE/Rodrigues framework, it is calculated for each nodal point in Ωfr using a modiﬁed
search algorithm on PF mesh.
Convergence is typically controlled by tolerances on the RP values. In this imple-
mentation, however, the PF IRP values and L2 difference ODF are used as the con-
vergence criteria. Namely, iterations are carried out to reduce the PF IRP values, and
terminated if an iteration either increases the IRP values, results in PF IRP values
below a set tolerance, or the IRP change in the ODF between iterations is below a set
tolerance, ε. A value of ε = 10−6 was used throughout.
B.2 Maximum Entropy Method
Shannon’s entropy provides a measure of the randomness or uncertainty associated with
a probability distribution. The aim of the maximum entropy method in QTA is to ﬁnd
an ODF which simultaneously matches the input PF data and has minimum information
content, measured in terms of Shannon’s entropy. By this mechanism, solutions con-
taining any spurious features (i.e. ghosts) lower the entropy and are rejected while those
having the greatest isotropic background are favored.
The entropy, S, of a continuous random variable is given by
Sf = −
N Z
i=1
f lnf. (B.3)
An algorithmic approach to PF inversion based on the discrete expression for Shannon’s
entropy,
ˆ Sf = −
N X
i=1
fi lnfi, (B.4)130
has been presented in [68, 69, 70]. The algorithm derived from Equation B.4 has been
shown by Schaeben [68] to yield an algorithm that closely resembles the inner iteration
of WIMV for a single PF (i.e. for I = 1 in Equation B.2).
The authors have chosen to assess the behavior of the continuous form in the context
of constrained optimization rather than study a second method very similar in form to
Equation B.2. The current implementation of the maximum entropy method is summa-
rized by the optimization problem:
min
f



Z
Ωfr
f lnf dr


 subject to: f ≥ 0, ¯ f = 1,
  ˜ Mcif − ˜ P
∗
ci
   ≤ δ (B.5)
where δ ≥ 0 is a parameter and ˜ P ∗
c are compatible input PFs. Strict equality constraints
on the PF data (i.e. δ = 0) have been previously suggested; this requires compatible PF
data, or operating on a a zeroth order ﬁt. In this implementation, the equality constraints
have been relaxed to allow the algorithm to ﬁnd a solution within some ﬁnite range,
δ > 0, of the input PFs since they are expected to have some level of noise. Though
not explicitly required, the form having inequality constraints on the PFs functionally
requires compatible data as well since choosing reasonably small δ a priori is difﬁcult.
The compatibility of the input PFs is handled externally via the vector method (i.e.
Equation 1.10 with β = 0) to yield.Appendix C
The Discrete Harmonics
The spherical harmonics are the eigenfunctions of the Laplace-Beltrami operator on the
n−sphere, Sn. The eigenvalue problem, stated explicitly is given by:
−∇
2
Snφ = λφ. (C.1)
In terms of the ﬁnite element representation of the sphere, we can calculate matrix op-
erators that represent both the inner product and the inner product the gradient:
(a, b) ≡
Z
Sn
ab dΓ → {a}
T[L]{b} (C.2)
(∇a, ∇b) ≡
Z
Sn
∇a∇b dΓ → {a}
T[H]{b}. (C.3)
The eigenvalue problem can be written in a weighted form as:
−
Z
Sn
ψ∇
2φ dΓ = λ
Z
Sn
ψφ dΓ ∀ ψ, φ. (C.4)
After integrating by parts we are left with
Z
Sn
∇ψ∇φ dΓ = λ
Z
Sn
ψφ dΓ ∀ ψ, φ. (C.5)
Note the lack of a boundary term, as Sn is without boundary. Utilizing the FE matrix
operators, this expression becomes:
{ψ}
T[H]{φ} = λ{ψ}
T[L]{φ} ∀ ψ, φ. (C.6)
Since this must hold for all ψ, we are left with the generalized eigenvalue problem:
[H]{φ} = λ[L]{φ}, (C.7)
the eigenvectors of which represent approximations to the real spherical harmonics is a
discrete (nodal point vector) form.
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Matrix-Vector Representation
Since  and σ are symmetric, 2nd-rank tensor ﬁelds, we may write their components in
the following compact vector form using the orthonormal basis {Ni}:
[A] =


A1 A6 A5
A6 A2 A4
A5 A4 A3


{Ni}
− − − → {A} =

      
      
A1
A2
A3 √
2A4 √
2A5 √
2A6

      
      
. (D.1)
Note that this representation is work-conjugate in that w ≡ σ :  = {σ}T{}. Using
this representation for the tensor operands, the symmetries of C allow us to represent
the generalized Hooke’s law in component form as the matrix-vector product,
{σ} = [C]{} , {} = [S]{σ}, (D.2)
where [C] and [S] are symmetric 6x6 matrices that contain the components of C and S,
respectively.
It is signiﬁcant to note that many texts, such as [28], adopt the convention of repre-
sentingthestressandstrainindifferentvectorbases, henceremovingalltensorcharacter
from (D.2). Namely, (D.2) expands as
1 = S11σ1 + S12σ2 + S13σ3 + S14σ4 + S15σ5 + S16σ6
2 = S21σ1 + S22σ2 + S23σ3 + S24σ4 + S25σ5 + S26σ6
3 = S31σ1 + S32σ2 + S33σ3 + S34σ4 + S35σ5 + S36σ6
24 = S41σ1 + S42σ2 + S43σ3 + S44σ4 + S45σ5 + S46σ6
25 = S51σ1 + S52σ2 + S53σ3 + S54σ4 + S55σ5 + S56σ6
26 = S61σ1 + S62σ2 + S63σ3 + S64σ4 + S65σ5 + S66σ6.
(D.3)
The factors of 2 multiplying the shear strains ensure that this vector representation for
σ and  is also work-conjugate; however, because [S] no longer represents a tensor
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quantity it cannot undergo a change of basis in the usual fashion. This proves to be a
fundamental difﬁculty for our purposes, prompting a departure from the conventional
(Voight) notation. In order to utilize handbook values of elastic compliances or stiff-
nesses given in the so-called Voight representation with the matrix-vector representation
presented here, it is necessary to re-scale the entries as follows: Sij, Sji → Sij/
√
2 for
i ∈ {1,2,3}, j ∈ {4,5,6} and Sij → Sij/2 for i, j ∈ {4,5,6}.
D.1 Basis Transformations
Given the rotation matrix, R, that parameterizes a particular crystal orientaion with re-
spect to the sample frame, the general basis transformation for the components of a
2nd-rank tensor, A, from the crystal frame to sample frame is given by:
[ˆ A] = [R][A][R]
T, (D.4)
where ˆ denotes components written in the sample frame. After some algebraic manip-
ulation, (D.4) can be re-written in the matrix-vector representation as
ˆ {A} = [T]{A} (D.5)
where [T] is the proper orthogonal 6x6 matrix given by
T ≡

[T1] [T2]
[T3] [T4]

, (D.6)134
where
T1 ≡


(R11)2 (R12)2 (R13)2
(R21)2 (R22)2 (R23)2
(R31)2 (R32)2 (R33)2

, (D.7)
T2 ≡


R12R13 R11R13 R11R12
R22R23 R21R23 R21R22
R32R33 R31R33 R31R32

 ×
√
2, (D.8)
T3 ≡


R21R31 R22R32 R23R33
R11R31 R12R32 R13R33
R11R21 R12R22 R13R23

 ×
√
2, and (D.9)
T4 ≡


R23R32 + R22R33 R23R31 + R21R33 R22R31 + R21R32
R13R32 + R12R33 R13R31 + R11R33 R12R31 + R11R32
R13R22 + R12R23 R11R23 + R13R21 R12R21 + R11R22

. (D.10)
To write the component form of (D.2) in the sample basis, it follows from (D.5) and the
orthogonality of [T] that
{ˆ } = [T]{}
= [T]([S]{σ})
= [T]
 
[S]
 
[T]
T{ˆ σ}

=
 
[T][S][T]
T
{ˆ σ}, (D.11)
where [T][S][T]T represents the matrix of rotated compliance tensor components, [ˆ S].
We can similarly show that [ˆ C] = [T][C][T]T.Appendix E
Symmetry and the components of the LSDF
For clarity, the PDF and SPF are represented as ˜ P(c, s) and ˜ (c, s), respectively. It
is postulated that the ODF and LSDF are invariant under both the crystal symmetries,
G, and sample symmetries, H. Since the strain is a crystal-relative quantity, sample
symmetries may be interpreted as periodic conditions on  over the Ωfr associated with
the crystal symmetry. Sample symmetries are statistical by nature, and thus are only
applicable to bulk polycrystals.
For our purposes only the pure rotation part of the symmetry is necessary, i.e. G ⊂ G
and H ⊂ H where G, H ⊂ SO(3). The readeris referred to [33] for a thorough treatment
of the concepts of orientations and symmetries in the context of texture.
If we deﬁne the equivalence class of orientations,
R
∗ ≡ HRG ∀ G ∈ G and H ∈ H,
then
f(R
∗) ≡ f(R) (E.1)
(R
∗) ≡ (R). (E.2)
Upon applying the symmetries to c and s, Equation 2.10 becomes
˜ P(Gc, Hs) =
*
1
2π
I
R(Gc)=±(Hs)
f(R) dR
+
. (E.3)
By exploiting the fact that
1. the application of G and H to R is an isometry,
2. the group character of H implies H, HT ∈ H, and
135136
3. f(R∗) ≡ f(R) (Equation 2.11),
we may write Equation E.3 as
˜ P(Gc, Hs) =
*
1
2π
I
R∗c=±s
f(R
∗) dR
∗
+
(E.4)
= ˜ P(c, s).
Similarly, Equation 2.11 becomes
˜ (Gc, Hs) =
*
H
R∗c=±s
Hs (R∗) Hs f(R∗) dR∗
+
˜ P(Gc, Hs)
(E.5)
=
*
H
R∗c=±s
sHT (R∗) Hs f(R∗) dR∗
+
˜ P(c, s)
= ˜ (c, s),
where the last equality assumes the invariance condition: (R) ≡ H(R∗)HT. Because
the components of the LSDF, [], are written in the sample relative frame, Equation E.5
implies that the tensor components are not invariant under sample symmetries. Rather
the components of  in the crystal-realtive frame at R∗ are identical to those in the
crystal-relative frame at R:
[(R
∗)] = [H][(R)][H]
T. (E.6)Appendix F
A Radial Basis Function Algorithm for
Optimization
F.1 Overview
The main optimization problem in this paper is a bound-constrained global optimization
problem that can be reduced to the following form. Let D be a closed box in <d and let
f : D → < be a deterministic continuous function. We wish to ﬁnd x∗ ∈ D such that
f(x∗) ≤ f(x) for all x ∈ D. Note that the continuity of f over the closed and bounded
set D guarantees the existence of a global minimum point on D.
In this investigation, we focus on problems where f is computationally expensive to
evaluate. For simplicity, we assume that D = [0,1]d, where d is the dimension of the
problem. (Note that any optimization problem where the feasible region D ⊆ <d is a
closed box can be easily transformed to an equivalent one where D = [0,1]d.) Since
f is expensive to evaluate, we wish to ﬁnd e x ∈ D such that f(e x) is close to the global
minimum value of f over D using only a very limited number of function evaluations.
Intheory, itisbettertousegradient-basedalgorithmstosolvetheaboveoptimization
problem because these algorithms have guaranteed good rates of convergence. Since
most gradient-based algorithms are local optimization algorithms, we would normally
implement multistart versions of them to solve the global optimization problem. How-
ever, in practice, the objective function f might be the result of a complex computer sim-
ulation, and so, it might contain noise and its derivatives might be unavailable. More-
over, f might even be nondifferentiable or discontinuous in certain regions possibly
because of precision issues, causing problems for gradient-based methods that use ﬁnite
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differencing. For these reasons, derivative-free methods such as pattern search (Torczon
1997), simulated annealing and genetic algorithms have become popular among prac-
titioners. However, if the function is also computationally expensive, an optimization
algorithm that is appropriate is one that is based on a response surface model or surro-
gate model that approximates the expensive function. We shall refer to these as response
surface methods.
Response surface methods usually begin by selecting a space-ﬁlling experimental
design (e.g. see Koehler and Owen (1996)) on the box D = [0,1]d (i.e. a set of points
that somehow cover D). We then evaluate the expensive function at each of these design
points and use the function values to ﬁt our initial response surface model. Next, we use
the response surface model and the previously evaluated points to determine a suitable
choice for the next function evaluation point. Typically, a good evaluation point is one
that has a potential to improve the current best solution, or one that can improve the
quality of the response surface model, or both. In fact, response surface methods differ
essentially on how they select the function evaluation point. Once an evaluation point
has been selected, we evaluate the function at that point and use the new function value
to update the response surface model. This procedure is repeated until the algorithm
converges or until the computational budget is exhausted. Examples of response surface
methods include the Radial Basis Function (RBF) method by Gutmann (2001) and the
Stochastic RBF methods by Regis and Shoemaker (2005).
F.2 Radial Basis Function Model
We now present the radial basis function (RBF) interpolation model that was used in
our optimization algorithm. This RBF model was extensively studied by Powell (1992,
1999) and by Buhmann (2003).139
Let x1,...,xn ∈ <d be n distinct points where the function values f(x1),...,f(xn)
are known. We use an interpolant of the form
sn(x) =
n X
i=1
λiφ(kx − xik) + p(x), x ∈ <
d (F.1)
where k · k is the Euclidean norm, λi ∈ < for i = 1,...,n, p ∈ Πd
m (the linear space
of polynomials in d variables of degree less than or equal to m), and φ is one of the
following forms: (1) surface splines: φ(r) = rκ, κ ∈ N, κ odd, or φ(r) = rκ logr,
κ ∈ N, κ even; (2) multiquadrics: φ(r) = (r2 + γ2)κ, κ > 0, κ 6∈ N; (3) inverse
multiquadrics: φ(r) = (r2 + γ2)κ, κ < 0; (4) Gaussians: φ(r) = e−γr2; where r ≥ 0
and γ > 0. Special cases lead to the cubic splines (φ(r) = r3) and the thin plate splines
(φ(r) = r2 logr).
Select a particular φ. Deﬁne the matrix Φ ∈ <n×n by: Φij := φ(kxi − xjk), i, j =
1,...,n. Moreover, deﬁne mφ to be −1 if φ is Gaussian or the inverse multiquadric,
bκ/2c if φ is a surface spline, and bκc if φ is a multiquadric. Select m ≥ mφ and
let b m be the dimension of the linear space Πd
m. (Note that b m =
 m+d
d

.) Also, let
p1,...,pb m be a basis of Πd
m, and deﬁne the matrix P ∈ <n×b m as follows: Pij := pj(xi),
i = 1,...,n; j = 1,..., b m. In this model, the RBF model that interpolates the points
(x1,f(x1)),...,(xn,f(xn)) is obtained by solving the system

Φ P
P T 0

λ
c

=

F
0b m

, (F.2)
where F = (f(x1),...,f(xn))T, λ = (λ1,...,λn)T ∈ <n and c = (c1,...,cb m)T ∈
<b m. Powell (1992) showed that the coefﬁcient matrix in equation (F.2) is invertible if
and only if rank(P) = b m, where P is the matrix deﬁned above and b m = dim(Πd
m).140
F.3 Description of the Local Metric Stochastic RBF Algorithm
As noted above, response surface methods differ mostly on how they select the function
evaluation point in each iteration. In this section, we describe how the Local Metric
Stochastic RBF method selects its evaluation point. For more details, we refer the reader
to Regis and Shoemaker (2005).
In each iteration, the algorithm generates a set of random candidate points in D
from where the function evaluation point will be selected. These candidate points are
generated by adding random perturbations to the current best solution that are normally
distributed with zero mean and covariance matrix σ2Id, where σ > 0. We refer to the
parameter σ as the step size. We then select the evaluation point from the candidate
points as the one with the best weighted score from two criteria: (1) estimated function
value obtained from the RBF model (RBF criterion), and (2) minimum distance from
previously evaluated points (distance criterion). More precisely, each candidate point
will be given a score between 0 and 1 on each of the two criteria. In any criterion, a more
desirable point is given a score closer to 0. Ideally, a good candidate point for function
evaluation should have low estimated function value (since the goal is to minimize) and
should be far away from previously evaluated points (since this promotes a more global
search). Hence, we select the candidate point with the lowest weighted score from the
two criteria.
Assuming that the sequence of values of the parameter σ above is bounded away
from zero and that the function f has a unique global minimizer over D (note that there
may still be multiple local minima), then the Local Metric Stochastic RBF algorithm
converges in a probabilistic sense to the global minimizer of f over D (Regis and Shoe-
maker 2005).
However, in practice, we found that small values the step size σ are more effective141
especially on higher dimensional problems. When σ is small in most iterations, then
we essentially have a local search algorithm. In fact, in practice, the algorithm usually
converges to a local minimum. To make this suitable for global optimization, we restart
this algorithm from scratch using a new space-ﬁlling experimental design every time
that the algorithm appears to have converged to a local minimum. Moreover, to avoid
wasting expensive function evaluations, we require the candidate evaluation points in
the restarts to be away from the trajectories of the previous restarts of the algorithm.
We refer to this modiﬁcation of the above algorithm as the Multistart Local Metric
Stochastic RBF algorithm.
F.4 Implementation Details
In our implementation of the Multistart Local Metric Stochastic RBF algorithm, we
used a thin plate spline RBF with a linear polynomial tail (i.e. φ(r) = r2 logr and
p(x) ≡ cTx). For the space-ﬁlling experimental design, we used a symmetric Latin
hypercube design (SLHD) (Ye et al. 2000). Moreover, we used a weight of 0.95 for
the RBF criterion and a weight of 0.05 for the distance criterion. The reason for these
choicesisthatweobtainedgoodresultswiththeseforMultistartLocalMetricStochastic
RBF compared to alternative methods on several test problems (Regis and Shoemaker
2005).
For the main optimization problem in this paper, we found that a value of σ = 0.01 is
effectivebecauseofthenatureoftheobjectivefunction. Inparticular, theobjectivefunc-
tion has the property that small changes in the solution could result in relatively large
changes in the function value. In this situation, a large value of σ has a higher chance
of overshooting the region of improvement for the objective in any given iteration. This
nasty characteristic of the function appears to be responsible for the failure of the Mat-142
lab (2004) gradient-based solver FMINCON, which implements sequential quadratic
programming and uses ﬁnite differencing to approximate gradients. Our results in fact
show that Multistart Local Metric Stochastic RBF method yields much better results
than that provided by either FMINCON or the pattern search solver in Matlab (2004)
for the problem under consideration.BIBLIOGRAPHY
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