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Doubly periodic monopoles and q-difference modules
Takuro Mochizuki
Abstract
An interesting theme in complex differential geometry is to find a correspondence between algebraic
objects and differential geometric objects. One of the most attractive is the non-abelian Hodge theory of
Simpson. In this paper, pursuing an analogue of the non-abelian Hodge theory in the context of q-difference
modules, we study Kobayashi-Hitchin correspondences between doubly periodic monopoles and parabolic
q-difference modules, depending on twistor parameters.
MSC: 53C07, 58E15, 14D21, 81T13
1 Introduction
In [21], we studied Kobayashi-Hitchin correspondences between periodic monopoles and difference modules
with parabolic structure depending on the twistor parameters. It is an interesting variant of Kobayashi-Hitchin
correspondences for harmonic bundles pioneered by Corlette [7], Donaldson [10], Hitchin [12] and particularly
Simpson [29, 30, 31, 32, 33]. See [21, §1] for more background.
In this paper, as another interesting variant, we shall study Kobayashi-Hitchin correspondences between
doubly-periodic monopoles and q-difference modules, depending on the twistor parameters.
1.1 Meromorphic doubly periodic monopoles
Let Γ be any lattice in R2. It naturally acts on R2 by the addition. We obtain the induced action of Γ on R×R2.
LetM denote the quotient space. It is naturally equipped with the metric gM induced by the Euclidean metric
of R3. Let Z be a finite subset in M.
Let E be a complex vector bundle on M\ Z equipped with a Hermitian metric h, a unitary connection ∇,
and an anti-self-adjoint endomorphism φ satisfying the Bogomolny equation
F (∇) = ∗∇φ.
Here, F (∇) denotes the curvature of ∇, and ∗ denotes the Hodge star operator with respect to gM. Such a
tuple (E, h,∇, φ) is called a doubly periodic monopole because it can be regarded as a singular monopole on
R3 with periodicity in two directions. It is called meromorphic in this paper if the following is satisfied:
• Each point of Z is Dirac type singularity of the monopole.
• There exists a compact subset C which contains Z such that F (∇) is bounded with respect to h and gM
on M\ C.
1.1.1 Examples
We use the coordinate system (y0, y1, y2) on R × R2. We may regard R2(y1,y2) as C by the complex coordinate
z = y1+
√−1y2, and we regard T 0 := C/Γ as an elliptic curve. It is equipped with the Euclidean metric dz dz.
The Riemannian manifold M is naturally identified with the product R× T 0.
Take a holomorphic line bundle Lm of degree −m, i.e.,
∫
T 0
c1(Lm) = −m. There exists a Hermitian metric
hLm such that the curvature of the Chern connection ∇hLm is equal to −mπVol(T 0) dz dz. Let p : R × T 0 −→ T 0
denote the projection. We obtain (Em, hm,∇m) as the pull back of (Lm, hLm ,∇Lm). Set φm := −
√−1 2πmVol(T 0)y0.
Then, (Em, hm,∇m, φm) is a meromorphic doubly periodic monopole.
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Let Γ′ ⊂ Γ be a sub-lattice such that |Γ/Γ′| = k. We set T ′ := C/Γ′. Let T ′ −→ T 0 be the induced covering
of degree k. Take a holomorphic line bundle L′m of degree m on T
′. Let hL′m and ∇L′m be as above. We obtain a
monopole (E′m, h
′
m,∇′m, φ′m) on R× T ′. Set ω = m/k. By taking the push-forward with respect to the induced
covering R× T ′ −→ R× T 0, we obtain a monopole (Eω , hω,∇ω , φω) of rank k on R× T 0.
Let a = (a0, a1, a2) ∈ R3. Let C e be the product line bundle on M with a global frame e. Let h be the
metric determined by h(e, e) = 1. Let ∇a and φa be determined by
∇ae = e
√−1(a1 dy1 + a2 dy2), φa =
√−1a0.
Then, (C, h,∇a, φa) is a meromorphic monopole on M.
1.2 Parabolic q-difference modules
1.2.1 q-difference modules
Let q ∈ C∗. Let Φ∗ be the automorphism of the algebra C[y, y−1] determined by Φ∗(f) = f(qy). A q-
difference C[y, y−1]-module is a C[y, y−1]-module V equipped with a C-linear automorphism Φ∗ such that
Φ∗(fs) = Φ∗(f)Φ∗(s) for any f ∈ C[y, y−1] and s ∈ V .
We set Aq :=
⊕
n∈ZC[y, y
−1](Φ∗)n. It is a non-commutative algebra endowed with the multiplication
induced by (Φ∗)myk = ykqkm(Φ∗)m. Then, q-difference modules are equivalent to Aq-modules.
Remark 1.1 The automorphism Φ∗ is extended to automorphisms of R := C((y)), C((y−1)) and C(y). The
notion of q-difference R-modules are defined similarly.
In this section, we impose the following condition to q-difference C[y, y−1]-modules V unless otherwise
specified.
• It is torsion-free as C[y, y−1]-module.
• There exists a free C[y, y−1]-submodule V ⊂ V of finite rank such that V ⊗C[y,y−1]C(y) = V ⊗C[y,y−1]C(y)
and Aq · V = V .
1.2.2 Parabolic q-difference C[y, y−1]-modules
We introduce parabolic structure on q-difference C[y, y−1]-modules, which consists of good parabolic structure
at infinity and parabolic structure at finite place.
Good parabolic structure at infinity Let (V̂ ,Φ∗) be a q-difference C((y))-module, for which we always
assume that dimC((y)) V̂ < ∞. As known classically (see [25, 28, 35]), there exists a slope decomposition of
(V̂ ,Φ∗) =⊕ω∈Q(V̂ω,Φ∗) such that the following holds.
• Let ω = ℓ/k, where ℓ ∈ Z and k ∈ Z>0. Then, there exists a C[[y]]-lattice Lω ⊂ V̂ω such that yℓ(Φ∗)kLω =
Lω .
Recall that a filtered bundle P∗V̂ over V̂ means an increasing sequence of C[[y]]-lattices PaV̂ ⊂ V̂ (a ∈ R) such
that (i) Pa+nV̂ = y−nPaV̂ for any a ∈ R and n ∈ Z, (ii) PaV̂ =
⋂
b>a PbV̂ . A filtered bundle P∗V̂ over V̂ is
called good if the following holds.
• The filtration P∗V̂ is compatible with the slope decomposition, i.e., P∗V̂ =
⊕P∗V̂ω.
• Φ∗Pa(V̂ω) = Pa+ω(V̂ω) holds.
Let V be a q-difference C[y, y−1]-module. We set V |0̂ := V ⊗ C((y)) and V |∞̂ := V ⊗ C((y−1)). Then, a
good parabolic structure of V at infinity is defined to be good filtered bundles P∗V |0̂ and P∗V |∞̂ over V |0̂ and
V |∞̂, respectively.
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Parabolic structure at finite place Set yα := y − α for any α ∈ C∗. For any subset S ⊂ C∗, let
C[y, y−1](∗S) denote the localization of C[y, y−1] with respect to (yα |α ∈ S). For any C[y, y−1]-module M , we
set M(∗S) :=M ⊗C[y,y−1] C[y, y−1](∗S).
A parabolic structure of V at finite place is the following data:
• A free C[y, y−1]-submodule V ⊂ V such that V ⊗C[y,y−1] C(y) = V ⊗C[y,y−1] C(y) and Aq · V = V .
• A finite subset D ⊂ C∗ such that V (∗D) = (Φ∗)−1(V )(∗D) in V .
• A sequence tα = (0 ≤ tα,0 < tα,1 < · · · < tα,m(α) < 1) and a tuple Lα = (Lα,i | i = 1, . . . ,m(α) − 1) of
C[[yα]]-lattices Lα,i of V ⊗C[y,y−1] C((yα)) are attached to each α ∈ D. We formally set Lα,0 := V ⊗C[[yα]]
and Lα,n(α) := (Φ∗)−1(V )⊗ C[[yα]].
If we fix D and tα (α ∈ D), it is called a parabolic structure at (D, (tα)α∈D) or just (tα)α∈D.
Parabolic q-difference modules and stability condition A parabolic q-difference C[y, y−1]-module V ∗
consists of a q-difference C[y, y−1]-module V with a good parabolic structure at infinity (P∗V |0̂,P∗V |∞̂) and a
parabolic structure at finite place (D, (tα,Lα)α∈D).
We define the parabolic degree of V ∗. Note that we obtain a parabolic vector bundle P∗V on P1 from V
and the filtered bundles (P∗V |0̂,P∗V |∞̂). For each α ∈ D and i = 0, . . . ,m(α), we define
deg
(Lα,i+1,Lα,i) := length(Lα,i+1/Lα,i+1 ∩ Lα,i)− length(Lα,i/Lα,i+1 ∩ Lα,i).
Then, we set
deg(V ∗) := deg(P∗V ) +
∑
α∈D
m(α)∑
i=0
(1− tα,i) deg(Lα,i+1,Lα,i)
−
∑
ω∈Q
ω
2
(
dimC((y−1))
(
(V |∞̂)ω
)
+ dimC((y))
(
(V 0̂)ω
))
. (1)
The stability condition is defined in a standard way. Let V˜
′
be a q-difference C(y)-subspace of V˜ := V ⊗C(y).
We obtain a q-difference C[y, y−1]-submodule V ′ := V˜
′ ∩ V , which is equipped with the induced parabolic
structure. We say that V ∗ is stable (resp. semistable) if
deg(V ′∗)
dimC(y) V˜
′ <
deg(V ∗)
dimC(y) V˜
(
resp.
deg(V ′∗)
dimC(y) V˜
′ ≤
deg(V ∗)
dimC(y) V˜
)
for any q-difference C(y)-subspace 0 6= V˜ ′ ( V˜ . The polystability condition is also defined in the standard way.
1.3 Geometrization of parabolic q-difference C[y, y−1]-modules
It is the purpose in this paper to study the relationship between meromorphic doubly periodic monopoles
and stable parabolic q-difference C[y, y−1]-modules of degree 0. As a bridge to connect them, let us explain
geometric objects directly corresponding to parabolic q-difference C[y, y−1]-modules. We have already used a
similar geometrization in the context of difference modules in [21].
1.3.1 Spaces
We consider the action of Z on Mcovq := C∗ × R and M
cov
q := P
1 × R determined by n • (y, t) = (qny, t + n).
We set Mq := Mcovq /Z and Mq := Mcovq /Z. For ν = 0,∞, we set Hcovq,ν := {ν} × R and Hq := Hcovq,ν /Z. We
put Hcovq := H
cov
q,0 ∪Hcovq,∞ and Hq := Hq,0 ∪Hq,∞.
Let OMcovq (∗Hcovq ) denote the sheaf of algebras on M
cov
q obtained as the pull back of OP1(∗{0,∞}) via the
natural projection Mcovq −→ P1. It is naturally equivariant with respect to the Z-action. Therefore, we obtain
a sheaf of algebras OMq(∗Hq) on Mq. For any subset U ⊂ Mq, the restriction of OMq(∗Hq) to U is denoted
by OU (∗(U ∩Hq)). We use a similar notation for the restriction of OMcovq (∗Hcovq ) to subsets of M
cov
q .
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1.3.2 Locally free sheaves with Dirac type singularity
Let Z ⊂Mq be a finite subset. Let Zcov denote the subset of Mcovq obtained as the pull back of Z. Let V be
a locally free OMq\Z(∗Hq)-module. Let Vcov denote the Z-equivariant locally free OMcovq \Zcov (Hcovq )-module
obtained as the pull back of V.
Let U be an open subset in P1. If U × {t} ⊂Mcov \ Zcov, the restriction Vcov|U×{t} is naturally a locally free
OU (∗(U∩{0,∞}))-module. Note that any local sections of OMcovq (∗Hcovq ) are locally constant in the t-direction.
Therefore, if (U × [t1, t2]) ∩ Zcov = ∅, then there exists a naturally induced isomorphism Vcov|U×{t1} ≃ Vcov|U×{t2}.
We call it the scattering map by following [3].
Let (α0, t0) ∈ Zcov. Take a neighbourhood U of α0 in C∗ and small ǫ > 0. Set U∗ := U \ {α0}. We
have the isomorphism of OU∗ -modules Vcov|U∗×{t0−ǫ} ≃ Vcov|U∗×{t0+ǫ} induced by the scattering map. We say that
(α0, t0) is Dirac type singularity if it is extended to an isomorphism of OU (∗α0)-modules Vcov|U×{t0−ǫ}(∗α0) ≃
Vcov|U×{t0+ǫ}(∗α0).
If any (α0, t0) ∈ Zcov is Dirac type singularity, we say that V is a locally free OMq\Z(∗Hq)-module with
Dirac type singularity.
1.3.3 q-difference C[y, y−1]-modules with parabolic structure at finite place
Let V be a locally free OMq\Z(∗Hq)-module with Dirac type singularity. Let D denote the image of Zcov ∩
(P1 × [0, 1[) by the projection P1 × [0, 1[−→ P1. For α ∈ D, the sequence 0 ≤ tα,0 < tα,1 < · · · < tα,m(α) < 1
is determined by {(α, tα,i)} = Zcov ∩ ({α} × [0, 1[). Let us observe that V naturally induces a q-difference
C[y, y−1]-module with parabolic structure at (D, {tα}α∈D).
Take a sufficiently small ǫ > 0 such that (P1×[−ǫ, 0[)∩Zcov = ∅. The restriction ofVcov to P1×{−ǫ} induces
a locally free OP1(∗{0,∞})-module Vcov−ǫ . We obtain a C[y, y−1]-module V := H0(P1,Vcov−ǫ ). It is independent
of a choice of ǫ up to canonical isomorphisms. Similarly, the restriction of Vcov to P1×{1− ǫ} induces a locally
free OP1(∗{0,∞})-module Vcov1−ǫ. We obtain a C[y, y−1]-module V ′ := H0(P1,Vcov1−ǫ).
Let Φ : P1 −→ P1 be the morphism defined by Φ(y) = qy. We have the natural isomorphism Φ∗ : Vcov1−ǫ ≃
Vcov−ǫ , which induces a C-linear isomorphism
Φ∗ : V ′ ≃ V (2)
such that Φ∗(fs) = Φ∗(f)Φ∗(s) for any f ∈ C[y, y−1] and s ∈ V ′. The scattering map induces an isomorphism
V (∗D) ≃ V ′(∗D). (3)
The isomorphisms (2) and (3) induce a C-linear automorphism Φ∗ on V˜ := V ⊗ C(y) such that Φ∗(fs) =
Φ∗(f)Φ∗(s) for any f ∈ C(y) and s ∈ V˜ . We set V := Aq · V in V˜ .
For α ∈ D and tα,i (1 ≤ i ≤ m(α)), we obtain the C[[yα]]-lattices Lα,i of V ⊗ C((yα)) induced by the formal
completion of the stalks of V at (α, tα,i − ǫ) for any sufficiently small ǫ > 0. They induce a parabolic structure{
(tα,Lα)
}
α∈D of V at (D, (tα)α∈D). The following lemma is easy to observe.
Lemma 1.2 The above construction induces an equivalence between the following objects:
• Locally free OMq\Z(∗Hq)-modules with Dirac type singularity.
• q-difference C[y, y−1]-modules with parabolic structure at (D, (tα)α∈D).
1.3.4 Good filtered bundles over equivariant OĤcovq,ν (∗H
cov
q,ν )-modules
We set y0 := y and y∞ := y−1. We also set q0 := q and q∞ := q−1. For ν = 0,∞, let OĤcovq,ν (∗H
cov
q,ν ) denote the
sheaf of locally constant C((yν))-valued functions onH
cov
q,ν . It is Z-equivariant by the action n
∗(f)(yν) = f(qnνyν).
For any Z-equivariant locally free OĤcovq,ν (∗H
cov
q,ν )-module V̂
cov, let V̂cov|t denote the restriction of V̂
cov to t ∈ R
which is naturally a C((yν))-vector space. For any t1, t2 ∈ R, we have the isomorphism called the scattering
map:
V̂cov|t1 ≃ V̂cov|t2 . (4)
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By the Z-action, we have the isomorphism
Φ∗ : V̂cov|t+1 ≃ V̂cov|t . (5)
Therefore, V̂cov|0 is naturally a q-difference C((yν))-module. It is easy to observe that this procedure induces an
equivalence between Z-equivariant locally free OĤcovq,ν (∗H
cov
q,ν )-modules and qν-difference C((yν))-modules.
Let V̂cov be a Z-equivariant locally free OĤcovq,ν (∗H
cov
q,ν )-module. There exists a decomposition V̂
cov =⊕
ω∈Q V̂
cov
ω corresponding to the slope decomposition of the q-difference C((yν))-module V̂
cov
|0 . A good fil-
tered bundle P∗V̂cov over V̂cov is defined to be a family of filtered bundles (P∗(V̂cov|t ) | t ∈ R) such that the
following holds.
• P∗(V̂cov|t ) =
⊕
ω P∗(V̂covω|t ).
• The isomorphism (4) induces Pa(V̂covω|t1) ≃ Pa+ω(t2−t1)(V̂covω|t2) for any a ∈ R and t1, t2 ∈ R.
• The isomorphism (5) induces Pa(V̂covω|t+1) ≃ Pa(V̂covω|t ) for any t ∈ R and a ∈ R.
Clearly, good filtered bundles over a Z-equivariant OĤcovq,ν (∗H
cov
q,ν )-module V̂
cov are equivalent to good filtered
bundles over qν-difference C((yν))-module V̂
cov
|0 .
1.3.5 Good parabolic structure at infinity
Let V be a locally free OMq\Z(∗Hq)-module with Dirac type singularity. Let Vcov be the Z-equivariant
OMcovq \Zcov(∗Hcovq )-module obtained as the pull back of V. For any t ∈ R and ν = 0,∞, we obtain the formal
completions V̂covν|t of V̂|(P1×{t})\Zcov at (ν, t). They induce Z-equivariant locally free OĤcovq,ν (∗H
cov
q,ν )-modules V̂
cov
ν
(ν = 0,∞).
Let V be the q-difference C[y, y−1]-module with a parabolic structure (tα,Lα)α∈D at finite place corre-
sponding to V as in §1.3.3. Note that V |ν̂ is naturally identified with V̂covν|0 . Under the identification, good
filtered bundles P∗V̂covν = (P∗V̂covν|t | t ∈ R) over V̂covν are equivalent to good filtered bundles P∗V |ν̂ over V |ν̂ .
1.3.6 Geometrization of parabolic q-difference C[y, y−1]-modules
By the considerations in §1.3.3 and §1.3.5, we obtain the following.
Proposition 1.3 The following objects are equivalent.
• q-difference C[y, y−1]-modules with a good parabolic structure at infinity and a parabolic structure at
(D, (tα)α∈D).
• Good filtered bundles with Dirac type singularity over (Mq;Hq, Z), i.e., locally free OMq\Z(∗Hq)-modules
V with Dirac type singularity enhanced by good filtered bundles P∗(V̂covν ) over V̂covν .
Here, Z and (D, (tα)α∈D) are related as in §1.3.3.
Let V be a locally free OMq\Z(∗Hq)-module with Dirac type singularity enhanced with good filtered
bundles P∗V̂covν = (P∗V̂covν|t | t ∈ R) (ν = 0,∞). Let πcov : M
cov
q −→ R denote the projection. For any
t ∈ [0, 1[\πcov(Zcov), let Vcov
P1×{t} denote the OP1(∗{0,∞})-module obtained as the restriction ofVcov to P1×{t}.
We obtain a filtered bundle P∗VcovP1×{t} from VcovP1×{t} and (P∗V̂cov0|t ,P∗Vcov∞|t). We set
deg
(
V,
(P∗V̂covν )ν=0,∞) := ∫ 1
0
deg(P∗VcovP1×{t}) dt.
We define the stability condition in the standard way. The following is easy to see by the construction.
Lemma 1.4 The degree is preserved by the equivalence in Proposition 1.3. Therefore, the stability condition is
also preserved by the equivalence.
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1.4 From monopoles to q-difference modules
Let us explain how a meromorphic monopole onM induces geometric objects as in §1.3, and hence q-difference
modules. More detailed explanation will be used later.
1.4.1 Space
Take µi ∈ C (i = 1, 2) such that (i) µ1 and µ2 are linearly independent over R, (ii) Im(µ2/µ1) > 0. Let Γ denote
the lattice of C generated by µ1 and µ2. Let Vol(Γ) denote the volume of the quotient C/Γ with respect to the
volume form
√−1
2 dz dz.
We set X := Cz×Cw with the Euclidean metric dz dz+dw dw. Let us consider the action of R e0⊕Ze1⊕Ze2
on X by e0(z, w) = (z, w + 1) and ei(z, w) = (z + µi, w) (i = 1, 2).
Let Mcov be the quotient space of X by the action of Re0 ⊕ Ze1. It is equipped with an induced action of
Ze2. The quotient space Mcov/Ze2 is naturally identified with M.
1.4.2 Mini-complex coordinate system
Let λ be a complex number such that λ 6= ±√−1µ1|µ1|−1. As in Lemma 3.1 below, there exist s1 ∈ R and
g1 ∈ C with |g1| = 1 such that
−λµ1 + s1 = g1(µ1 + λs1) 6= 0.
If |λ| 6= 1, there are two such choices. If |λ| = 1 and λ 6= ±√−1µ1|µ1|−1 there is a unique choice. We consider
the complex coordinate system (u, v) given as follows:
u =
1
1− g1λ
(
z + λ2z + λ(w − w)), v = 1
1− g1λ
(−g1z − λz + w − λg1w).
Note that
e0(u, v) = (u, v) + (0, 1), (e1 + s1e0)(u, v) = (u, v) + (µ1 + λs1, 0).
We define
U := exp
( 2π√−1
µ1 + λs1
u
)
, t := Im(v).
Then, (U, t) induces an isomorphism Mcov ≃ C∗U × Rt. We set
qλ := exp
(
2π
√−1µ2 + λ
2µ2
µ1 + λ2µ1
)
, tλ := − Vol Γ
Re(g1µ1)
. (6)
The following holds:
e2(U, t) = (q
λU, t+ tλ).
Note that tλ is non-zero, but that tλ is not necessarily positive. We also remark that |qλ| = 1 if and only if
|λ| = 1.
When we consider the above coordinate system (U, t), Mcov and M are also denoted by Mλ cov and Mλ,
respectively.
1.4.3 Compactification
We set Mλ cov := P1U × Rt which we regard a partial compactification of Mλ cov ≃ C∗U × Rt. It is equipped
with the naturally induced Ze2-action. We put Mλ := Mλ cov/Ze2 and Mλ := Mλ cov/Ze2. Set Hλ cov :=
Mλ cov \Mλ cov. We obtain Hλ ⊂Mλ as the quotient of Hλ cov by the Ze2-action.
We have the Z-equivariant isomorphismsMλ cov ≃Mcovqλ ,Mλ cov ≃Mcovqλ and Hλ cov ≃ Hcovqλ given by U = y
and t = tλt. It induces an isomorphism Mλ ≃Mqλ , Mλ ≃Mqλ , and Hλ ≃ Hqλ .
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1.4.4 Mini-holomorphic bundles associated to monopoles
Let us explain how a meromorphic monopole induces OMλ\Z(∗Hλ)-modules with Dirac type singularity en-
hanced with good filtered bundles at infinity. It depends on the choice of (λ, e1, s1).
Let (E, h,∇, φ) be a meromorphic monopole on M\ Z. We have the naturally defined operators ∂E,U and
∂E,t on E such that
[
∂E,U, ∂E,t
]
= 0, which is a consequence of the Bogomolny equation. (Note that the vector
fields ∂U and ∂t are not necessarily orthogonal.)
Let Zcov denote the subset of Mcov obtained as the pull back of Z. Let Ecov denote the vector bundle on
Mcov \ Zcov obtained as the pull back of E. It is equipped with the induced operators ∂Ecov,U and ∂Ecov,t.
We obtain a Z-equivariant locally free OMcov\Zcov -module Ecov as the sheaf of C∞-sections s of Ecov such
that ∂Ecov,Us = ∂Ecov,ts = 0. Each point of Z
cov is Dirac type singularity of Ecov under the assumption that
each point of Z is Dirac type singularity of the monopole (E, h,∇, φ).
For t ∈ R, let Ecov(t) denote the restriction of Ecov to (C∗U×{t})\Zcov. Together with the operator ∂Ecov,U,
it is naturally a holomorphic vector bundle. The sheaf Ecov(t) of holomorphic sections of Ecov(t) is identified
with the restriction of Ecov to (C∗U × {t}) \ Zcov.
Let h(t) be the restriction of the metric h to Ecov(t). Because the monopole is meromorphic, it turns out
that (Ecov(t), ∂Ecov,U, h(t)) is acceptable around U = 0,∞, i.e., the curvature of the Chern connection is bounded
with respect to h(t) and the metric |U|−2(log |U|)−2dU dU. (See Proposition 3.18, Lemma 3.19 and Corollary
6.8.) Therefore, Ecov(t) is extended to a locally free O(P1×{t}\Zcov)(∗{0,∞})-module PEcov(t). Moreover, we
obtain filtered bundles P∗Ecov(t)|ν̂ (ν = 0,∞) over the formal completions PEcov(t)|ν̂ by considering the growth
orders of the norms of sections with respect to h(t).
It is easy to see that the scattering map induces an isomorphism PEcov(t1) ≃ PEcov(t1) for t1 ∈ t2 on neigh-
bourhoods of U = 0,∞. Therefore, PEcov(t) (t ∈ R) induce a Ze2-equivariant locally free OMλ cov\Zcov (∗Hλ cov)-
module PEcov with Dirac type singularity. We obtain a locally free OMλ\Z(∗Hλ)-module PE with Dirac type
singularity as the descent of PEcov. Moreover, the families of filtrations P∗Ecov(t)|ν̂ (t ∈ R) are good filtered
bundles (Theorem 7.3). In this way, a meromorphic monopole on M \ Z induces a good filtered bundle with
Dirac type singularity over (Mλ;Hλ, Z), and hence a parabolic qλ-difference C[y, y−1]-module.
Then, the following theorem is the main result of this paper.
Theorem 1.5 (Theorem 9.2) The above construction induces an equivalence between meromorphic doubly
periodic monopoles and polystable parabolic qλ-difference modules of degree 0.
1.5 Filtered objects on elliptic curves
As the “Betti” side, we shall also give a minor complement on the parabolic version of the Riemann-Hilbert
correspondence of q-difference modules (|q| 6= 1) and its relation with the Kobayashi-Hitchin correspondence in
§10.
1.5.1 Riemann-Hilbert correspondence for q-difference modules with |q| 6= 1
Suppose that |q| 6= 1. The Riemann-Hilbert correspondence for germs of analytic q-difference modules was
established by van der Put and Reversat [24], and Ramis, Sauloy and Zhang [26]. The global Riemann-Hilbert
correspondence for q-difference C[y, y−1]-modules is due to Kontsevich and Soibelman.
Set qZ := {qn |n ∈ Z}. Let Φ : C∗ −→ C∗ be defined by Φ(y) = qy. It induces a qZ-action on C∗. We set
T := C∗/qZ. Clearly, qZ-equivariant coherent OC∗ -modules are equivalent to coherent OT -modules.
For a locally free OT -module E, an anti-Harder-Narasimhan filtration of E is a filtration F indexed by
(Q ∪ {∞},≤) such that (i) Eµ := GrFµ(E) is semistable with deg(Eµ)/ rank(Eµ) = µ if µ 6= ∞, (ii) GrF∞(E) is
torsion. If GrF∞(E) = 0 then we call it an anti-Harder-Narasimhan filtration indexed by (Q,≤).
According to [24] and [26], qZ-equivariant locally free OCy (∗0)-modules are equivalent to locally free OT -
modules equipped with an anti-Harder-Narasimhan filtration indexed by (Q,≤). For (E,F), let K0(E,F) denote
the corresponding qZ-equivariant locally free OCy (∗0)-module. It is equipped with the filtration induced by
F so that GrFµ K0(E,F)|0̂ has pure slope ̺(q)µ, where ̺(q) ∈ {±1} is the signature of log |q| 6= 0. Similarly,
qZ-equivariant locally free OCy−1 (∗∞)-modules are also equivalent to locally free OT -modules equipped with
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an anti-Harder-Narasimhan filtration indexed by (Q,≤). For (E,F), we have the qZ-equivariant locally free
OCy−1 (∗∞)-module K∞(E,F). For the induced filtration, GrFµ(K∞(E,F)|∞̂) has pure slope −̺(q)µ.
According to Kontsevich-Soibelman, q-difference C[y, y−1]-modules are equivalent to locally free OT -modules
E equipped with two anti-Harder-Narasimhan filtrations F± indexed by (Q ∪ {∞},≤).
1.5.2 Filtered objects on elliptic curves
The Riemann-Hilbert correspondence for q-difference modules in §1.5.1 is enhanced to the correspondence for
filtered objects. Let us explain the filtered counterpart on the side of elliptic curves.
Let D ⊂ T be a finite subset. Let E˜ be a locally free OT (∗D)-module. For each P ∈ T , let E˜|P̂ denote the
formal completion of the stalk of E˜ at P . A q-difference parabolic structure on E˜ consists of the following data:
• A finite sequence sP =
(
sP,1 < sP,2 < · · · < sP,m(P )
)
in R for each P ∈ D.
We formally set sP,0 := −∞ and sP,m(P )+1 :=∞.
• A tuple of lattices KP =
(KP,i | i = 0, . . . ,m(P )) of E˜|P̂ .
Note that we obtain the lattice E− ⊂ E˜ determined by KP,0 (P ∈ D) and the lattice E+ ⊂ E˜ determined by
KP,m(P ) (P ∈ D).
• Let F± be anti-Harder-Narasimhan filtrations of E± indexed by (Q,≤).
• Filtrations F± on GrF+µ (E±) (µ ∈ Q) indexed by (R,≤) such that Ea,µ,± := GrF±a GrF±µ (E±) are also
semistable with deg(Ea,µ,±)/ rank(Ea,µ,±) = µ.
When we fix (sP )P∈D, it is called q-difference parabolic structure at (sP )P∈D.
We define the degree of E˜∗ = (E˜, (sP ,KP )P∈D, (F±,F±)) as follows:
deg(E˜∗) := −
∑
P∈D
m(P )∑
i=1
sP,i deg(KP,i,KP,i−1)
−
∑
µ∈Q
∑
b∈R
b rankGr
F−
b Gr
F−
µ (E−)−
∑
µ∈Q
∑
b∈R
b rankGr
F+
b Gr
F+
µ (E+). (7)
By using the degree, we define the stability, semistability and polystability conditions for filtered objects in the
standard ways.
Rescaling of q-difference parabolic structure There is a rescaling of q-difference parabolic structure. For
t > 0, we obtain a sequence s
(t)
P := (tsP,i). We set K
(t)
P := KP and F
(t)
± := F±. We also obtain filtrations F (t)±
by (F (t)± )taGrF±(E±) := (F±)aGrF±(E±). We set
H(t)
(
E˜∗
)
:=
(
E˜, (s
(t)
P ,K
(t)
P )P∈D, (F
(t)
± ,F (t)± )
)
.
In the case t < 0, we set s
(t)
P,i := tsP,m(P )−i+1, and s
(t)
P :=
(
s
(t)
P,i
)
. We set K(t)P,i := KP,m(P )−i and K(t)P :=
(K(t)P,i).
We also set (F
(t)
± )µ := F∓,µ and (F (t)± )|t|a := F∓,a. Then, we define
H(t)
(
E˜∗
)
:=
(
E˜∗, (s
(t)
P ,K
(t)
P )P∈D,F
(t)
± ,F (t)±
)
.
It is easy to see deg(H(t)(E˜∗)) = |t| deg(E˜∗).
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1.5.3 Equivalence
The natural projection Mcovq −→ C∗ induces p :Mq −→ T . Let f :Mcovq −→ R be defined by
f(y, t) := t− log |y|
log |q| .
It induces the map f :Mq −→ R. Let Z ⊂Mq be a finite subset. We set D := p(Z). For each P ∈ D, we obtain
sP = (sP,1 < sP,2 < · · · < sP,m(P )) := f(p−1(P ) ∩ Z). (8)
Let V be a locally free OMq\Z(∗Hq)-module with Dirac type singularity enhanced by good filtered bundles
P∗V̂ν (ν = 0,∞). Due to the scattering map, the restriction V|Mq\p−1(D) induces a locally free OT\D-module
E′. For P ∈ D, we take (αP , tP ) ∈Mcov \Zcov which is mapped to P . Take UP be a small neighbourhood of αP
in C∗. Set U∗P := UP \ {αP }. There exists a natural isomorphism E′|p(U∗P×{tP }) ≃ V
cov
|U∗P×{tP }. By gluing E
′ and(
Vcov|UP×{tP }
)
(∗αP ) (P ∈ D), we obtain a locally free OT (∗D)-module E˜. It is independent of a choice of (αP , tP ).
For P ∈ D, choose αP ∈ C∗ which is mapped to P by the projection C∗ −→ T . We set
tP,i = sP,i +
log |αP |
log |q| .
Then, Zcov∩({αP }×R) =
{
(αP , tP,i) | i = 1, . . . ,m(P )
}
holds. We formally set tP,0 := −∞ and tP,m(P )+1 :=∞.
We choose tP,i < t
′
P,i < tP,i+1 for i = 0, . . . ,m(P ). Let KP,i (i = 0, . . . ,m(P )) denote the formal completion of
Vcov at (αP , t
′
P,i). They induce lattices of E˜|P̂ .
We obtain a locally free OT -submodule E− of E˜ determined by the lattices KP,0 (P ∈ D). Similarly, we
obtain a locally free OT -submodule E+ of E˜ determined by the lattices KP,m(P ) (P ∈ D). Note that we have the
q-difference C[y, y−1]-module V with a parabolic structure at finite place corresponding to V.
• If log |q| > 0, let F− be the anti-Harder-Narasimhan filtration indexed by (Q,≤) on E− corresponding to
the germ of V at y = 0, and let F+ be the anti-Harder-Narasimhan filtration indexed by (Q,≤) on E+
corresponding to the germ of V at y =∞,
• If log |q| < 0, we replace y = 0 and y =∞.
Moreover, good filtered bundles over V |ν̂ induce filtrations on Gr
F±(E±) as in §10.2. (See §10.5 for the relation
with the growth order of the norms.)
In this way, good filtered bundles with Dirac type singularity on (Mq;Hq, Z) induces locally free OT (∗D)-
modules with q-difference parabolic structure. The following is easy to see.
Proposition 1.6 The above procedure induces an equivalence between good filtered bundles with Dirac type
singularity on (Mq;Hq, Z) and locally free OT (∗D)-modules with q-difference parabolic structure at (sP )P∈D.
Here, Z and (sP )P∈D are related as in (8). Moreover, it preserves the degree.
1.5.4 Filtered objects associated to meromorphic monopoles
Let (E, h,∇, φ) be a meromorphic monopole on M \ Z. We fix λ ∈ C such that |λ| 6= 1. Take (e1, s1) as in
§1.4.2. Let qλ(e1, s1) and tλ(e1, s1) denote qλ and tλ in (6) to emphasize the dependence on (e1, s1). Then, we
have the associated parabolic qλ(e1, s1)-difference module, and hence the associated filtered object E˜(e1,s1) ∗ on
the elliptic curve T λ(e1, s1) = C
∗/qλ(e1, s1)Z. It is easy to observe that T λ(e1, s1) is independent of (e1, s1)
by the construction. Moreover, we obtain the following.
Theorem 1.7 H(t
λ(e1,s1))(E˜(e1,s1) ∗) are independent of the choice of (e1, s1).
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2 Good filtered formal q-difference modules
2.1 Formal q-difference modules
We review a classification of formal q-difference modules to prepare notations. See [24, 26, 27, 28]. Some
statements will be proved though they are standard and well known. It is just to explain that the statements
are valid even in the case where q is a root of unity.
2.1.1 Preliminary
Take any non-zero complex number q. Set qZ := {qn |n ∈ Z}, which is a subgroup of C∗. If q is not a root of
1, then qZ is naturally isomorphic to Z. If q is a primitive k-th root of 1, then qZ =
{
µ ∈ C∗ ∣∣µk = 1}. We fix
a ∈ C such that exp(a) = q, and we put qm := exp(a/m) for any positive integer m.
We set K := C((y)) and R := C[[y]] where y is a variable. We fix m-th roots ym of y for any positive integers
m such that (ymn)
n = ym for any (m,n) ∈ Z2>0. We set Km := C((ym)) and Rm := C[[ym]]. Let Φ∗ be the
automorphisms of Km determined by Φ∗(f)(ym) = f(qmym).
A qm-difference Km-module is a finite dimensional Km-vector space V equipped with a C-linear isomorphism
Φ∗ : V −→ V such that Φ∗(fs) = Φ∗(f)Φ∗(s) for any f ∈ Km and s ∈ V .
A morphism of qm-difference Km-modules g : (V1,Φ∗) −→ (V2,Φ∗) is defined to be a morphism of Km-vector
spaces g : V1 −→ V2 such that g ◦ Φ∗ = Φ∗ ◦ g.
Let Diffm(K, q) be the category of qm-difference Km-modules. If m = 1, it is also denoted by Diff(K, q).
Let (Vi,Φ∗) ∈ Diffm(K, q). The operators Φ∗ on V1 ⊕ V2 and V1 ⊗ V2 are defined by Φ∗(v1 ⊕ v2) =
Φ∗(v1) ⊕ Φ∗(v2) and Φ∗(v1 ⊗ v2) = Φ∗(v1) ⊗ Φ∗(v2). Thus, we obtain the direct sum and the tensor product
on Diffm(K, q). For (V ,Φ∗) ∈ Diffm(K, q), let V∨ := HomK(V ,K). We define the operator Φ∗ on V∨ by
Φ∗(f)(v) := f(Φ∗(v)). We set (V ,Φ∗)∨ := (V∨,Φ∗).
2.1.2 Pull back and push-forward
Let (V ,Φ∗) ∈ Diffm(K, q). For any n ∈ Z>0, we define a C-automorphism Φ∗ on V ⊗Km Kmn by Φ∗(s ⊗ g) =
Φ∗(s) ⊗ Φ∗(g). In this way, we obtain a qmn-difference Kmn-module (V ⊗Km Kmn,Φ∗). It induces a functor
(pm,nm)
∗ : Diffm(K, q) −→ Diffnm(K, q).
Let (V ,Φ∗) ∈ Diffnm(K, q) for n,m ∈ Z>0. We may naturally regard V as a qm-difference Km-module.
Thus, we obtain a functor (pm,nm)∗ : Diffnm(K, q) −→ Diffm(K, q).
For any (V ,Φ∗) ∈ Diffm(K, q), there exists a natural isomorphism
(pnm,m)∗(pnm,m)∗(V ,Φ∗) ≃ (V ,Φ∗)⊗ (pnm,m)∗(Knm,Φ∗).
Let Gal(nm,m) denote the Galois group of Knm/Km, which is naturally identified with {µ ∈ C∗ |µn = 1}
by the action (µ • f)(ynm) = f(µynm). Note that Φ∗(µ • f) = µ • Φ∗(f).
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Let (V ,Φ∗) ∈ Diffnm(K, q). We set µ∗(V) := V as C-vector space. Any element v ∈ V is denoted by µ∗(v)
when we regard it as an element of µ∗(V). We regard µ∗V as a Knm-vector space by f ·µ∗(v) := µ∗
(
(µ−1)∗(f)v
)
.
Note that for any (V ,Φ∗) ∈ Diffnm(K, q), there exists a natural isomorphism
(pm,nm)
∗ ◦ (pm,nm)∗(V ,Φ∗) ≃
⊕
µ∈Gal(nm,m)
µ∗(V ,Φ∗).
A Knm-vector space V is called Gal(nm,m)-equivariant when a homomorphism Gal(nm,m) −→ AutC(V) is
given such that µ • (fv) = (µ • f) · (µ • v) for any µ ∈ Gal(nm, n), f ∈ Km and v ∈ V .
An object (V ,Φ∗) ∈ Diffm(K, q) is called Gal(nm,m)-equivariant when V is a finite dimensional Gal(nm,m)-
equivariant Knm-vector space such that Φ∗ ◦ (µ • v) = µ • Φ∗(v) for any µ ∈ Gal(nm, n) and v ∈ V .
For any (V ,Φ∗) ∈ Diffm(K, q), (pm,nm)∗(V ,Φ∗) is naturally Gal(nm, n)-equivariant. Conversely, let (V1,Φ∗)
be a Gal(nm,m)-equivariant object in Diffnm(K, q). We set V0 := {v ∈ V1 |µ•v = v (∀µ ∈ Gal(nm, n))}. Thus,
we obtain (V0,Φ∗) ∈ Diffm(K, q), which is called the descent of (V1,Φ∗). Then, (pm,nm)∗(V0,Φ∗) is Gal(nm, n)-
equivariantly isomorphic to (V1,Φ∗). In particular, (V0,Φ∗) is isomorphic to the descent of (pm,nm)∗(V0,Φ∗).
2.1.3 A splitting lemma
Let (V ,Φ∗) ∈ Diffm(K, q). For any Rm-lattice L ⊂ V such that yℓmΦ∗(L) ⊂ L, we have the induced endomor-
phism σ(yℓmΦ
∗;L) of L|0 := L/ymL obtained as follows: for any s ∈ L|0, we take s˜ ∈ L which induces s, and
let σ(yℓmΦ
∗;L)(s) ∈ L|0 denote the element induced by yℓmΦ∗(s˜) ∈ L.
The following lemma is standard.
Proposition 2.1 Suppose that there exist an Rm-lattice L ⊂ V and an integer ℓ such that the following holds.
• yℓmΦ∗(L) ⊂ L holds. In particular, we obtain the induced endomorphism F := σ(yℓmΦ∗;L) of L|0.
• There exists a decomposition L|0 = L1 ⊕ L2 such that F (Li) ⊂ Li.
• Let Sp(F,Li) be the set of eigenvalues of F|Li . Then,
(
qZm · Sp(F,L1)
) ∩ Sp(F,L2) = ∅.
Then, there exists a unique decomposition L = L1 ⊕ L2 of Rm-modules such that (i) yℓmΦ∗(Li) ⊂ Li, (ii)
Li|0 = Li.
Proof We give only an indication. For any ring R and a positive integer r, let Mr(R) denote the space of
r-square matrices with R-coefficient. For any ring R and positive integers ri (i = 1, 2), let Mr1,r2(R) denote
the space of (r1 × r2)-matrices with R-coefficient. For a decomposition r = r1 + r2 (ri > 0), any element C of
Mr(R) is expressed as
C =
(
C11 C12
C21 C22
)
,
where Cij ∈Mri,rj (R).
Lemma 2.2 Let r = r1 + r2 (ri > 0) be a decomposition. Let A ∈ y−ℓm Mr(Rm). We obtain Aij (1 ≤ i, j ≤ 2)
as above, which have the expansions Aij =
∑∞
k=−ℓAij;ky
k
m. We assume the following.
• Aij,−ℓ = 0 if i 6= j.
• (qZmSp(A11,−ℓ)) ∩ Sp(A22,−ℓ) = ∅, where Sp(Aii,−ℓ) denote the sets of eigenvalues of Aii,−ℓ.
Then, there exists G ∈ GLr(Rm) such that (i) Gii are identity matrices in Mri(Rm), (ii) Gij|0 = 0 (i 6= j),
(iii)
(
G(ym)
−1AG(qmym)
)
ij
= 0 (i 6= j).
Proof Let A˜ ∈ y−ℓm Mr(Rm) determined by (i) A˜ij = 0 (i 6= j), (ii) A˜ii = Aii. Let U denote a matrix in
y−ℓm Mr(Rm) such that (i) Uij = 0 (i 6= j), (ii) Uii,−ℓ = 0. We consider the following equation for G and U :
A(ym)G(qmym) = G(ym)
(
A˜(ym) + U(ym)
)
.
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It is equivalent to the following equations:
A12(ym)G21(qmym) = U11(ym), A22(ym)G21(qmym)−G21(ym)A11(ym)+A21(ym)−G21(ym)U11(ym) = 0, (9)
A21(ym)G12(qmym) = U22(ym), A11(ym)G12(qmym)−G12(ym)A22(ym) +A12(ym)−G12(ym)U22(ym) = 0.
(10)
From (9), we obtain the following equation for G21:
A22(ym)G21(qmym)−G21(ym)A11(ym) +A21(ym)−G21(ym)A12(ym)G21(qmym) = 0.
It is equivalent to the following equations for G21;k (k ∈ Z≥0).
A22;−ℓG21;kqkm −G21;kA11;−ℓ
+
∑
i+j=k−ℓ
0≤j<k
A22;iG21;jq
j
m −
∑
i+j=k−ℓ
0≤j<k
G21;jA11;i +A21;−ℓ+k −
∑
i+j+p=k−ℓ
j>−ℓ
G21;iA12;jG21;pq
p
m = 0. (11)
For k = 0, we have a solution G21;0 = 0. For k ≥ 1, we can determine G21;k in an inductive way by using (11).
We obtain U11 from (9). Similarly, we obtain G12 and U22 from (10).
The following lemma is also standard and easy to see by using the power series expansions.
Lemma 2.3 Let (r1, r2) ∈ Z2>0 and Ai =
∑
k≥−ℓ Ai;ky
k
m ∈ y−ℓm Mri(Rm). Assume the following.
• (qZSp(A1;−ℓ)) ∩ Sp(A2;−ℓ) = ∅, where Sp(Ai;−ℓ) denote the sets of the eigenvalues of Ai;−ℓ.
Let H ∈Mr1,r2(Rm) such that A2(ym)H(qmym) = H(ym)A1(ym). Then, H = 0.
We obtain the claim of Proposition 2.1 from Lemma 2.2 and Lemma 2.3.
2.1.4 Fuchsian q-difference modules
We recall the Fuchsian (regular singular) condition of q-difference modules by following [26].
Definition 2.4 A qm-difference Km-module (V ,Φ∗) is called Fuchsian if there exists an Rm-lattice L such that
Φ∗(L) = L. Let Diffm(K, q; 0) ⊂ Diffm(K, q) denote the full subcategory of Fuchsian qm-difference Km-modules.
Let (V ,Φ∗) ∈ Diffm(K, q; 0). Let L be an Rm-lattice such that Φ∗(L) = L. We obtain the induced
automorphism σ(Φ∗;L) of L|0, and let Sp(σ(Φ∗;L)) ⊂ C∗ denote the set of eigenvalues. Let [Sp(σ(Φ∗);L)]
denote the image of Sp(σ(Φ∗;L)) by C∗ −→ C∗/qZm. There exists the decomposition L|0 =
⊕
o∈[Sp(σ(Φ∗;L))] Lo
such that (i) σ(Φ∗;L)(Lo) = Lo, (ii) the eigenvalues of σ(Φ∗;L)|Lo are contained in o. We also obtain the
following lemma from Lemma 2.2 and Lemma 2.3.
Lemma 2.5 There exists a unique decomposition (L,Φ∗) =⊕o∈[Sp(σ(Φ∗);L)](Lo,Φ∗) such that Lo|0 = Lo. The
set [Sp(σ(Φ∗;L))] is independent of the choice of an Rm-lattice such that Φ∗(L) = L.
We set [Sp(σ(Φ∗;V))] := [Sp(σ(Φ∗;L))] for an Rm-lattice L such that Φ∗(L) = L, which is independent of
the choice of L.
Example 2.6 Let V be a finite dimensional C-vector space. For any f ∈ GL(V ), we set Vm(V, f) := V ⊗Km,
and we define the qm-difference operator Φ
∗ on Vm(V, f) by Φ∗(s) = f(s) for any s ∈ V . Then, (Vm(V, f),Φ∗) ∈
Diffm(K, q; 0). We have [Sp(σ(Φ∗,Vm(V, f)))] = [Sp(f)].
Similarly, for any r ∈ Z>0 and A ∈ GLr(C), let Vm(A) denote the Km-vector space with a frame e =
(e1, . . . , er) equipped with the qm-difference operator defined by Φ
∗(e) = eA. Then, Vm(A) ∈ Diffm(K, q; 0).
We have [Sp(σ(Φ∗,Vm(A)))] = [Sp(A)].
Remark 2.7 Let S ⊂ C∗ be any subset such that the induced map S −→ C∗/qZ is a bijection. As proved in [28],
if qm is not a root of 1, for any (V ,Φ∗) ∈ Diffm(K, q; 0), there exists A ∈ GLr(C) such that (i) (V ,Φ∗) ≃ Vm(A),
(ii) Sp(A) ⊂ S. If qm is a root of 1, it does not hold in general.
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2.1.5 Formal pure isoclinic q-difference modules
We recall the notion of pure isoclinic q-difference modules [26].
Definition 2.8 Let ω be a rational number. We say that (V ,Φ∗) ∈ Diffm(K, q) is pure isoclinic of slope ω if
the following holds.
• Take any m1 ∈ mZ>0 such that ω ∈ 1m1Z. Then, there exists an Rm1-lattice L ⊂ p∗m1,mV such that
ym1ωm1 Φ
∗(L) = L.
Let Diffm(K, q;ω) ⊂ Diffm(K, q) denote the full subcategory of pure isoclinic qm-difference Km-modules of slope
ω.
Remark 2.9 Recall that |q| > 1 is assumed in [26]. In the case |q| < 1, it seems better to change the signature
of the slope in the relation with the analytic classification of q-difference modules. However, because we also
study the case |q| = 1, we do not change the signature.
Lemma 2.10 Let (Vi,Φ∗) ∈ Diffm(K, q;ωi) (i = 1, 2). Let f : (V1,Φ∗) −→ (V2,Φ∗) be a morphism in
Diffm(K, q). If ω1 6= ω2, then f = 0.
Proof It follows from Lemma 2.3.
Lemma 2.11 Let (V ,Φ∗) ∈ Diffm(K, q). Suppose that there exist a rational number ω and a finite family of
subobjects (Vi,Φ∗) ⊂ (V ,Φ∗) in Diffm(K, q) such that (i) V =
∑N
i=1 Vi, (ii) (Vi,Φ∗) ∈ Diffm(K, q;ω). Then,
V ∈ Diffm(K, q;ω).
Proof We may assume that ω ∈ 1mZ. There exist Rm-lattices Li ⊂ Vi such that ymωm Φ∗(Li) = Li. We putL :=∑Li, which is an Rm-lattice of V . We have ymωm Φ∗(L) = L.
Lemma 2.12 Let ω = ℓ/k ∈ Q, where ℓ ∈ Z and k ∈ Z>0. Then, (V ,Φ∗) ∈ Diffm(K, q) is pure isoclinic of
slope ω if and only if there exists a lattice L ⊂ K such that (Φ∗)kL = y−ℓm L.
Proof Set m1 := km. Suppose that (V ,Φ∗) ∈ Diffm(K, q;ω). We obtain (V1,Φ∗) := p∗m,m1(V ,Φ∗). There
exists a lattice L1 ⊂ V1 such that yℓm1Φ∗L1 = L1. We set L2 :=
∑
µ∈Gal(m1,m) µ
∗L1. Then, L2 is Gal(m1,m)-
equivariant, and yℓm1Φ
∗L2 = L2 holds. Let L be the Gal(m1,m)-invariant part of L2. We obtain ykℓm1(Φ∗)kL = L.
Hence, we obtain a lattice with the desired property.
Suppose that a lattice L of V has the desired property. We set L′ := L⊗RmRm1 . We have (yℓm1Φ∗)kL′ = L′.
We set L′′ :=∑k−1j=0 (yℓm1Φ∗)jL′. Then, we obtain (yℓm1Φ∗)L′′ = L′′.
2.1.6 Basic examples of pure isoclinic qm-difference modules
Let ω ∈ Q. If mω ∈ Z, we obtain Lm(ω) ∈ Diffm(K, q;ω) by the Km-vector space Km · em,ω with the
operator Φ∗(em,ω) = y−mωm em,ω. For ω ∈ Q \ 1mZ, we express ω = ℓ0/m0 for ℓ0 ∈ Z and m0 ∈ Z>0 with
g.c.d.(m0, ℓ0) = 1. Let m1 be the least common multiple of m0 and m. We obtain Lm1(ω) ∈ Diffm1(K, q). We
set Lm(ω) := (pm,m1)∗Lm1(ω) ∈ Diffm(K, q).
Lemma 2.13 Lm(ω) ∈ Diffm(K, q;ω).
Proof Set b := m1/m. There exists a natural isomorphism (pm,m1)
∗Lm(ω) ≃
⊕
µ∈Gal(m1,m) µ
∗Lm1(ω) ≃⊕
µ∈Gal(m1,m) Lm1(ω)⊗ Vm1(µb). Then, the claim is clear.
Let (V ,Φ∗) ∈ Diffm(K, q;ω). If ω ∈ 1m1Z for m1 ∈ mZ>0, then there exist (U reg,Φ∗) ∈ Diffm1(K, q; 0) and
an isomorphism (pm,m1)
∗(V ,Φ∗) ≃ Lm1(ω)⊗ (U reg,Φ∗).
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2.1.7 Slope decompositions
Definition 2.14 Let (V ,Φ∗) ∈ Diffm(K, q). A decomposition (V ,Φ∗) =
⊕
ω∈Q(Vω,Φ∗) in Diffm(K, qm) is
called a slope decomposition if (Vω,Φ∗) ∈ Diffm(K, q).
We obtain the uniqueness of slope decompositions from Lemma 2.3.
Lemma 2.15 If V =⊕V(i)ω (i = 1, 2) are slope decompositions of (V ,Φ∗) ∈ Diffm(K, q), then V(1)ω = V(2)ω hold
for any ω ∈ Q.
As a corollary, we obtain the following.
Corollary 2.16 Let (V ,Φ∗) ∈ Diffm(K, q). Let p∗m,m1(V ,Φ∗) =
⊕
(V〈m1〉ω ,Φ∗) be a slope decomposition of
p∗m,m1(V ,Φ∗). Then, the following holds.
• (V〈m1〉ω ,Φ∗) is Gal(m1,m)-equivariant. In particular, we obtain a decomposition (V ,Φ∗) =
⊕
ω∈Q(Vω,Φ∗)
as the descent.
• The decomposition is a slope decomposition of (V ,Φ∗).
Proposition 2.17 Any qm-difference Km-module has a slope decomposition.
If qm is not a root of 1, Proposition 2.17 is classically well known. (See [25, 35, 28].) We give an outline of
the proof only in the case qm is a root of 1.
Notation 2.18 For any (V ,Φ∗) ∈ Diffm(K, q), let Slope(V) denote the set of ω ∈ Q such that Vω 6= 0.
2.1.8 Proof of Proposition 2.17 in the case where q is a root of 1
Cyclic vectors Let (V ,Φ∗) ∈ Diffm(K, q). For any v ∈ V , we set
〈〈v〉〉 :=
∑
j∈Z
Km · (Φ∗)j(v), 〈v〉 :=
∑
j≥0
Km · (Φ∗)j(v).
Note that 〈v〉 = 〈〈v〉〉 holds. Indeed, we clearly have Φ∗(〈v〉) ⊂ 〈v〉. Because dimKp Φ∗(〈v〉) = dimKp〈v〉, we
obtain Φ∗
(〈v〉) = 〈v〉.
An element v ∈ V is called a cyclic vector if 〈〈v〉〉 = V . The following lemma is standard.
Lemma 2.19 If V has a cyclic vector v, there exist m1 ∈ mZ>0, ℓ ∈ Z and a decomposition p∗m,m1(V ,Φ∗) =
(V1,Φ∗)⊕ (V2,Φ∗) such that (i) (V1,Φ∗) is pure isoclinic of slope ℓ/m1, (ii) (V1,Φ∗) 6= 0.
Proof We give only an indication. Set r := dimKm V . It is easy to see that v,Φ∗(v), . . . , (Φ∗)r−1(v) induce a
frame of V over Km. There exists a relation (Φ∗)r(v) =
∑r−1
j=0 aj · (Φ∗)j(v), where aj ∈ Km. Note that one of
aj is not 0. We set
ℓ/s := max
{
−ordym(aj)
r − j
∣∣∣ j = 0, . . . , r − 1},
where (ℓ, s) ∈ Z × Z>0 such that g.c.d.(ℓ, s) = 1. Note that ordym(0) = ∞. We set m1 := sm. Because
(yℓm1Φ
∗)j(v) = yℓjm1q
ℓj(j−1)/2
m1 (Φ
∗)j(v), we obtain the following:
(yℓm1Φ
∗)r(v) =
r−1∑
j=0
yℓ(r−j)m1 ajq
(ℓr(r−1)−ℓj(j−1))/2
m1 (y
ℓ
m1Φ
∗)j(v).
Note that bj := y
ℓ(r−j)
m1 aj ∈ Rm1 , and there exists j0 such that bj0(0) 6= 0.
Let L ⊂ V ⊗Km1 be the lattice generated by (yℓm1Φ∗)j(v) (j ∈ Z). Clearly, yℓm1Φ∗(L) ⊂ L holds. Moreover,
the induced endomorphism F := σ(yℓm1Φ
∗;L) of L|0 is not nilpotent. There exists the decomposition L|0 =
L1 ⊕ L2 such that (i) F (Li) ⊂ Li, (ii) F|L1 is invertible, (iii) F|L2 is nilpotent, (iv) L1 6= 0. There exists the
decomposition L = L1⊕L2 such that (i) yℓm1Φ∗(Li) ⊂ Li, (ii) Li|0 = Li. It induces a decomposition V = V1⊕V2
with the desired property.
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Remark 2.20 If qm is not a root of 1, it is classically known that any (V ,Φ∗) ∈ Diffm(K, q) has a cyclic vector.
(See [8, 27].) If qm is a root of 1, a qm-difference Km-module does not necessarily have a cyclic vector.
Eigen decompositions As a preliminary to prove Proposition 2.17, we recall a standard result in linear
algebra. Let f be a Km-automorphism of a Km-vector space U . Set r!m. Recall that the set of the eigenvalues
Sp(f) is contained in Kr!m. We obtain the decomposition
U ⊗Km Kr!m =
⊕
a∈Sp(f)
U 〈r!m〉a .
For any ω ∈ 1r!mZ, we put Sp(f, ω) :=
{
a ∈ Sp(f) ∣∣ ordyr!m(a) = r!mω}. We set
U 〈r!m〉ω :=
⊕
a∈Sp(f,ω)
U 〈r!m〉a .
Let G denote the Galois group of Kr!m over Km. There is a natural G-action on V ⊗Km Kr!m. Because U 〈r!m〉ω
is G-invariant, we have a subspace Uω ⊂ U such that U 〈r!m〉ω = Uω ⊗Km Kr!m, and we obtain the following
decomposition:
U ⊗Km Kr!m =
⊕
ω∈Q
U 〈r!m〉ω . (12)
Proof of Proposition 2.17 in the case q is a root of 1 Let (V ,Φ∗) be a qm-difference Km-module. Let
us prove that (V ,Φ∗) has a slope decomposition in the case where qm is an s-th root of 1 for some s ∈ Z>0.
We use an induction of dimKm V . We put s1 := r!s. We set Ψ∗ := (Φ∗)s1 . Note that Ψ∗ = id on Km′ for any
m′ ∈ {m, 2m, . . . , r!m}. Hence, Ψ∗ on V is Km-linear, and Ψ∗ on V ⊗Km Km′ for m′ ∈ {m, 2m, . . . , r!m} are
the induced Km′ -linear automorphisms. We obtain the decomposition V =
⊕Vω as in (12). Note that (Vω ,Ψ∗)
has pure slope ω. By using the commutativity of Φ∗ and Ψ∗, and by the construction of (12), we obtain that
Φ∗(Vω) = Vω. Let us prove that (Vω,Φ∗) has pure slope ω/s1.
Suppose that Vω does not have a cyclic vector. Take any v ∈ Vω. Note that (〈v〉,Φ∗) ( (Vω,Φ∗). Then,
by the assumption of the induction, we may assume that there exists a decomposition 〈v〉 =⊕µ∈Q〈v〉µ, where
(〈v〉µ,Φ∗) has pure slope µ. Because (〈v〉µ,Ψ∗) has pure slope µs1, we obtain that 〈v〉µ = 0 unless s1µ = ω.
Hence, we obtain that (〈v〉,Φ∗) has pure slope ω/s1. By varying v, we obtain that (Vω,Φ∗) has pure slope ω/s1.
Suppose that Vω has a cyclic vector. Then, there exist m1 ∈ mZ>0 and a decomposition Vω ⊗Km Km1 =
V(1) ⊕ V(2) such that (i) Φ∗(V(i)) = V(i), (ii) V(1) 6= 0, (iii) V(1) has pure slope. By using the hypothesis of
the induction, we may assume that V(2) has a slope decomposition with respect to Φ∗. Hence, V ⊗Km Km1 has
a slope decomposition. As in the previous paragraph, we obtain that the slope of (V(1),Φ∗) is ω/s1, and that
(V ⊗Km Km1 ,Φ∗) has pure slope ω/s1. Hence, we can conclude that (Vω ,Φ∗) has pure slope ω/s1.
2.2 Filtered formal bundles
We recall the notion of filtered bundles on Km-vector spaces. Let V be a finite dimensional vector space
over Km. A filtered bundle over V is an increasing sequence P∗V =
(PaV | a ∈ R) of Rm-lattices of V such
that (i) Pa(V) =
⋂
a<b Pb(V) for any a ∈ R, (ii) Pa+n(V) = y−nm Pa(V) for any a ∈ R and n ∈ Z. We
set GrPa (V) := Pa(V)
/P<a(V). A morphism of filtered bundles F : P∗V1 −→ P∗V2 is defined to be a Km-
homomorphism F satisfying F (PaV1) ⊂ PaV2. Let Mod(Km)Par denote the category of filtered bundles over
finite dimensional Km-vector spaces.
2.2.1 Pull back
Let m1 ∈ mZ>0. Let P∗V1 ∈Mod(Km)Par. Recall that we obtain the induced filtered bundle P∗(p∗m,m1V) over
p∗m,m1V given as follows:
Pa
(
p∗m,m1V
)
=
∑
(b,n)∈S(m1,m)
y−nm1Pb(V)⊗Rm Rm1 , (13)
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where S(m1,m) :=
{
(b, n) ∈ R×Z ∣∣ m1m b+n ≤ a}. The filtered bundle P∗(p∗m,m1V) is also denoted by p∗m,m1P∗V .
Thus, we obtain the pull back functor
p∗m,m1 : Mod(Km)Par −→ Mod(Km1)Par.
Let P∗V ∈ Mod(Km)Par. We obtain the map GrPa (V) −→ GrP(m1a/m)+n(p∗m,m1V) as follows. For s ∈ GrPa (V),
take a lift s˜ ∈ Pa(V) of s, then we obtain the element in GrP(m1a/m)+n(p∗m,m1V) induced by y−nm1 s˜, which is
independent of a choice of s˜. This procedure induces an isomorphism⊕
(n,b)∈S0(m1,m,a)
GrPb (V) ≃ GrPa
(
p∗m,m1V
)
(14)
where S0(m1,m, a) :=
{
(n, b) ∈ Z × R ∣∣ 0 ≤ n < m1m , m1m b + n = a}. Each Pa(p∗m,m1V) is preserved by the
Gal(m1,m)-action, and hence we obtain the Gal(m1,m)-action on Gr
P
a (p
∗
m,m1V). The decomposition (14) is
identified with the canonical decomposition with respect to the Gal(m1,m)-action, and Gr
P
b (V) is identified
with the Gal(m1,m)-invariant part.
2.2.2 Push-forward and descent
Let m and m1 be positive integers such that m1 ∈ mZ>0. Let P∗V ∈ Mod(Km1)Par. Recall that the filtered
bundle P∗(pm,m1∗V) is induced as follows:
Pa(pm,m1∗V) = Pa(m1/m)V .
The filtered bundle P∗(pm,m1∗V) is also denoted by pm,m1∗P∗V . Thus, we obtain the push-forward pm,m1∗ :
Mod(Km1)Par −→ Mod(Km)Par.
Let P∗(V) ∈ Mod(Km1)Par. There exists the natural isomorphism
GrPa (pm,m1∗V) ≃ GrPa(m1/m)(V).
Let V be a finite dimensional Gal(m1,m)-equivariant Km1 -vector space. We say that a filtered bundle P∗V
over V is Gal(m1,m)-equivariant if µPa(V) = PaV for any a ∈ R and µ ∈ Gal(m1,m). We obtain the Km-vector
space VGal(m1,m) as the descent, i..e., as the Gal(m1,m)-invariant part of V . We have the induced filtered bundle
P∗(VGal(m1,m)) over VGal(m1,m) as
Pa(VGal(m1,m)) :=
(Pa(m1/m)V)Gal(m1,m).
The filtered bundle is denoted by P∗(V)Gal(m1,m), and called the decent of P∗V .
Lemma 2.21
• P∗V ∈ Mod(Km)Par is naturally isomorphic to (p∗m,m1P∗V)Gal(m1,m).
• Let P∗V1 ∈Mod(Km1)Par. Then, p∗m1,mpm,m1∗P∗V1 is naturally isomorphic to
⊕
µ∈Gal(m1,m) µ
∗P∗(V1).
2.2.3 Reduction
For any P∗V ∈ Mod(Km)Par, we set
G(P∗V) :=
⊕
a∈R
GrPa (V).
The multiplication of ym induces C-linear isomorphisms Gr
P
a (V) −→ GrPa−1(V) for any a ∈ R. Hence, we may
naturally regard G(P∗V) as a free C[ym, y−1m ]-module with an R-grading. It is also R-graded. For any a ∈ R, we
set
PaG(P∗V) :=
⊕
b≤a
GrPb (V).
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It is a C[ym]-lattice of G(P∗V). By the construction, there exists a natural isomorphism
GrPa G(P∗V) := PaG(P∗V)
/P<aG(P∗V) ≃ GrPa (V).
We set Ĝ(P∗V) := G(PV)⊗C[ym,y−1m ]Km. We also set PaĜ(P∗V) := PaG(P∗V)⊗C[ym]Rm for any a ∈ R. They
give a filtered bundle over Ĝ(P∗V). In this way, we also regard Ĝ(P∗V) as a filtered bundle. For any a ∈ R,
there exist the natural isomorphisms:
GrPa Ĝ(P∗V) ≃ GrPa G(P∗V) ≃ GrPa (V). (15)
Remark 2.22 There exist a (non-unique) isomorphism of filtered bundles Ĝ(P∗V) ≃ P∗V which induces the
isomorphisms (15).
2.3 Graded q-difference C[y, y−1]-modules
A qm-difference free C[ym, y
−1
m ]-module (M,Φ
∗) is a free C[ym, y−1m ]-module M of finite rank equipped with a
C-linear automorphism Φ∗ such that Φ∗(yms) = qmymΦ∗(s) for any s ∈M . A (Q,R)-grading is a decomposition
M =
⊕
(ω,a)∈R×Q
Mω,a
such that the following holds:
• ymMω,a =Mω,a−1 for any (ω, a) ∈ Q× R.
• Φ∗Mω,a =Mω,a+mω.
A morphism of qm-difference free C[ym, y
−1
m ]-modules with (Q,R)-grading (M
(1)
•,• ,Φ∗) −→ (M (2)•,• ,Φ∗) is defined
to be a morphism of qm-difference C[ym, y
−1
m ]-modules preserving the gradings. Let Diffm(C[y, y
−1], q)(Q,R)
denote the category of qm-difference free C[ym, y
−1
m ]-modules equipped with (Q,R)-grading.
For each ω, we have the expression mω = ℓ(mω)/k(mω), where k(mω) and ℓ(mω) are uniquely determined
by the conditions k(mω) ∈ Z>0, ℓ(mω) ∈ Z and g.c.d.(k(mω), ℓ(mω)) = 1. Let Λω := 1k(mω)Z. Note that Λω is
the image of the map Z2 −→ R defined by (n1, n2) 7−→ n1mω − n2.
We obtain the automorphism Fω,a := y
ℓ(mω)
m (Φ∗)k(mω) on Mω,a for any (a, ω) ∈ R × Q. We obtain the
generalized eigen decomposition
(Mω,a, Fω,a) =
⊕
α∈C∗
(Mω,a,α, Fω,a,α)
where Fω,a,α has a unique eigenvalue α. It is easy to see
ym ·Mω,a,α =Mω,a−1,αqk(mω)m , Φ
∗ ·Mω,a,α =Mω,a+mω,αq−ℓ(mω)m .
For ω ∈ Q, −1/k(mω) < a ≤ 0 and α ∈ C∗, we set
M(ω, a, α) :=
⊕
b∈Λ1
Mω,a+b,αq−k(mω)b .
Then, we obtain a decomposition of (Q,R)-graded qm-difference C[ym, y
−1
m ]-modules:
M =
⊕
ω∈Q
⊕
−k(mω)−1<a≤0
⊕
α∈C∗
M(ω, a, α).
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2.3.1 The induced nilpotent endomorphism and the weight filtration
EachMω,a,α is equipped with the nilpotent endomorphismNω,a,α obtained as the logarithm of the unipotent part
of Fω,a,α. It induces the weight filtration W (Mω,a,α). We obtain the nilpotent endomorphism N =
⊕
Nω,a,α of
M . It commutes with ym and Φ
∗. Hence, N is a nilpotent endomorphism of M in Diffm(C[y, y−1])(Q,R). The
weight filtration W is a filtration of M in Diffm(C[y, y
−1])(Q,R).
2.3.2 Classification
Let C denote the category of finite dimensional vector spaces V equipped with a grading
V =
⊕
ω∈Q
⊕
−k(mω)−1<a≤0
⊕
α∈C∗
Vω,a,α
and a graded unipotent automorphism u =
⊕
ω∈Q
⊕
−k(mω)−1<a≤0
⊕
α∈C∗ uω,a,α. A morphism
F : (V
(1)
• , u
(1)
• ) −→ (V (2)• , u(2)• )
in C is a C-linear map F : V (1) −→ V (2) such that (i) F preserves the gradings, (ii) F ◦ u(1)• = u(2)• ◦ F .
For any M ∈ Diffm(C[y, y−1], q)(Q,R), we obtain the finite dimensional graded vector space⊕
ω∈Q
⊕
−k(mω)−1<a≤0
⊕
α∈C∗
Mω,a,α.
Let uω,a,α denote the unipotent part of Fω,a,α. We obtain an object
⊕
ω,a,α(Mω,a,α, uω,a,α) in C. Thus, we
obtain a functor Diffm(C[y, y
−1], q)(Q,R) −→ C. The following is easy to see.
Lemma 2.23 The functor Diffm(C[y, y
−1], q)(Q,R) −→ C is an equivalence.
Remark 2.24 Let V• ∈ C. For each (ω, a, α), we obtain the nilpotent endomorphism Nω,a,α of Vω,a,α as the
logarithm of the unipotent automorphism uω,a,α. We obtain the weight filtration W (Vω,a,α) with respect to
Nω,a,α. Note that the conjugacy classes of uω,a,α are determined by the filtrations W (Vω,a,α).
2.3.3 Tensor product
Let M (i) ∈ Diffm(C[y, y−1], q)(Q,R). We obtain the qm-difference free C[ym, y−1m ]-module M (1) ⊗M (2) by the
tensor product over C[ym, y
−1
m ]. Let (M
(1) ⊗M (2))ω,a be the image of the injective map⊕
ω1+ω2=ω
⊕
a1+a2=a−1<a1≤0
M (1)ω1,a1 ⊗C M (2)ω2,a2 −→M (1) ⊗C[ym,y−1m ] M (2). (16)
Then, we obtain the grading M (1) ⊗M (2) = ⊕(M (1) ⊗M (2))ω,a. We have the automorphisms F (i)ω,a of M (i)ω,a.
We also have the automorphism Fω,a of (M
(1) ⊗M (2))ω,a.
Lemma 2.25 Suppose that M
(1)
ω,a = 0 unless ω = 0. Under the identification
(M (1) ⊗M (2))ω,a =
⊕
a1+a2=a−1<a1≤0
M
(1)
0,a1
⊗C M (2)ω,a2,
we have Fω,a =
⊕
(F
(1)
0,a1
)k(mω)⊗F (2)ω,a2 . The nilpotent endomorphism N of M (1)⊗M (2) is equal to k(mω)N (1)⊗
id+ id⊗N (2), where N (i) are the nilpotent endomorphism of M (i). The filtration W ((M (1)⊗M (2))) is equal to
the filtration induced by W (M (i)) (i = 1, 2).
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2.3.4 Pull back
Let m1 ∈ mZ>0. Let M ∈ Diffm(C[y, y−1], q)(Q,R). We set p∗m,m1(M) := M ⊗C[ym,y−1m ] C[ym1 , y−1m1 ] which is
naturally a qm1-difference C[ym1 , y
−1
m1 ]-module. Set S0(m1,m, a) :=
{
(n, b) ∈ Z×R ∣∣0 ≤ n < m1m , m1m b+n = a}
as in §2.2.1. We define p∗m,m1(M)ω,a as the image of the injection:⊕
(b,i)∈S0(m,m1,a)
y−im1Mω,b −→ p∗m,m1(M). (17)
Then, we obtain the grading p∗m,m1(M) =
⊕
p∗m,m1(M)ω,a. Thus, we obtain
p∗m,m1 : Diffm(C[y, y
−1], q)(Q,R) −→ Diffm1(C[y, y−1], q)(Q,R).
Let F
(1)
ω,a be the automorphism of p∗m,m1(M)ω,a induced by y
ℓ(m1ω)
m1 (Φ
∗)k(m1ω). Set d := k(mω)/k(m1ω) ∈
Z>0.
Lemma 2.26 Under the identification of p∗m,m1(M)ω,a ≃
⊕
(b,i)∈S0(m,m1,a) y
−i
m1Mω,b, we have(
F (1)ω,a
)d
=
⊕
(b,i)∈S0(m,m1,a)
q
1
2 ℓ(m1ω)k(m1ω)d(d−1)−ik(m1ω)d
m1 Fω,b.
Hence, dN (1) = p∗m1,mN holds, where N
(1) and N are the nilpotent endomorphisms of p∗m,m1(M) and M ,
respectively. We also obtain W (p∗m,m1M) = p
∗
m,m1W (M).
2.3.5 Push-forward
Let M ∈ Diffm1(C[y, y−1], q)(Q,R). It naturally induces a qm-difference C[ym, y−1m ]-module pm,m1∗(M). We set
pm,m1∗(M)ω,a :=Mω,am/m1. Thus, we obtain
pm,m1∗ : Diffm1(C[y, y
−1], q)(Q,R) −→ Diffm(C[y, y−1], q)(Q,R).
For any (ω, b) ∈ Q × R, let F (1)ω,b be the automorphism of pm,m1∗(M)ω,b induced by yℓ(mω)m (Φ∗)k(mω). Set
d := k(mω)/k(m1ω) ∈ Z>0.
Lemma 2.27 We have
(Fω,a)
d = q
1
2 ℓ(m1ω)k(m1ω)d(d−1)
m1 F
(1)
ω,am/m1
.
As a result, pm,m1∗(dN) = N
(1) and pm,m1∗W (M) =W (pm,m1∗M) hold.
2.3.6 Examples
Let ω ∈ Q and −k(mω)−1 < a ≤ 0. Let LGm(ω, a) ∈ Diffm(C[y, y−1], q)(R,Q) be the object corresponding to
(
Mω′,a′ , Fω′,a′
)
=

(
C, q
− 12 ℓ(mω)k(mω)(k(mω)−1)
m
) (
(ω′, a′) = (ω, a)
)
(0, 1) (otherwise).
There exists a natural isomorphism pm,mk(mω)∗LGmk(ω)(ω, ak(mω)) ≃ LGm(ω, a).
For a finite dimensional vector space V with an automorphism F , let VGm(V, F ) ∈ Diffm(C[y, y−1], q)(R,Q) be
the object corresponding to (
Mω′,a′ , Fω′,a′
)
=
{ (
V, F
) (
(ω′, a′) = (0, 0)
)
(0, 1) (otherwise).
Any M ∈ Diffm(C[y, y−1], q)(Q,R) is isomorphic to the object of the following form:
N⊕
i=1
LGm(ωi, ai)⊗ VGm(Vi, Fi).
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2.4 Good filtered formal q-difference modules
2.4.1 Good filtered bundles
Let (V ,Φ∗) ∈ Diffm(K, q).
Definition 2.28 A filtered bundle P∗V over V is called good if the following holds.
• The filtration P∗V is compatible with the slope decomposition V =
⊕
ω∈Slope(V) Vω, i.e.,
P∗V =
⊕
ω∈Slope(V)
P∗(Vω).
• Take m1 ∈ mZ>0 such that m1ω ∈ Z for any Slope(V). Then, the following holds for any ω ∈ Slope(V)
and for any a ∈ R:
ym1ωm1 Φ
∗
(
Pa
(
p∗m,m1Vω
))
= Pa
(
p∗m,m1Vω
)
.
Such (P∗V ,Φ∗) is called a good filtered qm-difference Km-module.
Remark 2.29 As a special case, (P∗V ,Φ∗) is called unramifiedly good (resp. regular) if Slope(V) ⊂ Z (resp.
Slope(V) = {0}).
A morphism of good filtered qm-difference Km-modules F : (P∗V1,Φ) −→ (P∗V2,Φ) is defined to be a
morphism of qm-difference Km-modules F such that F (PaV1) ⊂ PaV2 for any a ∈ R. Let Diffm(K, q)Par denote
the category of good filtered qm-difference Km-modules. Let Diffm(K, q;ω)Par denote the full subcategory of
good filtered qm-difference Km-modules (P∗V ,Φ) such that (V ,Φ) ∈ Diffm(K, q;ω).
Lemma 2.30 Let (V ,Φ∗) ∈ Diffm(K, q;ω). Let P∗V be a filtered bundle over V. Then, (P∗V ,Φ∗) is good if
and only if Φ∗(PaV) = Pa+mωV for any a ∈ R.
Proof It is clear if ω ∈ Z. In general, we take m1 ∈ mZ>0 such that m1ω ∈ Z. By definition, P∗(V) is good if
and only if Φ∗Pa(p∗m,m1(V)) = Pa+m1ω(p∗m,m1V). Because Pb(V) = Pb(m1/m)(p∗m,m1V)Gal, we obtain the claim
of the lemma.
2.4.2 Reduction to (Q,R)-graded q-difference modules
Let (P∗V ,Φ∗) ∈ Diffm(K, q)Par. There exists the slope decomposition P∗V =
⊕
ω∈QP∗Vω. We have the
induced isomorphisms:
Φ∗ : GrPa (Vω) ≃ GrPa+mω(Vω)
for any a ∈ R. Thus, we obtain a C-linear automorphism Φ∗ on G(P∗Vω). It is easy to check Φ∗(yms) =
qmymΦ
∗(s) for any s ∈ G(Vω). Thus, (G(P∗V),Φ∗) =
⊕
(G(P∗Vω),Φ∗) ∈ Diffm(C[y, y−1], q)(Q,R). Thus, we
obtain a functor G : Diffm(K, q)Par −→ Diffm(C[y, y−1], q)(Q,R). We have natural equivalences pm,m1∗ ◦ G ≃
G ◦ pm,m1∗ and p∗m,m1 ◦ G ≃ G ◦ p∗m,m1 .
For any (P∗V ,Φ∗) ∈ Diffm(K, q)Par , by taking the formal completion of G(P∗,Φ∗), we obtain (Ĝ(V),Φ∗) ∈
Diffm(K, q). Moreover, together with the induced filtered bundle P∗Ĝ(V) over Ĝ(V), we obtain (P∗Ĝ(V),Φ∗) ∈
Diffm(K, q)Par . Clearly, G(P∗Ĝ(V)) ≃ G(P∗V).
2.4.3 The generalized eigen decomposition and the weight filtration
Let (P∗V ,Φ∗) ∈ Diffm(K, q)Par. For each (ω, a) ∈ Q × R, GrPa (Vω) is equipped with the automorphism Fa,ω
induced y
ℓ(mω)
m (Φ∗)k(mω). We obtain the generalized eigen decomposition GrPa (Vω) =
⊕
α∈C∗ EαGr
P
a (Vω). Let
Na,ω denote the nilpotent endomorphism of the unipotent part of Fa,ω. We obtain the weight filtration W on
GrPa (Vω) with respect to Na,ω. It is compatible with the generalized eigen decomposition.
20
2.4.4 Basic examples
For α ∈ C∗, let Vm(α) = Km e be a Fuchsian qm-difference Km-module defined by Φ∗(e) = αe, as in Example
2.6. For a ∈ R, we define the filtered bundle P(a)∗ Vm(α) over Vm(α) as follows.
P(a)b Vm(α) = Rmy−[b−a]e.
Here, we set [c] := max{n ∈ Z |n ≤ c} for c ∈ R. Thus, we obtain (P(a)∗ Vm(α),Φ∗) ∈ Diffm(K, q; 0)Par.
Lemma 2.31 G(P(a)∗ Vm(α),Φ∗) ≃ LGm(0, a)⊗ VGm(α).
Let V be a finite dimensional C-vector space with a unipotent automorphism u. For any a ∈ R, we define a
filtered bundle P(a)∗ Vm(V, u) over Vm(V, u) by
P(a)b Vm(V, u) = Rmy−[b−a] ⊗C V.
Thus, we obtain (P(a)∗ Vm(V, u),Φ∗) ∈ Diffm(K, q; 0)Par.
Lemma 2.32 G(P(a)∗ Vm(V, u),Φ∗) ≃ LGm(0, a)⊗ VGm(V, u).
Take ω ∈ 1mZ. For any a ∈ R, we define the filtered bundle P(a)∗ Lm(ω) as follows:
P(a)b Lm(ω) = Rmy−[b−a] em,ω.
Thus, we obtain (P(a)∗ Lm(ω),Φ∗) ∈ Diffm(K, q)Par. More generally, for any ω ∈ Q. Set m1 := k(mω) ·m. We
define
P(a)∗ Lm(ω) := pm,m1∗
(P(am1/m)∗ Lm1(ω)).
The following is easy to see.
Lemma 2.33 G
(P(a)∗ Lm(ω)) ≃ LGm(ω, a).
For i = 1, . . . , N , we take ωi ∈ Q, ai ∈ R, αi ∈ C∗, and finite dimensional vector spaces Vi with a unipotent
automorphism ui. Let us consider
(P∗V ,Φ∗) =
⊕
i
P(ai)∗ Lm(ωi)⊗ P(0)∗ Vm(αi)⊗ P(0)∗ Vm(Vi, ui).
Then, we have
G(P∗V ,Φ∗) ≃
⊕
i
LGm(ωi, ai)⊗ VGm(αi)⊗ VGm(Vi, ui).
3 Mini-complex manifolds
3.1 A twistor family of mini-complex manifolds
3.1.1 A hyperka¨hler manifold X equipped with R× Z2-action
Take µ1, µ2 ∈ C which are linearly independent over R. We assume that Im(µ2/µ1) > 0. Let Γ denote the
lattice of C generated by µ1 and µ2. Let Vol(Γ) denote the volume of C/Γ with respect to the volume form√−1
2 dz dz, where z is the standard coordinate of C. The following holds:
Vol(Γ) =
1
2
√−1(µ2µ1 − µ2µ1).
We set X := Cz×Cw with the Euclidean metric dz dz+dw dw. It is a hyperka¨hler manifold. Let us consider
the action of the group Ze1 ⊕ Ze2 on X given by
niei(z, w) = (z, w) + ni(µi, 0).
We also consider the action of R e0 on X given by
se0(z, w) = (z, w + s).
Thus, we obtain an action of Re0 ⊕ Ze1 ⊕ Ze2 on X .
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3.1.2 Complex manifold Xλ
For each λ ∈ C, there exists the complex structure of X given by the coordinate system
(ξ, η) = (z + λw,w − λz).
The complex manifold is denoted by Xλ. The action of Re0⊕Ze1⊕Ze2 is described as follows with respect to
the coordinate system (ξ, η):
se0(ξ, η) = (ξ, η) + (λs, s), niei(ξ, η) = (ξ, η) + ni(µi,−λµi) (i = 1, 2).
3.1.3 Some calculations
To introduce a more convenient complex coordinate system of Xλ, we make some calculations.
Lemma 3.1 There exist s1 ∈ R and g1 ∈ C with |g1| = 1 such that
− λµ1 + s1 = g1(µ1 + λs1) 6= 0. (18)
• If |λ| 6= 1, there are two choices of (s1, g1). One is contained in R>0 × S1, and the other is contained in
R<0 × S1. Moreover, 1− g1λ 6= 0 holds.
• If |λ| = 1 and λ 6= ±√−1µ1|µ1|−1, such (s1, g1) is uniquely determined as (s1, g1) = (0,−λµ1µ−11 ).
Moreover, 1− g1λ 6= 0 holds.
• If λ = ±√−1µ1|µ1|−1, the set of such (s1, g1) is {(s, λ−1) | s ∈ R}.
Proof Let us consider the condition
∣∣−λµ1 + s1∣∣ = ∣∣µ1 + λs1∣∣ for s1 ∈ R. It is equivalent to the following:
(1− |λ|2)s21 − 2(λµ1 + λµ1)s1 − (1− |λ|2)|µ1|2 = 0. (19)
If |λ| 6= 1, there exist two distinct solutions:
s1 =
λµ1 + λµ1
1− |λ|2 ±
(
(λµ1 + λµ1)
2
(1− |λ|2)2 + |µ1|
2
)1/2
=
λµ1 + λµ1
1− |λ|2 ±
|µ1 + λ2µ1|∣∣1− |λ|2∣∣ .
Hence, we obtain
µ1 + λs1 =
µ1 + λ
2µ1
1− |λ|2 ± λ
|µ1 + λ2µ1|∣∣1− |λ|2∣∣ .
Because |λ| 6= 1, we obtain µ1+λs1 6= 0. Once we choose s1, we obtain a unique complex number g1 satisfying
|g1| = 1 determined by the condition (18). Because |λ| 6= 1 and |g1| = 1, we obtain 1− g1λ 6= 0.
If |λ| = 1 and λ 6= ±√−1µ1|µ1|−1, we obtain λµ1 + λµ1 6= 0, and hence the equation (19) has a unique
solution s1 = 0. In this case, g1 is determined by −λµ1 = g1µ1, i.e., g1 = −λµ1µ−11 . The following holds:
1− λg1 = 1 + λ2µ1/µ1 = λµ−11 (λµ1 + λµ1) 6= 0.
If λ = ±√−1µ1|µ1|−1, we can check the claim by a direct computation.
Lemma 3.2 The following holds:
Im
(
g1µ2 + λµ2
1− g1λ
)
=
Vol(Γ)
Re(g1µ1)
6= 0. (20)
In particular, Re(g1µ1) 6= 0. If |λ| 6= 1, we have Re(g1µ1) · (1− |λ|2)s1 > 0.
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Proof Let us consider the case |λ| 6= 1. Because (1− g1λ)−1 = s1(g1µ1 + λµ1)−1, the following holds:
Im
(
g1µ2 + λµ2
1− g1λ
)
= Im
( (g1µ2 + λµ2)s1
g1µ1 + λµ1
)
= Im
( (1− |λ|2)(µ2µ1 − µ1µ2)s1
2|g1µ1 + λµ1|2
)
=
(1− |λ|2)Vol(Γ)s1
|g1µ1 + λµ1|2
.
By using (1 − g1λ)−1 = s1(g1µ1 + λµ1)−1 again, we obtain
|g1µ1 + λµ1|2
s1(1− |λ|2) =
1
1− |λ|2
(
g1µ1 + λµ1 − λµ1 − |λ|2g1µ1
)
. (21)
Because the left hand side of (21) is real, it is equal to the following:
1
2(1− |λ|2)
(
g1µ1 + g1µ1 − |λ|2g1µ1 − |λ|2g1µ1
)
= Re(g1µ1).
Thus, we obtain (20).
Suppose |λ| = 1. Because g1 = −λµ1µ−11 , the following holds:
Im
(
g1µ2 + λµ2
1− g1λ
)
= Im
(µ2µ1 − µ2µ1
λµ1 + λµ1
)
=
−2Vol(Γ)
(λµ1 + λµ1)
=
−2Vol(Γ)
−(g1µ1 + g1µ1)
=
Vol(Γ)
Re(g1µ1)
.
Thus, we are done.
Lemma 3.3 (g1 − λ)(µ1 + λs1) = (1 + |λ|2)Re(g1µ1) holds.
Proof We have (g1 − λ)(µ1 + λs1) = −λ(µ1 + λs1)− λµ1 + s1 = (1− |λ|2)s1 − λµ1 − λµ1. In particular, it is
a real number. We have the following:
(g1 − λ)(µ1 + λs1) = g1(µ1 + λs1)− λg1(−λµ1 + s1) = g1µ1 + |λ|2µ1g1 + s1
(
g1λ− λg1
)
.
Because it is a real number, it is equal to Re(g1µ1 + |λ|2µ1g1) = (1 + |λ|2)Re(g1µ1).
Lemma 3.4 Suppose |λ| 6= 1. Let (s1, g1) and (s′1, g′1) be two solutions of the equation (18). Then, the following
holds:
Re(µ1g1) + Re(µ1g
′
1) = 0.
Proof The following holds:
Re(µ1g1) = Re
( (−λµ1 + s1)µ1
µ1 + λs1
)
=
|µ1 + µ1λ2|2
(1− |λ|2) ·
s1
|µ1|2 + (λµ1 + λµ1)s1 + |λ|2s21
.
The following holds:
s1
(|µ1|2 + (λµ1 + λµ1)s′1 + |λ|2(s′1)2)+ s′1(|µ1|2 + (λµ1 + λµ1)s1 + |λ|2s21)
= (s1 + s
′
1)(|µ1|2 + s1s′1|λ|2) + 2s1s′1(λµ1 + λµ1). (22)
By using s1 + s
′
1 = 2(λµ1 + λµ1)(1− |λ|2)−1 and s1s′1 = −|µ1|2, we obtain that (22) is 0. Then, we obtain the
claim of the lemma by a direct calculation.
Lemma 3.5 We have (1+|λ|2)∣∣Re(µ1g1)∣∣ = |µ1+λ2µ1|. If |λ| 6= 1, we have the following more precise formula:
(1 + |λ|2)Re(µ1g1) = sign(1− |λ|2) · sign(s1) ·
∣∣µ1 + λ2µ1∣∣. (23)
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Proof If |λ| = 1, we have Re(µ1g1) = Re(−λµ1). Because |λ| = 1, we also have
∣∣µ1 + λ2µ1∣∣ = ∣∣λµ1 + λµ1∣∣ =
2
∣∣Re(λµ1)∣∣. Hence, the claim of the lemma is clear.
Suppose |λ| 6= 1. We have the following:
|µ1|2 + (λµ1 + λµ1)s1 + |λ|2s21 = |µ1|2(1 + |λ|2) + (λµ1 + λµ1)s1
(
1 +
2|λ|2
1− |λ|2
)
= (1 + |λ|2)
(
|µ1|2 + λµ1 + λµ1
1− |λ|2 s1
)
. (24)
We also have the following:
|µ1|2
s1
= −λµ1 + λµ1
1− |λ|2 ±
|µ1 + λ2µ1|∣∣1− |λ|2∣∣ .
Here, ± is equal to sign(s1). Because
Re(g1µ1)∣∣µ1 + λ2µ1∣∣ =
∣∣µ1 + λ2µ1∣∣
(1− |λ|2)
s1
|µ1|2 + (λµ1 + λµ1)s1 + |λ1|2s21
= sign(s1)
∣∣µ1 + λ2µ1∣∣
(1− |λ|2)
∣∣1− |λ|2∣∣
(1 + |λ|2)|µ1 + λ2µ1|
,
we obtain the claim of the lemma.
3.1.4 Coordinate system (u, v)
We introduce a more convenient complex coordinate system of Xλ.
Assumption 3.6 In the following, we suppose λ 6= ±√−1µ1|µ1|−1.
We take s1 and g1 as in Lemma 3.1. We consider the C-linear coordinate change Cu × Cv ≃ Cξ × Cη given
by
(ξ, η) = (u + λv, g1u+ v), (u, v) =
1
1− g1λ (ξ − λη,−g1ξ + η).
The action of Re0 ⊕ Ze1 ⊕ Ze2 on Xλ is described as follows in terms of (u, v):
se0(u, v) = (u, v) + (0, s), niei(u, v) = (u, v) +
ni
1− g1λ(µi + λ
2µi,−g1µi − λµi) (i = 1, 2).
Lemma 3.7 The following holds:
(e1 + s1e0)(u, v) = (u, v) +
(µ1 + λ2µ1
1− g1λ , 0
)
= (u, v) + (µ1 + λs1, 0). (25)
Proof Note that the following holds by our choice of s1 and g1:
s1 =
g1µ1 + λµ1
1− g1λ .
Hence, we obtain the first equality in (25). Note that
1− g1λ = 1− −λ
2µ1 + s1λ
µ1 + λs1
=
µ1 + λ
2µ1
µ1 + λs1
.
Hence, we obtain (µ1 + λ
2µ1)(1 − g1λ)−1 = µ1 + λs1, and the second equality in (25).
Remark 3.8 Let (E,∇, h) is an instanton on Xλ. Let F (∇) = Fξξdξ dξ + Fξηdξ dη + Fηξdη dξ + Fηηdη dη
denote the curvature. For α ∈ C, set Hα := {(u, v) | v = α} ⊂ Xλ. Because dξ dξ = du du and dη dη = du du on
Hα, the restriction of F (∇) to Hα is equal to the restriction of Fξηdξ dη + Fηξdη dξ.
In the study of doubly periodic monopoles, it is appropriate to assume the boundedness of F (∇). In general,
Fξξ and Fηη are only bounded, but Fξη and Fηξ decay more rapidly. We consider the above coordinate (u, v) to
obtain an appropriate curvature decay along Hα.
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3.1.5 Partial quotient Y λp and its partial compactification
Take p ∈ Z>0. Let Y λp denote the quotient space of Xλ by the action of Z · p(e1 + s1e0). There exists the
following induced holomorphic function on Y λp :
Up := exp
(
2π
√−1 1− g1λ
p(µ1 + λ2µ1)
u
)
= exp
(
2π
√−1 1
p(µ1 + λs1)
u
)
.
We obtain the holomorphic isomorphism Y λp ≃ C∗×C induced by (Up, v), with which we identify Y λp and C∗×C.
We set Y
λ
p := P
1 × C, which is a partial compactification of Y λp . We set
qλp := exp
(
2π
√−1 µ2 + λ
2µ2
p(µ1 + λ2µ1)
)
, tλ := − Vol(Γ)
Re(g1µ1)
.
Then, the action of Re0 ⊕ Ze2 on Y λ is described as follows:
se0(Up, v) = (Up, v+ s), ne2(Up, v) =
(
(qλp)
nUp, v+
√−1ntλ) .
We set Gp := (Z/pZ) · (e1 + s1e0). There exists the induced Gp-action on Yp described as follows:
(e1 + s1e0)(Up, v) =
(
exp(2π
√−1/p) · Up, v
)
.
The action naturally extends to an action on Y
λ
p .
Remark 3.9 The following holds:
Im
(µ2 + λ2µ2
µ1 + λ2µ1
)
=
(1 + |λ|2)(1 − |λ|2)Vol(Γ)
|µ1 + λ2µ1|2
. (26)
In particular, we obtain; |qλp | < 1 in the case |λ| < 1; |qλp | > 1 in the case |λ| > 1; |qλp | = 1 in the case |λ| = 1.
3.1.6 Mini-complex manifolds Mλ covp and M
λ cov
p
LetMλ covp be the quotient space of Y λp by the action of Re0. By setting t := Im(v), we obtain the mini-complex
coordinate system (Up, t) of Mλ covp . The coordinate system induces the identification Mλ covp ≃ C∗ × R. The
induced action of Ze2 is described as follows:
e2(Up, t) = (q
λ
pUp, t+ t
λ).
Note that Mλ covp is naturally identified with the quotient space of Xλ by the action of Re0 ⊕ Z · pe1.
Similarly, let Mλ covp denote the quotient space of Y
λ
p by Re0. It is naturally a mini-complex manifold and
naturally identified with P1 × R.
We set Hλ cov0,p := {0} × R and Hλ cov∞,p := {∞} × R in P1 × R. We set Hλ covp := Hλ cov0,p ∪Hλ cov∞,p .
The Gp-action on Yp induces Gp-actions onMλ covp andM
λ cov
p . We identify Gp and (Z/pZ)·e1 by e1+s1e0 7−→
e1. Then, the action of Gp on Mλ covp is identified with e1(Up, t) = (e2π
√−1/pUp, t).
3.1.7 Mini-complex manifolds Mλp and M
λ
p
LetMλp be the mini-complex manifold obtained as the quotient space ofMλ covp by the action of Ze2. Similarly,
let Mλp be the mini-complex manifold obtained as the quotient space of M
λ cov
p by the action of Ze2. Let H
λ
ν,p
(ν = 0,∞) denote the quotient of Hλ covν,p by Ze2. We set Hλp := Hλ0,p ∪Hλ∞,p, which is the quotient of Hλ covp by
Ze2. We have Mλp = Mλp ∪ Hλp , and it is compact. There exist the naturally induced Gp-actions on Mλp and
Mλp .
Let Pλp :M
λ cov
p −→M
λ
p denote the projections. Let p
cov
p1,p2 :M
λ cov
p2 −→M
λ cov
p1 and pp1,p2 :M
λ
p2 −→M
λ
p1
denote the naturally induced morphisms.
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3.1.8 Neighbourhoods of Hλν,p
Let Ψ : M0p −→ Ry0 be the proper map induced by (z, w) 7−→ Im(w). Set HR := {y0 < R} and U0p,R :=
Ψ−1(HR) ⊂M0. The corresponding open subset in Mλp is denoted by Uλp,R.
Lemma 3.10 The following holds:
Ψ(Up, t) = − p
2π
Re(g1µ1) log |Up|+ 1− |λ|
2
1 + |λ|2 t. (27)
Proof We have the following description of Im(w) in terms of (u, v):
Im(w) =
1
1 + |λ|2
(
Im
(
(g1 − λ)u
)
+ (1− |λ|2) Im(v)
)
.
The following holds:
log |Up| = Re
(
2π
√−1 u
p(µ1 + λs1)
)
= −2π
p
Im
(
u
(µ1 + λs1)
)
.
Because
− p
2π
(µ1 + λs1)
u
× (g1 − λ)u = − p
2π
(1 + |λ|2)Re(g1µ1),
the claim follows.
Corollary 3.11 If Re(g1µ1) < 0, Uλp,R ∪Hλ0,p is a neighbourhood of Hλ0,p. If Re(g1µ1) > 0, Uλp,R ∪Hλ∞,p is a
neighbourhood of Hλ∞,p.
3.1.9 Complement in the case |λ| 6= 1
Suppose |λ| 6= 1. For simplicity we assume p = 1. We use the notation U, q, etc., instead of Up, qλp , etc.
According to Lemma 3.5, the following holds:
tλ = −Vol(Γ) 1 + |λ|
2
|µ1 + λ2µ1|
sign(s1) sign(1− |λ|2).
By (26), the following holds:
log
∣∣qλ∣∣ = −2π (1 + |λ|2)(|λ|2 − 1)Vol(Γ)|µ1 + λ2µ1|2 .
We obtain the following:
log |qλ|
tλ
=
2π
∣∣1− |λ|2∣∣
|µ1 + λ2µ1|
sign(s1),
log |qλ|
(tλ)2
=
2π(|λ|2 − 1)
Vol(Γ)(1 + |λ|2) . (28)
In particular, we obtain the following.
Lemma 3.12 If |λ| 6= 1, (tλ)−2 log |qλ| is independent of the choice of (e1, s1).
Let us rewrite (27). For simplicity, we assume p = 1.
Lemma 3.13 If |λ| 6= 1, the following holds.
Ψ(U, t) =
1− |λ|2
1 + |λ|2
(
t− tλ log |U|
log |qλ|
)
.
In particular, t− tλ log |U|
log |qλ| is independent of the choice of (e1, s1).
Proof By (23) and (28), we obtain
tλ
log |qλ| =
1
2π
1 + |λ|2
1− |λ|2 Re(g1µ1).
Together with (27), we obtain the claim of the lemma.
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3.1.10 Two compactifications in the case |λ| 6= 1
If |λ| 6= 1, there are two solutions (s1, g1) and (s′1, g′1) of (18). We obtain two mini-complex coordinate systems
(Up, t) and (U
′
p, t
′) onMλ covp . We obtain another partial compactificationM′λ covp from (U′p, t′). LetM′λp denote
the quotient of M′λ covp by the action of Ze2.
By the construction, we have Up = U
′
p. We have the relation:
t′ = t− 2tλ log |U|
log |qλ|
The identity on Mλ covp is not extended to an isomorphism M
λ cov
p and M
′λ cov
p .
We consider the automorphism F ofMλ covp defined by F ∗(Up) = Up and F ∗(v′) = −v. Then, F is equivariant
with respect to the Ze2-action by Lemma 3.4. Moreover F is extended to an isomorphism Mλ covp ≃ M
′λ cov
p .
Hence, F induces an isomorphism Mλp ≃M
′λ
p .
3.2 Curvature of mini-holomorphic bundles with Hermitian metric on Mλ
3.2.1 Mini-complex manifold Aλ
We set A := X/Re0. For each λ, it is equipped with the mini-complex structure induced by the complex
structure of Xλ. (See [21, §2.6].) The mini-complex manifold is denoted by Aλ. There exists the naturally
induced action of Ze1 ⊕ Ze2 on Aλ. The quotient space of Aλ by pZe1 is naturally isomorphic to Mλ covp , and
the quotient space of Aλ by pZe1 ⊕ Ze2 is naturally isomorphic to Mλp .
3.2.2 Coordinate system (α, τ) on Aλ
We have the complex coordinate system (α, β) on Xλ determined by the following relation:
(ξ, η) = α(1,−λ) + β(λ, 1) = (α+ βλ,−λα+ β), (α, β) = 1
1 + |λ|2
(
ξ − λη, η + λξ).
We can check the following by direct computations.
Lemma 3.14 We have dα dα+ dβ dβ = (1 + |λ|2)−1(dξ dξ + dη dη) = dz dz + dw dw.
The actions of Re0 ⊕ Ze1 ⊕ Ze2 are described as follows with respect to (α, β):
se0(α, β) = (α, β) + (0, s), ei(α, β) = (α, β) +
1
1 + |λ|2
(
µi + λ
2µi,−λµi + λµi
)
(i = 1, 2).
Setting τ := Im(β), we obtain a mini-complex coordinate (α, τ) on Aλ. We have the complex vector fields
∂α, ∂α and ∂τ on A
λ. The induced complex vector fields on Mλp are also denoted by the same notation.
We have the following relation:
α =
1− λg1
1 + |λ|2 u, τ =
Im((g1 + λ)u)
1 + |λ|2 + t.
Hence, we have the following relation between the complex vector fields:
∂u =
1− λg1
1 + |λ|2 ∂α −
1
2
√−1
(g1 + λ)
1 + |λ|2 ∂τ , ∂u =
1− λg1
1 + |λ|2 ∂α +
1
2
√−1
(g1 + λ)
1 + |λ|2 ∂τ , ∂t = ∂τ .
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3.2.3 Monopoles and mini-holomorphic bundles
Let (E, h,∇, φ) be a monopole on an open subset U of Mλp , i.e., E is a vector bundle on U with a Hermitian
metric h, a unitary connection ∇, and an anti-self-adjoint endomorphism φ of E satisfying the Bogomolny
equation
F (∇) = ∗∇φ. (29)
Here, F (∇) denotes the curvature of ∇, and ∗ denotes the Hodge star operator with respect to the Riemannian
metric dα dα + dτ dτ . We have the expression F (∇) = F (∇)αα dα dα + F (∇)α τ dα dτ + F (∇)α τ dα dτ . Then,
the Bogomolny equation is equivalent to the pair of the following equations:[∇α,∇τ ] = 0, (30)
F (∇)αα =
√−1
2
∇τφ. (31)
The equation (30) implies that ∇α and ∇τ determine a mini-holomorphic structure on E. (See [21, §2.2] for
mini-holomorphic bundles).
Conversely, Let (E, ∂E) be a mini-holomorphic bundle on an U of Mλp . We have the differential operators
∂E,α and ∂E,τ . Let h be a Hermitian metric of E. Recall that we obtain the Chern connection ∇h and
the Higgs field φh. (See [21, §2.3].) Let F (h) denote the curvature of ∇h. We have the expression F (h) =
F (h)αα dα dα+ F (h)α,τ dα dτ + F (h)α,τdα dτ . Then, (E, h,∇h, φh) is a monopole if and only if
F (h)αα =
√−1
2
∇h,τφh. (32)
If (E, h,∇h, φh) is a monopole, (E, ∂E , h) is also called a monopole.
3.2.4 Contraction of curvature and the analytic degree
Let (E, ∂E) be a mini-holomorphic bundle with a Hermitian metric h on an open subset U ⊂ Mλp . We obtain
(E, h,∇h, φh) as in §3.2.3. We set
G(h) := F (h)αα −
√−1
2
∇h,τφh. (33)
Note that the Bogomolny equation for (E, h,∇h, φh) is equivalent to G(h) = 0.
Definition 3.15 Suppose that TrG(h) is expressed as g1 + g2, where g1 is an L
1-function on U , and g2 is
non-positive everywhere. Then, we set deg(E, ∂E , h) :=
∫
U
TrG(h) dvolU ∈ R ∪ {−∞}, which is called the
analytic degree of (E, ∂E , h).
Let us recall some formulas for G(h). See [21, §2.8] for more detail.
Lemma 3.16 Let V be a mini-holomorphic bundle of E. Let hV be the induced metric of V . Let pV denote
the orthogonal projection of E onto V . Then, the following holds:
TrG(hV ) = Tr
(
G(h)pV
)− ∣∣∂E,αpV ∣∣2h − 14 ∣∣∂E,τpV ∣∣2h.
In particular, if |G(h)|h is integrable, then deg(V, hV ) is well defined for any mini-holomorphic subbundles V
of E.
Lemma 3.17 Let h1 be another Hermitian metric of E. Let s be the automorphism of E determined by
h1 = h · s. Then, the following holds.
G(h1) = G(h)− ∂E,α
(
s−1∂E,h,αs
)− 1
4
[
∇h,τ −
√−1φh,
[∇h,τ +√−1φh, s]].
28
As a consequence, we obtain the following equality:
−
(
∂α∂α +
1
4
∂2τ
)
Tr(s) = Tr
(
s
(
G(h1)−G(h)
))− ∣∣s−1/2∂E,h,αs∣∣2h − 14 ∣∣s−1/2∂′E,h,τs∣∣2h.
The following equality also holds:
−
(
∂α∂α +
1
4
∂2τ
)
log
(
Tr(s)
) ≤ ∣∣∣G(h1)∣∣∣
h1
+
∣∣∣G(h)∣∣∣
h
.
If rank(E) = 1, then G(h1)−G(h) = 4−1∆ log(s) holds on U .
3.2.5 Another expression of G(h)
We introduce the following real vector fields on Aλ:
v := (g1λ+ g1λ)∂τ +
√−1(g1 − λ2g1)∂α −
√−1(g1 − λ2g1)∂α.
The induced vector fields on Mλp are also denoted by v.
Let (E, ∂E) be a mini-holomorphic bundle on an open subset U ⊂Mλp with a Hermitian metric h.
Proposition 3.18 We have the following equality:
G(h) = |1− g1λ|−2(1 + |λ|2)2
[
∂E,h,u, ∂E,u
]
+ |1− g1λ|−2∇h,vφh. (34)
Proof We have the following formula for complex vector fields:
∂α =
1 + |λ|2
1 − λg1
∂u +
1
2
√−1
g1 + λ
1− λg1
∂t, ∂α =
1 + |λ|2
1− λg1 ∂u −
1
2
√−1
g1 + λ
1− λg1 ∂t, ∂τ = ∂t.
Hence, we have the following formulas:
1 + |λ|2
1 − λg1
∂E,u = ∇h,α − 1
2
√−1
g1 + λ
1− λg1
(∇h,τ −
√−1φ),
1 + |λ|2
1− λg1 ∂E,h,u = ∇h,α +
1
2
√−1
g1 + λ
1− λg1 (∇h,τ +
√−1φ).
We recall the formulas [∇h,α,∇h,τ ] =
√−1∇h,αφh and [∇h,α,∇h,τ ] = −
√−1∇h,αφh. (See [21, §2.8.2].) Then,
we obtain the following:
(1 + |λ|2)2
|1− λg1|2
[
∂E,h,u, ∂E,u
]
=
[∇h,α,∇h,α]− g1 + λ
1− g1λ∇h,αφ+
g1 + λ
1− g1λ
∇h,αφ−
√−1
2
|g1 + λ|2
|1− λg1|2∇τφ
= G(h)− g1 + λ
1− g1λ∇h,αφ+
g1 + λ
1− g1λ
∇h,αφ−
√−1λg1 + λg1|1− λg1|2∇τφ. (35)
Then, we obtain the desired formula.
Recall that (z, w) is the complex coordinate system of X0. By setting y := Im(w), we obtain a mini-complex
coordinate system (z, y) of A0. We obtain the induced complex vector fields ∂z, ∂z and ∂y on M0p.
Lemma 3.19 v = (1 + |λ|2)(√−1g1∂z −√−1g1∂z) holds.
Proof We obtain the following relations between complex vector fields:
(1 + |λ|2)∂α = ∂z + λ2∂z +
√−1λ∂y,
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(1 + |λ|2)∂α = ∂z + λ2∂z −
√−1λ∂y,
(1 + |λ|2)∂τ = 2
√−1λ∂z − 2
√−1λ∂z + (1 − |λ|2)∂y .
Then, we obtain the claim of the lemma.
Let us give a consequence. Suppose U = Mλp \ Z, where Z is a finite set. We set S1λ := R/tλZ. Let
πcovp :Mλ covp −→ R be the map defined by πcovp (Up, t) = t. It induces a map πp :Mλp −→ S1λ.
Proposition 3.20 Suppose that TrG(h) and Tr
(
[∂E,h,u, ∂E,u]
)
are integrable on Mλp \ Z. Then, the following
equality holds: ∫
Mλp
TrG(h) dvol =
∫
S1λ
dt
∫
π−1p (t)
Tr
([
∂E,h,u, ∂E,u
])√−1
2
du du. (36)
Proof By the assumption, the following holds:∫
Mλ
TrG(h) dvol =
∫
Mλ
|1−g1λ|−2(1+|λ|2)2Tr
([
∂E,h,u, ∂E,u
])
dvol+
∫
Mλ
Tr
(
|1−g1λ|−2∇h,vφh
)
dvol . (37)
Because
dvol =
√−1
2
dα dα dτ =
|1− g1λ|2
(1 + |λ|2)2
√−1
2
du du dt,
the first term of the right hand side of (37) is equal to the right hand side of (36). Let Tp denote the quotient
of C by pZµ1 + Zµ2. Because dvol =
√−1
2 dz dz dy, the following holds:∫
Mλ
Tr
(
|1− g1λ|−2∇h,vφh
)
dvol = lim
C→∞
∫ C
−C
dy
∫
Tp×{y}
Tr
(
|1− g1λ|−2∇h,vφh
)√−1
2
dz dz.
Note that
∫
Tp×{y}Tr
(∇h,vφh)dz dz = 0. Hence, we obtain (36).
4 Good filtered bundles with Dirac type singularity on (Mλ;Hλ, Z)
4.1 Good filtered bundles on (Ĥλν,p, H
λ
ν,p)
4.1.1 OĤλν,p(∗H
λ
ν,p)-modules
For ν = 0,∞, let Ĥλν,p denote the formal completion of M
λ
p along H
λ
ν,p. Similarly, let Ĥ
λ cov
ν,p denote the formal
completion ofMλ covp along Hλ covν,p . We have the natural Ze2-action on Ĥλ covν,p , and Ĥλν,p is naturally isomorphic
to the quotient of Ĥλ covν,p . Hence, OĤλν,p(∗H
λ
ν,p)-modules are equivalent to Ze2-equivariant OĤλ covν,p (∗H
λ cov
ν,p )-
modules. Let LFM(Ĥλν,p, H
λ
ν,p) (resp. LFM(Ĥ
λ cov
ν,p , H
λ cov
ν,p )) denote the category of locally free OĤλν,p(∗H
λ
ν,p)-
modules (resp. OĤλ covν,p (∗H
λ cov
ν,p )-modules).
For ν = 0,∞, let ν̂p denote the formal completion of P1Up at Up = ν. We have the natural isomorphism
Ĥλ covν,p ≃ ν̂p × R. Set U0,p := Up and U∞,p := U−1p . We also set qλ0,p := qλp , and qλ∞,p := (qλp)−1. The
Ze2-action on Ĥ
λ cov
ν,p is described as e2(Uν,p, t) = (q
λ
ν,pUν,p, t + t
λ). The Gp-action on Ĥλ covν,p is described as
e1(Uν,p, t) = (e
±2π√−1/pUν,p, t), where the signature is + if ν = 0, and − if ν =∞.
Let πcovν,p : Ĥ
λ cov
ν,p −→ R denote the projection. We have the natural identification (πcovν,p )−1(t) ≃ ν̂p. We set
S1λ := R/t
λZ. We obtain the induced map πν,p : Ĥ
λ
ν,p −→ S1λ. For each t ∈ S1λ, once we fix its lift to R, we
obtain an isomorphism π−1ν,p(t) ≃ ν̂p.
Set Kν,p := C((Uν,p)). Let us observe that locally free OĤλν,p(∗H
λ
ν,p)-modules are equivalent to q
λ
ν,p-difference
Kν,p-modules. Let qν,p : Ĥλ covν,p −→ ν̂p denote the projection. Let (V ,Φ∗) be a qλν,p-difference Kν,p-module. We
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obtain the OĤλ covν,p (∗H
λ cov
ν,p )-module q
∗
ν,pV . By the action of Φ∗, q∗ν,pV is naturally Ze2-equivariant. Hence, we
obtain an OĤλν,p(∗H
λ
ν,p)-module as the descent of q
∗
ν,pV , which we denote by Υλν,p(V). The following is easy to
see.
Lemma 4.1 Υλν,p induces an equivalence Diffp(Kν , qλν ) ≃ LFM(Ĥλν,p, Hλν,p). The quasi inverse is induced by the
restriction V 7−→ (Υλν,p)−1(V) := Vcov|π−1ν,p(0), where V
cov is the pull back of V by Ĥλ covν,p −→ Ĥλν,p.
Definition 4.2 We say that a locally free OĤλν,p(∗H
λ
ν,p)-module is pure isoclinic of slope ω if the corresponding
qλν,p-difference Kν,p-module is pure isoclinic of slope ω. Let LFMp(Ĥλν,p, Hλν,p;ω) denote the full subcategory of
pure isoclinic modules of slope ω. A pure isoclinic modules of slope 0 is also called Fuchsian ore regular.
The following is a consequence of Proposition 2.17.
Proposition 4.3 Any V ∈ LFM(Ĥλν,p, Hλν,p) has a decomposition V =
⊕
ω∈Q Vω such that Vω are pure iso-
clinic of slope ω.
For p2 ∈ p1Z>0, we may regard Ĥλν,p1 as the quotient of Ĥλν,p2 by the action of the subgroup (p1Z/p2Z)e1 ⊂
(Z/p2Z)e1. We have the naturally induced morphisms pp1,p2 : Ĥ
λ
ν,p2 −→ Ĥλν,p1 . We have the pull back and the
push-forward:
p∗p1,p2 : LFM(Ĥ
λ
ν,p1 , H
λ
ν,p1) −→ LFM(Ĥλν,p2 , Hλν,p2), pp1,p2∗ : LFM(Ĥλν,p2 , Hλν,p2) −→ LFM(Ĥλν,p1 , Hλν,p1).
They are compatible with the pull back and push-forwards for Diffp1(Kν , qλν ) between Diffp2(Kν , qλν ). We also
have the descent of (p1Z/p2Z)e1-equivariant locally free objects in LFMp2(Ĥ
λ
ν,p2 , H
λ
ν,p2).
4.1.2 Filtered bundles on (Ĥλν,p, H
λ
ν,p)
Definition 4.4 For any V ∈ LFMp(Ĥλν,p, Hλν,p), a filtered bundle over V is defined to be a family of filtered
bundles P∗(V|π−1ν,p(t)) (t ∈ S1λ). Similarly, for any Vcov ∈ LFMp(Ĥλ covν,p , Hλ covν,p ), a filtered bundle over Vcov is
defined to be a family of filtered bundles P∗(Vcov|(πcovν,p )−1(t)) (t ∈ R). Such families are often denoted by P∗V and
P∗Vcov.
Let p2 ∈ p1Z>0. For any filtered bundle P∗
(
V
)
over V ∈ LFM(Ĥλν,p1 , Hλν,p1), we obtain the induced filtered
bundle P∗
(
p∗p1,p2(V)
)
over p∗p1,p2(V). For any filtered bundle P∗
(
V
)
over V ∈ LFM(Ĥλν,p2 , Hλν,p2), we obtain
the induced filtered bundle P∗
(
pp1,p2∗(V)
)
over pp1,p2∗(V). For any (p1Z/p2Z)-equivariant locally free filtered
bundle P∗(V) over a (p1Z/p2Z)-equivariant V ∈ LFM(Ĥλν,p2 , Hλν,p2), we obtain V1 ∈ LFM(Ĥλν,p1 , Hλν,p1) as the
descent of V, and we obtain a filtered bundle P∗(V1) over V1 as the decent of P∗(V).
4.1.3 Good filtered bundles on (Ĥλν,p, H
λ
ν,p)
Let V be a locally free OĤλν,p(∗H
λ
ν,p)-module.
Definition 4.5 A filtered bundle P∗(V) over V is pure isoclinic of slope ω if the following holds.
• Let Vcov ∈ LFM(Ĥλ covν,p , Hλ covν,p ) be the pull back of V. Take t1, t2 ∈ R ≃ Hλ covν,p . Then, under the
isomorphism Vcov|π−1p,ν(t1) ≃ V
cov
|π−1p,ν(t2) induced by the parallel transport along the path,
Pa(Vcov|π−1p,ν(t1)) = Pa+pω(t2−t1)/tλ(V
cov
|π−1p,ν(t2)) (38)
holds for any a ∈ R. Note that the underlying V is pure isoclinic of slope ω. Note also that P∗(Vcov|π−1p,ν(t))
are uniquely determined by P∗(Vcov|π−1p,ν(0)).
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Let LFM(Ĥλν,p, H
λ
ν,p;ω)
Par denote the category of filtered flat bundles over (Ĥλν,p, H
λ
ν,p) which are pure isoclinic
of slope ω.
Remark 4.6 If P∗V has pure slope 0, it is also called a regular filtered bundle.
Definition 4.7 A filtered bundle P∗V over (Ĥλν,p, Hλν,p) is called good if P∗V =
⊕P∗Vω, where P∗Vω ∈
LFM(Ĥλν,p, H
λ
ν,p;ω)
Par. Let LFM(Ĥλν,p, H
λ
ν,p)
Par denote the category of good filtered bundles over (Ĥλν,p, H
λ
ν,p).
For any P∗V ∈ LFM(Ĥλν,p, Hλν,p)Par, the filtered bundle P∗
(
(Υλν,p)
−1(V)
)
is defined to be P∗(Vcov|(πcovp,ν )−1(0)).
Conversely, for any (P∗V ,Φ) =
⊕
ω(P∗Vω,Φ) ∈ Diffp(Kν , qλν ), the filtered bundle over Υλν,p(V) =
⊕
Υλν,p(Vω)
is defined by (38) and P∗
(
Υλν,p(V)cov|π−1p,ν(0)
)
= P∗V . The following is clear.
Lemma 4.8 LFM(Ĥλ, Hλν,p)
Par and Diffp(Kν , qλν )Par are equivalent by Υλν,p and (Υλν,p)−1. They also induce
equivalences between LFM(Ĥλ, Hλν,p;ω)
Par and Diffp(Kν , qλν ;ω)Par.
For any P∗V ∈ LFM(Ĥλν,p, Hλν,p)Par, we define G(P∗V) := G(Υ−1(P∗V)) ∈ Diffm(C[y, y−1], q)(Q,R).
4.1.4 Basic examples
For any finite dimensional C-vector space V with an automorphism f , we set Vν,p(V, f) := Υ
λ
ν,p
(
Vp(V, f)
)
.
(See Example 2.6 for Vp(V, f).) Recall that we have constructed filtered bundles P(a)∗ Vp(V, f) over Vp(V, f) in
§2.4.4. The Rp-lattices P(a)b Vp(V, f) naturally define OĤλν,p -lattices P
(a)
b Vν,p(V, f) of Vν,p(V, f). They induce a
filtered bundle P(a)∗ Vν,p(V, f) over Vν,p(V, f).
For any A ∈ GLr(A) we set Vν,p(A) := Υλν,p
(
Vp(A)
)
. (See Example 2.6 for Vp(A).) For any a ∈ R, we
obtain a filtered bundle P(a)∗ Vν,p(A) over Vν,p(A) similarly.
Lemma 4.9 P(a)∗ Vν,p(V, f) and P(a)∗ Vν,p(A) are objects in LFM(Ĥλν,p, Hλν,p; 0)Par. We have the natural iso-
morphisms G(P(a)∗ Vν,p(V, f)) ≃ LG(0, a)⊗ VG(V, f) and G(P(a)∗ Vν,p(A)) ≃ LG(0, a)⊗ VG(A).
For any ω ∈ Q, we set Lν,p(ω) := Υλν,p(Lp(ω)). (See §2.1.6 for Lp(ω).) Set Rν,p := C[[Uν,p]]. If pω ∈ Z, the
filtered bundle P(0)∗
(
q∗ν,pLp(ω)
)
=
(P(0)∗ (q∗ν,pLp(ω)|(πcovν,p )−1(t)) ∣∣ t ∈ R) over q∗ν,pLp(ω) is given as follows:
P(a)b
(
q∗ν,pLp(ω)|(πcovν,p )−1(t)
)
= U−[b−a−pωt/t
λ]
ν,p Rν,p · q−1ν,p(ep,ω).
Here, we set [c] := max{n ∈ Z |n ≤ c} for any c ∈ R. Because it is naturally Ze2-equivariant, we obtain an
induced filtered bundles Lν,p(ω) denoted by P(a)∗ (Lν,p(ω)) =
(P(a)∗ (Lν,p(ω)|π−1ν,p(t)) ∣∣ t ∈ S1λ).
For general ω ∈ Q, we take set k1 := k(pω), ℓ1 := ℓ(pω) and p1 := p · k1. A filtered bundle P(a)∗ Lν,p(ω) over
Lν,p(ω) is obtained as the push-forward of P(k1a)∗ Lν,p1(ω).
Lemma 4.10 P(a)∗ Lν,p(ω) is an object in LFM(Ĥλν,p, Hλν,p). We have the natural isomorphism G(P(a)∗ Lν,p(ω)) ≃
LG(ω, a).
Let P∗V ∈ LFM(Ĥλν,p, Hλν,p)Par. There exists the slope decomposition V =
⊕
ω∈Slope(V)Vω, where each Vω
has pure slope ω. We take p1 ∈ pZ>0 such that p1ω ∈ Z for any ω ∈ Slope(V). There exists an isomorphism
p∗p,p1V ≃
⊕
ω∈Slope(V)
Lν,p1(ω)⊗ U〈p1〉ω , (39)
where U
〈p1〉
ω are Fuchsian. Then, we have
P∗
(
p∗p,p1V|π−1p,ν(t)
) ≃ ⊕
ω∈Slope(V)
P(0)∗
(
Lν,p1(ω)|π−1p,ν(t)
)⊗ P∗(U〈p1〉ω|π−1p,ν(t)), (40)
where P∗
(
U
〈p1〉
ω
)
are isoclinic of pure slope 0.
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4.1.5 Decomposition and weight filtration on the associated graded vector spaces
Let P∗V be a good filtered bundle on (Ĥλp,ν , Hλp,ν) with the slope decomposition P∗V =
⊕
ω∈Q P∗Vω. Let
Vcov =
⊕
Vcovω denote the locally free OĤλ covp,ν (∗H
λ cov
p,ν )-module obtained as the pull back of V. Let P∗(Vcov) =⊕P∗Vcovω denote the induced filtered bundle over Vcov.
By the parallel transport along the path connecting t1, t2 ∈ R, we obtain the isomorphism
GrPa
(
Vcovω|(πcovp,ν )−1(t1)
) ≃ GrPa+pω(t2−t1)/tλ(Vcovω|(πcovp,ν )−1(t2)). (41)
Recall that G(P∗V) is (Q,R)-graded G(P∗V) =
⊕
ω,a G(P∗V)ω,a. Each G(P∗V)ω,a is equipped with the
automorphism Fω,a and a generalized eigen decomposition G(P∗V)ω,a =
⊕
α∈C∗ G(P∗V)ω,a,α. Moreover, it is
equipped with the nilpotent endomorphism Na,ω and the weight filtration W . By the construction, G(P∗V)ω,a
is naturally identified with GrPa
(
Vcovω|(πcovp,ν )−1(0)
)
. Hence, each GrPa
(
Vcovω|(πcovp,ν )−1(0)
)
is equipped with the au-
tomorphism Fω,a and the generalized eigen decomposition Gr
P
a
(
Vcovω|(πcovp,ν )−1(0)
)
=
⊕
EαGr
P
a
(
Vcovω|(πcovp,ν )−1(0)
)
.
Moreover, it is equipped with the nilpotent endomorphism Nω,a,α and the weight filtration W .
By the isomorphisms (41), each GrPa+pωt/tλ
(
Vcovω|(πcovp,ν )−1(t)
)
is equipped with the automorphism Fω,a and the
generalized eigen decomposition GrPa+pωt/tλ
(
Vcovω|(πcovp,ν )−1(t)
)
=
⊕
EαGr
P
a+pωt/tλ
(
Vcovω|(πcovp,ν )−1(t)
)
. Moreover, it is
equipped with the nilpotent endomorphism Nω,a,α and the weight filtration W .
4.1.6 The associated local systems
By using the isomorphisms (41), we obtain a local system Lcovω,a(P∗V) on Hλ covν,p by setting
Lcovω,a(P∗V)t := GrPa+pωt/tλ(Vcovω|(πcovp,ν )−1(t)).
We obtain the automorphism Fa,ω, the decomposition L
cov
ω,a(P∗V) =
⊕
EαL
cov
ω,a(P∗V), the nilpotent endomor-
phism Nω,a =
⊕
Nω,a,α and the weight filtration W .
The multiplication of Uν,p induces isomorphisms L
cov
ω,a(P∗V) ≃ Lcovω,a−1(P∗V). We also have the isomorphisms
e∗2L
cov
ω,a(P∗V) ≃ Lcovω,a+pω(P∗V).
Therefore, the multiplication of U
ℓ(pω)
ν,p induces an isomorphism
(e∗2)
k(pω)Lcovω,a(P∗V) ≃ Lcovω,a(P∗V).
Hence, we obtain systems Lω,a(P∗V) on S1λ,ω := Hλ covν,p /k(pω)Ze2.
We obtain the monodromy Fω,a on Lω,a. We obtain the generalized eigen decomposition Lω,a(P∗V) =⊕
α∈C∗ EαLω,a(P∗V) with respect to Fω,a. Let Nω,a =
⊕
Nω,a,α be the nilpotent endomorphism obtained as
the logarithm of the unipotent part of Fω,a. Let W be the weight filtration of Nω,a.
Their pull back to Lcovω,a(P∗V) are equal to the automorphism the decomposition, the nilpotent endomorphism
and the weight filtration on Lcovω,a(P∗V).
4.1.7 Local filtrations by lattices
Let P∗V be a good filtered bundle on (Ĥλν,p, Hλν,p). Take t0 ∈ R. Take a ∈ R. Take a small ǫ > 0. Set
I(νp, t0, ǫ) := {t | |t− t0| < ǫ} ⊂ Hλ covν,p and Î(νp, t0, ǫ) := ν̂p × I(νp, t0, ǫ). We obtain P (t0)a Vcov ⊂ Vcov|Î(νp,t0,ǫ)
determined by the following for t ∈ I(νp, t0, ǫ):
P
(t0)
a V
cov
|(πcovp,ν )−1(t) =
⊕
ω∈Slope(V)
Pa+pω(t−t0)/tλVcovω|(πcovp,ν )−1(t).
We may naturally regard I(νp, t0, ǫ) ⊂ Hλν,p. We obtain a filtration P (t0)∗ of V|Î(ν,t0,ǫ). We obtain the local
systems GrP
(t0)
a (V|Î(νp,t0,ǫ)) on I(νp, t0, ǫ). We have the weight filtration W on Gr
P
(t0)
a (V|Î(νp,t0,ǫ)).
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4.2 Good filtered bundles with Dirac type singularity on (Mλp ;Hλp , Z)
Let πcovp : M
λ cov
p −→ R denote the projection πcovp (Up, t) = t. It induces πp : M
λ
p −→ S1λ. The fibers
(πcovp )
−1(t) ⊂ Mλ covp (t ∈ R) are identified with P1. For each t ∈ S1λ, by fixing its lift to R, we obtain the
isomorphism π−1p (t) ≃ P1.
Let Z ⊂Mλp be a finite subset. Let V be a locally free OMλp\Z(∗H
λ
p )-module. A filtered bundle over V is a
family of filtered bundles P∗(V) =
(P∗(V|π−1p (t)) ∣∣ t ∈ S1λ) over V|π−1p (t). It induces filtered bundles P∗(V|Ĥλν,p)
(ν = 0,∞) over V|Ĥλν,p .
Definition 4.11 P∗(V) is called good if the induced filtered bundles P∗(V|Ĥλν,p) are good. If moreover each
point of Z is Dirac type singularity of V, we say that P∗V is a good filtered bundle with Dirac type singularity
over (Mλp ;Hλp , Z).
4.2.1 Degree and stability condition
Let P∗(V) be a good filtered bundle with Dirac type singularity on (Mλp ;Hλp , Z). We define the degree of P∗(V)
as follows:
deg(P∗V) :=
∫
S1λ
deg
(P∗(V|π−1p (t))) dt.
Let V1 ⊂ V be an OMλp (∗H
λ
p )-submodule. Then, it is also locally free, and each point of Z is with Dirac
type singularity. The induced filtered bundle P∗(V1) is good. We say that P∗(V) is stable if
deg(P∗V1)/ rank(V1) < deg(P∗V)/ rank(V)
for any saturated submodules V1 of V such that V1 6= 0,V. We say that P∗(V) is semistable if
deg(P∗V1)/ rank(V1) ≤ deg(P∗V)/ rank(V)
for any non-trivial submodules V1 of V. We say that P∗(V) is polystable if it is semistable and a direct sum of
stable ones.
4.3 Good filtered bundles on neighbourhoods of Hλν,p
For ν = 0,∞, let Uλν,p be a neighbourhood of Hλν,p. We set Uλν,p := U
λ
ν,p \Hλν,p. The induced map U
λ
ν,p −→ S1λ
is denoted by πp. Let V be a locally free OUλν,p(∗H
λ
ν,p)-module. A filtered bundle over V be a family of filtered
bundles P∗(V|π−1p (t)) over V|π−1p (t) (t ∈ S1λ). The tuple (P∗(V|π−1p (t)) | t ∈ S1λ) is denoted by P∗(V). A filtered
bundle P∗V over V is called good if the induced filtered bundle over V|Ĥλν,p is good.
4.3.1 Filtrations by local lattices
For t0 ∈ S1λ, we set I(t0, ǫ) := {t | |t − t0| < ǫ}. For a ∈ R, we obtain the lattice P (t0)a (V|π−1p (I(t0,ǫ))) ⊂
V|π−1p (I(t0,ǫ)) from P
(t0)
a (V|Î(νp,t0,ǫ)). Thus, we have the filtration P
(t0)∗ (V|π−1p (I(t0,ǫ))). The induced local sys-
tem GrP
(t0)
a (V|π−1p (I(t0,ǫ))) on I(t0, ǫ) is equipped with the weight filtrationW . We also have the decomposition
GrP
(t0)(
V|π−1p (I(t0,ǫ))
)
=
⊕
GrP
(t0)(
Vω|π−1p (I(t0,ǫ))
)
induced by V|Ĥλν,p =
⊕
ω Vω. The decomposition and the filtration W are compatible.
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4.3.2 Compatible frame
We continue to use the notation in §4.3. Set r := rank(V).
Definition 4.12 Let v = (vi | i = 1, . . . , r) be a frame of P (t0)a V on a neighbourhood of π−1p (t0). We say
that v is compatible with the filtration P (t0)∗ V and the slope decomposition if there exists a decomposition
{1, . . . , r} =∐ω∈Slope(V)∐a−1<b≤a Iω,b such that (vi | i ∈ Iω,b) induces a frame of GrP (t0)b (Vω) for a−1 < b ≤ a.
We say that v is compatible with the slope decomposition, the filtration P (t0)∗ V and the filtration W if there
exists a decomposition {1, . . . , r} =∐ω∈Slope(V)∐a−1<b≤a∐k∈Z Iω,b,k such that (vi | i ∈ Iω,b,k) induces a frame
of GrWk Gr
P
(t0)
b (Vω).
Take a local frame v of P (t0)a V compatible with the slope decomposition and the filtration P
(t0)∗ . We set
b(vi) := b and ω(vi) := ω if i ∈ Iω,b. If moreover v is compatible with W , we also set k(vi) := k if i ∈ Iω,b,k.
4.3.3 Adaptedness and norm estimate
Let P∗V be a good filtered bundle over V. Let V be the mini-holomorphic bundle on Uλν,p obtained as the
restriction V|Uλν,p . Let P be a point of H
λ
ν,p. Let UP be a neighbourhood of P in U
λ
ν,p. Let v be a frame of
P
(t0)
a V on UP compatible with the slope decomposition and the filtration P
(t0)∗ V. Let hP,v be the Hermitian
metric of V|UP \Hλν,p determined by
hP,v(vi, vj) :=
{
|Uν,p|−2b(vi)−2pω(vi)(t−t0)/tλ (i = j)
0 (i 6= j).
If moreover v is compatible with the filtrationW , then let h˜P,v be the Hermitian metric of V|UP \Hλν,p determined
by
h˜P,v(vi, vj) :=
{
|Uν,p|−2b(vi)−2pω(vi)(t−t0)/tλ(− log |Uν,p|)k(vi) (i = j)
0 (i 6= j).
The following is easy to see.
Lemma 4.13 Let v and v′ be frames of P (t0)a (V) on UP compatible with the slope decomposition and the
filtration P (t0)∗ (V). Take a relative compact neighbourhood U
′
P of P in UP . Then, hP,v and hP,v′ are mutually
bounded on U ′P \ Hλν,p. If moreover both v and v′ are compatible with W , then h˜P,v and h˜P,v′ are mutually
bounded on U ′P \Hλν,p.
Definition 4.14 A Hermitian metric h of V is called adapted to P∗V around P if the following holds.
• Let v be a frame of P (t0)a V on a neighbourhood UP of P compatible with the slope decomposition and the
filtration P (t0)∗ V. Then, for any smaller neighbourhood U
′
P ⊂ UP and for any ǫ, there exists Cǫ > 1 such
that
C−1ǫ |Uν,p|ǫhP,v ≤ h ≤ Cǫ|Uν,p|−ǫhP,v
on U ′P \Hλν,p.
We say that P∗V is adapted to h if it is adapted to h around any point of Hλν,p.
Definition 4.15 Let h be a Hermitian metric of V . We say that the norm estimate holds for P∗V and h
around P , if the following holds.
• Let v be a frame of P (t0)a V on a neighbourhood UP of P compatible with the slope decomposition, the
filtration P (t0)∗ V and W . Then, for any smaller neighbourhood U
′
P ⊂ UP there exists C > 1 such that
C−1h˜P,v ≤ h ≤ Ch˜P,v
on U ′P \Hλν,p.
We say that the norm estimate holds for P∗V and h if the norm estimate holds around any point of Hλν,p.
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4.4 Approximation
We use the notation in §4.3. Let C∞Uλν,p denote the sheaf of C
∞-functions on C∞Uλν,p . For good filtered bundles
P∗V(i) (i = 1, 2) over (Uλν,p, Hλν,p), a C∞-isomorphism of f : P∗V(1) ≃ P∗V(2) means an isomorphism V(1) ⊗
C∞Uλν,p ≃ V
(2) ⊗ C∞Uλν,p such that the restriction to π
−1
p (t) preserve the induced filtrations.
The following lemma is clear.
Lemma 4.16 Let P∗V(i) (i = 1, 2) be good filtered bundles (Uλν,p, Hλν,p). If there exists an isomorphism f̂ :
P∗V(1)|Ĥλν,p ≃ P∗V
(2)
|Ĥλν,p
, then there exists an isomorphism
fC∞ : P∗V(1) ⊗ C∞Uλν,p ≃ P∗V
(2) ⊗ C∞Uλν,p
whose restriction to Ĥλν,p is equal to F̂ .
Lemma 4.17 Let P∗V(i) (i = 1, 2) be good filtered bundles (Uλν,p, Hλν,p). If there exists an isomorphism f G :
G(P∗V(1)) ≃ G(P∗V(2)), there exists an isomorphism
f : P∗V(1) ⊗ C∞Uλν,p ≃ P∗V
(2) ⊗ C∞Uλν,p
such that the following holds.
• For each t ∈ S1λ, the restriction of f to π−1p (t) is holomorphic and preserves the filtrations.
• The induced morphism GrPa (f|π−1p (t)) preserves the decomposition GrPa (V(i)) =
⊕
ω Gr
P
a (V̂
(i)
ω ) induced
by the slope decomposition V
(i)
|Ĥλν,p
=
⊕
V̂
(i)
ω . As a result, we obtain the decomposition Gr
P
a (f|π−1p (t)) =⊕
ω Gr
P
a (f|π−1p (t))ω.
• If t1 − t2 is small, GrPa+pω(t2−t1)/tλ(f|π−1p (t2))ω and GrPa (f|π−1p (t1))ω are equal under the natural isomor-
phism
GrPa+pω(t2−t1)/tλ(V̂
(i)
ω|π−1p (t2)) ≃ Gr
P
a (V̂
(i)
ω|π−1p (t1)). (42)
Proof The isomorphism f G induces an isomorphism f Gω,a,t : Gr
P
a (V
(i)
ω|π−1p (t)) for any a ∈ R, ω ∈ Q and t ∈ S
1
λ
satisfying f Gω,a,t1 = f
G
ω,a+pω(t2−t1),t2 under (42). For any t0 ∈ S1λ, we take a small neighbourhood I(t0) in S1λ.
We can take a holomorphic isomorphism fI(t0) : V
(1)
|π−1p (I(t0)) ≃ V
(2)
|π−1p (I(t0)) such that the following holds:
• For each t ∈ I(t0), the restriction to π−1p (t) preserves the filtrations.
• The induced isomorphism GrPa (V̂(1)ω|π−1p (t)) ≃ Gr
P
a (V̂
(2)
ω|π−1p (t)) is equal to f
G
ω,a,t.
We take a finite covering S1λ =
⋃N
i=1 I(t
(i)
0 ) and a partition of unity {χi} subordinate to the covering. We
construct a C∞-isomorphism f as f =
∑N
i=1 χifI(t(i)0 )
. Then, f satisfies the conditions.
5 Basic examples of doubly periodic monopoles
5.1 Examples (1)
5.1.1 Construction
On A0, we have the mini-complex coordinate system (z, y), where y := Im(w). Let C · e denote the product line
bundle on A0 with a global frame e. Let h be the metric given by h(e, e) = 1. We consider the Ze1-action on
C e given by e∗1(e) = e. It induces an action of Z(me1) for any m ∈ Z>0 as the restriction.
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Take a positive integer p and a rational number ω ∈ 1pZ. We have the expression ω = ℓ(ω)/k(ω), where
k(ω) ∈ Z>0, ℓ(ω) ∈ Z and g.c.d.(k(ω), ℓ(ω)) = 1. We set
α(ω) :=
2πω
Vol(Γ)
.
We define the Ze2-action on C e by
e∗2(e) 7−→ e · exp
(
−√−1Vol(Γ)α(ω)|µ1|−2Re(µ1z)
)
= e · exp
(
−2π√−1ω|µ1|−2Re(µ1z)
)
.
Lemma 5.1 The actions of Z(k(ω)e1) and Ze2 are commutative, i.e., the action of Z(k(ω)e1)⊕Ze2 on C e is
well defined.
Proof It follows from exp
(
−2π√−1ω|µ1|−2Re(µ1 · k(ω)µ1)
)
= exp
(
−2π√−1k(ω)ω
)
= 1.
Let φp,ω be the Higgs field given as φp,ω =
√−1α(ω)y. We define the connection ∇p,ω by
∇p,ωe = e
(
−α(ω)
4
)
|µ1|−2
(
µ1z − µ1z
)
(µ1 dz + µ1 dz).
Lemma 5.2 The Bogomolny equation F (∇p,ω) = ∗∇p,ωφp,ω is satisfied.
Proof We have ∇p,ωφp,ω =
√−1α(ω)dy, and hence ∗∇p,ωφp,ω = − 12α(ω) dz dz. We also have
F (∇p,ω) = −α(ω)
4
|µ1|−2
(
µ1 dz − µ1 dz
)
(µ1 dz + µ1 dz) = −
α(ω)
2
dz dz.
Hence, the Bogomolny equation is satisfied.
Lemma 5.3 (k(ω)e1)
∗∇p,ω = ∇p,ω and e∗2∇p,ω = ∇p,ω.
Proof The claim (k(ω)e1)
∗∇p,ω = ∇p,ω is clear. Because
e∗2(∇p,ω)e∗2(e) = e∗2(e) ·
(
−α(ω)
4
)
|µ1|−2
(
(µ1z − µ1z) + (µ1µ2 − µ1µ2)
)
(µ1 dz + µ1 dz)
= e∗2(e) ·
(
−α(ω)
4
)
|µ1|−2
(
(µ1z − µ1z) + 2
√−1Vol(Γ)
)
(µ1 dz + µ1 dz) (43)
we obtain e∗2∇p,ω = ∇p,ω.
The monopole (Ce, h,∇p,ω , φp,ω) on A0 is denoted by Lp(ω). Because it is equivariant with respect to
Zk(ω)e1 ⊕ Ze2, we obtain a monopole Lcovp (ω) on M0 covp , and a monopole Lp(ω) on M0p. Moreover, the
monopoles are equivariant with respect to the
(
k(ω)Z/pZ
)
e1-action.
Let Lλ covp (ω) be the mini-holomorphic bundle on Mλ covp underlying Lcovp (ω), which is naturally Ze2-
equivariant. Let Lλp (ω) be the mini-holomorphic bundle on Mλp underlying Lp(ω), which is obtained as the
descent of Lλ covp (ω). The mini-holomorphic bundles are equivariant with respect to the
(
k(ω)Z/pZ
)
e1-action.
5.1.2 Corresponding instantons on X
Let L˜p(ω) =
(
C · e˜, h˜, ∇˜p,ω
)
denote the Re0⊕Zk(ω)e1⊕Ze2-equivariant instanton on X corresponding to Lp(ω).
We obtain h˜(˜e, e˜) = 1 and
∇˜p,ω e˜ = e˜
(
−α(ω)
4
)(
|µ1|−2(µ1z − µ1z)(µ1 dz + µ1dz)− (w − w)(dw + dw)
)
.
Let (L˜λp (ω), ∂
λ
) be the underlying holomorphic vector bundle on Xλ, which is equivariant with respect to
the Re0 ⊕ Zk(ω)e1 ⊕ Ze2-action.
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Lemma 5.4 The following holds:
∂
λ
e˜ = e˜
α(ω)
4
1
(1 + |λ|2)2
(
−(1 + |λ|2)ξ dξ + (1 + |λ|2)η dη + (µ21|µ1|−2λ− λ)ξ dη
+ (−µ21|µ1|−2λ+ λ)ηdξ + (µ21|µ1|−2 + λ2)ξdξ − (λ2µ21|µ1|−2 + 1)η dη
)
. (44)
Proof In the proof, α(ω) is denoted by α. Because
z =
1
1 + |λ|2 (ξ − λη), w =
1
1 + |λ|2 (η + λξ),
the following holds:
µ1z − µ1z =
1
1 + |λ|2
(
µ1ξ − λµ1η − µ1ξ + µ1λη
)
,
µ1 dz + µ1dz =
1
1 + |λ|2
(
µ1dξ − µ1λdη + µ1 dξ − λµ1dη
)
.
Hence, we obtain
(µ1z − µ1z)(µ1 dz + µ1dz) =
1
(1 + |λ|2)2
(
µ21ξdξ + |µ1|2ξdξ − µ21λξdη − |µ1|2λξdη
− |µ1|2ξ dξ − µ21ξdξ + |µ1|2λξdη + λµ21ξdη
− λµ21ηdξ − λ|µ1|2ηdξ + λ2µ21ηdη + |λ|2|µ1|2ηdη
+ |µ1|2ληdξ + µ21ληdξ − |µ1|2|λ|2ηdη − µ21λ
2
ηdη
)
. (45)
Note that the following also holds:
(w − w)(dw + dw) = 1
(1 + |λ|2)2
(
ηdη + ληdξ + ηdη + ηλdξ
+ λξdη + λ2ξdξ + λξdη + |λ|2ξdξ − ηdη − ληdξ − ηdη − ληdξ
− λξdη − |λ|2ξdξ − λξdη − λ2ξdξ
)
. (46)
Hence, we obtain(
−α
4
|µ1|−2
(
µ1z − µ1z
)
(µ1 dz + µ1dz) +
α
4
(w − w)(dw + dw)
)0,1
=
α
4
1
(1 + |λ|2)2
(
−(1 + |λ|2)ξ dξ + (1 + |λ|2)η dη + (µ21|µ1|−2λ− λ)ξ dη
+ (−µ21|µ1|−2λ+ λ)ηdξ + (µ21|µ1|−2 + λ2)ξdξ − (λ2µ21|µ1|−2 + 1)η dη
)
. (47)
Thus, we obtain the claim of the lemma.
5.1.3 Holomorphic frame of L˜λp(ω)
We consider the following holomorphic frame of L˜λp (ω) on Xλ:
v˜λp,ω := e˜ exp
(α(ω)
4
1
(1 + |λ|2)2
(
(1 + |λ|2)ξξ − (1 + |λ|2)ηη
− (µ21|µ1|−2λ− λ)ξη − (−µ21|µ1|−2λ+ λ)ηξ − (µ21|µ1|−2 + λ2)
1
2
ξ
2
+ (λ2µ21|µ1|−2 + 1)
1
2
η2
− (−µ21|µ1|−2 + λ
2
)
1
2
ξ2 + (−λ2µ21|µ1|−2 + 1)
1
2
η2
− (ξ − λη)2λη − 1
µ1 + λ2µ1
(
2|λ|2µ1 − λ
2
µ1 + µ1
)
(ξ − λη)2
))
. (48)
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Lemma 5.5 We have (e0)
∗v˜λp,ω = v˜
λ
p,ω and (k(ω)e1)
∗v˜λp,ω = v˜
λ
p,ω. We also have
e∗2v˜
λ
p,ω = v˜
λ
p,ω · U−pωp exp
(α(ω)
4
(µ1 + λ
2µ1)
−1(µ1 − λ2µ1) · |µ1|−2
(|µ1|2|µ2|2 − µ22µ21/2− µ22µ21/2)). (49)
Proof We can check e∗0v˜
λ
p,ω = v˜
λ
p,ω and (k(ω)e1)
∗v˜λp,ω = v˜
λ
p,ω by direct computations. We give an indication to
check the formula (49). We have
e∗2v˜
λ
p,ω = v˜
λ
p,ω exp
(−α(ω)
4
|µ1|−2(µ1µ2 − µ1µ2)(µ1z + µ1z)
)
exp
( α(ω)
4(1 + |λ|2)2G
)
,
where
G = (1 + |λ|2)((ξ + µ2)(ξ + µ2)− ξξ)− (1 + |λ|2)((η − λµ2)(η − λµ2)− ηη)
−
( µ21λ
|µ1|2 − λ
)(
(ξ + µ2)(η − λµ2)− ξη
)
−
(
− µ
2
1λ
|µ1|2 + λ
)(
(η − λµ2)(ξ + µ2)− ηξ
)
−
( µ21
|µ1|2 + λ
2
)1
2
(
(ξ + µ2)
2 − ξ2
)
+
(
λ2
µ21
|µ1|2 + 1
)1
2
(
(η − λµ2)2 − η2
)
−
(
− µ
2
1
|µ1|2 + λ
2
)1
2
(
(ξ + µ2)
2 − ξ2
)
+
(
−λ2 µ
2
1
|µ1|2 + 1
)1
2
(
(η − λµ2)2 − η2
)
− (ξ − λη + µ2 + λ2µ2)2λ(η − λµ2) + (ξ − λη)2λη
− (µ1 + λ2µ1)−1
(
2|λ|2µ1 − λ
2
µ1 + µ1
)(
(ξ − λη + µ2 + λ2µ2)2 − (ξ − λη)2
)
. (50)
We set
F := −|µ1|−2(µ1µ2 − µ1µ2)(1 + |λ|2)
(
µ1(ξ − λη) + µ1(ξ − λη)
)
+ (1 + |λ|2)(ξµ2 + µ2ξ + |µ2|2 + λµ2η + λµ2η − |λ|2|µ2|2)− ( µ21λ|µ1|2 − λ
)
(−ξλµ2 + µ2η − λµ22)
−
(
− µ
2
1λ
|µ1|2 + λ
)
(µ2η − λµ2ξ − λµ22)−
( µ21
|µ1|2 + λ
2
)
(ξµ2 + µ
2
2/2)
+
(
λ2
µ21
|µ1|2 + 1
)
(−ηλµ2 + λ2µ22/2)−
(
− µ
2
1
|µ1|2 + λ
2
)
(ξµ2 + µ
2
2/2) +
(
−λ2 µ
2
1
|µ1|2 + 1
)
(−ηλµ2 + λ2µ22/2)
− (ξ − λη)2λ(−λµ2)− (µ2 + λ2µ2)2λη + (µ2 + λ2µ2)2|λ|2µ2
− (µ1 + λ2µ1)−1
(
2|λ|2µ1 − λ
2
µ1 + µ1
)(
2(ξ − λη)(µ2 + λ2µ2) + (µ2 + λ2µ2)2
)
. (51)
Then, we have
e∗2v˜
λ
p,ω = v˜
λ
p,ω exp
( α(ω)
4(1 + |λ|2)2F
)
.
We have the expression F = A1ξ + A2η + A3ξ + A4η + A5 for some constants Ai. Because v˜
λ and e∗2v˜
λ are
holomorphic and e0-invariant, we have A1 = A2 = 0 and A4 = −λA3. By a direct computation, we obtain that
A3 = 2(1 + |λ|2)2(µ1µ2 − µ2µ1)(µ1 + λ2µ1)−1 = −4(1 + |λ|2)2
√−1Vol(Γ)(µ1 + λ2µ1)−1.
We can also obtain the following by a direct computation:
A5 = (1 + |λ|2)2(µ1 + λ2µ1)−1(µ1 − λ2µ1)|µ1|−2
(|µ2|2|µ1|2 − µ22µ21/2− µ22µ21/2).
Then, we obtain the desired formula.
Let us study the growth order of |v˜λp,ω| as Up → 0 or Up → ∞. Recall Up = exp
(
2π
√−1p−1(µ1 + λs1)−1u
)
.
We describe
u = p(µ1 + λs1)
c+
√−1σ√−1
for real numbers c and σ.
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Lemma 5.6 We have
|v˜λp,ω| ∼ exp
(
α(ω) Im(v)Re(g1µ1)pc
)
= exp
(
pω Im(v)
Re(g1µ1)
Vol(Γ)
2πc
)
= exp
(
−pω Im(v)(tλ)−12πc
)
.
Proof We have
∣∣v˜λp,ω∣∣ = exp(α(ω)4 1(1 + |λ|2)2 Re((1 + |λ|2)(u + λv)(u + λv)− (1 + |λ|2)(g1u+ v)(g1u+ v)
− λ2(u+ λv)2 + (g1u+ v)2 − u(1− g1λ)2λ(g1u+ v)
− (µ1 + λ2µ1)−1(2|λ|2µ1 − λ
2
µ1 + µ1)u
2(1− g1λ)2
))
. (52)
Let us look at the quadratic term with respect to u.
− λ2u2 + g21u2 − 2λg1u2 + 2g21|λ|2u2 − (µ1 + λ2µ1)−1
(
2|λ|2µ1 − λ
2
µ1 + µ1
)
(1 − g1λ)2u2. (53)
We have
g1u = (−λµ1 + s1)
p(c+
√−1σ)√−1 .
Hence, we can rewrite (53) as follows:(
λ
2
(µ1+λs1)
2−(−λµ1+s1)2+2λ(µ1+λs1)(−λµ1+s1)−2|λ|2(−λµ1+s1)2+(µ1+λ2µ1)(2|λ|2µ1−λ
2
µ1+µ1)
)
× p2(c+√−1σ)2. (54)
It is equal to p2(c+
√−1σ)2(1 + |λ|2)
(
(|λ|2 − 1)s21 + 2(λµ1 + λµ1)s1 + (1− |λ|2)|µ1|2
)
. By our choice of s1, it
is 0.
Let us study the linear term with respect to u and u.
Re
(
(1 + |λ|2)(λuv+ λuv− g1uv− g1vu)− 2λ|λ|2uv+ 2g1uv− (1 − g1λ)2λuv)
= −2(1 + |λ|2)Re
(
u(λ− g1)(v− v)
)
. (55)
Because u = p(µ1 + λs1)(c+
√−1σ)/√−1, it is rewritten as follows:
− 4(1 + |λ|2) Im(v)Re(p(c+√−1σ)(µ1 + λs1)(λ− g1)). (56)
We have the following:
(µ1 + λs1)λ− g1(µ1 + λs1) = λ(µ1 + λs1)− (−λµ1 + s1) = (|λ|2 − 1)s1 + λµ1 + λµ1 ∈ R.
We also have
(µ1 + λs1)λ− g1(µ1 + λs1) = g1(−λµ1 + s1)λ− g1(µ1 + λs1) = −|λ|2g1µ1 − g1µ1 + s1(λg1 − λg1). (57)
Because (57) is real, it is equal to
1
2
(
−|λ|2g1µ1 − |λ|2g1µ1 − g1µ1 − g1µ1
)
= −(1 + |λ|2)Re(g1µ1).
Hence, (56) is rewritten as 4(1 + |λ|2)2 Re(g1µ1) Im(v)pc. Thus, we obtain the claim of the lemma.
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5.1.4 Mini-holomorphic frames of Lλ covp (ω)
Because e∗0v˜
λ
p,ω = v˜
λ
p,ω and (k(ω)e1)
∗v˜λp,ω = v˜
λ
p,ω , we obtain a mini-holomorphic frame v
λ
p,ω of Lλ covp (ω) on
Mλ covp . By Lemma 5.5, we have
e∗2v
λ
p,ω = v
λ
p,ω · U−pωp exp
(α(ω)
4
(µ1 + λ
2µ1)
−1(µ1 − λ2µ1) · |µ1|−2
(|µ1|2|µ2|2 − µ22µ21/2− µ22µ21/2)). (58)
By Lemma 5.6, we have
|vλp,ω| ∼ exp
(
α(ω)tRe(g1µ1)pc
)
= exp
(
pωt
Re(g1µ1)
Vol(Γ)
2πc
)
= |Up|−pωt/tλ = |Up|pωtRe(g1µ1)/Vol(Γ).
5.1.5 Associated filtered bundles
By using the frame vλp,ω , we extend Lλ covp (ω) to a locally free OMλ covp (∗H
λ cov
p )-module PLλ covp (ω). Because
Lλ covp (ω) is Zk(ω)e1 ⊕ Ze2-equivariant, we obtain the induced locally free OMλp (∗H
λ
p )-module PLλp (ω), which
is (k(ω)Z/pZ)e1-equivariant.
We define a filtered bundle P∗(Lλ covp (ω)|π−1p (t)) over Lλp (ω)|π−1p (t) as follows: for a = (a0, a∞) ∈ R2,
Pa
(Lλ covp (ω)|π−1p (t)) = OP1([a0 − pωt(tλ)−1] · {0}+ [a∞ + pωt(tλ)−1] · {∞})vλp,ω.
We obtain a filtered bundle P∗Lλp (ω) over PLλp (ω) as the descent, which is (k(ω)Z/pZ)e1-equivariant.
Lemma 5.7 P∗Lλp (ω)|Ĥλp,0 is isomorphic to P
(0)
∗ Lp,0(ω)⊗ P(0)∗ Vp,0
(
β(ω)
)
, where
β(ω) := exp
(α(ω)
4
(µ1 + λ
2µ1)
−1(µ1 − λ2µ1) · |µ1|−2
(|µ1|2|µ2|2 − µ22µ21/2− µ22µ21/2)).
Similarly, P∗Lλp(ω)|Ĥλp,∞ is isomorphic to P
(0)
∗ Lp,∞(−ω)⊗ P(0)∗ Vp,∞
(
β(ω)
)
.
5.2 Examples (2)
5.2.1 Preliminary
We define the action of R e3 on C
2 by
e3(z, w) = (z, w +
√−1).
It is described as follows in terms of (ξ, η):
e3(ξ, η) = (ξ, η) + (−λ
√−1,√−1).
Let (x, y) be the complex coordinate system determined by (ξ, η) = x(−λ, 1) + y(1, λ). Note that dξ dξ +
dη dη = (1 + |λ|2)(dx dx+ dy dy). The following holds:{
ξ = −λx+ y
η = x+ λy,
{
x = (1 + |λ|2)−1(η − λξ)
y = (1 + |λ|2)−1(ξ + λη).
We have the following formulas:
e3(x, y) = (x, y) + (
√−1, 0),
e0(x, y) = (x, y) +
1
1 + |λ|2 (1− |λ|
2, 2λ),
ei(x, y) = (x, y) +
1
1 + |λ|2
(−λµi − λµi, µi − λ2µi) (i = 1, 2).
We have the following relations:{
u = (1− g1λ)−1
(−2λx+ (1− |λ|2)y)
v = (1− g1λ)−1
(
(1 + g1λ)x + (λ− g1)y
)
,
{
x = (1 + |λ|2)−1((g1 − λ)u+ (1− |λ|2)v)
y = (1 + |λ|2)−1((1 + λg1)u + 2λv).
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Lemma 5.8 There exists a unique solution (A, B) ∈ C2 of the equation
e∗0
(
y+ Ax+ By
)− (y+ Ax+ By) = 0, e∗1(y+ Ax+ By)− (y + Ax+ By) = 0. (59)
Indeed, we have
A =
2(λµ1 − λµ1)
µ1 + λ2µ1
, B =
−(µ1 + λ
2
µ1)
µ1 + λ2µ1
. (60)
For such A and B, the following holds:
C := e∗2
(
y+ Ax+ By
)− (y+ Ax+ By) = −2√−1(1 + |λ|2) Vol(Γ)
µ1 + λ2µ1
6= 0. (61)
Proof The equation (59) is equivalent to the following equation:{
2λ+ A(1− |λ|2) + 2Bλ = 0
µ1 − λ
2
µ1 + A(−λµ1 − λµ1) + B(µ1 − λ2µ1) = 0.
Because (1− |λ|2)(µ1 − λ2µ1)− 2λ(−λµ1 − λµ1) = (1 + |λ|2)(µ1 + λ2µ1) 6= 0, we have a unique solution (A, B).
We obtain (60) and (61) by direct computations.
Recall Up = exp
(
2π
√−1
p(µ1+λs1)
u
)
. We consider
u =
µ1 + λs1√−1 p(c+
√−1σ) ∼ µ1 + λs1√−1 pc. (62)
We have
x ∼ 1
1 + |λ|2 (g1 − λ)
µ1 + λs1√−1 pc =
Re(g1µ1)√−1 pc, y ∼
1
1 + |λ|2
(
µ1 − λ2µ1 + 2λs1
) pc√−1 .
5.2.2 Construction
For (a, b) ∈ R × C, let L˜(λ, a, b) be the line bundle on Xλ with a global frame v˜0,(a,b). Let h˜ be the metric
determined by h˜(v˜0,(a,b), v˜0,(a,b)) = 1. Let ∂L˜(λ,a,b) be the holomorphic structure determined by
∂xv˜0,(a,b) = v˜0,(a,b)
√−1a, ∂yv˜0,(a,b) = v˜0,(a,b)b.
The holomorphic bundle L˜(λ, a, b) with the metric is equivariant with respect to the action of Re0⊕Ze1⊕Ze2
by e∗i (v˜0,(a,b)) = v˜0,(a,b). It induces a mini-holomorphic bundle L
cov
p (λ, a, b) of rank 1 with the induced metric
hcov on Mλ covp , which is a (Z/pZ)e1 × Ze2-equivariant monopole. We also obtain a monopole (Lp(λ, a, b), h)
on Mλp as the descent, which is (Z/pZ)e1-equivariant.
5.2.3 Underlying mini-holomorphic bundles
We have the holomorphic section v˜1,(a,b) of L˜(λ, a, b) given as follows:
v˜1,(a,b) := v˜0,(a,b) · exp
(
(x− x)√−1a− (y+ Ax+ By)b
)
.
We have e∗0v˜1,(a,b) = v˜1,(a,b) and e
∗
1v˜1,(a,b) = v˜1,(a,b). We also have
e∗2v˜1,(a,b) = v˜1,(a,b) · exp
(
−Cb
)
.
We obtain the induced mini-holomorphic frame v1,(a,b) of L
cov
p (λ, a, b) on Mλ covp for which the following holds:
e∗2v1,(a,b) = v1,(a,b) · exp
(
−Cb
)
.
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Because |v˜1,(a,b)|h˜ = exp
(
Re
(
(x− x)√−1a)− Re((y+ Ax+ By)b)), we have
|v˜1,(a,b)|h˜ ∼ exp
(
Re
(
2Re(g1µ1)a− 2√−1
b
µ1 + λ2µ1
(
(|λ|2−1)|µ1|2− (λµ1+λµ1)s1+(λµ1−λµ1)Re(g1µ1)
)
pc
)
,
where c is introduced as in (62).
5.2.4 Associated filtered bundles
By using the frame v1,(a,b), we extend L
cov
p (λ, a, b) to a locally free OMλ covp (∗H
λ cov)-module PLcov(λ, a, b). We
set
p(λ, a, b) :=
1
2π
Re
[
2Re(g1µ1)a− 2√−1
b
µ1 + λ2µ1
(
(|λ|2 − 1)|µ1|2 − (λµ1 + λµ1)s1 + (λµ1 − λµ1)Re(g1µ1)
)]
.
We obtain the filtered bundle P∗Lcovp (λ, a, b) over PLcovp (λ, a, b) determined as follows; for a = (a0, a1) ∈ R2,
Pa
(
Lcovp (λ, a, b)|π−1p (t)
)
:= OP1
(
[a0 − pp(λ, a, b)] · {0}+ [a∞ + pp(λ, a, b)] · {∞}
)
· v1,(a,b)|π−1p (t).
Because P(Lcovp (λ, a, b)) and P∗(Lcovp (λ, a, b)) are equivariant with respect to the Ze2-action, we obtain a locally
free OMλp (∗H
λ
p )-module P(Lp(λ, a, b)) and a filtered bundle P∗(Lp(λ, a, b)) over P(Lp(λ, a, b)).
Lemma 5.9 P∗Lp(λ, a, b)|Ĥλp,0 is isomorphic to P
(pp(λ,a,b))
∗ Vp,0
(
e−Cb
)
, and P∗Lp(λ, a, b)|Ĥλp,∞ is isomorphic to
P(−pp(λ,a,b))∗ Vp,∞(e−Cb).
5.2.5 Isomorphisms
For any n = (n1, n2) ∈ Z2, we set
χn(z) := exp
( π
Vol(Γ)
(
−n1p(µ1z − µ1z) + n2(µ2z − µ2z)
))
.
It induces a function χn on M0p =Mλp . We have the isomorphism of monopoles Fn : Lp(λ, a, b) ≃ Lp(λ, a′, b′)
induced by Fn(χnv˜0,(a,b)) = v˜0,(a′,b′), where
(a′, b′) := (a, b) +
π
(1 + |λ|2)Vol(Γ)
[
pn1
(
−√−1(µ1λ− µ1λ), µ1 + λ2µ1
)
− n2
(
−√−1(µ2λ− µ2λ), µ2 + λ2µ2
)]
.
We have F (v1,(a,b)) = U
pn2
p v1,(a′,b′).
Remark 5.10 The numbers exp
(
−Cb
)
and pp(λ, a, b) determine (a, b) up to the induced action of Zpe1.
5.2.6 Comparison with λ = 0
We define the bijection Fλ : R× C ≃ R× C by
Fλ(a, b) :=
(
a+
2 Im(bλ)
1 + |λ|2 ,
b+ λ2b
1 + |λ|2
)
.
Lemma 5.11 Lp(0, a, b) = Lp
(
λ, Fλ(a, b)
)
holds on M0p =Mλp .
Proof It is enough to compare the corresponding instantons on X . Let v˜00,(a,b) be the global frame of L˜(0, a, b).
The unitary connection is given as
∇˜v˜00,(a,b) = v˜00,(a,b)
(√−1a dw −√−1a dw + b dz − b dz).
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We have the following relation:
z =
1
1 + |λ|2 (−λx− λx+ y− λ
2y), w =
1
1 + |λ|2
(
x− |λ|2x+ λy+ λy).
By a direct computation, we obtain
√−1a dw −√−1a dw + b dz − b dz =
√−1a(dx− dx) + 1
1 + |λ|2
(
2
√−1 Im(bλ) dx + 2√−1 Im(bλ) dx + (b+ λ2b) dy− (b+ λ2b) dy
)
. (63)
Thus, we obtain the claim of the lemma.
5.2.7 Twist
Recall that we constructed a monopole Lp(ω) on M0p for ω ∈ 1pZ in §5.1.
Lemma 5.12 We set b0 := − πωµ1Vol(Γ) . Then, e∗1Lp(ω) is isomorphic to Lp(ω)⊗Lp(0, 0, b0). The isomorphism is
induced by e∗1(e) 7−→ e⊗ v1,(0,b0).
Proof Note that −Cb0 = −2π
√−1ω. Let v1,(0,b0) be the mini-holomorphic frame of Lcovp (0, 0, b0) as in §5.2.3.
Then, we have |v1,(0,b0)| = 1 and e∗2v1,(0,b0) = v1,(0,b0) exp(−2πω). Because
e∗2(e
∗
1e) 7−→ e∗1(e) exp
(
−2π√−1ω|µ1|−2Re(µ1z)
)
· exp(−2πω),
we obtain the claim of the lemma.
5.3 Examples (3)
5.3.1 Neighbourhoods
We continue to use the notation in §5.2. Let R > 0. We set U˜−,R = {(x, y) ∈ Xλ | Im(x) < −R} and
U˜+,R = {(x, y) ∈ Xλ | Im(x) > R}. Let Ucovp,±,R denote the quotient of U˜±,R by the action of Re0 ⊕ Zpe1. Let
Up,±,R denote the quotient of Ucovp,±,R by the action of Ze2.
If Re(g1µ1) > 0, we set
Uλp,∞,R := Up,−,R, Uλ covp,∞,R := Ucovp,−,R, Uλ−,0,R := Up,+,R, Uλ covp,0,R := Ucovp,+,R.
If Re(g1µ1) < 0, we set
Uλp,∞,R := Up,+,R, Uλ covp,∞,R := Ucovp,+,R, Uλ−,0,R := Up,−,R, Uλ covp,0,R := Ucovp,−,R.
Then, Uλp,ν,R := Uλp,ν,R∪Hλp,ν is a neighbourhood of Hλp,ν . Similarly, U
λ cov
p,ν,R := Uλ covp,ν,R∪Hλ covp,ν is a neighbourhood
of Hλ covp,ν .
5.3.2 Examples of monopoles of rank 2 with unipotent monodromy
Let V˜±(λ, 2) be the holomorphic vector bundle on U˜±,R with a global frame v˜ = (v˜1, v˜2) with the holomorphic
structure determined by
∂xv˜ = 0, ∂yv˜ = v˜N2, where N2 :=
(
0 0
1 0
)
.
Let h˜ be the metric of V˜±(λ, 2) determined by h˜(v˜1, v˜2) = 0, h˜(v˜1, v˜1) =
∣∣Im(x)∣∣ and h˜(v˜2, v˜2) = ∣∣Im x∣∣−1. The
holomorphic bundles with a Hermitian metric are instantons on U˜±,R.
We have the holomorphic frame u˜ := v˜ ·exp
(
−(y+Ax+By)N2
)
of V˜±(λ, 2). We have e∗0u˜ = u˜ and e
∗
1u˜ = u˜.
We also have
e∗2u˜ = u˜ exp(−CN2).
44
Lemma 5.13 Let h˜0 be the metric of V±(λ, 2) determined by
h˜0(u˜1, u˜1) =
∣∣Im(x)∣∣, h˜0(u˜2, u˜2) = ∣∣Im(x)∣∣−1, h˜0(u˜1, u˜2) = 0.
Then, we have h˜0 and h˜ are mutually bounded.
We define the action of Re0 ⊕ Ze1 ⊕ Ze2 on V˜±(λ, 2) by e∗i (v˜) = v˜, and the holomorphic structure and the
metric are preserved by the action. We obtain the corresponding mini-holomorphic bundles V covp,ν (λ, 2) on Uλ covp,ν,R
and Vp,ν(λ, 2) on Uλp,ν,R for ν = 0,∞. They are equipped with the induced metrics hcov and h, respectively.
With the metrics, they are monopoles.
We obtain the induced mini-holomorphic frame u of V covp,ν (λ, 2), with which V
cov
p,ν (λ, 2) extends to a mini-
holomorphic bundle P0V covp,ν (λ, 2) on U
λ cov
p,ν,R. It induces a filtered bundle P∗V covp,ν (λ, 2) over (U
λ cov
p,ν,R, H
λ cov
p,ν )
such that GrPa V
cov
p,ν (λ, 2) = 0 unless a ∈ Z. We obtain the induced frame [u] of GrP0 (V covp,ν (λ, 2)), for which
e∗2[u] = [u] exp(−CN2) holds.
Because P∗V covp,ν (λ, 2) is Ze2-equivariant, we obtain an induced filtered bundle P∗V covp,ν (λ, 2) on (U
λ
p,ν,R, H
λ
p,ν),
which is an extension of Vp,ν(λ, 2). The conjugacy class of the monodromy of Gr
P
0 (Vp,ν(λ, 2)) is exp(−CN2).
5.3.3 Examples with any monodromy at infinity
Take (ai, bi) ∈ R× C (i = 1, . . . ,m) and ℓi ∈ Z≥0 (i = 1, . . . ,m). We obtain the following monopole:
E =
m⊕
i=1
L(λ, ai, bi)⊗ Symℓi V (λ, 2).
We have
GrPa (E) =
⊕
i
GrPa
(
L(λ, ai, bi)
)⊗GrP0 (V (λ, 2)).
The conjugacy class of the monodromy on GrPp(λ,ai,bi)
(
L(λ, ai, bi)
)⊗GrP0 (V (λ, 2)) is
exp(−Cbi) · exp(−CNℓi+1).
Here, Nℓi+1 is a (ℓi+1)-square matrix such that (Nℓi+1)j+1,j = 1 (j = 1, . . . , ℓi) and (Nℓi+1)i,j = 0 (i 6= j+1).
5.3.4 Another expression
Suppose that A = (A1, A2, A3) ∈ su(n) (i = 1, 2, 3) satisfy [Ai, Aj ] +Ak = 0 for any cyclic permutation (i, j, k)
of (1, 2, 3). Let V˜± be a product bundle U˜±,R × Cn on U˜±,R with a global frame e = (e1, . . . , en).
Let hV˜± be the Hermitian metric of V˜± for which the frame e is orthonormal. We define operators ∂V˜±,x
and ∂V˜±,y on V˜± by
∂V˜±,xe = e ·
1
2 Im(x)
A3, ∂V˜±,ye = e ·
1
2 Im(x)
(
A1 +
√−1A2
)
.
Then, the operators give a holomorphic structure ∂V˜± of V˜±, and (V˜±, ∂V˜± , hV˜±) are instantons on U˜±,R. It is
naturally equivariant with respect to the action of Re0 ⊕ Ze1 ⊕ Ze2 determined by e∗ie = e. Hence, we obtain
monopoles Vcovp,±(λ,A) on Ucovp,±,R, and Vp,±(λ,A) on Up,±,R.
The following is easy to check.
Lemma 5.14 If (k1, . . . , km) be the weight decomposition of the su(2)-representation determined by A, then
V(λ,A) is naturally isomorphic to ⊕Symki V (λ, 2).
The following is easy to see.
Lemma 5.15 V(λ,A) is isomorphic to V(0,A).
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5.4 Example (4)
We set Γ∨ :=
{
b ∈ C ∣∣ Im(χb) ∈ πZ (∀χ ∈ Γ)}. We set µ∨i := πµi/Vol(Γ). Then, Γ∨ := Zµ∨1 ⊕ Zµ∨2 . We set
Γp := Z(pµ1)⊕ Zµ2. We have (Γp)∨ = Zµ∨1 ⊕ Z · (µ∨2 /p).
Let ω ∈ Q. We set k(ω) := min{p ∈ Z>0 | pω ∈ Z}. We have the action of (Z/k(ω)Z) · (ωµ∨1 ) on C/(Γk(ω))∨
induced by the addition. It naturally induces an action of (Z/k(ω)Z) · (ωµ∨1 ) on R× C/(Γk(ω))∨.
Let I ⊂ Q be a finite subset. For each ω ∈ I, let Sω ⊂ R × C/(Γk(ω))∨ which is preserved by the action of
(Z/k(ω)Z) · (ωµ∨1 ). For each (a, b) ∈ Sω , let n(ω, a, b) ∈ Z≥0, and let
Aω,a,b = (A1,ω,a,b, A2,ω,a,b, A3,ω,a,b) ∈ su(n(ω, a, b))3
such that [Ai,ω,a,b, Aj,ω,a,b] +Ak,ω,a,b = 0 for any cyclic permutation (i, j, k) of (1, 2, 3). We assume
Aω,a,b = Aω,a,b+ωµ∨1 .
Let S˜ω ⊂ R× C be a lift of Sω, i.e., the projection R × C −→ R × (C/Γ∨k(ω)) induces a bijection π : S˜ω ≃ Sω .
For each (a˜, b˜) ∈ S˜ω , we set Aω,˜a,b˜ := Aω,π(˜a,b˜).
We obtain the following monopole on Uk(ω),ν,R (ν = 0,∞):
Mk(ω),ν(ω,Sω, {Aω,a,b}) :=
⊕
(˜a,b˜)∈S˜ω
Lk(ω)(ω)⊗ L0(0, a˜, b˜)⊗ V(0,Aω,˜a,b˜). (64)
Recall that we have the isomorphism L0(0, a˜, b˜ + n1µ
∨
1 + n2µ
∨
2 ) ≃ L0(0, a˜, b˜) as explained in §5.2.5. We also
have the isomorphism e∗1Lk(ω) ≃ Lk(ω)(ω) ⊗ Lk(ω)(0, 0,−µ∨1 ) as in Lemma 5.12. By the isomorphisms, the
monopole Mk(ω),ν(ω,Sω, {Aω,a,b}) is naturally equivariant with respect to the action of (Z/k(ω)Z)e1. We obtain
monopoles
Mν(ω,Sω , {Aω,˜a,b˜})
on U1,ν,R as the descent of Mk(ω),ν(Sω , {Aω,a,b}). By taking the direct sum, we obtain a monopole
Mν(I, {Sω}, {Aω,˜a,b˜}) :=
⊕
ω∈I
Mν(ω,Sω, {Aω,˜a,b˜})
on U1,ν,R.
6 Asymptotic behaviour of doubly periodic monopoles
6.1 Statements
Let (y0, y1, y2) be the standard coordinate of R
3. We consider the Euclidean metric
∑
i=0,1,2 dyi dyi. Let Γ ⊂
{0}×R2 be a lattice. The volume of R2/Γ is denoted by Vol(Γ). We may assume that Γ = Z·(0, a, 0)⊕Z·(0, b, c),
where a and c are positive numbers. We consider the action of Ze1⊕Ze2 on R3 by e1(y0, y1, y2) = (y0, y1+a, y2)
and e2(y0, y1, y2) = (y0, y1 + b, y2 + c).
For any R ∈ R, we set U˜R := {(y0, y1, y2) ∈ R3 | y0 < −R}. Let UR denote the quotient space of U˜R by the
action of Ze1 ⊕ Ze2.
Let (E, h,∇, φ) be a monopole on UR0 for some R0 > 0. By the pull back, we obtain the Ze1⊕Ze2-equivariant
monopole (E˜, h˜, ∇˜, φ˜) on U˜R0 .
Assumption 6.1 We assume that the curvature F (∇) is bounded. It particularly implies |φ|h = O(|y0|).
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6.1.1 First reduction
We shall prove the following proposition in §6.3.1.
Proposition 6.2 There exists a finite subset I(φ) ⊂ Q, and positive numbers R1 > 0 and C1 > 0 such that the
following holds for (y0, y1, y2) ∈ UR1 :
• For any eigenvalue α of φ|(y0,y1,y2), there exists ω ∈ I(φ) such that∣∣∣α− 2π√−1ωy0
Vol(Γ)
∣∣∣ < C1. (65)
In particular, if R1 > 0 is sufficiently large, we obtain the orthogonal decomposition
(E, h, φ)|UR1 =
⊕
ω∈I(φ)
(E•ω , h
•
ω, φ
•
ω) (66)
such that any eigenvalue of φ•ω|(y0,y1,y2) satisfies (65).
We obtain a decomposition ∇ = ∇• + ρ, where ∇• is a direct sum of unitary connections ∇•ω on E•ω, and ρ
is a section of
⊕
ω1 6=ω2 Hom(E
•
ω1 , E
•
ω2) ⊗ Ω1. The inner product of ρ and ∂yi are denoted by ρi. Similarly, for
any section s of End(E)⊗Ωp, we obtain a decomposition s = s•+s⊤, where s• is a section of⊕End(E•ω)⊗Ωp,
and s⊤ is a section of
⊕
ω1 6=ω2 Hom(E
•
ω1 , E
•
ω2)⊗ Ωp. Note that (∇φ)• = ∇•φ and (∇φ)⊤ = [ρ, φ].
We shall prove the following proposition in §6.3.2.
Theorem 6.3 There exist positive constants R2, C2 and ǫ2 such that |ρ|h ≤ C2 exp(−ǫ2y20) on UR2 . Moreover,
for any positive integer k, there exist positive constants C2(k) and ǫ2(k) such that∣∣∇•κ1 ◦ · · · ◦ ∇•κkρ∣∣h ≤ C2(k) · exp(−ǫ2(k)y20)
on UR2 for any (κ1, . . . , κk) ∈ {0, 1, 2}k.
As a direct consequence, we obtain the following corollary.
Corollary 6.4 For any k, there exist positive constants C3(k) and ǫ3(k) such that∣∣∇•κ1 ◦ · · · ◦ ∇•κk(F (∇•)−∇•φ)∣∣h ≤ C3(k) exp(−ǫ3(k)y20)
on UR2 for any (κ1, . . . , κk) ∈ {0, 1, 2}k. Moreover,∣∣∇•ω,κ1 ◦ · · · ◦ ∇•ω,κk∇•ωφ•ω∣∣+ ∣∣∇•ω,κ1 ◦ · · · ◦ ∇•ω,κkF (∇•ω)∣∣
is bounded on UR2 for any (κ1, . . . , κk) ∈ {0, 1, 2}k.
For each ω ∈ I(φ), let p be determined by min{p′ ∈ Z>0 | p′ω ∈ Z}. For any R > 0, let Up,R denote the
quotient of U˜R by the action of pZe1 ⊕ Ze2. Let pp : Up,R −→ UR denote the projection. On Up,R1 , we set
(Eω , hω,∇ω, φω) := p−1p (E•ω , h•ω,∇•ω, φ•ω)⊗ Lp(−ω). (67)
Proposition 6.5 For any k ∈ Z≥0 and for any (κ1, . . . , κk) ∈ {0, 1, 2}k, we obtain∣∣∣∇ω,κ1 ◦ · · · ◦ ∇ω,κk(F (∇ω))∣∣∣
hω
+
∣∣∣∇ω,κ1 ◦ · · · ◦ ∇ω,κk(∇ωφω)∣∣∣
hω
−→ 0
as |y0| −→ ∞.
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6.1.2 Second reduction
For any R > 0, we set HR := {y0 ∈ R | y0 < −R} ⊂ R. Let Ψ : Up,R −→ HR denote the projection. Let A
be the ring of the non-commutative polynomials of four variables. We obtain the following proposition from
Proposition 6.20, Proposition 6.26, and Proposition 6.29 below.
Proposition 6.6 There exist a finite subset Sω ⊂ R3, a graded vector bundle Vω =
⊕
a∈Sω Vω,a on HR, a
graded Hermitian metrics hVω =
⊕
a∈Sω hVω,a , a graded unitary connection ∇Vω =
⊕
a∈Sω ∇Vω,a , graded anti-
Hermitian endomorphisms φi,ω =
⊕
a∈Sω φi,ω,a (i = 1, 2, 3), and an isomorphism Eω ≃ Ψ−1(Vω) such that the
following holds:
• Let bω be the automorphism of Eω determined by hω = Ψ−1(hVω )bω. Then, for any P ∈ A, there exists
ǫ(P ) > 0 such that ∣∣P (∇ω,y0 ,∇ω,y1 ,∇ω,y2 , φω)(bω − id)∣∣ = O(eǫ(P )y0).
• For any P ∈ A, there exists ǫ(P ) > 0 such that∣∣∣P (∇ω,y0 ,∇ω,y1 ,∇ω,y2 , φω)(φω −Ψ−1(φ3,ω))∣∣∣ = O(eǫ(P )y0).
• We set Rω,i := ∇ω,yi − (∂yi + Ψ−1(φω,i)) (i = 1, 2), where ∂yi are the naturally induced operators of
Ψ−1(Vω). Then, for any P ∈ A, there exists ǫ(P ) > 0 such that∣∣∣P (∇ω,y0 ,∇ω,y1 ,∇ω,y2 , φω)Rω,i∣∣∣ = O(eǫ(P )y0).
• There exist anti-Hermitian endomorphisms Ai,ω,a (i = 1, 2, 3) of Vω,a such that ∇Va,ωAi,ω,a = 0 and
φi,ω,a =
√−1ai idVω,a +y−10 Ai,ω,a +O(y−20 ).
Moreover,
[
Ai,ω,a, Aj,ω,a
]
+Ak,ω,a = 0 holds for any cyclic permutation (i, j, k) of (1, 2, 3).
Set e1 := (a, b) and e2 := (0, c). Let e
∨
i ∈ R2 be determined by (e∨i , ei) = π and (e∨i , ej) = 0 (i 6= j). More
explicitly,
e∨1 = (a
−1π,−Vol(Γ)−1bπ), e∨2 = (0, aVol(Γ)−1π).
Let Γ∨p := Zp
−1e∨1 ⊕ Ze∨2 . There exists the action of (Z/pZ)ωe∨2 on R2/Γ∨p induced by ωe∨2 • (a1, a2) =
(a1, a2) + ωe
∨
2 . The following will be clear by the choice of Sω.
Proposition 6.7 Let [Sω] ⊂ (R2/Γ∨p )×R denote the image of Sω by the projection R3 −→ (R2/Γ∨p )×R. Then,
[Sω] is well defined for (E, h,∇, φ), and [Sω] is naturally preserved by the above action of (Z/pZ)ωe∨2 . Moreover,
if a ≡ ωe∨2 • a′ in (R2/Γ∨p )× R, then Aω,a = Aω,a′ holds.
6.1.3 A consequence
We obtain the following consequence.
Corollary 6.8 We obtain
∣∣∇y1φ∣∣ + ∣∣∇y2φ∣∣h = O(y−20 ). Equivalently, we obtain ∣∣F (∇)y0,yi∣∣h = O(y−20 ) (i =
1, 2).
Remark 6.9 Note that ∇y0φ is not necessarily O(y−20 ). Equivalently, |F (∇)y1,y2 |h is not necessarily O(y−20 ).
See the examples in §5.1.1.
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6.2 Vector bundles with a connection on S1
6.2.1 Statement
Let r be a positive integer. Let C0 > 0 be a constant. Let A0 be an r-square Hermitian matrix. Set S
1 := R/Z.
Let A1 : S
1 −→Mr(C) be a continuous function such that |A1| ≤ C0. Let V be a C∞-vector bundle of rank r
on S1 with a frame v. We have the connection ∇ determined by
∇v = v · (A0 +A1) dt,
where t is the standard coordinate of R, and dt is the induced 1-form on S1. We have the monodromy
M(A0+A1) : V|0 −→ V|1 = V|0 of the connection ∇, and let Sp(M(A0+A1)) denote the set of eigenvalues. We
shall prove the following proposition in §6.2.2–6.2.5.
Proposition 6.10 There exists R > 0 depending only on C0 such that the following holds.
• For any α ∈ Sp(M(A0 + A1)), there exists β ∈ Sp(M(A0)) such that |αβ−1| ≤ R and |α−1β| ≤ R
Conversely, for any α ∈ Sp(M(A0)), there exists β ∈ Sp(M(A0 + A1)) such that |αβ−1| ≤ R and
|α−1β| ≤ R.
6.2.2 Decomposition of a finite tuple of real numbers
We consider a finite tuple (a1, . . . , aN) of real numbers. We assume ai ≤ aj for i < j. We fix a positive number
c0 > 0. We take any c1 > 10N .
Lemma 6.11 There exist k ≥ 0 and a decomposition {1, . . . , N} =∐mℓ=1 Iℓ such that the following holds.
• If i, j ∈ Iℓ, then |ai − aj | ≤ 3Nck1c0.
• If i ∈ Iℓ1 and j ∈ Iℓ2 with ℓ1 6= ℓ2, then |ai − aj | ≥ 12ck+11 c0.
Proof We set m(0) := N . We shall construct a finite decreasing sequence m(0) > m(1) > . . . > m(k), order
preserving injective maps Gn : {1, . . . ,m(n)} −→ {1, . . . , N} (n = 0, . . . , k), and order preserving surjective
maps Fn : {1, . . . ,m(n)} −→ {1, . . . ,m(n + 1)} (n = 0, . . . , k − 1) by an inductive procedure. Suppose that
we have already constructed m(n), Gn : {1, . . . ,m(n)} −→ {1, . . . , N}. We set J (n) := {i | aGn(i+1) − aGn(i) >
cn+11 c0} ∪ {m(n)}. If J (n) := {1, . . . ,m(n)}, we stop the procedure. If J (n) 6= {1, . . . ,m(n)}, we set m(n +
1) := |J (n)|. We have the natural order preserving bijection ϕn+1 : {1, . . . ,m(n + 1)} ≃ J (n). Because
J (n) ⊂ {1, . . . ,m(n)}, we obtain an injection Gn+1 : {1, . . . ,m(n+ 1)} −→ {1, . . . , N} from ϕn+1 and Gn. For
i ∈ {1, . . . ,m(n)}, there exists j ∈ {1, . . . ,m(n + 1)} such that ϕn+1(j − 1) < i ≤ ϕn+1(j), where we formally
set ϕn+1(0) = 0. We define Fn+1(i) = j for such i and j. Thus, we obtain the order preserving surjection
Fn+1 : {1, . . . ,m(n)} −→ {1, . . . ,m(n+ 1)}. The procedure will stop after finite steps.
By the construction, |aGk(i) − aGk(j)| > ck+11 c0 holds for i, j ∈ {1, . . . ,m(k)} with i 6= j. Let F :
{1, . . . , N} −→ {1, . . . ,m(k)} be the map obtained as the composite of F0, . . . , Fk−1. For ℓ ∈ F−1(i), the
following holds: ∣∣aℓ − aGk(i)∣∣ ≤ N(c1 + · · · ck1)c0 = N(ck+11 − c1)(c1 − 1)−1c0.
Hence, if ℓ1, ℓ2 ∈ F−1(i), then∣∣aℓ1 − aℓ2 ∣∣ ≤ 2N(ck+11 − c1)(c1 − 1)−1c0 ≤ 3Nck1c0.
For ℓ1 ∈ F−1(j) and ℓ2 ∈ F−1(i) with i 6= j, the following holds:∣∣aℓ1 − aℓ2∣∣ ≥ ck+11 c0 − 2N(ck+11 − c1)(c1 − 1)−1c0 ≥ 12ck+11 c0.
Thus, we are done.
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6.2.3 An estimate
Let a be a non-zero real number. For any C0-function g on S1, we have a unique C1-function f such that
(∂t + a)f = g.
Lemma 6.12 We have sup |f | ≤ 2|a|−1 sup |g|.
Proof It is enough to consider the case a > 0. Let f =
∑
fne
2π
√−1nθ and g =
∑
gne
2π
√−1nθ be the Fourier
expansions. Because (2π
√−1n + a)fn = gn, we obtain
∫ 1
0 |f |2dt =
∑ |fn|2 ≤ a−2∑ |gn|2 = a−2 ∫ 10 |g|2 dt.
Hence, there exists t0 ∈ S1 such that |f(t0)| ≤ a−1 sup |g|. We may assume that t0 = 0 by a coordinate change.
Because ∂t(e
atf) = eatg, we have∣∣∣eatf(t)− f(0)∣∣∣ ≤ ∫ 1
0
eas|g(s)| ds ≤ sup |g| · a−1eat.
Hence, we obtain the claim of the lemma.
6.2.4 Solving a non-linear equation
Let m be a positive integer. Let D0 be an m-square Hermitian matrix. Let C10 be a positive constant. Let
B0(t) be a C
0-map S1 −→ Cm such that |B0(t)| ≤ C10/3. Let B1(t) be a C0-map S1 −→ Mm(C) such that
|B1(t)| ≤ C10/3. Let B2(t, x) be a C0-map S1 × Cm −→ Cm such that the following holds.
• |B2(t, x)| = o(|x|) as |x| → 0.
• For any ǫ > 0, there exists δ > 0 such that |B2(t, x)−B2(t, y)| ≤ ǫ|x− y| if max{|x|, |y|} ≤ δ.
We take T > 1 such that the following holds.
• If |x| < T−1, then |B2(t, x)| ≤ C10/3.
• If max{|x|, |y|} < T−1, then |B2(t, x) −B2(t, y)| ≤ C10|x− y|/3.
Lemma 6.13 Assume that any eigenvalues a of D0 satisfies |a| ≥ 10mTC10. Then, there exists f : S1 −→ Cm
such that (i) (∂t +D0)f(t) +B0(t) +B1(t) · f(t) +B2(t, f(t)) = 0, (ii) |f | ≤ T−1. Such a function f is unique.
Proof We take any C0-function f0 : S
1 −→ Cm such that |f0| ≤ T−1. Inductively, we define fi as a unique
solution of (∂t + D0)fi(t) + B0(t) + B1(t)fi−1(t) + B2(t, fi−1(t)) = 0. Because |B1(t)fi−1(t)| ≤ C10/3 and
|B2(t, fi−1(t))| ≤ C10/3, we obtain |fi| ≤ (C10T )−1C10 ≤ T−1 by Lemma 6.12. Note that
(∂t +D0)(fi+1(t)− fi(t)) +B1(t)(fi(t)− fi−1(t)) +B2(t, fi(t))−B2(t, fi−1(t)) = 0.
Because |B1(t)(fi(t)− fi−1(t)) +B2(t, fi(t))−B2(t, fi−1(t))| ≤ C10|fi(t)− fi−1(t)|, we obtain sup |fi+1 − fi| ≤
T−1 sup |fi− fi−1| by Lemma 6.12. Hence, the sequence fi is convergent, and the limit f∞ = lim fi satisfies the
desired conditions. We also obtain the uniqueness.
6.2.5 Proof of Proposition 6.10
We may assume that A0 is diagonal. Let ai denote the (i, i)-th entries. We may assume that ai ≤ aj for i ≤ j.
Take a sufficiently large constant C1. We have k ≥ 0 and a decomposition {1, . . . , r} =
∐
Iℓ as in Lemma 6.11.
We choose i(ℓ) ∈ Iℓ, and set αℓ := ai(ℓ). We put r(ℓ) := |Iℓ|. We set A˜0 :=
⊕
αℓIr(ℓ) and A˜1 := A0 − A˜0 +A1.
We have |A˜1| ≤ 4rCk1C0.
According to the decomposition {1, . . . , r} = ∐Iℓ, we have the decomposition Cr = ⊕Cr(ℓ). It induces
End(Cr) =
⊕
ℓ End(C
r(ℓ)) ⊕⊕ℓ1 6=ℓ2 Hom(Cr(ℓ1),Cr(ℓ2)). For any matrix D ∈ End(Cr), we have the decompo-
sition D = D◦ +D⊥.
We consider the following equation for G : S1 −→ GL(r,C) and U : S1 −→⊕End(Cr(ℓ)):
G−1 ◦ (∂t + A˜0 + A˜1) ◦G = ∂t + A˜0 + A˜◦1 + U. (68)
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We impose that G◦ = Ir, and we regard (68) as an equation for G⊥ and U . It is equivalent to the following
equations:
(A˜⊥1 G
⊥)◦ = U, ∂tG⊥ + [A˜0, G⊥] + [A˜◦1, G] + (A˜
⊥
1 G
⊥)⊥ +G⊥U = 0.
By eliminating U , we obtain the following equation for G⊥:
∂tG
⊥ + [A˜0, G⊥] + [A˜◦1, G
⊥] + (A˜⊥1 G
⊥)⊥ + A˜⊥1 +G
⊥(A˜⊥1 G
⊥)◦ = 0.
For a large C1, we set C10 := 400r
3Ck1C0 and T := (1000r
3)−1C1. By using Lemma 6.13, if C1 is sufficiently
large, we have a solution G⊥ with |G⊥| ≤ T−1. We also obtain U such that |U | ≤ C10T−1.
By considering the eigenvalues of the monodromy of ∂t+A˜0+A˜
◦
1+U , we obtain the claim of the proposition.
6.3 First reduction
6.3.1 Proof of Proposition 6.2
We take the mini-holomorphic structure determined by the decomposition R3 = R · (0, a, 0) × (R · (0, a, 0))⊥.
We take R3 ≃ C⊕ R given by
(y0, y1, y2) 7−→
(
2πc−1(y0 +
√−1y2), y1
)
.
The action of Ze1 ⊕ Ze2 on C× R are described as
e1(ζ˜ , y1) = (ζ˜ , y1 + a), e2(ζ˜ , y1) = (ζ˜ + 2π
√−1, y1 + b).
For any R, we set U˜R :=
{
ζ˜ ∈ C ∣∣ c2π Re(ζ˜) < −R}. We have U˜R = U˜R × R under the above identification
R3 ≃ C× R.
We have the associated mini-holomorphic bundle (E˜, ∂E˜) on U˜R0 with respect to the above mini-complex
structure. By considering the flat sections along {ζ˜} × R for each ζ˜, we obtain a holomorphic vector bundle
(V˜ , ∂V˜ ) on U˜R0 . The action of Ze1 induces a holomorphic automorphism F˜ of V˜ . The action of Ze2 induces
an isomorphism e∗2V˜ ≃ V˜ , where e2 : C −→ C is given by e2(ζ˜) = ζ˜ + 2π
√−1.
We identify C/(2π
√−1Z) ≃ C∗ by ζ˜ 7−→ ζ = eζ˜ . For any R, we set UR :=
{
ζ ∈ C∗ ∣∣ c log |ζ| < −R}. We
obtain the induced holomorphic bundle (V, ∂V ) on UR0 . Because the actions of e1 and e2 are commutative, we
obtain the induced automorphism F of (V, ∂V ). We obtain the spectral curve Sp(F ) of F contained in UR0×C∗.
We set UR0 := UR0 ∪ {0}.
Lemma 6.14 The closure Sp(F ) of Sp(F ) in UR0 × P1 is complex analytic.
Proof Let h˜ denote the Hermitian metric of E˜ induced by h. Let s be a flat section of E˜|{ζ˜}×R with respect
to ∇y1 −
√−1φ. Then, we have
∂y1 h˜(s, s) = h˜
(
s, (∇y1 +
√−1φ)s) = h˜(s, 2√−1φs).
Hence, there exists C > 0, which is independent of ζ˜, such that
∣∣∂y1 h˜(s, s)∣∣ ≤ C∣∣Re(ζ˜)∣∣ · h˜(s, s). It implies that∣∣∣log |F˜ |h˜∣∣∣ = O(∣∣Re(ζ˜)∣∣). Then, we obtain the claim of the lemma.
By replacing R0 with a larger number, we may assume to have the decomposition
Sp(F ) =
∐
ω∈Q
Sp(F )ω, (69)
where Sp(F )ω,α −→ UR0 are the union of graphs of ramified meromorphic functions g such that |ζ|ωg are
bounded.
The group Ze1 acts on {ζ˜} × R. Let S1ζ˜,a denote the quotient space. For ζ˜ ∈ U˜R0 , there exists a naturally
induced injection S1
ζ˜,a
−→ UR0 . We obtain the induced vector bundle E ζ˜ on S1ζ˜ with the metric hζ˜ , the unitary
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connection ∇ζ˜ , and the anti-Hermitian endomorphism φζ˜ . There exists an orthonormal frame u = (u1, . . . , ur)
of E ζ˜ such that the following holds.
• There exists a constant anti-Hermitian matrix A such that ∇ζ˜u = u · A. Moreover, the eigenvalues of A
are contained in {√−1ρ | 0 ≤ ρa ≤ 2π}.
Because ∇ζ˜φζ˜ is bounded independently from ζ˜, there exists a constant C10, which is independent of ζ˜, and a
decomposition φζ˜ = ψ0 + ψ1, such that the following holds.
• There exists a constant anti-Hermitian matrix Ψ0 such that ψ0u = uΨ0.
• |ψ1|hζ˜ ≤ C10.
Let S(ζ˜) be the set of the eigenvalues of Ψ0. Then, there exists C11 > 0, which is independent of ζ˜, such that
the following holds for any y1.
• For any eigenvalue α of φ˜|(ζ˜,y1), there exists β ∈ S(ζ˜) such that |α − β| < C11. Conversely, for any
β ∈ S(ζ˜), there exists an eigenvalue α of φ˜|(ζ˜,y1) such that |α− β| < C11.
By Proposition 6.10, there exists C12 > 0, which is independent of ζ˜, such that the following holds.
• For any eigenvalue γ of F|ζ˜ , there exists β ∈ S(ζ˜) such that
∣∣log |γ|+ a√−1β∣∣ < C12.
Then, the claim of Proposition 6.2 follows from the decomposition (69).
6.3.2 Proof of Theorem 6.3
Lemma 6.15 For any k ∈ Z≥0 and any (κ1, . . . , κk) ∈ {0, 1, 2}k,
∣∣∇κ1 ◦ · · · ◦ ∇κk(∇φ)∣∣h is bounded on U2R0 .
Proof Take a positive number ǫ0 > 0, and we take ǫ1 > 0 such that 2C0ǫ
2
1 < ǫ0. For any (y0, y1, y2) ∈ U2R0 ,
let Sy0,y1,y2 =
{
(z0, z1, z2) | |z0 − y0| < ǫ1}. We have Gy0,y1,y2 : {(x0, x1, x2) ∈ | |x| < 1} −→ Sy0,y1,y2 by
(x0, x1, x2) 7−→ (y0, y1, y2) + ǫ1(x0, x1, x2). We have
∣∣G−1y0,y1,y2F (h)∣∣ ≤ ǫ0 and ∣∣ǫ1G−1y0,y1,y2∇φ∣∣ ≤ ǫ0. Set
∇′ := G−1y0,y1,y2(∇). For any k and (κ1, . . . , κk) ∈ {0, 1, 2}k, there exists B1(k) which is independent of (y0, y1, y2),
such that ∣∣∣∇′xκ1 ◦ · · ·∇′xκkG−1y0,y1,y2(∇φ)∣∣∣ ≤ B1(k).
Then, we obtain the desired estimate for the derivatives of ∇φ.
We obtain the following lemma as in the case of [21, Lemma 6.15].
Lemma 6.16 We have |ρκ| = O
(∣∣(∇κφ)⊤∣∣h) for κ = 0, 1, 2. We also have∣∣∇•κ1ρκ2∣∣h = O(∣∣(∇κ2φ)⊤∣∣+ ∣∣∇•κ1(∇κ2φ)⊤∣∣)
for any κ1, κ2 ∈ {0, 1, 2}.
By the argument in [21, §6.3.3], we obtain the following estimates:
h
(
∇2κ1(∇κ2φ)•, (∇κ2φ)⊤
)
= O
((∣∣(∇κ1φ)⊤∣∣h + ∣∣∇•κ1(∇κ1φ)⊤∣∣) · ∣∣(∇κ2φ)⊤∣∣), (70)∑
κ1=0,1,2
h
(∇2κ1(∇κ2φ), (∇κ2φ)⊤) = ∣∣∣[φ, (∇κ2φ)⊤]∣∣∣2
h
+O
(∣∣(∇φ)⊤∣∣
h
· ∣∣(∇κ2φ)⊤∣∣). (71)
By using the estimates (70), (71) and the argument in [21, §6.3.3], we obtain the following inequality on UR20
for some C20 > 0 and R20 > R0:
−(∂2y0 + ∂2y1 + ∂2y2)
∣∣(∇φ)⊤∣∣2
h
≤ −C20
∣∣(∇φ)⊤∣∣2
h
· y20 .
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Let
∫
T 2
|(∇φ)⊤|2 denote the function on HR0 obtained as the fiber integral of |(∇φ)⊤|2 with respect to
UR0 −→ HR0 . We obtain the following inequality on HR20 :
−∂2y0
∫
T 2
∣∣(∇φ)⊤∣∣2
h
≤ −C20y20
∫
T 2
∣∣(∇φ)⊤∣∣2
h
.
We take B1 > 0 such that
∫
T 2
∣∣(∇φ)⊤∣∣2
h
≤ B1e−(C
1/2
11 /2)y
2
0 at y0 = −R20. For any δ > 0, we set Fδ :=
B1e
−(C1/211 /2)y20 − δ(y0 +R20). The following holds on HR20 :
−∂2y0Fδ ≥ −C11Fδ.
We also have
∫
T 2
∣∣(∇φ)⊤∣∣2
h
≤ Fδ at y0 = −R1. By an argument as in Ahlfors lemma [1, 30], for any δ > 0 we
obtain ∫
T 2
∣∣(∇φ)⊤∣∣2
h
≤ Fδ
on HR1 . Then, by taking the limit δ → 0, we obtain∫
T 2
∣∣(∇φ)⊤∣∣2
h
≤ B1e−(C
1/2
11 /2)y
2
0 .
Then, by the argument in [21, §6.3.4], we obtain the Theorem 6.3.
Corollary 6.17 For any k, there exist positive constants C(k) and ǫ(k) such that∣∣∣∇•κ1 ◦ · · · ◦ ∇•κk((∇•i )2∇•aφ− 4[∇•bφ,∇•cφ] + [φ, [φ,∇•aφ]])∣∣∣h ≤ C(k)e−ǫ(k)y20 . (72)
Here, (a, b, c) is a cyclic permutation of (0, 1, 2).
Proof Recall the following equalities:(∇20 +∇21 +∇22)(∇iφ) = 4[∇jφ,∇kφ]− [φ, [φ,∇iφ]], (73)
where (i, j, k) is a cyclic permutation of (0, 1, 2). (For example, see [21, Lemma 6.16].) Then, the corollary
follows from Theorem 6.3 and (73).
6.3.3 Proof of Proposition 6.5
Let A3 denote the set of the permutations of (0, 1, 2). The following holds:∑
i
∇ω,i∇ω,iφω +
∑
σ∈A3
∇ω,σ(0)
(
F (∇ω)σ(1)σ(2) −∇ω,σ(0)φω
)
=
∑
σ∈A3
∇ω,σ(0)F (∇ω)σ(1)σ(2) = 0. (74)
Because ∇ω,σ(0)
(
F (∇ω)σ(1)σ(2) −∇ω,σ(0)φω
)
= O
(
e−ǫ30y
2
0
)
for some ǫ30 > 0, we obtain the following estimate
for some ǫ31 > 0:
−(∂2y0 + ∂2y1 + ∂2y2)|φω|2 = −2∣∣∇ωφω∣∣2 +O(e−ǫ31y20).
We obtain the following for some ǫ32 > 0:
−∂2y0
∫
T 2
|φω|2 +O
(
e−ǫ32y
2
0
)
= −2
∫
T 2
∣∣∇ωφω∣∣2 ≤ 0.
Because |φω | is bounded, we obtain ∂y0
∫
T 2 |φω|2 → 0 as y0 → −∞. We also obtain∫ R1
−∞
dy0
∫
T 2
|∇ωφω |2 <∞.
By using (72) with k = 0, we obtain that
∣∣∇ωφω∣∣ → 0 as y0 → −∞. By a standard bootstrapping argument,
we obtain that the norms of the higher derivatives of ∇ωφω also converge to 0 as y0 → −∞. We also obtain
that the norms of F (∇ω) and its higher derivatives converge to 0 as y0 → −∞.
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6.4 Asymptotically spectral decomposition
6.4.1 Setting
Let E be a C∞-vector bundle on UR40 with a Hermitian metric h, a unitary connection∇, and an anti-Hermitian
endomorphism φ such that the following holds.
• For any k ≥ 0, there exist B(k) > 0 and ǫ(k) > 0 such that∣∣∣∇κ1 ◦ · · · ◦ ∇κk(F (∇)− ∗∇φ)∣∣∣ ≤ B(k)e−ǫ(k)y20
for any (κ1, . . . , κk) ∈ {0, 1, 2}k.
• |φ| is bounded.
• For any k ≥ 0, ∣∣∇κ1 ◦ · · · ◦ ∇κk(∇φ)∣∣→ 0 as y0 → −∞.
6.4.2 Modification to mini-holomorphic structures
We set z := y1 +
√−1y2. For any k ≥ 0, there exists ǫ1(k) > 0 such that∣∣∣∇κ1 ◦ · · · ◦ ∇κk([∇z,∇y0 −√−1φ])∣∣∣
h
= O
(
e−ǫ1(k)y
2
0
)
for any (κ1, . . . , κk) ∈ {0, 1, 2}k.
Lemma 6.18 There exists A ∈ End(E) with the following property.
• [∇z +A,∇y0 −√−1φ] = 0.
• For any k ∈ Z≥0, there exists ǫ2(k) > 0 such that
∣∣∣∇κ1 ◦ · · · ◦∇κkA∣∣∣ = O(e−ǫ2(k)y20) for any (κ1, . . . , κk) ∈
{0, 1, 2}k.
Proof It is enough to take the integral of
[∇z,∇y0 − √−1φ] along y0 by using the parallel transport with
respect to ∇y0 −
√−1φ.
The bundle E has the mini-holomorphic structure ∂E given by ∂E,y0 = ∇y0 −
√−1φ and ∂E,z := ∇z + A.
By the construction, the following holds:
G(h) =
[∇z −A†, ∇z +A]− √−1
2
∇y0φ.
Hence, for any k ≥ 0, there exists ǫ3(k) > 0 such that∣∣∇κ1 ◦ · · · ◦ ∇κkG(h)∣∣h = O(e−ǫ3(k)y20) (75)
for any (κ1, . . . , κk) ∈ {0, 1, 2}k.
6.4.3 Spectral decomposition
We have the decomposition of the mini-holomorphic bundle
(E, ∂E) =
⊕
α∈(T 2)∨
(Eα, ∂Eα),
where Spec(Eα, ∂Eα) = {α}. Let Ψ : UR −→ HR denote the projection for any R.
Lemma 6.19 If R41 is sufficiently large, there exists a vector bundle V =
⊕
Vα on HR41 with a graded con-
nection ∇V =
⊕∇Vα , a graded endomorphism f =⊕ fα, and a graded isomorphism Ψ−1(V ) =⊕Ψ−1(Vα) ≃
E|UR41 =
⊕
Eα|UR41 such that the following holds.
54
• fα has a unique eigenvalue α.
• ∇Vα(fα) = 0.
• ∂E,z = ∂z +Ψ−1(f), where ∂z is the naturally defined operator on Ψ−1(V ).
• ∇y0 −
√−1φ = Ψ−1(∇V,y0).
Proof If R41 is sufficiently large, E|Ψ−1(y0) is semistable of degree 0 for any y0 < −R41. We may assume it
from the beginning.
We set U⋆R := UR×Ry3 . We introduce the complex coordinate system z := y1+
√−1y2 and w := y3+
√−1y0.
We also set H⋆R := HR ×Ry3 , on which we have the complex coordinate w := y3 +
√−1y0. Let Q1 : U⋆R −→ UR
and Q0 : H⋆R −→ HR denote the projections. Let Ψ⋆ : U⋆R −→ H⋆R denote the projection.
We set E⋆ := Q−11 (E), which is naturally Ry3-equivariant. Let ∂E⋆,z denote the derivative on E
⋆ with respect
to ∂z induced by ∂E,z. Let ∂E⋆,y0 denote the derivative on E
⋆ induced by ∂E,y0 = ∇y0 −
√−1φ. Let ∂E⋆,y3
denote the naturally induced derivative on E⋆ with respect to ∂y3 . Then, we set ∂E⋆,w :=
1
2
(
∂y3 +
√−1∂E⋆,y0
)
.
They determine a holomorphic structure ∂E⋆ of E
⋆, which is R-equivariant. We have the spectral decomposition
(E⋆, ∂E⋆) =
⊕
(E⋆α, ∂E⋆α) corresponding to the spectral decomposition of E.
According to [19, §2.1], there exists an Ry3-equivariant graded holomorphic vector bundle (V ⋆, ∂V ⋆) =⊕
(V ⋆α , ∂V ⋆α ) on H⋆R40 with an Ry3-equivariant holomorphic graded endomorphism f⋆ =
⊕
f⋆α and an Ry3-
equivariant graded isomorphism
(Ψ⋆)−1(V ⋆) =
⊕
(Ψ⋆)−1(V ⋆α )
such that the following holds:
• f⋆α has a unique eigenvalue α.
• ∂E⋆,z = ∂z + (Ψ⋆)−1(f⋆), where ∂z is the naturally induced derivative on (Ψ⋆)−1(V ⋆).
• ∂E⋆,w is equal to the operator induced by ∂V ⋆,w.
By the Ry3-equivariance of V
⋆, we obtain a graded C∞-vector bundle V =
⊕
Vα on HR40 . The Ry3-
equivariant holomorphic structure induces a graded flat connection ∇V =
⊕∇Vα . The Ry3-equivariant holo-
morphic graded endomorphism f⋆ induces a flat graded endomorphism f =
⊕
fα. The Ry3-equivariant graded
isomorphism induces a graded isomorphism E ≃ Ψ−1(V ). Then, it is easy to see that they have the desired
property.
We obtain the Hermitian metric hα of Vα as follows:
hα =
1
vol(T 2)
∫
T 2
h
(
Ψ−1(u1),Ψ−1(u2)
)
dy1 dy2.
We set h◦ :=
⊕
αΨ
−1(hα) on E. We obtain the automorphism b which is self-adjoint with respect to both h
and h◦, determined by h = h◦ · b. The following estimate can be proved by arguments in [19, 21].
Proposition 6.20 For any P ∈ A, there exist C(P ) > 0 and ǫ(P ) > 0 such that∣∣P (∇y0 ,∇y1 ,∇y2 , φ)(b − id)∣∣ ≤ C(P )eǫ(P )y0 .
Proof We give an outline of the proof. We use the notation in the proof of Lemma 6.19. Let h⋆ be the metric
of E⋆ induced by h. We obtain Hermitian metrics h⋆α of V
⋆
α in a way similar to the construction of hα. We set
h⋆◦ :=
⊕
(Ψ⋆)−1(h⋆α). We obtain b
⋆ by h⋆ = h⋆◦b⋆. The metrics h⋆, h⋆α, and h
⋆◦ are Ry3-equivariant, and hence
b⋆ is also Ry3 -equivariant.
Let F (h⋆) denote the curvature of the Chern connection ∇⋆ of (E⋆, ∂E⋆ , h⋆). We have the expression
F (h⋆) = Fzz dz dz+ Fzw dz dw + Fwz dw dz+ Fww dw dw.
Let U be any open subset of HR41 . Let U⋆ := U × Ry3 . The fiber integral induces the map
C∞
(
(Ψ⋆)−1(U⋆),End(E⋆α)
) −→ C∞(U⋆,End(V ⋆α )).
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Let C∞((Ψ⋆)−1(U⋆),End(E⋆α))0 denote the kernel. There exists the injection
C∞
(
U⋆,End(V ⋆α )
) −→ C∞((Ψ⋆)−1(U⋆),End(E⋆α))
induced by the pull back. Thus, we obtain the decomposition
C∞((Ψ⋆)−1(U⋆),End(E⋆α)) = C
∞(U⋆,End(V ⋆α ))⊕ C∞((Ψ⋆)−1(U⋆),End(E⋆α))0.
We set
C∞((Ψ⋆)−1(U⋆),End(E⋆))◦ :=
⊕
α
C∞(U⋆,End(V ⋆)),
C∞((Ψ⋆)−1(U⋆),End(E⋆))⊥ :=
⊕
α
C∞((Ψ⋆)−1(U⋆),End(E⋆α))0 ⊕
⊕
α6=β
C∞
(
(Ψ⋆)−1(U⋆),Hom(E⋆α, E
⋆
β)
)
.
We obtain the decomposition
C∞((Ψ⋆)−1(U⋆),End(E⋆)) = C∞((Ψ⋆)−1(U⋆),End(E⋆))◦ ⊕ C∞((Ψ⋆)−1(U⋆),End(E⋆))⊥.
For any sections s ∈ C∞((Ψ⋆)−1(U⋆),End(E⋆)), we obtain the decomposition s = s◦ + s⊥. We also obtain
a function ‖s‖2 on U⋆ by the fiber integral of |s|2h⋆ . There exists C > 0 such that ‖∇⋆zs⊥‖ ≥ C‖s⊥‖ and
‖∇⋆zs⊥‖ ≥ C‖s⊥‖ for any s⊥ ∈ C∞((Ψ⋆)−1(U⋆),End(E⋆))⊥.
By using the argument in the proof of [19, §5.5.2], we obtain the following estimates for some small ǫi > 0:
− ∂w∂w
∥∥F⊥zz ∥∥2 ≤ −∥∥∇⋆zF⊥zz ∥∥2 − ∥∥∇⋆zF⊥zz∥∥2 − ∥∥∇⋆wF⊥zz ∥∥2 − ∥∥∇⋆wF⊥zz ∥∥2
+O
(
ǫ1‖F⊥zz ‖2 + ǫ1‖F⊥zz ‖‖F⊥wz‖+ ǫ1‖∇⋆wF⊥wz‖‖Fzz‖+ ǫ1‖∇⋆zF⊥zz ‖‖F⊥zz ‖
)
+O
(
ǫ1‖∇⋆wF⊥zz ‖‖F⊥zz ‖+ ǫ1‖F⊥wz‖2 + ǫ1‖F⊥wz‖‖∇⋆wF⊥zz ‖
)
+O
(
exp
(−ǫ2y20)). (76)
− ∂w∂w‖F⊥zw‖2 ≤ −‖∇⋆zF⊥zw‖2 − ‖∇⋆zF⊥zw‖2 − ‖∇⋆wF⊥zw‖2 − ‖∇⋆wF⊥zw‖2
+O
(
ǫ1‖F⊥zw‖2‖F⊥zz ‖+ ǫ1‖∇⋆wF⊥wz‖‖F⊥zw‖+ ǫ1‖F⊥zw‖‖F⊥wz‖+ ǫ1‖∇⋆wF⊥zz ‖‖F⊥zw‖
)
+O
(
ǫ1‖∇⋆zF⊥zw‖‖F⊥zz ‖+ ǫ1‖F⊥zw‖2
)
+O
(
exp
(−ǫ2y20)). (77)
− ∂w∂w‖F⊥wz‖2 ≤ −
∥∥∇⋆zF⊥wz∥∥2 − ∥∥∇⋆zF⊥wz∥∥2 − ∥∥∇⋆wF⊥wz∥∥2 − ∥∥∇⋆wF⊥wz∥∥2
+O
(
ǫ1‖F⊥wz‖‖F⊥zz ‖+ ǫ1‖∇⋆wF⊥wz‖‖F⊥wz‖+ ǫ1‖F⊥wz‖2 + ǫ1‖∇⋆wF⊥zz ‖‖F⊥wz‖
)
+O
(
ǫ1‖∇⋆zF⊥wz‖‖Fzz‖+ ǫ1‖F⊥wz‖‖Fww‖
)
+O
(
exp
(−ǫ2y20)). (78)
From the estimate for G(h), we obtain
− ∂w∂w‖F⊥ww‖2 = −∂w∂w‖F⊥zz ‖2 +O
(
exp
(−ǫ2y20)). (79)
We set g := ‖F⊥zz ‖2+‖F⊥zw‖2+‖F⊥wz‖2+‖F⊥ww‖2. From these estimates, we obtain the following for some Ci > 0:
−∂w∂wg ≤ −C1g + C2 exp
(−ǫ2y20).
Note that g depends only on y0 by the Ry3-equivariance. Hence, we obtain the following:
−∂2y0g ≤ −C′1g + C′2 exp
(−ǫ2y20).
By a standard argument of Ahlfors lemma [1, 30] we obtain that g = O
(
eǫ3y0
)
for some ǫ3 > 0.
Set F (h⋆)⊥ := F⊥zz dz dz+ F
⊥
zw dz dw+ F
⊥
wz dw dz+ F
⊥
ww dw dw. By using a standard bootstrapping argument
as in the proof of [19, Proposition 5.8], we obtain the following.
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• For any P ∈ A, we have C(P ) > 0 and ǫ(P ) > 0 such that∣∣P (∇⋆z ,∇⋆z ,∇⋆w,∇⋆w)F (h⋆)⊥∣∣ ≤ C(P ) exp(ǫ(P )y0).
By [19, Lemma 10.13], we obtain the following.
• For any P ∈ A, we have C(P ) > 0 and ǫ(P ) > 0 such that∣∣P (∇⋆z ,∇⋆z ,∇⋆w,∇⋆w)(b⋆ − id)∣∣ ≤ C(P ) exp(ǫ(P )y0).
Note that for any Ry3-invariant section s of End(E), we have
∇⋆w(s) =
√−1
2
(∇y0 −√−1φ)s, ∇⋆w(s) = √−12 (∇y0 +√−1φ)s.
We also have ∇⋆zs = (∇z +A)s and ∇⋆z s = (∇z −A†)s. Hence, we obtain the desired estimate for b.
6.4.4 Anti-Hermitian endomorphisms
We have φ3,α determined by ∇Vα = ∇uVα −
√−1φ3,α dy0, where ∇uVα is a unitary connection of (Vα, hα), and
φα is an anti-Hermitian endomorphism of (Vα, hα). Set φ3 :=
⊕
φ3,α.
Proposition 6.21 For any P ∈ A, there exist C(P ) > 0 and ǫ(P ) > 0 such that∣∣∣P (∇y0 ,∇y1 ,∇y2 , φ)(φ −Ψ−1(φ3))∣∣∣ ≤ C(P )eǫ(P )y0 .
Proof It follows from Proposition 6.20.
We define the anti-Hermitian endomorphisms φi =
⊕
φi,α (i = 1, 2) of (V, hV ) =
⊕
(Vα, hVα) by f =
1
2 (φ1 +
√−1φ2).
Lemma 6.22 ∇V,y0φ1 − [φ2, φ3] = 0 and ∇V,y0φ2 − [φ3, φ1] = 0 hold.
Proof It follows from the flatness [∇V,y0 −
√−1φ3, f ] = 0.
Proposition 6.23 For any P ∈ A, there exist C(P ) > 0 and ǫ(P ) > 0 such that∣∣∣P (∇V,y0 , φ1, φ2, φ3)(∇V,y0φ3 − [φ1, φ2])∣∣∣ ≤ C(P )eǫ(P )y0 .
Proof It follows from Proposition 6.20 and the estimate (75).
Lemma 6.24 φi (i = 1, 2) are bounded.
Proof Let ∂V ⋆ + ∂V ⋆ be the Chern connection of (V
⋆, ∂V ⋆ , h
⋆). Set θ⋆ := f⋆dw, which is a Higgs field of
(V ⋆, ∂V ⋆). Let (θ
⋆)† denote the adjoint of θ† with respect to h⋆. We obtain [∂V ⋆ , ∂V ⋆ ] + [θ⋆, (θ⋆)†] = O(eǫy0)
for some ǫ > 0. Note that the eigenvalues of f˜ are constant. Hence, as a variant of Simpson’s main estimate
([30] and [15, Proposition 2.10]), we obtain that |f˜ |h⋆ is bounded. Then, the claim of the lemma follows.
6.5 Approximate solutions of Nahm equations
6.5.1 Reduction
Let V be a C∞-vector bundle on HR with a Hermitian metric h, a unitary connection ∇, and bounded anti-
self-adjoint endomorphisms φi (i = 1, 2, 3). We introduce a condition.
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Condition 6.25 For any P ∈ A, there exist ǫ(P ) > 0 and B(P ) > 0 such that∣∣∣P (∇y0 , φ1, φ2, φ3)(∇y0φi − [φj , φk])∣∣∣ ≤ B(P )eǫ(P )y0 , (80)
where (i, j, k) denotes any cyclic permutation of (1, 2, 3). Moreover, ∇y0φi → 0 as y0 → −∞.
Proposition 6.26 There exist a finite subset S ⊂ (√−1R)3, an orthogonal decomposition V = ⊕
b∈S Vb, a
graded unitary connection ∇♯ =⊕∇♯
b
, and graded anti-self-adjoint endomorphisms φ♯i =
⊕
φ♯i,b such that the
following holds:
• The eigenvalues of φ♯i,b|y0 converge to bi as y0 → −∞.
• Set ρ♯ := ∇−∇♯. For any k, there exist B(k) > 0 and ǫ(k) > 0 such that∣∣∣(∇♯y0)kρ♯∣∣∣h +∑∣∣∣(∇♯y0)k(φi − φ♯i)∣∣∣h ≤ B(k)eǫ(k)y0 .
As a result, Vb, the induced metric hb, the induced connection ∇♯b, and the anti-Hermitian endomorphisms φ♯i,b
(i = 1, 2, 3) satisfy Condition 6.25.
Proof We begin with a preliminary.
Lemma 6.27 For each i, there exist a finite subset S(φi) ⊂
√−1R such that the following holds.
• Let Sp(φi|y0) be the set of eigenvalues of φi|y0 . For any α ∈ C and δ > 0, set Bα(δ) := {β ∈ C | |α−β| < δ}.
Then, for any δ1 > 0, there exists R2 such that the following holds for any y0 < −R2:
Sp(φi|y0) ⊂
⋃
α∈S(φi)
Bα(δ), S(φi) ⊂
⋃
α∈Sp(φi|y0 )
Bα(δ).
Proof We set F := φ2 +
√−1φ3. Then, (∇y0 −
√−1φ1)F = O(eǫy0). There exist A ∈ End(V ) such that
(∇y0 −
√−1φ1)A = (∇y0 −
√−1φ1)F and that A = O(eǫ1y0) for some ǫ1 > 0. We set F˜ := F − A. Because
(∇y0 −
√−1φ1)F˜ = 0, the eigenvalues of F˜ are constant with respect to y0. Then, we obtain the claim for φ2
and φ3. Similarly, we obtain the claim for φ1.
Let (V, φ3) =
⊕
α∈S(φ3)(Vα, φ3,α) be the decomposition satisfying the following condition.
• For any δ1 > 0, there exists R2 such that eigenvalues β of φ3,α|y0 (y0 < −R2) satisfy |α− β| ≤ δ1.
We obtain the decomposition ∇ = ∇• + ρ, where ∇• =⊕∇•α is the direct sum of unitary connections ∇•α on
Vα, and ρ is a section of
⊕
α6=β Hom(Vα, Vβ) dy0. We also obtain the decomposition φi = φ
•
i + φ
⊤
i (i = 1, 2, 3)
according to the decomposition End(V ) =
⊕
End(Vα)⊕
⊕
α6=β Hom(Vα, Vβ). Clearly, φ
•
3 = φ3 holds. We have
the decomposition φ•i =
⊕
φ•i,α.
We obtain the following estimate by an argument similar to the proof of Theorem 6.3.
Lemma 6.28 For any k, there exists ǫ(k) > 0 such that
∣∣(∇•y0)kφ⊤1 ∣∣h+ ∣∣(∇•y0)kφ⊤2 ∣∣h+ ∣∣(∇•y0)kρ∣∣h = O(eǫ(k)y0).
Proof We give only an outline. By using an argument in the proof of ∇ky0φi are bounded for any k
We obtain a bundle V˜ := Ψ−1(V ) on UR0 , with the metric h˜ = Ψ−1(h), the unitary connection ∇˜ :=
Ψ−1(∇) + φ1 dy1 + φ2 dy2 and the anti-Hermitian metric φ˜ := Ψ−1(φ3). Let F (∇˜) denote the curvature of ∇˜.
We have the following:
• For any k ∈ Z≥0, there exists C(k) > 0 and ǫ(k) > 0 such that∣∣∣∇˜κ1 ◦ · · · ◦ ∇˜κk(F (∇˜)− ∗∇˜φ˜)∣∣∣ ≤ C(k)eǫ(k)y0
for any (κ1, . . . , κk) ∈ {0, 1, 2}k.
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• For any (κ1, . . . , κk) ∈ {0, 1, 2}k,
∣∣∇˜κ1 ◦ · · · ◦ ∇˜κk(∇˜φ˜)∣∣→ 0 as y0 → −∞.
Corresponding to the decomposition End(V˜ ) =
⊕
End(V˜α)⊕
⊕
α6=β Hom(V˜α, V˜β), we obtain ∇˜ = ∇˜•+ ρ˜. Note
that ρ˜ = Ψ−1(ρ) + Ψ−1(φ⊤1 )dy1 +Ψ
−1(φ⊤2 )dy2. Any section s of End(V˜ ) is decomposed into s
• + s⊤.
By using the argument in the proof of [21, Lemma 6.16], we obtain the following:∑
i=0,1,2
∇˜2yi(∇˜aφ˜) = 4
[∇˜bφ˜, ∇˜cφ˜]− [φ˜, [φ˜, ∇˜aφ˜]]+O(eǫ0y0),
where (a, b, c) is a cyclic permutation of (0, 1, 2). By the argument in the proof of [21, Lemma 6.17], for any
δ > 0 there exists R10 such that the following holds on UR10 :
h˜
(∇˜2κ1(∇˜κ2 φ˜)•, (∇˜κ2 φ˜)⊤) = O(δ · (∣∣(∇˜κ1 φ˜)⊤∣∣h + ∣∣∇˜•κ1(∇˜κ1 φ˜)⊤∣∣h) · ∣∣(∇˜κ2 φ˜)⊤∣∣h)+O(eǫ0y0).
By the argument in the proof of [21, Lemma 6.18], for any δ > 0 there exists R10 such that the following holds
on UR10 : ∑
κ1=0,1,2
h˜
(∇˜2κ1(∇˜κ2 φ˜), (∇˜κ2 φ˜)⊤) = ∣∣∣[φ˜, (∇˜κ2 φ˜)⊤]∣∣∣2h +O(δ∣∣(∇˜φ˜)⊤∣∣h · ∣∣(∇˜κ2 φ˜)⊤∣∣)+O(eǫ0y0)
By using the argument in the proof of [21, Lemma 6.19], we obtain
−
∑
i=0,1,2
∂2i
∣∣(∇˜φ˜)⊤∣∣2 = − ∑
i=0,1,2
2
∣∣∇˜(∇˜iφ)⊤∣∣2 − 2∣∣[φ˜, (∇˜φ˜)⊤]∣∣2 +O(δ · ∣∣(∇˜φ˜)⊤∣∣2)
+O
(
δ
∑
i
∣∣∇˜i(∇˜φ˜)⊤∣∣ · ∣∣(∇˜φ˜)⊤∣∣)+O(eǫ0y0) (81)
Note that
∣∣∣[φ˜, (∇κ2 φ˜)⊤]∣∣∣ ≥ c∣∣∣(∇κ2 φ˜)⊤∣∣∣ for some c > 0, which we may assume to be independent of R10. Hence,
we obtain the following if R10 is large enough:
−
∑
i=0,1,2
∂2i
∣∣(∇˜φ˜)⊤∣∣2 ≤ −c1∣∣(∇˜φ˜)⊤∣∣2 +O(eǫ0y0).
We set g :=
∣∣(∇φ3)⊤∣∣2+ ∣∣[φ3, φ⊤1 ]∣∣2+ ∣∣[φ3, φ⊤2 ]∣∣2. Because (V˜ , h˜, ∇˜, φ˜) is equivariant with respect to the natural
action of Ry1 ⊕ Ry2 , we obtain the following:
−∂2y0g ≤ −c2g +O(eǫ0y0).
By a standard argument, we obtain g = O(eǫ1y0) for some ǫ1 > 0. We obtain |φ⊤1 |+ |φ⊤2 |+ |ρ⊤| = O(eǫ1y0). By
a bootstrapping argument, we obtain the estimates for higher derivatives.
We obtain (Vα, hα) with a unitary connection ∇•α and bounded anti-Hermitian endomorphisms φ•i,α (i =
1, 2, 3) satisfying Condition 6.25. Moreover, the eigenvalues of φ3,α converges to α as y0 → −∞. By an applying
similar argument to φ2,α and φ1,α inductively, we obtain the claim of Proposition 6.26.
We shall study the behaviour of φ♯i,b − bi idVb in the next subsection.
6.5.2 Decay
Let (V, h,∇, {φi}i=1,2,3) be as in §6.5.1 satisfying Condition 6.25. Moreover, we assume that the eigenvalues of
φi are convergent to 0 as y0 → −∞.
Proposition 6.29 For any k ∈ Z≥0,
∣∣yk+10 ∇ky0φi∣∣ are bounded. In particular, we obtain the expression φi =
y−10 Ai + O(y
−2
0 ) for endomorphisms Ai such that ∇Ai = 0, and the tuple (A1, A2, A3) satisfies [Ai, Aj ] = Ak,
where (i, j, k) are cyclic permutation of (1, 2, 3).
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Proof Let F , A and F˜ be as in the proof of Lemma 6.27. Because the eigenvalues of φi converges to 0, we
obtain that F˜ is nilpotent. By the construction, we have
[∇y0 −√−1φ1, F˜ ] = 0, and[
F˜ †, F˜
]
+ 2
√−1∇y0φ1 = O(eǫy0).
We obtain the following:
∂2y0
∣∣F˜ ∣∣2
h
=
∣∣[∇y0 +√−1φ1, F˜ ]∣∣2h + ∣∣[F˜ †, F˜ ]∣∣2h +O(eǫy0|F˜ |2h).
Hence, we obtain
−∂2y0 log |F˜ |2h ≤ −
∣∣[F˜ †, F˜ ]∣∣2
h
|F˜ |2h
+O(eǫ0y0).
Because F˜ is nilpotent, there exists a positive constant c1 depending only on rankE such that
∣∣[F˜ †, F˜ ]∣∣2
h
≥
c1|F˜ |2h. Hence, we obtain the following for some c2 > 0:
−∂y20 log
∣∣F˜ ∣∣2
h
≤ −c2|F˜ |2h +O(eǫy0).
By a standard argument of Ahlfors lemma [1, 30] we obtain that |F˜ |2h = O(y−20 ). We obtain |φi| = O(y−10 )
(i = 2, 3). Similarly, we obtain |φ1| = O(y−10 ). Then, we obtain ∇φi = −[φj , φk] = O(y−20 ). By an inductive
argument, we obtain the estimates for the higher derivatives of φi.
6.5.3 Norm estimate and the conjugacy class of the nilpotent map
Let (V, h,∇) and φi (i = 1, 2, 3) be as in §6.5.2. Let F˜ be the endomorphism of V as in the proof of Lemma
6.27. If is flat with respect to ∇y0 −
√−1φ1. In this case, F˜ is nilpotent. We obtain the weight filtration W of
V with respect to F˜ , which is preserved by ∇y0 −
√−1φ1.
Let e = (e1, . . . , er) be a frame of V satisfying the following conditions.
• (∇y0 −
√−1φ1)e = 0.
• e is compatible with W , i.e., there is a decomposition e = ⋃k∈Z ek such that ⋃k≤ℓ ek is a frame of Wℓ.
If ei ∈ ek, we set k(i) := k. Let h0 be the Hermitian metric of V defined by h0(ei, ei) = (−y0)k(i) and
h0(ei, ej) = 0 (i 6= j).
Proposition 6.30 h and h0 are mutually bounded.
Proof Set ∆∗R := {w ∈ C∗ | log |w| < −R}. Let Q : ∆∗R −→ HR be the map defined by Q(w) = log |w|.
We set V˜ := Q−1(V ) and h˜ := Q−1(h). They are naturally S1-equivariant. We define the derivative ∂V˜ ,w
on V˜ with respect to w by w∂V˜ ,wQ
−1(s) = Q−1
(
(∇y0 −
√−1φ1)s
)
. It induces an S1-equivariant holomorphic
structure ∂V˜ on V˜ . Let f˜ be the holomorphic endomorphism of V˜ induced by F˜ . We set θ˜ := f˜ dw/w.
Let ∇˜ denote the Chern connection of (V˜ , ∂V˜ , h˜), and let F (∇˜) be the curvature of ∇˜. Let θ˜† denote the
adjoint of θ˜ with respect to h˜. Then, we have F (∇˜) + [θ˜, θ˜†] = O(|w|ǫ−2)dw dw for some ǫ > 0. We also have
F (∇˜) = O(|w|−2(log |w|)−2)dw dw.
Set ∆R := ∆
∗
R∪{0}. We have the associated filtered bundle P∗V˜ on (∆R, 0). Let us observe that GrPa (V˜ ) = 0
unless a ∈ Z. Indeed, let e˜ = (e˜i) denote the S1-equivariant holomorphic frame of V˜ induced by e. Let
H(h˜, e˜) be the Hermitian-matrix valued function whose (i, j)-entries are h˜(v˜i, v˜j). Then, it is easy to see that
C−1(− log |w|)−N < H(h˜, e˜) < C(− log |w|)N for some C > 1 and N > 0. Thus, we obtain GrPa (V˜ ) = 0 unless
a ∈ Z. Then, the claim of Proposition 6.30 follows from the norm estimate in [30].
Let C0 be the matrix determined by (C0)i,i = k(i)/2 and (C0)i,j = 0 (i 6= j)
Proposition 6.31 The conjugacy class of −√−1A1 is represented by C0.
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Proof Let v be an orthonormal frame of V such that ∇y0v = 0. We obtain the matrix valued function A1
determined by φ1v = vA1. There is a constant matrix A1,0 such that A1 − y−10 A1,0 = O(y−20 ). We have
(∇y0 −
√−1φ1)v = v · (−
√−1A1). We may assume that A1,0 is diagonal.
We set e′i := (−y0)−k(i)/2ei. We obtain a frame e′ = (e′i). Let B be the GL(r)-valued function determined
by v = e′ ·B. By Proposition 6.30, B and B−1 are bounded. Because (∇y0 −
√−1φ1)e′ = e′C0y−10 , we obtain
the relation
y0∂y0B + C0B +
√−1B · A1,0 +
√−1B · (y0A1 −A1,0) = 0.
Note that the eigenvalues of
√−1A1,0 are contained in 12Z because (A1, A2, A3) induces an su(2)-representation.
It is easy to check the following lemma.
Lemma 6.32 Let a ∈ 12Z. Let g be a bounded C∞-function on HR satisfying y0∂y0g + ag = O(|y0|−1). Then,
the following holds.
• If a = 1, then g = O(|y0|−1 log |y0|).
• If a = 1/2, then g = O(|y0|−1/2).
• If a = 0, there exists g0 ∈ C such that g − g0 = O(|y0|−1).
• Otherwise, g = O(|y0|−1).
By Lemma 6.32, we obtain the following.
• There exists Bi,j,0 ∈ C such that Bi,j−Bi,j,0 = O(|y0|−1/2). Moreover, Bi,j,0 = 0 unless −
√−1(A1,0)j,j =
k(i)/2.
Then, the claim of Proposition 6.31 follows from the boundedness of B and B−1.
Proposition 6.33 The conjugacy class of F˜ is equal to the conjugacy class of A2 −
√−1A3.
Proof Let N0 be the matrix valued function determined by F˜e′ = e′ · N0. There exists a constant matrix N0
such that N0 −N0y−10 = O(|y0|−3/2). It is easy to observe that the conjugacy class of F˜ is represented by N0.
Let N1 be the matrix valued function determined by (φ2−
√−1φ3)e′ = e′ ·N1. Because F˜ −(φ2−
√−1φ3) =
O(eǫy0), we obtain N1 −N0y−10 = O(|y0|−3/2).
Let v and B be as in the proof of Proposition 6.31. Let N2 be the matrix valued function determined by
(φ2−
√−1φ3)v = v ·N2. We have the constant matrix N2 such that N2−N2 = O(|y0|−1). The conjugacy class
of A2 −
√−1A3 is represented by N2. We have the relation N2 = B−1N1B. Then, we obtain that N2 and N0
are conjugate.
7 Hermitian metrics and filtered prolongation
7.1 Prolongation of monopoles with bounded curvature
7.1.1 Prolongation of mini-holomorphic bundles with Hermitian metric
We use the notation in §3.1. Let ν denote 0 or ∞. Let p be any positive integer. Let Uλν,p be a neighbourhood
of Hλν,p in M
λ
ν,p. We set Uλν,p := U
λ
ν,p \Hλν,p. For any t ∈ S1λ, we put U
λ
ν,p(t) := π
−1
p (t) ∩ U
λ
ν,p and Uλν,p(t) :=
π−1p (t) ∩ Uλν,p. We also set U
λ cov
ν,p := P
−1(Uλν,p) and Uλ covν,p := P−1(Uλν,p). For any t ∈ R, we put U
λ cov
ν,p (t) :=
(πcovp )
−1(t) ∩ Uλ covν,p and Uλ covν,p (t) := (πcovp )−1(t) ∩ Uλ covν,p .
Let (E, ∂E) be a mini-holomorphic bundle on Uλν,p with a Hermitian metric h. We have the Chern connection
∇h and the Higgs field φh. We set (Ecov, ∂Ecov , hcov) := P−1(E, ∂E , h) on Uλ covν,p . Suppose the following.
Condition 7.1
∣∣∣[∂E,u, ∂E,h,u]∣∣∣
h
= O(y−20 ) and |φh|h = O(|y0|) around any point of Hλν,p.
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Note that
∣∣∣[∂E,u, ∂E,h,u]∣∣∣
h
= O(y−20 ) and |φh|h = O(|y0|) implies the acceptability of the holomorphic
bundles with a Hermitian metric (E, ∂E , h)|Uλν,p(t) and (E
cov, ∂Ecov , h
cov)|Uλν,p(t). Hence, for any t ∈ R, Ecov|Uλ covν,p (t)
naturally extends to a filtered bundle P∗
(
Ecov|Uλ covν,p (t)
)
over a locally free OUλ covν,p (t)(∗ν)-module P
(
Ecov|Uλ covν,p (t)
)
. For
any t ∈ S1λ, E|Uλν,p(t) naturally extends to a filtered bundle P∗
(
E|Uλν,p(t)
)
over a locally free OUλν,p(t)(∗ν)-module
P(E|Uλν,p(t)).
Lemma 7.2 (Ecov, ∂Ecov) uniquely extends to Ze2-equivariant OUλ covν,p (∗H
λ cov
ν,p )-module P(Ecov) such that
P(Ecov)|Uλ covν,p (t) = P
(
Ecov|Uλ covν,p (t)
)
for any t ∈ R. Similarly, (E, ∂E) uniquely extends to a locally free OUλν,p(∗H
λ
ν,p)-module P(E) such that
P(E)|Uλν,p(t) = P(E|Uλν,p(t)) for any t ∈ S
1
λ.
Proof The uniqueness is clear. Because of |φh|h = O(|y0|), the scattering map induces an isomorphism
P(Ecov|Uλν,p(t1)) ≃ P(Ecov|Uλν,p(t2)) for any t1, t2 ∈ R. Hence, the claim is clear.
In all, from (E, ∂E , h) satisfying Condition 7.1, we obtain a locally free OUλν,p(∗H
λ
ν,p)-module P(E) and a
filtered bundle P∗(E) =
(P∗(E|Uλν,p(t)) ∣∣ t ∈ S1λ) over P(E). We also obtain a locally free OUλ covν,p (∗Hλ covν,p )-
module P(Ecov) and a filtered bundle P∗(Ecov) =
(P∗(Ecov|Uλ covν,p (t)) ∣∣ t ∈ S1λ).
7.1.2 Statements
Let (E, h,∇, φ) be a monopole with bounded curvature on Uλν,1. We obtain the mini-holomorphic bundle (E, ∂E)
with the metric h on Uλν,1. According to Proposition 3.18, Lemma 3.19 and Corollary 6.8, (E, ∂E , h) satisfies
Condition 7.1. Hence, we obtain the locally free OUλν,1(∗H
λ
ν,1)-module PEλ and a filtered bundle P∗(Eλ) over
P(Eλ). We shall prove the following theorem in §7.4 after some preliminaries.
Theorem 7.3 The filtered bundle P∗Eλ is good. Moreover, the norm estimate holds for (P∗Eλ, h).
There exist I(φ) ⊂ Q and a decomposition (66) as in Proposition 6.2. For each ω, there exist a finite subset
Sω ∈ R3 as in Proposition 6.6. Moreover, for each a ∈ Sω, there exits the su(2)-representation Hω,a determined
by Ai,ω,a (i = 1, 2, 3) in Proposition 6.6. As in §5.4, we obtain a monopole
(E0, h0,∇0, φ0) :=
⊕
ω∈I(φ)
M(ω, Sω, {Aω,a})
on Uλν,1. We obtain a good filtered bundle P∗Eλ0 .
Theorem 7.4 There exists an isomorphism G(P∗Eλ) ≃ G(P∗Eλ0 ).
7.2 Prolongation of asymptotically mini-holomorphic bundles
Let E be a C∞-vector bundle on Uλν,p with a Hermitian metric h, a unitary connection ∇ and an anti-Hermitian
endomorphism φ. Let (α, τ) denote the local mini-complex coordinate system on Uλν,p as in §3.2.2. We define
differential operators ∂E,u, ∂E,h,u and ∂E,t by the following formula:
∂E,u =
1− λg1
1 + |λ|2∇α −
1
2
√−1
g1 + λ
1 + |λ|2 (∇τ −
√−1φ), (82)
∂E,h,u =
1− λg1
1 + |λ|2∇α +
1
2
√−1
g1 + λ
1 + |λ|2 (∇τ +
√−1φ), (83)
∂E,t := ∇τ −
√−1φ. (84)
We assume that (E, h,∇, φ) satisfies the following condition in §7.2.1–7.2.2.
Condition 7.5 [∂E,u, ∂E,h,u] = O(y
−2
0 ), and |φ|h is bounded.
62
7.2.1 Case 1
In this subsection, we assume the following additional condition.
Condition 7.6 For any k ≥ 0, there exists ǫ(k) > 0 such that the following holds for (κ1, . . . , κk) ∈ {0, 1, 2}k:∣∣∣∇κ1 ◦ · · · ◦ ∇κk([∂E,u, ∂E,t])∣∣∣
h
= O
(
e−ǫ(k)y
2
0
)
.
By taking the pull back by P, we obtain (Ecov, hcov) with the differential operators ∂Ecov,u and ∂Ecov,t. The
restrictions (Ecov, ∂Ecov,u, h
cov)|Uλ covν,p (t) and (E, ∂E,u, h)|Uλν,p(t) are holomorphic vector bundles with a Hermitian
metric. By the assumption
[
∂E,u, ∂E,h,u
]
= O
(
y−20
)
, Ecov|Uλ covν,p (t) extends to a filtered bundle P∗
(
Ecov|Uλ covν,p (t)
)
for
any t ∈ R. Similarly, for any t ∈ S1λ, E|Uλν,p(t) extends to a filtered bundle P∗
(
E|Uλν,p(t)
)
.
Lemma 7.7
• For each a ∈ R, Ecov uniquely extends to a C∞-bundle Pa(Ecov) on Uλ covν,p such that Pa(Ecov)|Uλ covν,p (t) =
Pa
(
Ecov|Uλ covν,p (t)
)
.
• ∂Ecov,t and ∂Ecov,u extend to C∞-differential operators on Pa(Ecov).
• [∂Ecov,t, ∂Ecov,u]|Ĥλ covν,p = 0.
Similar claims hold for (E, ∂E , h) on Uλν,p.
Proof Take a holomorphic frame v of Pa(Ecov|Uλ covν,p (0)). We obtain a C
∞-frame v˜ of Ecov such that (i) ∂Ecov,tv˜ =
0, (ii) v˜|Uλ covν,p (0) = v. We have the matrix valued function A on Uλ covν,p determined by ∂E,uv˜ = v˜A. For each
(ℓ1, ℓ2, ℓ3) ∈ Z3≥0, there exists ǫ(ℓ1, ℓ2, ℓ3) > 0 such that ∂ℓ1t ∂ℓ2u ∂ℓ3u A = O
(
e−ǫ(ℓ1,ℓ2,ℓ3)y
2
0
)
. It implies that for each
(ℓ1, ℓ2, ℓ3) ∈ Z3≥0, there exists ǫ1(ℓ1, ℓ2, ℓ3) > 0 such that ∂ℓ1t ∂ℓ2Uν,p∂ℓ3Uν,pA = O
(
e−ǫ1(ℓ1,ℓ2,ℓ3)y
2
0
)
. Hence, A extends
to a C∞-function on Uλ covν,p . Moreover we have A|Ĥλ covν,p = 0.
We extend Ecov to Pa(Ecov) by using the frame v˜. The bundle Pa(Ecov) is independent of the choice of
v. The operator ∂Ecov,t naturally induces a C
∞-differential operator on Pa(Ecov). Because A extends to a
C∞-function on Uλ covν,p , ∂Ecov,u also induces a C∞-differential operator on Pa(Ecov). Because A|Ĥλ covν,p = 0, we
obtain
[
∂Ecov,t, ∂Ecov,u
]
|Ĥλ covν,p
= 0. It is easy to see that Pa(Ecov)|Uλ covν,p (t) = Pa
(
Ecov|Uλ covν,p (t)
)
in a natural way for
any t ∈ R.
Corollary 7.8 If Condition 7.6 is satisfied, we obtain a locally free OĤλν,p-module Pa(E)|Ĥλν,p for each a ∈ R,
and hence a regular filtered bundle P∗(E)|Ĥλν,p over (Ĥ
λ
ν,p, H
λ
ν,p).
7.2.2 Case 2
In this subsection, we assume the following additional condition which is weaker than Condition 7.6.
Condition 7.9 For any k ≥ 0, there exists ǫ(k) > 0 such that the following holds for (κ1, . . . , κk) ∈ {0, 1, 2}k:∣∣∣∇κ1 ◦ · · · ◦ ∇κk([∂E,u, ∂E,t])∣∣∣
h
= O
(
e−ǫ(k)|y0|
)
. (85)
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We obtain the filtered bundles P∗(E|Uλν,p(t)) (t ∈ S1λ), and the induced vector spaces for any t ∈ S1λ and
a ∈ R:
GrPa (E, t) := Pa(E|Uλν,p(t))
/P<a(E|Uλν,p(t)).
Similarly, we obtain the vector spaces GrPa (E
cov, t) := Pa(Ecov|Uλ covν,p (t))
/P<a(Ecov|Uλ covν,p (t)) for any a ∈ R and t ∈ R.
Lemma 7.10 For any a ∈ R, and for any t1, t2 ∈ R, we have natural isomorphisms
GrPa (E
cov, t1) ≃ GrPa (Ecov, t2). (86)
Proof We take a section st1 of Pa(Ecov|Uλ covν,p (t1)). By definition, we have |s
t1 |h = O(|Uν,p|−a−ǫ) for any ǫ > 0.
By the parallel transport with respect to ∂E,t, we obtain an induced C
∞-section st2 of Ecov|Uλ covν,p (t2). By (85), we
have ∂Ecov,u(s
t2) = O(|Uν,p|−a+δ) for some δ > 0, which implies ∂Ecov,Uν,p(st2) = O
(|Uν,p|−a−1+δ). There exists
a C∞-section bt2 of Ecov|Uλ covν,p (t2) such that ∂E
cov,u(s
t2 + bt2) = 0 and |bt2 | = O(|Uν,p|−a+δ1) for some δ1 > 0.
Then, s˜t2 = st2 + bt2 is a section of Pa(Ecov|Uλ covν,p (t2)), which induces an element of Gr
P
a (E
cov, t2). It induces a
well defined isomorphism (86).
Thus, for any a ∈ R, we obtain a local system GrPa (Ecov) on R, which is naturally Ze2-equivariant. Thus,
we obtain a local system GrPa (E) on S
1
λ for any a ∈ R.
We obtain the filtration W on GrPa (E) as the weight filtration of the nilpotent endomorphism obtained as
the logarithm of the unipotent part of the monodromy.
Let t ∈ S1λ. Let v be a holomorphic frame of Pa(E|Uλν,p(t)) compatible with the filtrations P and W . We
obtain the numbers b(vi) := deg
P(vi) and k(vi) := degW (vi). Let h0 be the metric of E|Uλν,p(t) determined
by h0(vi, vj) = 0 (i 6= j) and h0(vi, vi) = |Uν,p|−2b(vi)
∣∣log |Uν,p|∣∣k(vi). We say that the norm estimate holds for
(P∗(E|Uλν,p(t)), h) if h0 and h|Uλν,p are mutually bounded. The following lemma is easy to see.
Lemma 7.11 If the norm estimate holds for (P∗(E|Uλν,p(t0)), h) at some t0, then the norm estimate holds for
(P∗(E|Uλν,p(t)), h) for any t ∈ S1λ.
7.2.3 Comparison
Let (E, h,∇, φ) be as in §7.2.2. Let E⊚ be a C∞-vector bundle on Uλν,p with a Hermitian metric h⊚, a unitary
connection ∇⊚ and an anti-Hermitian endomorphism φ⊚. Let F : E ≃ E⊚ be a C∞-isomorphism. Let b◦ be
the endomorphism of E determined by h = F ∗(h⊚)b⊚. Assume the following condition on F .
Condition 7.12 For any k ∈ Z≥0, there exists ǫ(k) > 0 such that the following holds for any (κ1, . . . , κk) ∈
{0, 1, 2}k: ∣∣∇κ1 ◦ · · · ◦ ∇κk(b⊚ − id)∣∣h = O(e−ǫ(k)|y0|),∣∣∇κ1 ◦ · · · ◦ ∇κk(∇− F ∗∇⊚)∣∣h = O(e−ǫ(k)|y0|),∣∣∇κ1 ◦ · · · ◦ ∇κk(φ− F ∗φ⊚)∣∣h = O(e−ǫ(k)|y0|).
Note that (E⊚, h⊚,∇⊚, φ⊚) also satisfies Condition 7.9.
Lemma 7.13 For any a ∈ R, there exists a naturally induced isomorphism of the local systems GrPa (E) ≃
GrPa (E
⊚). Moreover, if the norm estimate holds for (P∗E⊚|Uλν,p(t), h
⊚), then the norm estimate also holds for
(P∗E|Uλν,p(t), h).
Proof Let s be a holomorphic section of Pa(E|Uλν,p(t)). Let [s] be the induced element of GrPa (E|Uλν,p(t)).
There exists a C∞-section c of E⊚|Uλν,p(t) such that (i) s˜ := F (s) − c is a holomorphic section of Pa(E
⊚), (ii)
|c| = O(|Uν,p|−a+ǫ) for some ǫ > 0. Let [s˜] denote the induced element of GrPa (E⊚|Uλν,p(t)). Then, [s˜] depends only
on [s]. Thus, we obtain GrPa (E|Uλν,p(t)) −→ GrPa (E⊚|Uλν,p(t)). This procedure induces the desired isomorphism.
The claim for the norm estimate is easy to check.
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7.3 Prolongation to good filtered bundles
Let (E, ∂E) be a mini-holomorphic bundle on Uλν,p with a Hermitian metric h. The Chern connection ∇ and
the Higgs field φ are associated to (E, ∂E , h). Let (y0, y1, y2) be the local coordinate system of M0 induced
by z = y1 +
√−1y2 and Im(w) = y0, as in §6. Let ∇h,i denote ∇h,yi . Suppose that the following condition is
satisfied.
Condition 7.14 Condition 7.1 is satisfied. Moreover, there exists an orthogonal decomposition
(E, h, φ) =
⊕
ω∈ 1pZ
(
E•ω, h
•
ω, φ
•
ω
)
such that the following holds.
• φ•ω −
(
2π
√−1ω/Vol(Γ))y0 idE•ω are bounded.
• We have the decomposition ∇ = ∇• + ρ, where ∇• is the direct sum of connections ∇•ω of E•ω, and ρ is a
section of
⊕
ω1 6=ω2 Hom(E
•
ω1 , E
•
ω2)⊗Ω1. Then, for any k ∈ Z≥0, we have ǫ(k) > 0 such that the following
holds for any (κ1, . . . , κk) ∈ {0, 1, 2}k:∣∣∇•κ1 ◦ · · · ◦ ∇•κkρ∣∣ = O(e−ǫ(k)y20 ). (87)
Proposition 7.15 P∗(E) is a good filtered bundle over P(E).
Proof Let iω : E
•
ω −→ E denote the inclusion, and let pω : E −→ E•ω denote the orthogonal projection. We
set ∂E•ω ,u := pω ◦ ∂E,u ◦ iω and ∂E•ω,t := pω ◦ ∂E,t ◦ iω. Similarly, we obtain connection ∇E•ω on E•ω.
We set Eω := Lp(−ω)⊗E•ω . (See §5.1.1 for the monopole Lp(−ω) and the OUλν,p(∗H
λ
ν,p)-module PLλp(−ω).)
Let hω be the induced metric on Eω. We obtain the differential operators ∂Eω,u and ∂Eω,t from the mini-
holomorphic structure of Lλp (−ω), and the operators ∂E•ω,u and ∂E•ω,t. We obtain the connection ∇Eω of Eω
from ∇E•ω and the connection of Lp(−ω). Similarly, we obtain the anti-Hermitian endomorphism φω from
φ•ω and the anti-Hermitian endomorphism of Lp(−ω). Then,
(
Eω , hω,∇ω, φω
)
satisfies Condition 7.6, and the
operators ∂Eω ,u and ∂Eω,t are induced by ∇ω and φω as in §7.2. We obtain C∞-bundles PC
∞
a (Eω) for each
a ∈ R. We may regard them as C∞Uλν,p -modules.
Because E•ω = Lp(ω)⊗ Eω , we have the following natural C∞-identification on Uλν,p:
E ≃
⊕
ω
Lp(ω)⊗ Eω . (88)
Lemma 7.16 The isomorphism (88) extends to an isomorphism of C∞Uλν,p-modules:
F : P(E)⊗O
Uλν,p
C∞Uλν,p ≃
⊕
P(Lλp (ω))⊗OUλν,p PC∞0 (Eω).
Moreover, F|Ĥλν,p is mini-holomorphic.
Proof We take t0 ∈ S1λ and a neighbourhood I of t0 in S1λ. We set U
λ
ν,p(I) := π
−1
p (I) ∩ U
λ
ν,p, and Uλν,p(I) :=
Uλν,p(I) \ Hλν,p. We also put Ĥλν,p(I) := Ĥλν,p ∩ π−1p (I). We take a C∞-frame vω of PC
∞
0 (Eω)|Uλν,p(I)
such
that vω|Ĥλν,p(I) is mini-holomorphic. Fixing a lift of t0 to R, we obtain the mini-holomorphic frame v
λ
p,ω of
PLλp(ω)|Uλν,p(I). We obtain a C
∞-frame vλp,ω ⊗ vω of PLλp (ω)⊗ PC
∞
0 Eω on U
λ
ν,p(I). They induce a frame u of⊕P(Lλp (ω))⊗PC∞0 (Eω) on Uλν,p(I). By the frame u, we also obtain a C∞-vector bundle V on Uλν,p(I) with an
isomorphism V|Uλν,p(I) ≃ E. We may naturally regard V as a C∞Uλν,p-submodule of
⊕PLλp (ω)⊗ PC∞0 Eω.
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Let AUν,p and At be the matrix valued functions on Uλν,p determined by ∂E,Uν,pu|Uλν,p = u|Uλν,p · AUν,p and
∂E,tu|Uλν,p = u|Uλν,p · At. By the decay condition (87), AUν,p and At extend to C∞-functions on U
λ
ν,p(I), and
A
Uν,p|π−1(I)∩Ĥλν,p = At|π−1(I)∩Ĥλν,p = 0. Hence, ∂E,Uν,p and ∂E,t induce a mini-holomorphic structure on V .
There exists a mini-holomorphic frame w = (wi) of V on Uλν,p(I). We have |wi|h = O(|Uν,p|−N ) for some N .
Hence, we obtain that wi induce mini-holomorphic sections of P(E) on Uλν,p(I), which are also denoted by the
same notation. Because w|Uλν,p(I) is a holomorphic frame of E|Uλν,p(I), we obtain that w is a frame of P(E).
Then, the claim of the lemma follows.
Lemma 7.17 For each t ∈ S1λ, F induces an isomorphism of filtered bundles
P∗(E|Uλν,p(t)) ≃
⊕
P∗
(Lλp(−ω)|Uλν,p(t))⊗ P∗(Eω|Uλν,p(t)).
Proof Take t ∈ S1λ. Let Lλp(ω)t denote the restriction of Lλp (ω) to Uλν,p(t). We set Etω := Eω|Uλν,p(t). Let Et
denote the restriction of E to Uλν,p(t).
Let s be a holomorphic section of Pa(Lλp (ω)t ⊗ Etω). In particular, |s|h = O(|Uν,p|−a−ǫ) for any ǫ > 0.
According to Lemma 7.16, s induces a section of PEt⊗O
Uλν,p(t)
C∞Uλν,p(t). Note that ∂Et,Uν,ps = O
(
e−ǫ1(log |Uν,p|)
2)
for some ǫ1 > 0. Hence, for any N > 0, there exists a C
∞-section bN of Et such that |bN | = O(|Uν,p|N ) and
∂Et,Uν,p(s − bN) = 0. Because |s − bN |h = O(|Uν,p|−a−ǫ) for any ǫ > 0, we obtain that s − bN is a section of
Pa(Et). Then, we obtain that s is a C∞-section of PaEt ⊗O
Uλν,p(t)
C∞Uλν,p(t).
We take a lift of t to R, and we set
c(ω, t) :=
{
ωt/tλ (ν = 0)
−ωt/tλ (ν =∞).
For a ∈ R, we take a holomorphic frame vta of Pa−c(ω,t)(Etω), which is compatible with the parabolic structure.
Let v
λ|t
p,ω denote the restriction of vλp,ω to Uλν,p(t). We obtain a holomorphic frame vλ|tp,ω⊗vta of Pa
(Lλp(ω)t⊗Etω).
We obtain an induced holomorphic frame ut of
⊕Pa(Lλp(ω)t ⊗Etω). As observed above, ut induces a tuple of
C∞-sections of Pa(Et), and ut|0̂ are tuples of holomorphic sections of Pa(Et)|0̂. Hence, we obtain that⊕
Pa
(Lλp (ω)t ⊗ Etω)|0̂ ⊂ Pa(Et)|0̂.
For each uti , we have ω(i) such that u
t
i is a section of Pa
(Lλp (ω(i))t ⊗ Etω(i)). Moreover, we obtain a− 1 <
b(i) ≤ a such that uti is a section of Pb(i)
(Lλp (ω)t ⊗ Etω), and that the induced element in GrPb(i)(Lλp (ω)t ⊗ Etω)
is non-zero. We set u′ti := u
t
i |Uν,p|b(i). Then, for any ǫ > 0, there exists C(ǫ) > 1 such that
C(ǫ)−1|Uν,p|ǫ ≤
∣∣∧ u′ti ∣∣h ≤ C(ǫ)|Uν,p|−ǫ.
We can take a holomorphic section u˜ti of Pb(i)
(
E
)
such that u˜ti − uti = O(|Uν,p|−b(i)+N ) for some N > 0. We
set u˜′ti := u˜
t
i |Uν,p|b(i). Then, for any ǫ > 0, there exists C(ǫ) > 1 such that
C(ǫ)−1|Uν,p|ǫ ≤
∣∣∧ u˜′ti ∣∣h ≤ C(ǫ)|Uν,p|−ǫ.
It implies that (u˜i) is a holomorphic frame of Pa(Et) compatible with the parabolic structure. Thus, we obtain⊕Pa(Lλp (ω)t ⊗ Etω)|0̂ = Pa(Et)|0̂.
Then, we obtain the claim of Proposition 7.15.
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7.4 Proof of Theorem 7.3 and Theorem 7.4
We obtain that P∗E is a good filtered bundle from Proposition 6.2, Theorem 6.3 and Proposition 7.15. Let
(Eω , hω,∇ω, φω) be as in (67). Let (Vω , hVω ,∇Vω , φi,ω) be as in Proposition 6.6. We set E⊚ω := Ψ−1(Vω). Let
h⊚ω := Ψ
−1(hVω ) be the induced metric. We set ∇⊚ω := Ψ∗(∇Vω ) +
∑
i=1,2 φi,ω dyi. We set φ
⊚
ω := Ψ
−1(φ3,ω).
Note that (E⊚ω , h
⊚
ω ,∇⊚ω , φ⊚ω ) satisfies Condition 7.5 and Condition 7.9. Moreover, by modifying as in the proof
of Lemma 6.27, we may assume that
(
E⊚ω , ∂E⊚ω ,u, ∂E⊚ω ,t
)
is a mini-holomorphic bundle on Uλν,p.
Lemma 7.18
• The norm estimate holds for (P∗
(
E⊚
ω|Uλν,p(t)
)
, h⊚ω ).
• The isomorphism F : Eω ≃ E⊚ω in Proposition 6.6 satisfies Condition 7.12.
• In particular, there exists the isomorphism of local systems GrPa (Eω) ≃ GrPa (E⊚ω ). Moreover, the norm
estimate holds for (P∗
(
Eω|Uλν,p(t)
)
, hω).
Proof We can check the first claim by using Lemma 5.9 and Proposition 6.30. The second claim is clear. The
third claim follows from Lemma 7.13.
Take t0 ∈ S1λ. Let I(t0) denote a small neighbourhood of t0. We take a mini-holomorphic local frame v̂ of
P
(t0)
a p
−1
p E
λ
|(π̂λν,p)−1(I(t0)) which is compatible with the slope decomposition and the filtrations P
(t0)∗ and W . We
may regard v̂ as a mini-holomorphic frame of
(⊕
Lp(ω)⊗Eω
)
|(π̂λν,p)−1(I(t0))
, which is compatible with the slope
decomposition and the filtrations P (t0)∗ and W . There exists a C
∞-frame v′ of P (t0)a
(⊕
Lp(ω)⊗Eω
)
such that
v′|(π̂λν,p)−1(I(t0)) = v̂. We may assume that v
′ is compatible with the direct sum
⊕
Lp(ω)⊗Eω, i.e., v′ =
⋃
ω v
′
ω,
where v′ω is a frame of P
(t0)
a
(
Lp(ω) ⊗ Eω
)
. Let v′′ω be the frame of Eω determined by v
′
ω = v
λ
p,ω ⊗ v′′ω. For
each v′′ω,i, we have k(ω, i) := deg
W (v′′ω,i) and b(ω, i) := deg
P
(t0)
(v′′ω,i). Let h
′′
0,ω be the metric determined by
h′′0,ω(v
′′
ω,i, v
′′
ω,j) = 0 (i 6= j) and h′′0,ω(v′′ω,i, v′′ω,i) =
∣∣Up,ν∣∣−2b(ω,i)∣∣log |Up,ν |∣∣k(ω,i). Then, by Lemma 7.18, we obtain
that hω and h
′′
0,ω are mutually bounded. There exists a mini-holomorphic local frame v of P
(t0)
a p
−1
p (E
λ) such
that v − v̂ = O(UNp,ν) for a sufficiently large N . Then, by comparison of v and v′, we easily obtain that the
norm estimate holds for (P∗Eλ, h).
Let us prove Theorem 7.4. We have the induced C∞-isomorphism:
p−1p
(
E•ω
) ≃ Lp(ω)⊗ E⊚ω . (89)
Note that Lp(ω) ⊗ E⊚ω is naturally equivariant with respect to the action of (Z/pZ) · e1. We obtain a tuple
(E•′ω , h
•′
ω ,∇•′ω , φ•′ω ) on Uλ1,ν as the descent of Lp(ω) ⊗
(
E⊚ω , h
⊚
ω ,∇⊚ω , φ⊚ω
)
. Note that E•′λω =
(
E•′ω , ∂E•′ω ,u, ∂E•′ω ,t
)
is a mini-holomorphic bundle. We may assume that the isomorphism (89) is equivariant with respect to the
action of (Z/pZ) · e1. We obtain the induced C∞-isomorphism
E•ω ≃ E•′ω . (90)
We set E′ :=
⊕
E•′ω . It is equipped with the induced metric h
′, and the induced mini-holomorphic structure. We
obtain the mini-holomorphic bundle E′λ. By Lemma 7.18, (90) induces an isomorphism G
(P∗Eλ) ≃ G(P∗E′λ).
Thus, we obtain the claim of Theorem 7.4 from Proposition 6.33. (See also §5.3.)
7.5 Initial metrics
Let Uλν,p be a neighbourhood of Hλν,p in M
λ
p . Let P∗V be a good filtered bundle on (Uν,p, Hλν,p). Set Uλν,p :=
Uλν,p \Hλν,p. Let V be the mini-holomorphic bundle on Uλν,p obtained as the restriction of PV.
Proposition 7.19 There exists a Hermitian metric h0 of V with the following property.
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• The norm estimate holds for (P∗V, h0).
• G(h0) and its derivatives are O(e−ǫ|y0|).
• F (h0) is bounded.
• [∂V,h0,u, ∂V,u] = O(y−20 ).
7.5.1 Approximation of regular filtered bundles
Let P∗V be a regular filtered bundle over (Uλν,p, Hλν,p). We have the monodromy Fa of the local system GrPa (V).
For each a ∈ Par(P0V), by using the results in §5.2–5.3, we can construct a monopole (V0,a, ∂V0,a , h0,a) with
the following property:
• F (h0,a) = O(y−20 ). The associated Higgs field φ0,a is bounded.
• GrPb (V0,a) = 0 unless b− a ∈ Z.
• We have an isomorphism of local systems GrPa (V0,a) ≃ GrPa (V ).
We set V0 :=
⊕
V0,a. We obtain the metric h0 =
⊕
h0,a.
Lemma 7.20 We have a C∞-isomorphism g : P0V0 ≃ P0V with the following property.
• The induced isomorphism P0V0|Hλν,p ≃ P0V|Hλν,p preserves the parabolic filtrations.
• The induced morphism GrPa V ≃ GrPa V0 is an isomorphism of local systems.
• g|π−1(t) are holomorphic.
• Let B be determined by B dt = ∂V − g∗∂V0 . Then, B and its derivatives are O(e−ǫ|y0|) with respect to
g∗(h0).
Proof For each −1 < a ≤ 0, we have the decomposition GrPa (V ) =
⊕
α∈C∗ EαGr
P
a (V ) obtained as the
generalized eigen decomposition of the monodromy. For each α ∈ C∗, we take logα ∈ C. We take a C∞-frame
ua,α of EαGr
P
a (V ) such that ∂tua,α = ua ·Aa,α, where Aa,α is a constant matrix with eigenvalues (tλ)−1 logα.
We obtain a frame ua of Gr
P
a (V ). We obtain a frame a frame u of
⊕
−1<a≤0Gr
P
a (V ).
Take t0. Let I(t0, ǫ) be a small neighbourhood of t0 in S
1
λ. We take a C
∞-frame v(t0) of P0V on π−1(I(t0, ǫ))
with the following property.
• v(t0) induces u|I(t0,ǫ).
• v(t0)|π−1(t) are holomorphic.
By using the partition of unity on S1, we can construct a C∞-frame v of P0V with the following property.
• v induces u.
• v|π−1(t) are holomorphic.
We have B determined by ∂V v = v · B dt. We have ∂uB = 0. Let B0 be determined by B0i,j = Bi,j|Hλν,p if
degP(vi) = degP(vj), and B0i,j = 0 if degP(vi) 6= degP (vj). Then, the matrix B0 represents the monodromy of⊕
aGr
P
a (V) with the frame u.
We take a C∞-frame v0 of P0V0 with similar properties. We define g : P0V0 −→ P0V0 by g(v0) = v. It
has the desired property.
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7.5.2 Approximation of good filtered bundles
Let P∗V be a good filtered bundle. Suppose that we are given P∗(V0,ω) for ω ∈ S(V), and an isomorphism
P∗V|Ĥλν,p ≃
⊕
ω∈S(V)
P∗V0,ω|Ĥλν,p . (91)
We set P∗V0 :=
⊕P∗V0,ω. The following is easy to see.
Lemma 7.21 We have a C∞-isomorphism P0V ≃ P0V0 which induces (91).
Set V0 := V0|Uλν,p\Hλν,p . Let h0 be a Hermitian metric of V0 which has the properties in Proposition 7.19 forP∗V0. By the isomorphism in Lemma 7.21, we may regard h0 as a Hermitian metric of V := V|Uλν,p\Hλν,p . Then,
h0 also has the properties in Proposition 7.19 for P∗V.
7.5.3 Proof of Proposition 7.19
We can construct the desired metric by using the approximations in Lemma 7.20 and Lemma 7.21, and
monopoles as in §5.4.
7.6 Boundedness of curvature and adaptedness
Let P∗V be a good filtered bundle on (Uλν,p, Hλν,p). Let V be the mini-holomorphic bundle on Uλν,p\Hλν,p obtained
as the restriction of V. Let h be a Hermitian metric of V with the following property.
• G(h) = 0.
• h is adapted to P∗V.
Proposition 7.22 F (h) is bounded. Moreover, the norm estimate holds for (P∗V, h).
Proof We have a Hermitian metric h0 as in Proposition 7.19. Let s be the automorphism of V determined by
h = h0s. We obtain
∆ logTr(s) ≤ |G(h0)|h0 ≤ Ce−ǫ|y0|.
We obtain
∆
(
logTr(s)− C1e−ǫ1|y0|
) ≤ 0
for some C1 > 0 and ǫ1 > 0. By the assumption, logTr(s) = O(log |y0|) holds. We take C2 > 0 such that
logTr(s) < C2 on {y0 = R}. Note that ∆(δ|y0|) = 0 for any δ > 0. We obtain
∆
(
logTr(s)− C1e−ǫ1|y0| − δ|y0| − C2
) ≤ 0.
Then, by a standard argument, we obtain that logTr(s) − C1e−ǫ1|y0| ≤ C2 + δ|y0| for any δ > 0. Hence,
logTr(s) − C1e−ǫ1|y0| ≤ C2. Thus, we obtain the boundedness of s. Similarly, we obtain the boundedness of
s−1. It implies that the norm estimate for (P∗V, h).
Lemma 7.23
∫ ∣∣∂E,h0,αs∣∣2 + ∫ ∣∣∂E,h0,τs∣∣2 <∞ and ∫ ∣∣∂E,h0,αs∣∣2 + ∫ ∣∣∂′E,h0,τs∣∣2 <∞ hold.
Proof The following holds:
−
(
∂α∂α +
1
4
∂τ∂τ
)
Tr(s) = −Tr(sG(h0))− ∣∣s−1/2∂E,h0,αs∣∣2 − 14 ∣∣s−1/2∂′E,h0,τs∣∣2.
We set
b1 :=
∫
T 2
Tr(s), b2 :=
∫
T 2
Tr
(
sG(h0)
)
, b3 :=
∫
T 2
∣∣s−1/2∂E,h0,αs∣∣2 + ∫
T 2
1
4
∣∣s−1/2∂′E,h0,τs∣∣2.
Note that ∂α∂α +
1
4∂τ∂τ =
1
4
(
∂2y0 + ∂
2
y1 + ∂
2
y2
)
. We obtain
−∂2y0b1 = −4b2 − 4b3.
Note that |b2| = O(e−ǫ|y0|). Hence, there exists c2 such that |c2| = O(e−ǫ|y0|) and −∂2y0(b1 − c2) = −4b3. Note
that b3 ≥ 0. Because b3 − c2 is bounded and subharmonic, we obtain that there exists limy0→∞(∂y0(b3 − c2)).
Then, we obtain the existence of limR→∞
∫ R
C b3. It implies the claim of the lemma.
As in [20], there exists C > 0 such that
∆
∣∣s−1∂E,h0s∣∣2h0 ≤ C(1 + ∣∣s−1∂E,h0s∣∣2h0).
By using [11, Theorem 9.20] and Lemma 7.23, we obtain the boundedness of s−1∂E,h0s. By using the equation
for the monopole, we also obtain that s and its derivatives are bounded.
8 Rank one monopoles
8.1 Preliminary
8.1.1 Ahlfors type lemma
Let R > 0. Let g be a C∞-function {t ≥ R} −→ R≥0 such that g = O(tN ) for some N > 0. Suppose
−∂2t g ≤ −C0g + C1e−at for some Ci > 0 and a > 0.
Lemma 8.1 We obtain g = O
(
exp(−ǫt)) for some ǫ > 0.
Proof By making C0 smaller, we may assume that C0 < a
2. We set C2 := C1(a
2 − C0)−1. The following
holds:
−∂2tC2e−at = −
(
a2C2 − C1
)
e−at − C1e−at = −C2e−at − C1e−at.
We obtain
−∂2t
(
g + C2e
−at) ≤ −C0(g + C2e−at).
For C3 > 0 and δ > 0, we set FC3,δ(t) := C3 exp(−ǫt) + δ exp(ǫt). There exists C3 > 0 such that FC3,δ(R) >
(g + C2e
−at)|t=R for any δ > 0. Then, the set {t |FC3,δ(t) < g(t)} is relatively compact in {t > R}. Set
ǫ := C
1/2
0 . By using −∂2t FC3,δ = −C0FC3,δ with a standard argument, we obtain that FC3,δ > g + C2e−at on
{t ≥ R} for any δ > 0. By taking the limit δ → 0, we obtain the desired estimate.
8.1.2 Global subharmonic functions on X × R
Let (X, gX) be a compact Riemannian manifold. The Riemannian metric gX + dt dt on X × R is induced.
Lemma 8.2 Let f be a bounded function X×R −→ R≥0 such that ∆f ≤ 0. Then, f is constant. In particular,
∆f = 0.
Proof We obtain the decomposition f = f0+ f1, where f0 is constant on X ×{t}, and
∫
X×{t} f1 = 0 holds for
any t. We obtain −∂2t f0 ≤ 0. Because f0 is bounded, we obtain that f0 is constant. Let dX denote the exterior
derivative in the X-direction. We obtain
∆|f |2 ≤ −∣∣dXf ∣∣2 = −∣∣dXf1∣∣2.
We obtain
−∂2t
∫
X×{t}
|f1|2 = −∂2t
∫
X×{t}
|f |2 ≤ −
∫
X×{t}
|dXf1|2 ≤ −C1
∫
X×{t}
|f1|2.
By Lemma 8.1, we obtain
∫
X×{t} |f1|2 = O
(
exp(−ǫ|t|)) for some ǫ > 0. Because ∫
X×{t} |f1|2 ≥ 0 is subharmonic,
we obtain
∫
X×{t} |f1|2 is constantly 0. It implies f1 = 0.
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8.1.3 Poisson equation on X × R
Let a be a C∞-function on X × R such that a = O(exp(−ǫ|t|)), and that ∫
X×R a = 0. For any t ∈ R, we set
Xt := X × {t}.
Lemma 8.3 There exists a C∞-function b on X × R such that (i) ∆b = a (ii) |b| = O(exp(ǫ1t)) as t→ −∞,
(iii) there exists the limit limt→∞ b = b∞, and |b− b∞| = O
(
exp(−ǫ1t)
)
as t→∞.
Proof Let a = a0+a1 be the decomposition such that (i) a0 is constant on Xt for any t, (ii)
∫
Xt
a1 = 0 for any
t. We may regard a0 as a C
∞-function on R such that a0 = O(exp(−ǫ|t|)). It is easy to see that there exists a
function b0 on R such that (i) −∂2t b0 = a0, (ii) b0 = O(exp(ǫ1t)) for some ǫ1 > 0 as t → −∞, (iii) there exists
b∞ := limt→∞ b0(t), and b0 − b∞ = O
(
exp(−ǫ2t)
)
for some ǫ2 > 0 as t→∞.
There exists a complete orthonormal set {ϕ} in C∞(X) such that ∆Xϕ = λ(ϕ)ϕ, where λ(ϕ) ∈ R≥0. Let
a1 =
∑
λ(ϕ)>0 a1,ϕ(t)ϕ be the expansion. We set
b1,ϕ(t) := e
−λ(ϕ)1/2t
∫ t
−∞
e2λ(ϕ)
1/2s ds
∫ ∞
s
e−λ(ϕ)
1/2ua1,ϕ(u) du.
Then, (−∂2t + λ(ϕ))b1,ϕ = a1,ϕ holds. Set ‖a1,ϕ‖L2 :=
(∫
R
|a1,ϕ(t)|2 dt
)1/2
. We obtain |b1,ϕ(t)| ≤ C
∥∥a1,ϕ∥∥L2
for some C > 0. Because
∑
ϕ ‖a1,ϕ‖2L2 < ∞, we obtain the locally L2-function b1 :=
∑
b1,ϕϕ on X × R, and
∆b1 = a1 holds in the sense of distributions. By the elliptic regularity, b1 is C
∞. Set f(t) :=
∫
Xt
|b1|2, and then
|f(t)| ≤ C∑ ‖a1,ϕ‖L2 . The following holds:∫
Xt
a1b1 =
∫
Xt
(−∂2t +∆X)b1 · b1 = −∂2t f + ∫
Xt
‖dXb1‖2.
There exists ǫ2 > 0 such that
∫
Xt
‖dXb1‖2 ≥ ǫ1f . There exist Ci (i = 1, 2) and ǫi > 0 (i = 2, 3, 4) such that
−∂2t f ≤ C1e−ǫ2|t|f1/2 − ǫ1f ≤ C2e−ǫ3|t| − ǫ4f.
on {|t| > R} for some R > 0. Then, we obtain that |f | = O(exp(−ǫ5|t|)) for some ǫ5 > 0. Thus, we are done.
8.2 Examples of monopoles of rank 1 with Dirac type singularity
8.2.1 Filtered bundles of rank 1
Suppose that gλ > 0. Take a small ǫ > 0. We setW := P1×]−ǫ, 1[. We have the open embeddingW −→Mλ cov
induced by (U, t) 7−→ (U, tλt). It induces the surjection W −→Mλ. We have the isomorphism Φ : P1×]− ǫ, 0[≃
P1×]1−ǫ, 1[ given by Φ(U, t) = (qλpU, t+1). We regardM
λ
as the quotient space ofW by identifying P1×]−ǫ, 0[
and P1×]1− ǫ, 1[.
Let (A0, t0) ∈ C∗ × [0, 1[. We set ZW,(A0,t0) := {A0}×]t0, 1[. We set
V(A0,t0),n := OW\{(A0,t0)}
(−nZW,(A0,t0))(∗({0,∞}×]− ǫ, 1[)) · v.
Let π : W −→] − ǫ, 1[ denote the projection. We define the filtered bundles P(a)∗
(V|π−1(t)) by the following
conditions:
• The parabolic degree of v|π−1(t) at ∞ is constantly 0.
• The parabolic degree of v|π−1(t) at 0 is a− nt.
We define the isomorphism Φ∗
(V|P1×]1−ǫ,1[) ≃ V|P1×]−ǫ,0[ by
Φ∗
(
(U − A0)nU−nv|P1×]1−ǫ,1[
)
= v|P1×]−ǫ,0[.
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It induces an isomorphism of filtered bundles for t ∈]− ǫ, 0[:
Φ∗
(P(a)∗ V|π−1(t+1)) ≃ P(a)∗ V|π−1(t).
We set t0 := t
λt0. We obtain an induced OMλ\{(A0,t0)}(∗Hλp )-module L(A0, t0, n), and a filtered bundle
P(a)∗ L(A0, t0, n) over L(A0, t0, n). We obtain the following lemma by a direct computation.
Lemma 8.4 deg(P(a)∗ L(A0, t0, n)) =
∣∣tλ∣∣(−a− n/2 + nt0/tλ) holds. In particular,
a(t0, n) = n(−1/2 + t0/tλ),
we obtain degP(a(t0,n))∗ L(A0, t0, n) = 0.
8.2.2 Monopoles
Set U(A0, t0) :=Mλ \ {(A0, t0)}.
Proposition 8.5 There exists a Hermitian metric h of L(A0, t0, n)|U(A0,t0) such that the following holds.
• (L(A0, t0, n)|U(A0,t0), h) is a monopole with Dirac type singularity on U(A0, t0).
• The norm estimate holds for P(a(t0,n))∗ L(A0, t0, n) with h.
Such h is unique up to the positive constant multiplications.
Proof Set L := L(A0, t0, n). There exists a Hermitian metric h0 of such that (i) G(h0) and its derivatives are
O(e−ǫ|y0|), (ii) (L, h0) is a monopole with Dirac type singularity on UA0,t0 \ {(A0, t0)}, where UA0,t0 denotes a
neighbourhood of (A0, t0), (iii) the norm estimate holds for h0. For another metric h0e
ϕ, we have G(h0e
ϕ) =
G(h0) + 4
−1∆ϕ. Because deg(P(a(t0,n))∗ L) = 0, we obtain
∫
G(h0) = 0, and hence there exists a bounded
C∞-function ϕ such that G(h0eϕ) = 0 according to Lemma 8.3. The uniqueness is clear.
8.3 Classification of rank one monopoles
Let Z0 = {(Ai, ti) | i = 1, . . . ,m} ⊂ Mλ cov be a finite subset such that 0 ≤ ti/tλ < 1. Let Z ⊂ Mλ be the
induced subset. For each i, we set ai := −1/2 + ti/tλ. The following lemma is clear.
Lemma 8.6 Let P∗L be a good filtered bundle with Dirac type singularity of degree 0 on (Mλ;Z ∪Hλ). Then,
there exist ℓ ∈ Z, (a, b) ∈ R× C and an isomorphism
P∗L ≃ P∗
(L1(ℓ))⊗ P∗(L1(λ, a, b))⊗ m⊗
i=1
P(ai)∗ L(Ai, ti, 1).
Here, see §5.1.5 for P∗L1(ℓ), and §5.2.4 for P∗L1(λ, a, b).
Proposition 8.7 There exists an equivalence between the following objects:
• Monopoles of rank one (E, h,∇, φ) on Mλ \Z such that (i) each point of Z is Dirac type singularity, (ii)
F (∇) is bounded.
• Filtered bundles with Dirac type singularity of rank one with degree 0 on (Mλ;Hλ, Z).
The correspondence is induced by (E, h,∇, φ) 7−→ Ph∗E.
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9 Kobayashi-Hitchin correspondence for doubly-periodic monopoles
9.1 Main statement
Let Z be a finite subset of Mλ.
Definition 9.1 A monopole (E, h,∇, φ) on Mλ \ Z is called meromorphic if the following holds.
• Any points of Z are Dirac type singularity of (E, h,∇, φ).
• There exists a compact subset C of Mλ such that (i) Z ⊂ C, (ii) F (∇) is bounded on Mλ \ C.
For any meromorphic monopole (E, h,∇, φ), we have the associated good filtered bundle with Dirac type
singularity P∗Eλ on (Mλ;Hλ, Z), as explained in §7.1. We shall prove the following theorem in §9.2–9.3.
Theorem 9.2 The above procedure induces the bijection of the isomorphism classes of the following objects:
• Meromorphic monopoles on Mλ \ Z.
• Polystable good filtered bundle with Dirac type singularity of degree 0 on (Mλ;Hλ, Z).
9.2 Preliminary
9.2.1 Ambient good filtered bundles with appropriate metric
Let Z be a finite subset inMλ. Let P∗Eλ be a good filtered bundle with Dirac type singularity on (Mλ;Hλ, Z).
Let (E, ∂E) denote the mini-holomorphic bundle with Dirac type singularity onMλ \Z obtained as the restric-
tion of PEλ.
Let h1 be a Hermitian metric of E adapted to P∗E such that the following holds.
(A1) Around Hλ, we have G(h1) = O
(
e−ǫ|y0|
)
for some ǫ > 0, and (E, ∂E , h1) satisfies the norm estimate with
respect to P∗E . Moreover, we have [
∂E,u, ∂E,h1,u
]
= O
(
y−20
)
. (92)
(A2) Around each point of Z, (E, ∂E , h1) is a monopole with Dirac type singularity. In particular, it induces
a C∞-metric of the Kronheimer resolution of E.
9.2.2 Degree of filtered subbundles
Let P∗E1 ⊂ P∗E be a filtered subbundle on
(Mλ;Hλ, Z). Let E1 be the mini-holomorphic bundle with Dirac
type singularity on (Mλ, Z). Let h1,E1 denote the metric of E1 induced by h1. By the Chern-Weil formula, the
analytic degree deg(E1, h1,E1) ∈ R ∪ {−∞} makes sense.
Proposition 9.3 There exists C > 0 such that C deg(P∗E1) = deg(E1, h1,E1) for any P∗E1.
Proof Because the argument is essentially the same as the proof of [21, Proposition 9.4], we give only an outline.
We take a metric h0,E1 of E1 which satisfies the conditions (A1,2) for P∗E1. Because G(h0,E1) = O(e−ǫ|y0|)
(ǫ > 0) around Hλ, and because G(h0,E1) = 0 around each point of Z, G(h0,E1) is L
1. Let ∇0 and φ0 be the
Chern connection and the Higgs field associated to (E1, ∂E1) with h0,E1 . Because (E1, ∂E1 , h0,E1) is a monopole
with Dirac type singularity around each point P of Z, we have (∇0φ0)|x = O
(
d(x, P )−2
)
around P , and hence
∇0φ0 is L1 around P . Let ∂E1,u denote the operator induced by ∂E1,u and h0,E1 . Because [∂E1,u, ∂E1,u] = O
(
y−20
)
around Hλ∞, [∂E1,u, ∂E1,u] is L
1 around Hλ. Hence, by Proposition 3.20, we obtain the following equality:∫
TrG(h0,E1) dvol = C
∫ |tλ|
0
par-deg(P∗E1|π−1(t)) dt = C deg
(P∗E1).
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Let us prove the following equality:∫
TrG(h1,E1) dvol =
∫
TrG(h0,E1) dvol . (93)
By considering detE1 ⊂
∧rankE1 E, it is enough to consider the case rankE1 = 1. We have a Hermitian metric
h′E1 of E1 such that (i) (E1, ∂E1 , h
′
E1
) is a meromorphic monopole, (ii) the meromorphic extension Ph′E1E1 is
equal to PE1. We have deg(Ph
′
E1∗ E1) = 0. By considering (E, ∂E , h)⊗ (E1, ∂E1 , h′E1)−1 and P∗E ⊗ (P
h′E1∗ E1)∨,
we may reduce the issue to the case where there exists an isomorphism PE1 ≃ OMλ(∗Hλ). Let g be a section of
PE1 corresponding to 1 ∈ OMλ(∗Hλ) under the isomorphism. We have the number a0 such that g ∈ Pa0E1 and
f 6∈ P<a0E1 around Hλ0 , and the number a∞ such that g ∈ Pa∞E1 and g 6∈ P<a∞E1 around Hλ∞. By considering
the metric h1e
−a0y0 on around Hλ0 and h1e
a∞y0 on around Hλ∞, it is enough to consider the case a0 = a∞ = 0.
Lemma 9.4 Let Bλ be a neighbourhood of Hλ∞ inM
λ
. Let E be a mini-holomorphic bundle on Bλ∗ := Bλ\Hλ∞
with a metric h such that G(h) is L1. Let f be a mini-holomorphic section of E such that
C−11 ≤ |f |hy−k0 ≤ C1
for some C1 > 1 and k ∈ R. Then,
∣∣∇αf ∣∣h · |f |−1h and ∣∣(∇τ +√−1φ)f ∣∣h · |f |−1h are L2.
Similar claim holds on a neighbourhood of Hλ0 .
Proof It is enough to prove that
∣∣∇αf ∣∣hy−k and ∣∣(∇τ +√−1φ)f ∣∣hy−k0 are L2. Because f is mini-holomorphic,
we have ∇αf = 0 and (∇τ −
√−1φ)f = 0. We may assume that Bλ∗ = {y0 > R}.
We take a C∞-function ρ : R −→ {0 ≤ a ≤ 1} ⊂ R≥0 such that, (i) ρ(t) = 0 (t ≥ 1), (ii) ρ(t) = 1 (t ≤ 1/2),
(iii) ρ(t)1/2 and ∂tρ(t)
/
ρ(t)1/2 give C∞-functions.
For any large positive integer N , we set χN (y0) := ρ
(
N−1y0
)
. We obtain C∞-functions χN : Bλ∗ −→ R≥0
such that χN (y0) = 0 if y0 > N and χN (y0) = 1 if y0 < N/2. Let µ : Bλ∗ −→ R≥0 be a C∞-function such that
µ(y0) = 1− ρ
(
y0 − R
)
. We set χ˜N := µ · χN . We have
∂y0χ˜N (y0) = ∂y0µ(y0)χN (y0) + µ(y0)ρ
′(N−1y0)N−1.
By the assumption on ρ, ∂y0χ˜N (y0)
/
χ˜N (y0)
1/2 naturally give C∞-functions on Bλ∗, and there exists C2 > 0,
which is independent of N , such that the following holds:∣∣∂y0 χ˜N (y0)/χ˜N (y0)1/2∣∣ ≤ C2y−10 .
Because ∂αy0 is constant, we have C3 > 0, which is independent of N , such that the following holds:∣∣∂α(χ˜N (y0))/χ˜N (y0)1/2∣∣ ≤ C3y−10 .
We consider the following integral:∫
Bλ∗
χ˜N (y0) · h(∇αf,∇αf)y−2k0 dvol = −
∫
Bλ∗
∂α
(
χ˜N (y0)
) · h(f,∇αf)y−2k0 dvol
−
∫
Bλ∗
χ˜N (y0) · h(f,∇α∇αf)y−2k0 dvol+
∫
Bλ∗
χ˜N (y0) · h(f,∇αf) · (−2k)y−2k−10 ∂αy0 dvol (94)
We have the following inequality:∣∣∣∂αχ˜N · h(f,∇αf)y−2k0 ∣∣∣ ≤ C3C1y−10 · (χ˜1/2N (y0) · ∣∣∇αf ∣∣hy−k0 ).
We also have the following inequality:∣∣∣χ˜N · h(f,∇αf) · y−2k−10 ∂αy0∣∣∣ ≤ 2(C1χ˜1/2N · y−10 ) · (χ˜1/2N ∣∣∇αf ∣∣hy−k0 ).
74
Note that ∇α∇αf = (∇α∇α −∇α∇α)f = −Fα,α(h)f . We have C4, C5 > 0 which are independent of N , such
that the following holds:∫
Bλ∗
χ˜N ·
∣∣∇αf ∣∣2hy−2k0 dvol ≤ C4+C5(∫Bλ∗ χ˜N · ∣∣∇αf ∣∣2hy−2k0 dvol
)1/2
+
∫
Bλ∗
χ˜N ·h
(
f, Fα,αf
)
y−2k0 dvol . (95)
Similarly, we have the following:∫
Bλ∗
χ˜N ·
∣∣(∇τ +√−1 adφ)f ∣∣2hy−2k0 dvol ≤ C5 + C6(∫Bλ∗ χ˜N · ∣∣(∇τ +√−1φ)f ∣∣2hy−2k0 dvol
)1/2
+
∫
Bλ∗
χ˜N · h
(
f,−2√−1∇τφ · f
)
y−2k0 dvol . (96)
Here, Ci (i = 5, 6) are positive constants, which are independent of N . Because G(h) is L
1, we have a constant
C7 > 0, which is independent of N , such that the following holds:∫
Bλ∗
χ˜N · h
(
f, Fα,αf
)
y−2k0 dvol+
1
4
∫
Bλ∗
χ˜N · h
(
f,−2√−1∇τφ · f
)
y−2k0 dvol ≤ C7.
We put
AN :=
∫
Bλ∗
χ˜N ·
∣∣∇αf ∣∣2hy−2k0 dvol+14
∫
Bλ∗
χ˜N ·
∣∣(∇τ +√−1 adφ)f ∣∣2hy−2k0 dvol .
We have constants Ci > 0 (i = 8, 9), which are independent of N , such that the following holds:
AN ≤ C8 + C9A1/2N .
Hence, we obtain that AN are bounded. By taking N →∞, we obtain the claim of the lemma.
Let h2,E1 be a Hermitian metric of E1 such that the following holds.
• We have a neighbourhood N1 of Z and that h2,E1 = h0,E1 on Mλ \N1.
• We have a neighbourhood N2 of Z contained in N1 such that h2,E1 = h1,E1 on N2 \ Z.
We have the function s determined by h1,E1 = h2,E1 · s. We have the relation G(h1,E1) − G(h2,E1) =
4−1∆ log s. The support of log s is contained inMλ\N2. By using the previous lemma, we obtain
∫
∆ log s = 0.
Hence, we have
∫
G(h1,E1) =
∫
G(h2,E1). By using the argument in the proof of [21, Proposition 9.4], we obtain∫
G(h0,E1) =
∫
G(h2,E1).
9.2.3 Analytic degree of subbundles
Let E2 ⊂ E be a mini-holomorphic subbundle. Let h1,E2 denote the metric of E2 induced by h1. By the
Chern-Weil formula, deg(E2, h1,E2) ∈ R ∪ {−∞} makes sense.
Proposition 9.5 Suppose that deg(E2, h1,E2) 6= −∞. Then, there exists a good filtered subbundle P∗E2 ⊂
P∗E such that PaE2|Mλ\Z = E2. Moreover, deg(E2, h1,E2) = C deg(P∗E2) holds, where C is the constant in
Proposition 9.3.
Proof By (92) and [29, Lemma 10.6], E2|π−1(t)∩Mλ are extended to a locally free OP1β1 (∗{0,∞})-submodules
of PE|π−1(t1). We take P ∈ Hλ∞ and a small neighbourhood UP of P in M
λ
. On UP , we use a local mini-
complex coordinate system (U−1, t). On U˜P := Rs × UP , we use the complex coordinate system (U−1, v) =
(U−1, s +
√−1t) as in §3.1.5. We set D := Rs × (UP ∩ Hλ∞). Then, we have the locally free OU˜P (∗D)-
module P˜E induced by PE . We also have the holomorphic vector subbundle E˜2 of P˜E |U˜P \D induced by
E2. Let p : U˜P −→ D be the projection given by p(U−1, v) = v. By the above consideration, E˜2|p−1(v)
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extends Op−1(v)(∗∞)-submodule of P˜E |p−1(v). By using [34, Theorem 4.5], we obtain that E˜2 extends PU˜P (∗D)-
submodule P˜E2 of P˜E. By the construction, P˜E2 is naturally R-equivariant, we obtain that E2|UP \Hλ∞ extends
to a locally free OUP
(∗(Hλ∞ ∩UP ))-submodule of PE|UP . Hence, we obtain that E2 is extended to a locally free
OMλ(∗Hλ∞)-module PE2. We have the naturally induced good filtered bundle P∗E2 over PE2. The claim for
the degree follows from Proposition 9.3.
As a consequence, we obtain the following.
Corollary 9.6 P∗E is stable if and only if (E, h1) is analytic stable.
9.3 Proof of Theorem 9.2
9.3.1 Associated filtered bundles
Let Z be a finite subset of Mλ. Let (E, ∂E , h) be a meromorphic monopole on Mλ \ Z. Let P∗E be the
associated filtered bundle with Dirac type singularity on (Mλ;Hλ, Z).
Proposition 9.7 The good filtered bundle P∗E is polystable with deg(P∗E) = 0. If the monopole (E, ∂E , h) is
irreducible, P∗E is stable.
Proof By Corollary 6.8, (E, ∂E , h) satisfies the condition in §9.2.1. We obtain
C deg(P∗E) = deg(E, h) = 0.
Let P∗E1 be a good filtered subbundle of P∗E. We have C deg(P∗E1) = deg(E1, hE1) ≤ 0. Moreover, if
deg(P∗E1) = 0, E1 is flat with respect to the Chern connection, and the orthogonal decomposition E = E1⊕E⊥1
is mini-holomorphic. Hence, we have the decomposition P∗E = P∗E1 ⊕ P∗E⊥1 . We also have that E1 and E⊥1
with the induced metrics are monopoles. Hence, we obtain the poly-stability of P∗E by an easy induction on
the rank of E.
9.3.2 Uniqueness
Proposition 9.8 Let h′ be another metric of E such that (i) (E, ∂E , h′) is a monopole, (ii) any points of Z
are Dirac type singularity, (iii) h′ is adapted to P∗E. Then, the following holds.
• There exists a mini-holomorphic decomposition (E, ∂E) =
⊕m
i=1(Ei, ∂Ei), which is orthogonal with respect
to both h and h′.
• There exist positive numbers ai (i = 1, . . . ,m) such that hEi = aih′Ei .
Proof By the norm estimate, h and h′ are mutually bounded. Hence, we obtain the claim from [20, Proposition
2.4, Proposition 3.16].
9.3.3 Construction of monopoles
Let Z be a finite subset. Let P∗E be a stable good filtered bundle with Dirac type singularity on (Mλ;Hλ∞, Z)
with deg(P∗E) = 0. Set E := PaE|Mλ\Z .
The following proposition is similar to [21, Proposition 9.10].
Proposition 9.9 There exists a Hermitian metric h such that (i) (E, ∂E , h) is a meromorphic monopole, (ii)
(E, ∂E , h) satisfies the norm estimate with respect to P∗E.
Proof We give only an outline. By Proposition 7.19, there exists a Hermitian metric h0 of E such that (i)
(P∗E , h0) satisfies the norm estimate, (ii) (E, ∂E , h0) is a monopole with Dirac type singularity on a neighbour-
hood of each P ∈ Z, (iii) G(h0) = O(e−|y0|). By Proposition 8.7, we may assume that (det(E), ∂det(E), det(h0))
is a monopole with Dirac type singularity such that det(h0) is adapted to P∗(det(E)). By Corollary 9.6,
(E, ∂E , h0) is analytically stable. By [20, Theorem 2.5, Proposition 3.16], there exists a Hermitian metric h of
E such that the following holds:
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• det(h) = det(h0).
• G(h) = 0, i.e., (E, ∂E , h) is a monopole.
• Let s be the automorphism of E which is self-adjoint with respect to h and h0, determined by h = h0s.
Then, s and s−1 are bounded with respect to h0, and ∂Es is L2
By Proposition 7.22, there exists a compact subset C ⊂ Mλ such that (i) Z ⊂ C, (ii) F (h) is bounded on
Mλ \ C. By [21, Proposition 2.10], each point of Z is Dirac type singularity of (E, ∂E , h). Because s and s−1
are bounded, (P∗E , h) satisfies the norm estimate. Thus, we obtain Proposition 9.9.
The claim of Theorem 9.2 follows from Proposition 9.7, Proposition 9.8 and Proposition 9.9.
10 Riemann-Hilbert correspondences of filtered objects (|λ| 6= 1)
We give a complement on the Riemann-Hilbert correspondence for good filtered bundles with Dirac type sin-
gularity on (Mλ;Hλ, Z) for a finite subset Z ⊂ Mλ in the case |λ| 6= 1. It is a parabolic version of the
Riemann-Hilbert correspondence for local analytic q-difference modules, due to Ramis, Sauloy and Zhang [26]
and van der Put and Reversat [24], and for the global q-difference modules due to Kontsevich and Soibelman,
where |q| 6= 1.
As a result, from meromorphic doubly periodic monopoles, for each λ with |λ| 6= 1, we obtain filtered
objects on the elliptic curve C∗/(qλ)Z. They are constructed through the associated good filtered bundles on
(Mλ;Hλ, Z). Recall that (Mλ;Hλ, Z) depends on the choice of e1 and s1. However, the induced filtered
objects on C∗/(qλ)Z are essentially independent of the choice of e1 and s1 (Theorem 10.12).
10.1 Analytic q-difference modules
Let Kan denote the field of the convergent Laurent power series C({y}). Let Ran denote the ring of the
convergent power series C[{y}]. Let q ∈ C∗. Suppose that |q| 6= 1. Let Φ∗ : Kan −→ Kan be determined by
Φ∗(f)(y) := f(qy). A q-difference Kan-module is a finite dimensional Kan-vector space Van equipped with a
C-linear automorphism Φ∗ such that Φ∗(fs) = Φ∗(f) · Φ∗(s) for any f ∈ Kan and s ∈ Van. Let Diff(Kan, q)
denote the category of q-difference Kan-modules. By taking the formal completion
C(Van,Φ∗) := (Van ⊗Kan K,Φ∗),
we obtain the functor C : Diff(Kan, q) −→ Diff(K, q).
10.1.1 Pure isoclinic modules
Let ω ∈ Q. A q-difference Kan-module (Van,Φ∗) is called pure isoclinic of slope ω if C(Van,Φ∗) is pure isoclinic
of slope ω. Let Diff(Kan, q;ω) denote the full subcategory of pure isoclinic q-difference Kan-modules of slope ω.
It is known that C induces an equivalence
C : Diff(Kan, q;ω) ≃ Diff(K, q;ω).
10.1.2 Slope filtrations
Any (V ,Φ∗) ∈ Diff(K, q) has a slope decomposition (V ,Φ∗) = ⊕ω(Vω ,Φ∗), where (Vω,Φ∗) ∈ Diff(K, q). We
define the slope filtration F of (V ,Φ∗) indexed by (Q,≤) as follows:
FµV :=
⊕
̺(q)ω≤µ
Vω,
where we put ̺(q) := 1 (|q| > 1) or ̺(q) := −1 (|q| < 1). We naturally have GrFµ(V) = V̺(q)µ.
According to Sauloy [28], any (Van,Φ∗) ∈ Diff(Kan, q) has a unique filtration F indexed by (Q,≤) such that
CFµ(Van) = Fµ(C(Van)). In particular, GrFµ(Van) is pure isoclinic of slope ̺(q)µ. The filtration is functorial, i.e.,
for any morphism f : Van1 −→ Van2 , we have f(FµVan1 ) ⊂ FµVan2 , and more strongly f(FµVan1 ) = FµVan2 ∩f(Van1 ).
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10.1.3 Equivalences
We set T := C∗/qZ. Let Vect(T ) denote the category of locally free OT -modules of finite rank. For any µ ∈ Q,
let Vectss(T, µ) ⊂ Vect(T ) denote the full subcategory of semistable sheaves of slope µ, i.e., E ∈ Vect(T ) such
that deg(E)/ rank(E) = µ.
For E ∈ Vectss(T ), a Q-anti-Harder-Narasimhan filtration of E is a filtration F of E in Vect(T ) indexed by
(Q,≤) such that GrFµ(E) ∈ Vectss(T, µ). Let VectQAHN(T ) denote the category of locally free OT -modules E
equipped with a Q-anti-Harder-Narasimhan filtration F.
Let us recall that there exists a natural equivalence
K : VectQAHN(T ) ≃ Diff(Kan, q)
due to van der Put, Reversat [24] and Ramis, Sauloy and Zhang [26]. Let (E,F) ∈ VectQAHN(T ). We obtain the
qZ-equivariant locally OC∗ -module E by the pull back C∗ −→ T . It is equipped with qZ-equivariant filtration
F. There exists a canonical extension of E to a qZ-equivariant locally free OC(∗0)-module E˜ equipped with
a qZ-equivariant filtration F such that the formal completion of GrFµ(E˜) are pure isoclinic of slope ̺(q)µ. By
taking the stalk of E˜ at 0, we obtain K(E,F) ∈ Diff(Kan, q). The same procedure induces K : Vectss(T, µ) ≃
Diff(Kan, q; ̺(q)ω).
For any µ ∈ Q, we take L˜1(µ) ∈ Vectss(T, µ) with an isomorphism K(L˜1(µ)) ≃ L1(̺(q)µ) in Diff(Kan, q;ω).
(See §2.1.6 for Lm(ω).) For any A ∈ GLr(C), we take V˜1(A) ∈ Vectss(T, 0) with an isomorphism K(V˜1(A)) ≃
V1(A) in Diff(Kan, q; 0). (See Example 2.6 for Vm(A).) Similarly, for any finite dimensional C-vector space V
equipped with an automorphism f , we take V˜1(V, f) ∈ Vectss(T, 0) with an isomorphism K(V˜1(V, f)) ≃ V1(V, f).
10.2 Classification of good filtered formal q-difference modules in the case |q| 6= 1
Let Vectss(T ;µ)Par denote the category of E ∈ Vectss(T, µ) equipped with a filtration F•(E) indexed by (Q,≤)
such that (i) Fa(E) =
⋂
a<bFb(E), (ii) GrFa (E) := Fa(E)/F<a(E) ∈ Vectss(T, µ) for any a ∈ R. Note that
{a ∈ R | GrFa (E) 6= 0} is finite. For any C > 0, let us construct an equivalence KC : Vectss(T ;µ)Par ≃
Diff(K, q; ̺(q)µ)Par depending on C.
10.2.1 The case µ = 0
Take Aα ∈ GLr(C) which has a unique eigenvalue α. Let F be a filtration of V˜(Aα) such that (V˜(Aα),F) ∈
Vectss(T, 0)Par. We obtain the induced filtration F on K(V˜(Aα)) in Diff(K, q; 0). For a ∈ R, we set
b(q, α, a) := C ·
(
a+
log |α|
log |q|
)
. (97)
We define the filtration F of K(V˜(Aα)) in Diff(K, q; 0) indexed by R as follows:
FaK(V˜(Aα)) = Fb(q,α,a)K(V˜(Aα)). (98)
There exists a frame v of K(V˜(Aα)) such that (i) Φ
∗v = vAα, (ii) v is compatible with F , i.e., there exists a
decomposition v =
∐
c∈R vc such that
∐
c≤a vc is a frame of FaK(V˜(Aα)). For each vi, let c(vi) be determined
by vi ∈ vc(vi). We define
PdK(V˜(Aα)) =
⊕
R · y−[d−c(vi)]vi.
In this way, we obtain the filtered bundle KC(V˜(Aα),F) := P∗K(V˜(Aα)).
In general, for any (E,F) ∈ Vectss(T, 0)Par, there exist a partition r =∑ ri, matrices Aαi ∈ GLri(C) with
a unique eigenvalue αi, objects (V˜(Aαi ),F) ∈ Vectss(T ; 0)Par, and an isomorphism
(E,F) ≃
N⊕
i=1
(V˜(Aαi),F). (99)
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We obtain the filtered bundle P∗K(E) over K(E) induced by the isomorphism K(E) ≃
⊕
K(V˜(Aαi )) and the
filtered bundle
⊕
KC(V˜(Aαi),F). It is easy to check that P∗K(E) is independent of the choice of Aαi and an
isomorphism (99). We define KC(E,F) := P∗K(E). Thus, we obtain a functor
KC : Vectss(T ; 0)Par −→ Diff(K; 0)Par.
Lemma 10.1 KC induces an equivalence Vectss(T ; 0)Par ≃ Diff(K, q; 0).
Proof Let L be a lattice of V = V(Aα) such that Φ∗(L) = L. We obtain the automorphism σ(Φ∗;L) of L|0,
and the generalized eigen decomposition
L|0 =
⊕
i∈Z
Eαq−i(L|0).
We set i0 := max{i |Eαq−i(L|0) 6= 0} and i1 := min{i |Eαq−i(L|0) 6= 0}.
If i0 > 0, we define L′ as the kernel of L −→ Eαq−i0 (L|0). Then, it is easy to see that Φ∗(L′) = L′. We
have the natural inclusion L′ −→ L. It induces Eαq−i(L′|0) = Eαq−i(L|0) for i < i0 − 1, and the following exact
sequence:
0 −→ Eαq−i0+1
(
(yL)|0
) −→ Eαq−i0+1(L′|0) −→ Eαq−i0+1(L|0) −→ 0. (100)
Moreover, we have Eαq−i(L′|0) = 0 for i ≥ i0.
If i1 < 0, we define L′′ as the kernel of the following:
y−1L −→
⊕
i>i0+1
Eαq−i
(
(y−1L)|0
)
.
We have Φ∗(L′′) = L′′. We have the natural inclusion L −→ L′′. It induces Eαq−i(L|0) ≃ Eαq−i (L′′|0) for
i > i1 + 1, and the following exact sequence:
0 −→ Eαq−i1−1(L|0) −→ Eαq−i1−1(L′′|0) −→ Eαq−i1−1((y−1L)|0) −→ 0. (101)
Suppose that each Eαq−i(L|0) is equipped with a filtration F satisfying the following conditions.
• For i1 < i < i0, F•Eαq−i(L|0) is indexed by ]− 1, 0].
• F•Eαq−i0 (L|0) is indexed by R≤0.
• F•Eαq−i1 (L|0) is indexed by R>−1.
Note that F•Eαq−i0 (L|0) induces a filtration F•Eαq−i0+1((yL)|0) indexed by R≤−1, and that F•Eαq−i1 (L|0)
induces a filtration F•Eαq−i1−1((y−1L)|0) is indexed by R>0.
We obtain a filtration F•Eαq−i(L′|0) for i < i0 − 1 by using the isomorphism Eαq−i(L′|0) ≃ Eαq−i(L|0). We
obtain the filtration F•Eαq−i0+1(L′|0) indexed by R≤0 by using exact sequence (100).
We obtain a filtration F•Eαq−i(L′′|0) for i > i1 + 1 by using the isomorphism Eαq−i(L′′|0) ≃ Eαq−i(L|0). We
obtain the filtration F•Eαq−i1−1(L′′|0) indexed by R>−1 by using the exact sequence (101).
Let e be a frame of V such that Φ∗(e) = e · Aα. Let L(Aα) be the lattice of V generated by e. Note that
such L(Aα) is independent of a choice of e. Starting from a regular filtered bundle P∗V , by applying the above
procedure inductively, we obtain a filtration F on L(Aα)|0. There exists a unique filtration F of L(Aα) such
that (i) it is preserved by Φ∗, (ii) it induces F (L(Aα)|0). We define F(V) from F by using (97) and (98). It is
easy to see that this gives a quasi-inverse of K.
10.2.2 The case of general µ
Let µ ∈ Q. Let (Eµ,F) ∈ Vectss(T ;µ)Par. There exists (E′0,F) ∈ Vectss(T ; 0)Par with an isomorphism
F•Eµ ≃ L˜1(µ)⊗F•E′0. We define
KC(Eµ,F) := P(−̺(q)µ/2)∗ L1(̺(q)µ)⊗ KC(E′0,F) ∈ Diff(K, q; ̺(q)µ)Par .
Thus, we obtain a functor KC : Vectss(T ;µ)Par −→ Diff(K, q; ̺(q)µ)Par. As a consequence of Lemma 10.1, we
obtain the following lemma.
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Lemma 10.2 KC induces an equivalence Vectss(T ;µ)Par ≃ Diff(K, q; ̺(q)µ).
Remark 10.3 Let (E,F) ∈ Vectss(T ;µ)Par. We define a new filtration F (C) on E by F (C)a (E) := FCa(E).
The correspondence (E,F) 7−→ (E,F (C)) induces an equivalence HC : Vectss(T ;µ)Par −→ Vectss(T ;µ)Par. The
following is commutative by the construction.
Vectss(T ;µ)Par K
1−−−−→ Diff(K, q; ̺(q)µ)
H
C
y idy
Vectss(T ;µ)Par K
C−−−−→ Diff(K, q; ̺(q)µ).
10.2.3 Graded objects
A (Q,R)-grading of E ∈ Vect(T ) is a decomposition
E =
⊕
µ∈Q
⊕
a∈R
Eµ,a
such that Eµ,a ∈ Vectss(T, µ). Let Vect(T )(Q,R) is a category of E ∈ Vect(T ) with a (Q,R)-grading. Let us
construct a functor Vect(T )(Q,R) −→ Diff(C[y, y−1], q)(Q,R).
For any E ∈ Vectss(T ;µ), we obtain qZ-equivariant OC∗y -module E as the pull back of E by C∗ −→ T . It
is extended to a locally free qZ-equivariant OCy (∗0)-module E˜0 such that the formal completion E˜0 ⊗ C((y))
is naturally an isoclinic q-difference C((y))-module of slope ̺(q)µ. Similarly, E is extended to a locally free
qZ-equivariant OCy−1 (∗0)-module E˜∞ such that E˜∞ ⊗ C((y−1)) is naturally an isoclinic q−1-difference C((y−1))-
module of slope −̺(q)µ. By gluing E˜0 and E˜∞, we obtain a locally free qZ-equivariant OP1(∗{0,∞})-module
E˜ . Note that E˜ has an OP1-lattice. Hence, E˜ is an algebraic. By taking the global section on P1, we obtain a
q-difference C[y, y−1]-module K˜(E).
Suppose that E = V˜(Aα), where Aα has a unique eigenvalue α. Let b ∈ R. Let F (b) be the filtration on
E determined by Fb(E) = E and F<b(E) = 0. We obtain the filtered bundle P∗
(E˜0 ⊗ C((y))) over E˜0 ⊗ C((y))
induced by KC(E,F (b)). We set
a0 := C
−1b− log |α|
log |q|
Then, GrPc (E˜0) = 0 unless c ∈ a0 − ̺(q)µ/2 + Z. We also obtain the filtered bundle P∗
(E˜∞ ⊗ C((y−1))) over
E˜∞ ⊗ C((y−1)). We set
a∞ := C−1b+
log |α|
log |q| .
Then, GrPc (E˜0) = 0 unless c ∈ a∞+ ̺(q)µ/2+Z. Set a := a0− ̺(q)µ/2. For any n ∈ Z, let L(µ,a+n) ⊂ E˜ be the
lattice determined by Pa0+n−̺(q)µ/2E˜0 and Pa∞−n+̺(q)µ/2E˜∞. Then, it turns out that L(µ,a+n) is isomorphic to
OrankE . We set K˜C(E)µ,a+n := H0(P1,L(µ,a+n)) for n ∈ Z. We also set K˜C(E)µ,c := 0 unless c− a ∈ Z.
Let E =
⊕
Eµ,b ∈ Vect(T )(Q,R). For each Eµ,b, we apply the above construction, and we obtain K˜C(Eµ,b) ∈
Diff(C[y, y−1], q)(Q,R). We define K˜C(E) :=
⊕
K˜C(Eµ,b) ∈ Diff(C[y, y−1], q)(Q,R).
For each (Eµ,F) ∈ Vectss(T ;µ)Par, we obtain GrF• (Eµ) =
⊕
GrFa (Eµ) ∈ Vect(T )(Q,R). The following is easy
to see by the construction.
Lemma 10.4 For (Eµ,F) ∈ Vectss(T ;µ)Par, we have the natural isomorphism G(KC(Eµ,F)) ≃ K˜C
(
GrF• (Eµ)
)
.
80
10.2.4 Weight filtration
Let E ∈ Vectss(T ;µ). There exists an isomorphism E ≃ ⊕i L˜(µ) ⊗ V˜(Aαi), where each Aαi has a unique
eigenvalue αi. We obtain the logarithm Nαi of the unipotent part of Aαi , and the nilpotent endomorphism
N :=
⊕
Nαi of E. It is independent of the choice of an isomorphism E ≃
⊕
i L˜(µ)⊗ V˜(Aαi) and αi. We obtain
the weight filtration W of E with respect to N .
Let (E,F) ∈ Vectss(T ;µ)Par. Each GrFµ (E) is equipped with the nilpotent endomorphism N and W . The
following is clear by the construction.
Lemma 10.5 The functor K˜C preserves the nilpotent endomorphism and the weight filtrations.
10.2.5 Analytic case
Let VectQAHN(T )Par denote the category of (E,F) ∈ VectQAHN(T ) equipped with filtrations F of GrFµ(E) for
any µ ∈ Q such that (GrFµ(E),F) ∈ Vectss(T ;µ).
For any (Van,Φ∗) ∈ Diff(Kan, q), a good filtered bundle over (Van,Φ∗) means a good filtered bundle over
C(Van,Φ∗). Note that Ran-lattices of Van are equivalent to R-lattices of C(Van). Let Diff(Kan, q)Par denote the
category of good filtered q-difference Kan-modules.
We obtain an equivalence
KC : VectQAHN(T )Par ≃ Diff(Kan, q)Par
from the equivalence K : VectQAHN(T ) ≃ Diff(Kan, q) and KC : Vectss(T ;µ)Par ≃ Diff(K, q;µ)Par.
10.3 q-difference parabolic structure of sheaves on elliptic curves
Let D ⊂ T = C∗/qZ be a finite subset.
Definition 10.6 Let E˜ be a locally free OT (∗D)-module of finite rank. A q-difference parabolic structure of E˜ is
data as follows:
• A sequence sP,1 < sP,2 < · · · < sP,m(P ) in R for each P ∈ D.
We formally set sP,0 := −∞ and sP,m(P )+1 :=∞.
• A tuple of lattices KP =
(KP,i | i = 0, . . . , m(P ) + 1) of E˜|P̂ .
Note that we obtain the lattice E− ⊂ E˜ determined by KP,0 (P ∈ D) and the lattice E+ ⊂ E˜ determined by
KP,m(P )+1 (P ∈ D).
• Objects (E±,F±,F±) ∈ VectQAHN(T )Par.
When we fix (sP )P∈D, it is called a q-difference parabolic structure at (D, (sP )P∈D).
Let E˜
(i)
∗ =
(
E˜(i), (sP ,K
(i)
P )P∈D, (F
(i)
± ,F (i)± )
)
be locally free OT (∗D)-modules of finite rank with q-difference
parabolic structure at (sP )P∈D. A morphism E˜
(1)
∗ −→ E˜(2)∗ is defined to be a morphism f : E˜(1) −→ E˜(2) of
locally free OT (∗D)-modules such that the following holds:
• f(K(1)P,i) ⊂ K(2)P,i.
• The induced morphisms f : E(1)± −→ E(2)± are compatible with the filtrations (F±,F±), i.e., they induce
f : (E
(1)
± ,F
(1),F (1)) −→ (E(2)± ,F(2),F (2)) in VectQAHN(T ).
Let Vectq(T, (sP )P∈D) denote the category of locally free OT (∗D)-modules of finite rank with q-difference
parabolic structure at (D, (sP )P∈D).
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We define the degree of E˜∗ = (E˜, (sP ,KP )P∈D, (F±,F±)) as follows:
deg(E˜∗) := −
∑
P∈D
m(P )∑
i=1
sP,i deg(KP,i,KP,i−1)
−
∑
ω∈Q
∑
b∈R
b rankGr
F−
b Gr
F−
ω (E−)−
∑
ω∈Q
∑
b∈R
b rankGr
F+
b Gr
F+
ω (E+). (102)
10.3.1 Rescaling of parabolic structure
Let D ⊂ T be a finite subset. Let E˜∗ =
(
E˜, (sP ,KP )P∈D, (F±,F±)
)
be a locally free OT (∗D)-module with
q-difference parabolic structure.
Let t > 0. We obtain a sequence s
(t)
P := (tsP,i). We set K
(t)
P := KP and F
(t)
± := F±. By setting(F (t)± )taGrF±(E±) := (F±)aGrF±(E±), we obtain filtrations F (t)± . We set
H(t)(E˜∗) :=
(
E˜, (s
(t)
P ,K
(t)
P )P∈D, (F
(t)
± ,F (t)± )
)
.
Let t < 0. We set s
(t)
P,i := tsP,m(P )−i+1. We obtain a sequence s
(t)
P . We set K(t)P,i := KP,m(P )+1−i, and we
obtain a sequence of lattices K
(t)
P . We set E
(t)
± := E∓. Let F
(t)
± (E
(t)
± ) denote the filtration induced by F∓(E∓).
We set
(F (t)± )|t|aGrF(t)± (E(t)± ) = (F∓)aGrF∓(E∓). Thus, we obtain
H(t)(E˜∗) :=
(
E˜, (s
(t)
P ,K
(t)
P )P∈D, (F
(t)
± ,F (t))
)
.
The following is easy to check.
Lemma 10.7 deg
(
H(t)(E˜∗)
)
= |t| deg(E˜∗).
10.4 Global correspondence for parabolic q-difference modules
10.4.1 Parabolic q-difference modules
Let D ⊂ C∗ be a finite subset. A parabolic structure of q-difference C[y, y−1]-module is defined as in §1.2.
Let V (i)∗ =
(
V
(i), V (i), (tα,L
(i)
α )α∈D,P∗V (i)|0̂ ,P∗V
(i)
|∞̂
)
(i = 1, 2) be q-difference C[y, y−1]-modules with good
parabolic structure at infinity and parabolic structure at (D, (tα)α∈D). A morphism V (1)∗ −→ V (2)∗ is defined
to be a morphism of q-difference C[y, y−1]-module f : V (1) −→ V (2) such that the following holds:
• f(V (1)) ⊂ V (2).
• f(L(1)Q,i) ⊂ L(2)Q,i.
• f : P∗V̂
(1)
|ν̂ −→ P∗V̂
(2)
|ν̂ are induced for ν = 0,∞.
Let Diff
(
C[y, y−1], q, (tα)α∈D
)Par
be the category of q-difference C[y, y−1]-modules with good parabolic struc-
ture at infinity and parabolic structure at (tα)α∈D.
10.4.2 An equivalence
Let π : C∗ −→ T := C∗/qZ denote the projection. Let D ⊂ T be a finite subset. For each P ∈ D, let
sP = (sP,1 < · · · < sP,m(P )) be a sequence in R. For each sP,i, there exists αP,i ∈ π−1(P ) ⊂ C∗ determined by
the following conditions:
0 ≤ sP,i + log |αP,i|
log |q| < 1.
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We set uP,i := sP,i +
log |αP,i|
log |q| . We set D :=
∐
P∈D{αP,i | i = 1, . . . ,m(P )} ⊂ C∗. For each α ∈ π−1(P ) ∩D, we
set Z(α) := {uP,i |αP,i = α} ⊂ [0, 1[. We obtain the sequence tα =
(
0 ≤ tα,0 < tα,1 < · · · < tα,m(α) < 1
)
by
ordering the elements of Z(α). Let i(α) be determined by uP,i(α) = tα,0.
Let us construct an equivalence K : Vectq(T, (sP )P∈D) ≃ Diff
(
C[y, y−1], q, (tα)α∈D
)Par
.
Let E˜∗ = (E˜, (tP ,KP )P∈D, (F±,F±)). Let E be the locally free OC∗(∗π−1(D))-module obtained as the pull
back of E˜. For each α ∈ D∩π−1(P ), we obtain a lattice Lα of E|α̂ induced by KP,i(α)−1. We obtain a locally free
OC∗ -submodule V ⊂ E determined by Lα (α ∈ π−1(D)). It is extended to a filtered bundle P∗V on (P1, {0,∞})
by (F±,F±) by using the functors K1. We set V := H0(P1,PV), which is C[y, y−1]-free module of finite rank.
We set V˜ := V ⊗ C(y), which is naturally a q-difference C(y)-module. Let V be the q-difference C[y, y−1]-
submodule of V˜ generated by V . For each α ∈ D ∩ π−1(P ), we obtain the lattices Lα,j (1 ≤ j ≤ m(α)− 1) of
V(∗α)|α̂ induced by KP,i(α)+j−1. We also obtain good filtered bundles P∗V |ν̂ (ν = 0,∞) over V ν̂ from P∗V .
Thus, we obtain
V ∗ =
(
V , V, (tα,Lα)α∈D, (P∗V |0̂,P∗V |∞̂)
) ∈ Diff(C[y, y−1], q, (tα)α∈D)Par.
The following is clear by the construction.
Proposition 10.8 K induces an equivalence Vectq(T, (sP )P∈D) ≃ Diff
(
C[y, y−1], q, (tα)α∈D
)Par
. Moreover,
deg(K(E˜∗)) = deg(E˜∗) holds. As a result, the equivalence preserves the stable objects, semistable objects and
polystable objects.
10.5 Filtrations and growth orders of norms
Let us consider the action of Ze2 on Mcovq := C∗ × R by e2(y, t) = (qy, t+ 1). It is extended to the action of
Ze2 on Mcovq := P1 ×R. Let Mq and Mq denote the quotient spaces of Mcovq and M
cov
q by the action of Ze2,
respectively. For ν = 0,∞, let Hν denote the image of Hcovν := {ν} × R −→Mq.
Let ν denote 0 or ∞. Let Uν be a neighbourhood of Hν in Mq. We set Uν := Uν \Hν . Let Ucovν denote
the pull back of Uν by Mcovq −→Mq. Similarly, let U
cov
ν denote the pull back of Uν by M
cov
q −→Mq. We set
y0 := y and y∞ := y−1. We set q0 := q and q∞ := q−1.
10.5.1 Equivalences
Let LFM(Uν , Hν) denote the category of locally free OUν (∗Hν)-modules. We obtain an equivalence Υ :
Diff(Kan, qν) ≃ LFM(Uν , Hν) as in the formal case. (See §4.1.1.) Hence, we obtain the following equivalence:
Kν : Vect
QAHN(T ) ≃ LFM(Uν , Hν).
Let LFM(Uν , Hν)Par denote the category of good filtered bundles over (Uν , Hν). By the definition of good
filtered bundles, we obtain the following equivalence:
Kν : Vect
QAHN(T )Par ≃ LFM(Uν , Hν)Par.
10.5.2 Metrics and slope filtrations
Let (E,F) ∈ VectQAHN(T ). We obtain Vν := Kν(E,F) ∈ LFM(Uν , Hν). Let hν be a Hermitian metric of Vν|Uν
such that the following holds.
• Let P be any point of Hν . Let v be a frame of Vν on a neighbourhood UP of P in Uν . Let H(v) be
the Hermitian matrix valued function on UP \Hν determined by H(v)i,j = hν(vi, vj). Then, there exists
C > 1 and N > 0 such that C−1|yν |N ≤ H(v) ≤ C|yν |−N .
It is easy to construct such a Hermitian metric hν .
Let Vcov be the pull back of V by Ucovν −→ Uν . Let hcovν be the metric of Vcov|Ucovq induced by h. Let Q be
any point of T . We take α0 ∈ C∗, which is mapped to Q by π : C∗ −→ T = C∗/qZ. Set α∞ = (qn0α0)−1 for an
appropriate n ∈ Z. We may assume that the half line lν := {(αν , t) | ̺(qν)t ≥ 0} is contained in Ucovν . For each
s ∈ E|Q, we obtain a flat section s˜ν of Vcovν along lν. The following is easy to see.
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Lemma 10.9 s is contained in Fµ(E)|Q if and only if the following holds for any ǫ > 0:
log |s˜ν |hcovν = O
(
µ
2
∣∣∣log |qν |∣∣∣(t− log |αν |
log |qν |
)2
+ ǫ
(
t− log |αν |
log |qν |
)2)
.
More strongly, for any s ∈ Fµ \ F<µ, the following holds:
log |s˜ν |hcovν =
µ
2
∣∣∣log |qν |∣∣∣(t− log |αν |
log |qν |
)2
+O
(
t log |qν| − log |αν |
)
.
10.5.3 Refinement
Let (E,F,F) ∈ VectAHN(T )Par. We set P∗Vν := K1ν(E,F,F). Suppose that hν is adapted to P∗Vν . For
s ∈ Fµ(E)|Q, let [s] denote the induced element of GrFµ(E)|Q.
Lemma 10.10 [s] ∈ FbGrFµ(E)|Q if and only if the following holds for any ǫ > 0:
log |s˜|hcovν = O
(
µ
2
∣∣∣log |qν |∣∣∣(t− log |αν |
log |qν |
)2
+ (b+ ǫ)
(
t log |qν | − log |αν |
))
.
LetWkFbGrFµ(E) denote the inverse image ofWk GrFb GrFµ(E) by the surjection FbGrFµ(E) −→ GrFb GrFµ(E).
Lemma 10.11 Suppose moreover that the norm estimate holds for (P∗V, h). Then, [s] ∈ Wk GrFb GrFµ(E) if
and only if the following holds:
log |s˜|hcovν = O
(
µ
2
∣∣∣log |qν |∣∣∣(t− log |αν |
log |qν |
)2
+ b
(
t log |qν | − log |αν |
)
+
k
2
log
(
t log |qν | − log |αν |
))
.
10.6 Filtered objects on elliptic curves associated to monopoles
10.6.1 Induced filtered objects on the elliptic curve
We use the notation in §3.1. Suppose that |λ| 6= 1. We set T λ := C∗U/(qλ)Z. Let π : Mλ −→ T λ denote the
morphism induced by C∗U × Rt −→ C∗U . Let Z ⊂ Mλ be a finite subset. We set D := π(Z) ⊂ T λ. Note that
the function U on Mλ is independent of the choice of (e1, s1), but t depends on (e1, s1). Hence, we use the
notation t(e1, s1) to emphasize the dependence on (e1, s1). Similarly, we use the notation Mλ(e1,s1) to denote
Mλ in §3.1 to emphasize the dependence on (e1, s1). The sets Hλ are also denoted by Hλ(e1,s1). The number tλ
is denoted by tλ(e1, s1). Let us denote q
λ by qλ(e1) to emphasize the dependence on e1.
Let (E, h,∇, φ) be a meromorphic monopole on Mλ \ Z. We obtain a good filtered bundle with Dirac
type singularity P∗E(e1,s1) on (M
λ
(e1,s1);H
λ
(e1,s1)
, Z). It is equivalent to a parabolic qλ(e1)-difference C[U, U
−1]-
module. Let E˜(e1,s1) ∗ denote the corresponding locally free OTλ(∗D)-module with a qλ(e1)-difference parabolic
structure. (See Proposition 10.8.) By rescaling the parabolic structure, we obtain a locally free OTλ(∗D)-module
with a qλ(e1)-difference parabolic structure H
(tλ(e1,s1))(E˜(e1,s1) ∗).
Theorem 10.12 H(t
λ(e1,s1))(E˜(e1,s1) ∗) is independent of the choice of (e1, s1).
Proof Recall that the filtered object E˜(e1,s1)∗ consists of
• a locally free OTλ(∗D)-module E˜(e1,s1),
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• a tuple (sP (e1, s1),LP (e1, s1))P∈D,
• filtrations F±(e1, s1) on E˜(e1,s1),±,
• filtrations F±(e1, s1) on GrF±(e1,s1)(E˜(e1,s1),±).
(See §10.3.) We have the isomorphism f(e1,s1) :Mλ ≃Mqλ(e1) induced by
(U, t(e1, s1)) 7−→ (U, t(e1, s1)/tλ(e1, s1)).
Note that E˜(e1,s1) depend only on the mini-holomorphic bundle (E, ∂E) onMλ\Z ≃Mq\f(e1,s1)(Z) underlying
the monopole (E, h,∇, φ). Hence, they are independent of (e1, s1). According to Lemma 3.13,
t(e1, s1)− tλ(e1, s1) log |U|
log |qλ(e1, s1)|
is independent of (e1, s1). Therefore, we obtain that the sequence
(
s(e1, s1)P
)(tλ(e1,s1))
and LP (e1, s1)
(tλ) are
independent of (e1, s1). According to Lemma 10.9 and Lemma 10.10, the filtrations F±(e1, s1) and F±(e1, s1)
are characterized by the growth order of the norms of the ∂t-flat sections with respect to h. Then, Lemma 3.12
and Lemma 3.13 imply that the filtrations (F
(t)
± ,F (t)± ) are independent of (e1, s1). Thus, we obtain Theorem
10.12.
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