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ABSTRACT 
TAM (Technology Acceptance Model) is concerned with why workers reject or accept technological tools that have 
been provided to support the work they are doing. TAM assumes the worker does not get a choice in the tools they 
use. Their only choice is to use or not use the tool. However, in today’s changing work environment employees 
often use different technologies to accomplish the same work.  In this context, we examine how users choose the 
tools they use at the workplace. A correct understanding of this will not only enable organizations deploying these 
technologies to influence the choice of tools they want their employees to use at the workplace but will also help 
providers of these technological tools to design them for maximum adoption among users. 
KEYWORDS 
Technology Choice, Utilitarian Value, Hedonic Value, Social Value 
INTRODUCTION 
TAM (Technology Acceptance Model) is concerned with user acceptance with regards to a particular technology 
use at the workplace as measured by the behavioral intention to use the technology and the actual use of the 
technology. It is assumed that users do not have a choice in which technology to use. Their only choice is to use, not 
use or how much to use the technology.  However, this assumption is rather artificial and not valid in many real-life 
situations. Today, there are multiple tools that workers themselves own and choose to use at the workplace in 
addition to personal use.  
While allowing users to use their own preferred technology to accomplish work does have some negatives, yet there 
is an increasing realization that wherever possible organizations must provide choice, simplicity and service as if 
users were consumers. This approach is likely to build greater trust, responsibility and ownership of tools workers 
use at the workplace (Kakar, 2017b; Kakar and Kakar,  2018f). The one-size fits all and top-down approach to 
providing tools to the users may not only alienate employee but also result in lost avenues for improvement.  
Further, with consumerization of IT (Information Technology) users often bring their own tools to the workplace 
and are increasingly using the official tools at home. TAM does not address consumptive choice i.e. how users 
choose these personal tools. Further, the work environment is changing rapidly. Increasingly cross functional and 
virtual teams are deployed to accomplish work. (Kakar, 2012; Kakar, 2017a) These functionally and geographically 
distant team members often use different technologies. Asking them to adopt only one technology may result in 
resistance, time delays due to learning curve as users may not be accustomed to using the new prescribed 
technologies. Therefore, specification of work technologies or their standardization across all team members is often 
impossible and unwise.  
Keeping this context in view, it is relevant to investigate how workers choose their work technologies. It will not 
only help organizations that that deploy them to influence the choice of tools they want their employees to use at the 
workplace, but also help provides of these technological tools to design them for maximum adoption among users. 
In our investigation we adopt a value perspective using concepts gleaned from a multi-disciplinary review of 
literature. The user value perspective says that user choice is determined by the value derived by her through the use 
of a product or service. 
LITERATURE REVIEW  
From a value perspective, the computing discipline had focused largely on utilitarian aspects of IS products and 
technologies. The reason may lie in the computing disciplines’ origins in disciplines that emphasize hard science, 
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efficiency, and utility (Tractinsky, 2006). Practitioners in general took a narrow view of users’ experience by 
considering only user requirements for work related activities (Stelmaszewska, Fields, and Blanford, 2004).   
However, today, employees desire a fun workplace. A majority of workers under the age of 30 list having coworkers 
who “make work fun” as an important factor in their job search (Belkin, 2007). It has also been suggested that 
people who have fun at work experience less stress  (McGhee, 2000; Miller, 1996), demonstrate lower turnover and 
absenteeism (Mariotti, 1999;  Zbar, 1999), and are more energized and motivated (Stern and Borcia, 1999). People 
who have enjoyment at work get along with others better (Meyer, 1999) and provide better customer service (Berg, 
2001).  
In line with these expectations, organizations have made numerous attempts to hedonize the work-place from the 
omnipresent college-campus feel of the Googleplex (Schoeneman, 2006, Kakar, 2014) to the free gourmet bistros 
and cafes onsite (“There’s always a free lunch”, 2007), Google embodies a fun workplace. In a similar vein, 
Southwest Airlines‟ “corporate culture of fun” encourages employees to engage in outrageous behaviors with the 
goal of fostering a friendly and fun work environment (Sunoo, 1995). The Kodak headquarters office in New York 
allows employees to go to a “humor room” to take a “fun break” (Caudron, 1992). 
The IS (Information Systems) literature perhaps as a reflection of these trends recognized the need to introduce 
perceived enjoyment in the core TAM as one of the determinants of behavioral intention of users to use the system 
in addition to perceived usefulness (Venkatesh, 1999). In fact, a recent meta-analysis of TAM studies by Gerow, 
Ayyagari, Thatcher and Roth, (2013) showed that both perceived usefulness and perceived enjoyment are equally 
important in behavioral intention of users to use a system.   
Also, the utilitarian – hedonic conceptualization of product values as distinct and independent constructs was 
already established in consumer research literature. This, according to Diefenbach, Kolb and Hassenzahl (2014), led 
to the introduction of equivalent constructs of hedonic and pragmatic quality later in Human-Computer Interaction 
(HCI) literature (Hassenzhal, Platz, Burmester and Lehner, 2000; also see Diefenbach, Kolb and Hassenzahl, 2014) 
and of perceived usefulness and perceived enjoyment in Technology Acceptance Model (TAM) literature (Davis, 
1989; Venkatesh, 1999; Kakar, 2017d). 
However, although perceived usefulness and perceived enjoyment are the more popular constructs used in IS 
literature, the terms HV(Hedonic Value) and UV (Utilitarian Value) have also been introduced to IS literature before 
(Ogertschnig and Heijden, 2004; Kakar, 2015a, Kakar, 2015b).  Also, across literatures both UV as well as HV 
provided by the utilitarian software product is considered important to its users (Wu and Lu, 2013; Hasasenzhal, 
2003; Kakar, 2017c, Kakar, 2018a, Kakar and Kakar, 2018b, Kakar and Kakar, 208c). While HV as an end valued 
for its own sake provides intrinsic motivation to the users, UV as a means to accomplish instrumental goals provides 
extrinsic motivation to the user to use the software.   
Yet, although the HV and the UV are well researched in Human Computer Interaction and Information Systems 
literature, less attention has been focused on social value (SV) provided by software products (Kakar, 2018e). Users 
are known to identify themselves in relation to other users or group of users (Bagozzi, 2007; Kelman, 1974). One 
can expect software products and services will also provide self-esteem and status benefits to its users (Kakar, 
2018d). By sharing their knowledge and expertise users can enhance their own self esteem as well as status within 
the desired community of users. Self-esteem and status can provide immense psychological and emotional benefits 
to the user. Status is often pursued by users as an ego reward (Emerson, 1962), or a source of gratifying social 
contract (Homans, 1950) and serves as a psychological asset (Fornbrun, 2001). In addition, enhanced status can be 
used by users to seek economic and social advantage. Therefore, all three benefits – UV, SV and HV - are likely to 
be influential in user choice of technological systems.  
THEORY DEVELOPMENT 
In the consumer behavior literature, the value provided by the product is suggested to lead directly to favorable 
outcomes such as behavioral intentions (BI) to choose, use or remain loyal to a product or service (e.g., Holbrook, 
1994; Cronin et al., 1997; Sirohi, McLaughlin and Wittink, 1998; Sweeney, Soutar, and Johnson, 1999). 
Sirdeshmukh, Singh and Sabol (2002) argue that customer value is a superordinate goal and behavioral intention is a 
subordinate goal; according to goal and action identity theories, a superordinate goal is likely to regulate subordinate 
goals. Thus, “customer value regulates behavioral intentions toward the service provider as long as a product or 
service provides superior value” (Sirdeshmukh et al., 2002, p. 21). Further, choice is the result of the individual’s 
belief that the value received from consuming a product or service is greater than the value of non-consuming 
(Hallowell, 1996). In response to this greater value obtained, the individual is motivated to choose, remain loyal to 
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the product, and also promote it by, for instance, positive WOM (Word-of-Mouth) behaviors (Luis, Carlos and 
Migue, 2008).  
The UV that the user derives from the utilitarian attributes of a software product is the degree to which it helps her 
achieve functional and practical goals. The HV that the user derives from hedonic attributes of a software product is 
the degree to which it gives her pleasure, enjoyment or fun. The SV that users derive from the use of the software 
product is the extent to which it provides both self-esteem and status benefits to the users. Thus, UV, SV and HV are 
determinants of user choice. The greater the UV, SV and HV derived by the user of the software product the greater 
will be their influencing impact on user choice. All three values provided by the software product, SV, UV and HV, 
will therefore significantly and positively impact user choice, leading us to the following hypothesis: 
Hypothesis 1: The choice of software will be positively influenced by the perceived UV, HV and SV of the software 
product to the user 
Norman (1998) suggested that once software meets the functional requirements of the users, considerations of 
convenience and reliability, and, later, of appearance and symbolic ownership will become more important. The 
watch industry today, Norman (1998) noted, after having met the consumer needs of accurate time keeping and 
durability is focusing on styling and exclusivity e.g. Rolex watches are purchased as a symbol of status, image and 
prestige. Thus, the SV and HV derived from the use of even software products may become more important to users 
than UV.  
Further, studies have shown that utilitarian product features are like Herzberg’s (1959) Hygiene factors and hedonic 
product features are like Herzberg’s (1959) Motivators (Zhang and von Dran, 2002; Hassenzahl, Diefenbach and 
Göritz, 2010). Thus, we can expect that products that provide the basic level of functionality (UV) as these two and 
most other software products in general can be reasonably expected to do, HV and SV will have a higher impact on 
user choice than UV. 
Hypothesis 2: HV and SV will have a higher impact on user choice than UV 
METHOD  
Study Setting and Design 
Graduate students in the MIS program of a large public university in the southern part of United States participated 
in the study. As part of their software project management course, students were asked to choose between two agile 
project management softwares – Pivotal Tracker and Atlassian Jira+Agile. We shall hereinafter refer to them as A 
and B software, with A representing one of the two project management tools and B as another, so that the findings 
are not attributed to a particular software and to protect their commercial interests. The choice made by students is 
then used by the college to determine groups for the software development course with students preferring particular 
software getting assigned to the same group/s. In all 272 student subjects participated in the study conducted over a 
4-year period.  
Measures Used 
Tested measures were used to capture data. Rintamaki et al. (2006) scales were used for SV, the Babin, Darden and 
Griffin (1994) scale was used for HV and the Venkatesh and Davis (2006) scale was used for UV.  The UV scale 
represented by items U1 to U5, the HV scale represented by items H1 to H5, the SV scale represented by items S1 to 
S6, and the SL scale represented by items S1 to SL4. All measures used a 9-point Likert scale with anchors of 9 
(strongly agree) and 1 (strongly disagree) in line with the recommendation that increasing the number of choice-
points increases scale sensitivity without damaging scale reliability (Cummins and Gullone, 2000). For a complete 
set of items used in these scales. Responses were coded such that high levels of the constructs are represented by 
high values. Some items were reverse coded. The overall value for each construct was created by averaging the 
subject responses.   
Control Procedures 
Extraneous variables such as age, gender and length of use experience were controlled for in the analysis of subject 
responses. Studies have shown that HV impacts outcomes for females and males differently (Gefen and Straub, 
1997; Wu and Lu, 2013). Further, younger men tend to seek greater novelty and innovativeness in the early stages of 
using a new technology (e.g., Chau and Hui, 1998). Thus, age and gender may impact the assessment of HV and 
possibly SV derived from using the softwares.  
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Method of Analyses 
Factor analysis was performed on the data set obtained from the subjects to establish that validity and reliability of 
the measures used in the study. Further, the correlation matrix and internal reliabilities of the measures were also 
examined. Logistic regression was used to model the impacts of value on user choice of software. In recent years, 
logistic regression has become a preferred statistical technique for multivariate modeling of categorical dependent 
variables (DeMaris, 2012). Research has shown that using linear regression with expected value E(Y) as dependent 
variable is problematic because of its underlying assumptions (for more details see Aldrich and Nelson, 1984; 
Hanushek and Jackson, 1977; Maddala, 1983). 
RESULTS AND ANALYSES 
The results of the factor analysis using IBM© SPSS© Statistics Version 19 show that the factors extracted using 
Varimax rotation represented the scales used in the study (the UV scale represented by items U1 to U6, the HV scale 
represented by items H1 to H6, the SV scale represented by items S1 to S6, and the SL scale represented by items 
SL1 to SL4). The high loadings (>.50) within factors demonstrated convergent validity of items within scales, and 
the no cross loadings (>.40) between factors demonstrated discriminant validity between scales. The internal 
reliabilities of all the scales used in the study were greater than .70 (see Table 1). Further none of the inter-
correlations between the scales were greater than .65 (Tables 2). 
 
Name of the scale Cronbach’s Alpha Number  of Items 
Utilitarian Value (UV) 0.94 6 
Hedonic Value (HV) 0.91 6 
Social Value (SV) 0.82 6 
Table 1. Internal Reliability of Scales 
 UV HV SV 
UV 1.00   
HV .21 1.00  
SV .15 .25* 1.00 
      * p < .05 
Table 2. Correlations between variables 
 
 A B Difference 
UV 7.8 6.5 1.3** 
HV 6.7 7.8 -0.7** 
SV 4.2 8.4 -4.2*** 
 * p < .05 , **p < 0.01, ***p<0.01 
Table 3. Comparison of values provided by softwares A and B 
 
The results of the logistical regression for user choice of Softwares A and B are shown in Table 4. As can be seen from the 
results, age and gender did not impact user choice significantly. Also, HV, UV and SV had a significant impact on user 
choice, for both products, despite a pair t-test for difference showing that software A provided higher UV to the shopper, 
while software B provided higher HV and SV to the shopper. Thus Hypothesis 1 was supported. Further, HV and SV had a 
higher impact on user choice of software than UV for both products A and B, thereby supporting Hypothesis 2. 
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Variable Software A Software B 
Intercept 0.024 0.013 
Utilitarian Value (UV) 0.365** 0.325 *** 
Hedonic Value (HV) 0.478** 0.514 *** 
Social Value (SV) 0.594*** 0.643*** 
Age 0.008 -0.002 
Gender --0.019 -0.005 
* p < .05 ** p < .01 ***p<.001 
Table 6. Logistic regression of the log odds of choice for Softwares A and B 
CONCLUSION 
The results of the study thus support the hypotheses proposed in the study. Users derived higher UV than HV and SV than 
UV as can be expected from utilitarian systems. Also, all three values UV, SV and HV impacted user choice significantly. 
However, the impact of HV and SV was found to be higher than UV for both softwares A and B. The results imply that HV 
and SV cannot be ignored as they play an important role in user choice of even utilitarian software. Although, in the context 
of UV and HV these findings are in line with existing literature, the introduction of the SV construct and significant impacts 
of SV on user choice of software products is a unique contribution of this study. 
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