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An Efficient Move Blocking Strategy for Multiple
Shooting based Nonlinear Model Predictive Control
Yutao Chen1 ,Nicolò Scarabottolo2, Mattia Bruschetta2, and Alessandro Beghi
Abstract—Move blocking (MB) is a widely used strategy to
reduce the degrees of freedom of the Optimal Control Problem
(OCP) arising in receding horizon control. The size of the
OCP is reduced by forcing the input variables to be constant
over multiple discretization steps. In this paper, we focus on
developing computationally efficient MB schemes for multiple
shooting based nonlinear model predictive control (NMPC). The
degrees of freedom of the OCP is reduced by introducing MB
in the shooting step, resulting in a smaller but sparse OCP.
Therefore, the discretization accuracy and level of sparsity is
maintained. A condensing algorithm that exploits the sparsity
structure of the OCP is proposed, that allows to reduce the
computation complexity of condensing from quadratic to linear
in the number of discretization nodes. As a result, active-set
methods with warm-start strategy can be efficiently employed,
thus allowing the use of a longer prediction horizon. A detailed
comparison between the proposed scheme and the nonuniform
grid NMPC is given. Effectiveness of the algorithm in reducing
computational burden while maintaining optimization accuracy
and constraints fulfillment is shown by means of simulations with
two different problems.
I. INTRODUCTION
With the fast increase of real-time Nonlinear Model Predic-
tive Control (NMPC) applications, research efforts have been
focused on finding efficient solutions of on-line optimization
problems. The computational burden of NMPC strongly de-
pends on the dimension of the Optimal Control Problem (OCP)
that must be recursively solved on-line. The dimension of the
OCP increases proportionally with the length of the prediction
horizon, the number of discretization nodes, and the dimension
of state and control spaces.
Since a sufficiently long prediction horizon is essential
to guarantee stability of NMPC, several methods have been
proposed to reduce the number of discretization nodes and
consequently the dimension of the OCP. In particular, in the
so-called nonuniform grid schemes, non-equidistant discretiza-
tion nodes along the prediction horizon are adopted, typically
more dense at the beginning of the prediction horizon and
more sparse at the end of horizon [1]. However, the reduction
of the number of nodes comes at the cost of a loss of
discretization accuracy. To deal with this issue, the number of
discretization intervals has been determined a priori off-line
while guaranteeing an upper limit of the discretization error
in [2]. In addition, adaptive time-mesh refinement techniques
have been proposed to improve computation efficiency while
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maintaining a certain degree of discretization accuracy [3], [4],
[5]. The distribution of discretization nodes is adjusted on-line
according to specially designed rules and the total number
of nodes is bounded. Although discretization accuracy is
improved, such methods result in time-varying computational
time at each sampling instant due to the time-varying number
of discretization nodes.
Another popular class of methods aiming at reducing the
number of discretization nodes is input move blocking (MB),
that reduces the degrees of freedom (DoFs) of the OCP by
constraining the input to be constant over several discretization
time steps within the prediction horizon. MB has been widely
studied and applied in linear MPC problems. A survey of
common MB strategies has been given in [6]. Thorough
theoretical analyses have been given in [7], [8], [9] with
emphasis on properly choosing the block structure to ensure
recursive feasibility and to maintain or maximize the region
of attraction (ROA).
Nevertheless, MB for NMPC has not yet been thoroughly
studied. Theoretical guidelines for the choice of the block
structure for MB NMPC are still under development. Relevant
studies can be found for non-uniform grid schemes to guar-
antee recursive feasibility and closed-loop stability [10], [11].
However, computationally efficient algorithms for MB NMPC
are not addressed. When MB is applied, existing algorithms
benefit only from reduced number of decision variables but do
not exploit the structure of the problem.
In this paper, we focus on computationally efficient numer-
ical algorithms for MB NMPC. Our main contribution is a
sparsity-preserving input MB scheme for multiple shooting
based NMPC for real-time applications. The goal is to reduce
the on-line computational burden when using a long prediction
horizon, while preserving to a large extent numerical and con-
trol performance. In the proposed scheme, MB is introduced
in the shooting step when discretizing the OCP to a Nonlinear
Programming (NLP) problem using multiple shooting [12].
The NLP problem with reduced DoFs is then solved by
the Sequential Quadratic Programming (SQP) method. The
resulting Quadratic Programming (QP) problem has reduced
DoFs but maintains the level of sparsity, thus maintaining the
degree of optimality of the solution and rate of convergence
of the optimization algorithms [1]. To further reduce problem
dimension, a tailored condensing algorithm is developed to
exploits the sparsity structure: the computational complexity
of condensing is reduced from quadratic to linear in the
number of discretization nodes. As a result, active-set methods,
that typically require a condensing step, can be efficiently
employed given a long prediction horizon, taking advantage
2of on-line warm-start strategies. In this paper, the proposed
strategy is applied to the Real-Time Iteration (RTI) scheme,
an effective and well known sub-optimal NMPC algorithm
[13], where only one QP problem is solved and a sub-
optimal solution is obtained at each sampling instant. Note that
methods for designing the block structure to satisfy specific
control requirements, e.g. maximizing ROA, are not addressed.
To demonstrate the proposed MB strategy, two different
problems are considered, namely, the control of an inverted
pendulum and the design of a motion cueing strategy for a dy-
namic driving simulator. Control, numerical and computational
performance of the proposed method are compared against
that of 1) the standard unblocked NMPC and 2) NMPC with
non-uniform discretization grid. Simulation results show that
the proposed algorithm can significantly reduce the on-line
computation time while maintaining closed-loop performance,
without the need of either changing tuning parameters of
NMPC or introducing additional time-mesh refinement steps.
In addition, the loss of solution optimality and constraints
fulfillment due to reduced DoFs is considerably mitigated
thanks to sparsity preservation.
The paper is organized as follows. In Section II the problem
formulation based on multiple shooting is presented. MB is
introduced in Section III with a detailed description of the
proposed algorithm and analyses on convergence and stability.
In Section IV the two application examples are considered to
analyze the performance of the proposed approach. Finally,
conclusions are drawn in Section V.
II. PROBLEM FORMULATION
In NMPC, the OCP that has to be solved at each sampling
instant has the following general form:
min
x(·),u(·)
J =
∫ tf
t0
h(t, x(t), u(t); p) dt+ hf (x(tf ))
s.t. 0 = xˆ0 − x(t0)
0 = f(t, x˙(t), x(t), u(t); p), ∀t ∈ [t0, tf ] ,
0 ≥ r(x(t), u(t); p), ∀t ∈ [t0, tf ] ,
0 ≥ l(x(tf ); p),
(1)
where x ∈ Rnx , u ∈ Rnu , p ∈ Rnp are the state, control
and parameter variables, xˆ0 the initial condition and f an
uniformly Lipschitz continuous function in x, u and contin-
uous in t. h and hf are the optimization objectives, r the path
constraints and l the boundary conditions.
The solution of (1) can be found by applying direct methods
that employ finite dimensional parameterization to the OCP
obtaining a NLP problem. Popular parameterization methods
include direct single shooting, multiple shooting, and colloca-
tion. Pros and cons of different methods are discussed in [14].
In particular, multiple shooting [12] has proven its effective-
ness in several real-time applications. In multiple shooting,
the prediction horizon is usually divided into N equidistant
shooting intervals using time grid [tk, tk+1], k = 0, . . . , N−1
and tN = tf . The state trajectory is discretized at the N + 1
discretization nodes and the control input is assumed piece-
wise constant on each shooting interval (see Fig 1a). By also
parameterizing the objective function and constraints, a NLP
problem is formulated as
min
x,u
N−1∑
k=0
h(tk, xk, uk; p) + hN (xN ; p)
s.t. 0 = xˆ0 − x0
0 = φ(tk, xk, uk; p)− xk+1, ∀k = 0, 1, . . . , N − 1,
0 ≥ r(xk, uk; p), ∀k = 0, 1, . . . , N − 1,
0 ≥ l(xN ; p).
(2)
where φ is a numerical integration operator that solves the
following initial value problem (IVP) and return the solution
at tk+1.
0 = f(x˙(t), x(t), u(t), t), x(0) = xk. (3)
We define
x =
[
x⊤0 , x
⊤
1 , . . . , x
⊤
N
]⊤
,
u =
[
u⊤0 , u
⊤
1 , . . . , u
⊤
N−1
]⊤
,
(4)
as the discrete state and control variables. Problem (2) can
be solved by means of SQP and the resulting QP problem,
obtained by linearizing (2) at (xi,ui), reads:
min
∆x,∆u
N−1∑
k=0
(
1
2
[
∆xk
∆uk
]⊤
Hik
[
∆xk
∆uk
]
+ gi
⊤
k
[
∆xk
∆uk
])
+
1
2
∆x⊤NH
i
N∆x
⊤
N + g
i⊤
N ∆xN
s.t. ∆x0 = xˆ0 − x
i
0
∆xk+1 = A
i
k∆xk +B
i
k∆uk + d
i
k,
Cik
[
∆xk
∆uk
]
+ cik ≤ 0, ∀k = 0, 1, . . . , N − 1,
CiN∆xN + c
i
N ≤ 0,
(5)
where ∆x = x − xi,∆u = u − ui. The matrix Hik is the
k-th block of the Hessian associated to the Lagrangian of (2)
and gik is the k-th sub-vector of the gradient of the objective
function. Matrices Aik =
∂φ
∂xk
(xik, u
i
k), B
i
k =
∂φ
∂uk
(xik, u
i
k) are
sensitivities of dynamics at shooting node k and the matrix
Cik =
∂r
∂(xk,uk)
(xik, u
i
k) is the k-th block of the Jacobian matrix
of the constraint.
Problem (5) has a particular multi-stage structure with
(N + 1)nx + Nnu decision variables and can be solved
by structure exploiting or sparse solvers [15], [16]. Such
solvers are tailored for multi-stage problems with a complexity
growing linearly with the number of discretization nodes N .
Note that the state variables depend on control variables
hence problem (5) has Nnu DoFs. However, interior point
methods cannot straightforwardly exploit warm-start strategies
which are often desired for real-time NMPC applications. An
alternative for solving problem (5) is to exploit the multi-stage
structure by eliminating the state variables from the equality
constraint, leading to a condensed QP problem with Nnu
decision variables:
min
∆u
1
2
∆u⊤Hc∆u+ g
⊤
c ∆u
s.t. Cc∆u+ cc ≤ 0,
(6)
3The condensed problem (6) can be efficiently solved by active-
set methods using warm-start. Efficient algorithms for the
condensing step, i.e. the computation ofHc, gc and so on, have
been proposed in [17], [18]. The computation complexity of
these condensing algorithms are O(N2), mostly dominated by
the computation of Hc with O(N
2n2xnu +N
2nxn
2
u) floating
point operations (FLOPs).
In this paper, we adopt the RTI scheme which solves only
one QP problem at each sampling instant [13]. The solution of
(5) or (6), is updated using a single, full Newton step without
achieving local optimality of (2). Despite its suboptimality,
RTI scheme has been widely applied for real-time applications
with fast changing dynamics.
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(a) Standard multiple shooting
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(b) Multiple shooting using nonuniform grid
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(c) Multiple shooting using input move blocking
Figure 1. Comparison of three different parameterization strategies: (a) the
state and control trajectories are parameterized into N shooting intervals; (b)
the state and control trajectories are parameterized into M shooting intervals.
The length of each interval is non-equidistant; (c) the state and control
trajectories are parameterized into N and M shooting intervals, respectively.
III. MOVE BLOCKING STRATEGY
Since the DoFs of (6) is linear in N and the complexity of
condensing algorithm is quadratic in N , computation burden
rises quickly when using a long prediction horizon, i.e. a
large N . Therefore, for real-time applications, it is often
recommended to employ condensing and dense QP solvers
when N is small. A way to reduce this complexity is to use
input MB strategy, which fixes the control inputs to be constant
over a certain number of successive time intervals over the
prediction horizon. This can be achieved by adding equality
constraints to (5) to fix the values of elements in the vector
of controls u [6]. A typical way is to define ∆uˆ by
∆u = T∆uˆ = (Tb ⊗ Inu×nu)∆uˆ
=


E0
E1
. . .
EM−1




∆uˆ0
∆uˆ1
...
∆uˆM−1

 , (7)
where Ej , for j = 0, ...,M − 1 consist of Nj verti-
cally stacked identity matrices of size nu, and ∆uˆ =
[∆uˆ⊤0 ,∆uˆ
⊤
1 , ...∆uˆ
⊤
M−1]
⊤ with M < N represents the se-
quence of the new control input, each applied for Nj suc-
cessive shooting intervals. The number of columns of matrix
T is the number of DoFs (i.e.M ) for the control sequence and
the number of rows of Ej is the length of each input block (i.e.
Nj) over the prediction horizon. Also define I = [I0, . . . , IM ]
as the vector consisting of the starting index of each input
block, which can be computed by
I0 = 0,
Ij =
j−1∑
k=0
Nk, j = 1, . . . ,M − 1,
IM =
M−1∑
k=0
Nk = N.
(8)
A. Embed MB into multiple shooting
Given problem (6), an intuitive way to introduce MB
strategy is following the linear MPC MB scheme by adding the
equality constraint (7) to the condensed problem (6), obtaining
the following QP problem:
min
∆uˆ
1
2
∆uˆ⊤Hˆc∆uˆ+ gˆ
⊤
c ∆uˆ
s.t. Cˆc∆uˆ+ cc ≤ 0,
(9)
where Hˆc = T
⊤HcT , gˆc = T
⊤gc and Cˆc = CcT . Here the
computation of dense matrices such as Hˆc, which involves
the multiplication by T , can be performed in an efficient way
by exploiting the particular structure of T . However, such
computations require a condensing step with a complexity of
O(N2) before MB is introduced. Therefore, MB would be an
additional computation burden to the standard NMPC scheme.
A more efficient alternative is to integrate the MB strategy
during the multiple shooting phase. To do so, we initialize
(2) using uˆ, where the same input is applied to solve the
differential equation (3) over several consecutive intervals (see
Fig. 1c). As a result, we obtain a QP problem with exactly the
4same structure as (5) but has less DoFs:
min
∆x,∆x
N−1∑
k=0
(
1
2
[
∆xk
∆uˆj
]T
Hk
[
∆xk
∆uˆj
]
+ gk
T
[
∆xk
∆uˆj
])
+
1
2
∆xTNHN∆x
T
N + gN
T∆xN
s.t. ∆x0 = xˆ0 − x0
∆xk+1 = Ak∆xk +Bk∆uˆj + dk,
Ck
[
∆xk
∆uˆj
]
+ ck ≤ 0, ∀k = 0, 1, . . . , N − 1,
CN∆xN + cN ≤ 0,
(10)
where ∆uˆj is applied when k ∈ [Ij , Ij+1), ∀j =
0, 1, . . . ,M − 1, Ak =
∂φ
∂x
(xk, uˆj), Bk =
∂φ
∂u
(xk, uˆj), dk =
φ(tk, xk, uˆj; p)−xk+1. Since in (10) there are stillN+1 stages
in the cost function and N stages in constraints, the level
of sparsity is maintained. Hence, no additional computation
burden is introduced for embedding input MB into multiple
shooting based NMPC algorithm. An illustration of the two
options to introduce MB into nonlinear MPC is given in Fig.
2.
multiple shooting multiple shooting with MB
condensing O(N2) tailored condensing O(N)
adding MB constraint (7)
solving QP (DoFs=Mnu) solving QP (DoFs=Mnu)
Figure 2. An illustration of the two options to introduce MB into multiple
shooting based nonlinear MPC. Red: the intuitive way; Yellow: the proposed
MB scheme
B. Comparison to nonuniform grid schemes
Nonuniform grid schemes are closely related to MB and
can also reduce the dimension of (2) by using a denser grid at
part of the prediction horizon and a coarser one in the other
part of the horizon [1], [10], [4]. For example, as shown in
Fig. 1b, if M non-equidistant shooting intervals are defined,
the state and control vectors shrink to
x
′ =
[
x⊤0 , x
⊤
1 , . . . , x
⊤
M
]⊤
,
u
′ =
[
u⊤0 , u
⊤
1 , . . . , u
⊤
M−1
]⊤
.
(11)
The resulting QP has the same structure as (5) with M + 1
stages. In fact, non-uniform grid schemes and input MB
schemes belong to the same kind of parameterization limiting
algorithms, where the former limits both state and input
parameterizations and the latter only limits the input. As
a result, MB has several advantages over nonuniform grid
schemes, which are summarized in the following.
Algorithm 1 Calculation of Gˆ = GT with complexity
O(NM)
Initialize:
Gˆ← 0Nnx×Mnu
for i = 0, ...,M − 1 do
Gˆ[Ii, i]← BIi
for j = Ii + 1, ..., N − 1 do
if j < Ii+1 then
Gˆ[j, i]← Aj Gˆ[j − 1, i] +Bj
else
Gˆ[j, i]← Aj Gˆ[j − 1, i]
end if
end for
end for
1) A more accurate state trajectory can be obtained by
using MB since the grid for state discretization is as
precise as the uniform grid MPC. Nonuniform grid
schemes suffer from a more coarse state discretization
and less accurate predicting trajectory. Although such
inaccuracy can be alleviated by using time-mesh refine-
ment techniques [3], [4], [5], [11], additional algorithm
complexity and computation burden is introduced. The
computational time is also time-varying due to different
number of discretizing nodes at each sampling step.
2) Path and state constraint fulfillment can be maintained
using MB. Since in (2) constraints are only fulfilled
exactly at the shooting nodes but not between them,
nonuniform grid schemes would have a larger possibility
for constraint violation due to less state discretization
nodes.
3) The proposed MB strategy has N + 1 stages in cost
function as in (2), while nonuniform grid schemes has
only M stages. As a result, nonuniform grid schemes
usually need modified weights for each stage and such
modification is not trivial to obtain the same opti-
mization performance as that of uniform grid NMPC
algorithms.
4) For M ≪ N , the level of sparsity of (2) is preserved
using the proposed MB while nonuniform grid schemes
lose the sparsity. Such level of sparsity is considerably
important to improve the convergence property and
solution accuracy for solving (2) numerically [1].
C. Tailored condensing
We propose a tailored condensing algorithm that exploits
the sparsity structure of (10) to obtain (9). By exploiting the
reduced DoFs of (10), the computational complexity of the
condensing step is reduced from O(N2) to O(NM).
According to the equality constraint in (5) and (10), the
state variable ∆x can be expressed by the input variable ∆u
and ∆uˆ. Let us define matrices G, Gˆ that satisfy
∆x = G∆u+ L = Gˆ∆uˆ+ L, (12)
5Algorithm 2 Calculation of Hˆc = T
⊤HcT with complexity
O(NM)
Initialize:
Hˆc ← 0Mnu×Mnu , Hˆtmp ← 0Nnu×Mnu , Rtmp ←
0nu×nu
for i = 0, ...,M − 1 do
WN ← QN Gˆ[N − 1, i]
for k = N − 1, ..., Ii + 1 do
Htmp[k, i]← S
⊤
k Gˆ[k − 1, i] +B
⊤
k Wk+1
Wk ← QkGˆ[k − 1, i] +A
⊤
kWk+1
end for
Htmp[Ii, i]← B
⊤
Ii
WIi+1
end for
k ← 0
for i = 0, ..., N − 1 do
Hˆc[k, 0 : M − 1]+ = Htmp[i, 0 : M − 1]
Rtmp+ = Ri
if i+ 1 = Ik+1 then
Hˆc[k, k]+ = Rtmp
k ++
Rtmp ← 0
end if
end for
where
G =


G0,0
G1,0 G1,1
...
. . .
GN−1,0 GN−1,1 · · · GN−1,N−1,

 , (13)
with N row and column blocks and L the corresponding
residual vector, which can be computed as in [18]. Similarly,
we have
Gˆ =


Gˆ0,0
Gˆ1,0 Gˆ1,1
...
. . .
GˆN−1,0 GˆN−1,1 · · · GˆN−1,M−1,

 , (14)
has N row and M column blocks. In (10), Hˆk has the form
of
Hˆk =
[
Qk Sk
S⊤k Rk
]
. (15)
Inspired by [18], we propose modified condensing algorithms
that exploit the reduced DoF in (10) without the need to explic-
itly build the matrix T . Algorithm 1 and Algorithm 2 present
the computation of Gˆ and Hˆc which are leading factors in
condensing algorithms. In these algorithms,X [i, j] is the block
matrix at the ith row and jth column of X . The computational
complexity for computing Hˆc is O(NMn
2
xnu + NMnxn
2
u)
FLOPs.
It is worth noticing that, since only the first control compo-
nent u∗0 is fed to the system, a coarse discretization of intervals
far from the current time instant in the prediction horizon
may achieve the same degree of solution accuracy [11]. In
addition, as indicated in the linear MPC case [9], there exists
an optimal block structure that maintains the size of ROA
of MPC. Hence, the number of DoFs is not monotonically
related to the solution accuracy nor the size of ROA, which is
demonstrated by simulations in Section IV.
D. Convergence and Stability
The off-line convergence property of the proposed input
MB NMPC scheme can be analyzed in the framework of
Newton-type methods. For simplicity, let us consider problem
(2) without inequality constraints. Without loss of generality,
we choose a block structure with M = 2, a free u0 and
u1 = u2 = . . . = uN−1. We assume such a structure
is recursively feasible, convergent and stable for a specific
system.
Re-write (2) in the following compact form:
min
x,u,λ
F (x, u)
s.t. V (x, u) = 0,
B⊤u = 0,
(16)
where
B⊤u =


u1 − u2
u2 − u3
...
uN−2 − uN−1

 . (17)
The Lagrangian of (16) is
L˜(x, u, λ, λM ) = L(x, u, λ) + λ
⊤
MB
⊤u (18)
The necessary condition of optimality is:
∇L˜ =


∇uL+BλM
∇xL
V
B⊤u

 = 0. (19)
Assume there exist matrices Q1, Q2 such that
Q⊤1 B = I, Q
⊤
2 B = 0. (20)
As a result, by multiplying (Q1|Q2)⊤ to the first element of
∇L˜ we get 

Q⊤1 ∇uL+ λM
Q⊤2 ∇uL
∇xL
V
B⊤u

 = 0. (21)
The additional multiplier λM can be chosen to be
λM = −Q
⊤
1 ∇uL, (22)
making the first component of (21) always zero. As a result,
we can apply Theorem 5.4 in [19] to show that if the original
unblocked NMPC is convergent, the input MB NMPC is also
convergent with the same convergence rate.
In this paper, we have set the problem in the framework
of RTI scheme [13] to achieve an efficient implementation.
Since only one SQP iteration is performed at each sampling
instant in the RTI scheme, the on-line convergence instead of
off-line convergence has to be considered [20]. As shown in
[19], the RTI scheme can be considered as a standard NMPC
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Figure 3. Closed-loop state and control trajectories using the three NMPC schemes for problem (24)
algorithm with the first control element fixed to the value from
the previous sampling instant. Therefore, the same result apply
to the RTI case, where the convergence rate of input MB RTI
is the same with the standard RTI.
For stability analysis, input MB NMPC can be considered
as a sub-optimal NMPC algorithm which benefits from (sub-
optimal) NMPC stability theories [21], [22], [23], [24]. As
shown in [11] (Theorem 5.1) and [10], a stabilizing non-
equidistantly discretized NMPC can be obtained by choosing
a sufficiently long prediction horizon, properly shifting the
optimal input trajectory, properly designing the cost function,
the terminal cost and constraints. Since input MB is a subclass
of non-equidistant discretization, the developed MB NMPC is
closed-loop stable once the initial block structure satisfies the
stability conditions.
It is worth noting that the block structure is a key design
factor affecting the size of ROA in the presence of terminal
constraints, as well as the matrices Q1, Q2 in (21). Analyses
aforementioned assume a block structure that satisfy the con-
vergence and stability conditions, but do not point out how to
find such one. This issue is handled in linear MPC by solving
two mixed-integer linear programs (MILP) off-line [9], one for
finding the minimal number of blocks to maintain the size of
ROA and the other for finding the maximal size of ROA when
the number of blocks is fixed. However, for NMPC, one need
to solve mixed-integer nonlinear programs (MINLP) which is
NP-hard and may need on-line computations, implying the
optimal block structure being time-varying. In this paper we
focus on computationally efficient algorithms, hence a block
structure that leads to convergence and closed-loop stability is
always assumed.
IV. IMPLEMENTATION AND NUMERICAL EXAMPLES
The proposed input MB scheme is implemented in
MATMPC [25], an open source software built in MATLAB
for NMPC applications. MATMPC has a number of algo-
rithmic modules and provides state-of-the-art computation
performance while making the prototyping easy with limited
programming knowledge. This is achieved by writing each
module directly in MATLAB API for C. As a result, MATMPC
modules can be compiled into MEX functions with perfor-
mance comparable to plain C/C++ solvers. MATMPC has been
successfully used in operating systems including WINDOWS,
LINUX and OS X [26], [27], [28], [29].
In this section, two numerical examples are used to compare
the numerical, control and computation performance of the
three NMPC schemes in Fig. 1, namely 1) standard NMPC
(refer to scheme A); 2) NMPC with nonuniform grid dis-
cretization (refer to scheme B); 3) NMPC with the proposed
input MB (refer to scheme C). The first example is a classical
inverted pendulum system and the second is a nontrivial
dynamic driving simulator. The simulation is performed in
MATLAB in WINDOWS 10 using MATMPC [25] as the
on-line solver, on a PC with Intel core i7-4790 running at
3.60GHz. The QP problem is solved by qpOASES [30].
A. Control of an inverted pendulum
An inverted pendulum is mounted on top of a cart and can
roll up to 360 degrees. The dynamic model is given by
p¨ =
−m1l sin(θ)θ˙
2 +m1g cos(θ) sin(θ) + u
m2 +m1 −m1(cos(θ))2
,
θ¨ =
1
l(m2 +m1 −m1(cos(θ))2)
(u cos(θ)
−m1l cos(θ) sin(θ)θ˙
2
+ (m2 +m1)g sin(θ)),
(23)
where p, θ are the cart position and swinging angle, respec-
tively, and u is the control force acting on the cart. The NMPC
problem is formulated as
min
x(·),u(·)
∫ tf
t0
(‖x(t)‖2Q + ‖u(t)‖
2
R)dt+ ‖x(tf )‖
2
Qf
s.t. x(t0) = xˆ0,
dynamics given in (9)
− 2 ≤ p(t) ≤ 2,
− 20 ≤ u(t) ≤ 20
(24)
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Figure 4. Closed-loop state and control trajectories using the three NMPC schemes for problem (24). Two different number of discretization nodes for scheme
B are used.
where x(t) = [p(t), θ(t), p˙(t), θ˙(t)]⊤. The model and values
of parameters m1,m2, l, g are taken from [31]. The control
task is to drive the pendulum from the downward position
(x = [0, pi, 0, 0]) to the upward position (x = [0, 0, 0, 0]). We
evaluate the algorithm performance in the following configu-
rations:
1) Standard RTI (scheme A): with sampling and shooting
interval time Ts = 25ms and N = 80.
2) Nonuniform grid (scheme B): the index of nonuniform
grid is given by I = [0, 1, 3, 6, 10, 15, 20, 35, 50, 65, 80].
Hence the number of stages is M = 10. The weights
for the cost function are based on that used by scheme
A, scaled by the length of each shooting interval.
3) MB (scheme C): the index of input block is given by the
same I as in scheme B. Hence, the number of stages is
N = 80 but the DoFs is M = 10. The weights for the
cost function are identical to that used by scheme A.
Fig. 3 shows the closed-loop trajectories using the three MPC
schemes for the inverted pendulum example. The input MB
scheme has a very similar control performance comparing
to the standard MPC, without the need to change the cost
function weights. The trajectory of nonuniform grid scheme
deviate from that of the standard MPC and the control task
is accomplished in a longer time. Its performance can be
improved by adjusting the scaling factor of weights. However,
the scaling of weights requires practical experience and is not
trivial for many applications. Fig. 5 shows the closed-loop
Karush–Kuhn–Tucker (KKT) value that reflects the degree of
optimality of the NLP solution at each sampling time. Note
that we implement all algorithms in RTI framework hence
the KKT value is not affected by the number of iterations
(since there is only one iteration), but the features of problem
(5), e.g. level of sparsity. As sparsity structure is maintained,
the proposed MB scheme has a KKT at the same level as
the standard MPC using only one eighth of the DoFs. The
nonuniform grid scheme has a much higher KKT due to
sparsity lost, leading to more inaccurate solutions and poorer
control performance.
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Figure 5. Closed-loop KKT values using the three NMPC schemes for
problem (24).
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Figure 6. Closed-loop KKT values using the three NMPC schemes for
problem (24). Two different number of discretization nodes for scheme B
are used.
Table I gives the maximum computation time for one
RTI step during the simulation using the three schemes. For
the proposed input MB scheme, the computation time for
condensing is only slightly higher than that of the nonuniform
grid scheme, but still much smaller than that of the standard
NMPC. The computation time for solving the QP problem is
also much smaller than that of the standard NMPC due to
greatly reduced DoFs. Since the input MB scheme considers
more state and path constraints, its time for solving QP is
slightly higher than that of nonuniform grid scheme.
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Figure 7. (a): Vertical acceleration trajectories using the three MPC schemes for DiM; (b): Hexapod actuators length using the three MPC schemes for DiM.
In each simulation, the length of six actuators is drawn in the same color.
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Figure 8. (a): Tripod and hexapod longitudinal displacements using the three MPC schemes for DiM; (b): Tripod lateral and hexapod lateral and vertical
displacements using the three MPC schemes for DiM
Table I
MAXIMUM COMPUTATION TIMES [MS] PER RTI STEP USING THE THREE
NMPC SCHEMES FOR INVERTED PENDULUM
Scheme A B C
Shooting 0.26 0.26 0.26
Condensing 1.8 0.05 0.37
QP solving 2.26 0.09 0.15
Total 4.32 0.40 0.78
It is interesting to compare performance of a specific pa-
rameterization of scheme B that shows similar computational
time to that of scheme C. This can be achieved by increasing
the number of intervals for non-uniform grid NMPC (scheme
B) to M = 42 with
I =[0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
19, 20, 21, 22, 23, 24, 26, 28, 32, 35, 37, 40, 42, 44, 46, 48,
50, 52, 55, 60, 65, 70, 75, 80]
The state and control trajectories are shown in Fig. 4 and the
KKT values are shown in Fig. 6. It can be observed that,
the state and control trajectories of scheme B with M = 42
become very close to the standard NMPC (scheme A) but the
KKT values are still much larger. Therefore, we can conclude
that the developed input MB NMPC algorithm has better
closed-loop and numerical performance than the non-uniform
grid NMPC when the number of input blocks is the same as the
number of discretization intervals (M = 10 for both schemes),
whereas if the closed-loop and computational performance are
similar, the developed algorithm is able to achieve an improved
solution optimality using even less number of input blocks
(M = 10 v.s. M = 42).
B. DiM
The second application is the Motion Cueing algorithm for
a nine DoF dynamic driving simulator, which is described in
[32]. Dynamic platforms are designed to reproduce in a safe
and reproducible environment the driving experience, bridging
the virtual and real world through the Human-in-the-Loop
(HiL). Their effectiveness is strongly related to the capability
of reproducing a realistic sensations of driving with dedicated
motion strategies, namely Motion Cueing Algorithms (MCAs),
that are also deputed to the management of the working area
of the device, by keeping its movements within the given
operating limits (Washout Action). A promising approach
to MCA is based on MPC [33], [32]: to account for the
human perception, a model of the vestibular sensory system
is considered, together with the mechanical structure of the
platform. Perceived accelerations on the vehicle are used
as reference for the controller, which is deputed to balance
between tracking those and reducing the overall platform
motion. The mechanical structure of DiM is shown in Fig.
9: a hexapod is mounted on a tripod that moves on a flat and
stiff surface, sliding on airpads and providing longitudinal,
lateral and yaw movements, while the hexapod provides high
frequency longitudinal, lateral and yaw movements as well as
pitch and roll rotations. The complete dynamic model consists
of a human vestibular model that is characterized by a linear
state-space realization and a reference transition model.
9Figure 9. An illustration of the mechanical structure of the DiM platform.
The compact dynamic equation of DiM can be summarized
as following:
ξ˙V EST = AξV EST +BuV EST
p¨D = p¨T +RT p¨
T
H + 2ωT × (RT p˙
T
H)
(25)
where the first equation describes the dynamics of the vestibu-
lar model, which converts the actual longitudinal, lateral,
vertical accelerations and roll, pitch and yaw angular velocities
into the corresponding perceived signals in brain. The second
equation describes the reference transition model and pD
represents the position of the driver head with respect to a
frame fixed to the ground, pT the position of the centre of
the tripod referred to the ground frame, pTH the position of the
hexapod center with respect to the frame fixed to the tripod,
RT the rotation matrix which describes the frame fixed to the
tripod with respect to the ground and ωT its related angular
velocity.
Observe that the longitudinal, lateral acceleration and yaw
angular velocity can be written as a sum of low frequency
(tripod) component and high frequency (hexapod) one as
ax = ax,T + ax,H ,
ay = ay,T + ay,H ,
φ˙ = φ˙T + φ˙H .
(26)
We introduce a simplified six DoF model where these two
components are obtained by means of a low-pass and high-
pass filter. This model has an input u(·) of dimension 6, a
state x(·) of dimension 30 + 6ns, where ns is the order of
the filters, an output y(·), composed of the human perceived
signals and the DiM motion states, of dimension 30. Finally,
the MPC problem is formulated as
min
x(·),u(·)
∫ tf
t0
(‖y(t)− yREF (t)‖
2
Qdt+ ‖y(tf)− yREF (tf )‖
2
Qf
s.t. x(t0) = xˆ0,
dynamics given in (25), (26),
q− ≤ q(x(t)) ≤ q+,
x− ≤ x(t) ≤ x+,
u− ≤ u(t) ≤ u+
(27)
where yREF (t), t ∈ [t0, tf ], is the reference signal that the
DiM must track, q(x(·)) is the function which maps the state
into the actuators lengths, q−, q+ the lower and upper actuator
length limits, while x−, u−, x+, u+ are the upper and lower
bounds for inputs and states specified in [32]. For the three
schemes we use the following configurations:
1) standard unblocked RTI (scheme A): the sampling and
shooting interval time is Ts = 10 ms and N = 50.
2) Non-uniform grid (scheme B): the index of nonuniform
grid is given by I = [0, 1, 10, 50]. Hence the number of
stages is M = 3. The weights for the cost function are
based on those used by scheme A, scaled by the length
of each interval.
3) input MB (scheme C): the index of input block is given
by the same I as in scheme B. Hence, the number of
stages is N = 50 and the DoFs of NMPC is M = 3.
The weights for the cost function are identical to those
used by scheme A.
Fig. 7a shows the perceived vertical acceleration using
the three NMPC schemes with respect to a given reference
trajectory. The performance of scheme A and C are almost
identical, while that of scheme B are very bad when actuators
reach their limits. In fact, as shown in Fig. 7b, scheme A and
scheme C are able to maintain the actuators in a more neutral
position, while with the scheme B actuators reach their limits
in many instants. This can be also verified by Fig. 8a and
8b, where scheme A and C can maintain the platform in a
more neutral position. On the other hand, scheme B drives the
platform in a much larger spaces with worse tracking accuracy,
which may harm the mechanical structure of DiM.
Fig. 10 shows the KKT values using the three NMPC
schemes for DiM. Similar to the inverted pendulum example,
the proposed scheme C can maintain the optimality of on-line
solution to a large extent by solving a sparse optimization
problem with much less DoFs. In Table II, the maximum
computation time per RTI step using the three NMPC schemes
for DiM is given. Both scheme B and C can considerably
reduce the computation time, achieve real-time feasibility
(sampling time is 10 ms). However, scheme C has a much
superior control performance as demonstrated in previous
figures with only a slight higher computation time than scheme
B.
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Figure 10. Closed-loop KKT values using the three MPC schemes for problem
(27)
V. CONCLUSION
In this paper, an computationally efficient MB strategy for
multiple shooting based NMPC has been proposed. Input
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Table II
MAXIMUM COMPUTATION TIMES [MS] PER RTI STEP USING THE THREE
MPC SCHEMES FOR DIM
Scheme A B C
Shooting 2.91 2.91 2.91
Condensing 9.65 0.08 1.22
QP solving 5.81 0.17 0.27
Total 18.07 3.16 4.40
MB is introduced during the shooting step, resulting in a
multi-stage QP subproblem with reduced DoFs. A tailored
condensing algorithm has also been proposed to exploit such
sparsity structure, thus reducing the computation complexity
of condensing from quadratic to linear in the number of
discretization nodes. The convergence and stability property
of the proposed scheme is also addressed. Through a detailed
comparison with the nonuniform grid scheme, the proposed
MB strategy has been shown to achieve better discretization
accuracy, constraint fulfillment, easier tuning, and sparser
problem structure.
By using two numerical examples, it has also been shown
that the proposed MB strategy is able to significantly reduce
on-line computation time while maintaining solution accuracy
and control performance. We assume a block structure making
the input MB NMPC convergent, recursively feasible and
stable. Future developments can focus on an proper choice of
input block structure with feasibility and stability guarantees.
The error bound on solution and optimality can also be
addressed when input MB is applied.
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