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We investigate the persistence probability p(t) of the position of a Brownian particle with shape asymmetry in two
dimensions. The persistence probability is defined as the probability that a stochastic variable has not changed it’s sign
in the given time interval. We explicitly consider two cases – diffusion of a free particle and that of harmonically trapped
particle. The later is particularly relevant in experiments which uses trapping and tracking techniques to measure the
displacements. We provide analytical expressions of p(t) for both the scenarios and show that in the absence of the shape
asymmetry the results reduce to the case of an isotropic particle. The analytical expressions of p(t) are further validated
against numerical simulation of the underlying overdamped dynamics. We also illustrate that p(t) can be a measure to
determine the shape asymmetry of a colloid and the translational and rotational diffusivities can be estimated from the
measured persistence probability. The advantage of this method is that it does not require the tracking of the orientation
of the particle.
I. INTRODUCTION
Particles that exhibit a shape asymmetry are abundant in
nature with sizes ranging from few nanometers to few microm-
eters. Over the last decade, accelarated by the advancement
in particle chemistry, a plethora of such particles with en-
hanced transport properties have been developed in an attempt
to mimic nature. These synthetically engineered colloids with
multi-functional properties often find wide ranging applica-
tions in photonics, nano and biotechnology, drug delivery and
other bio-medical uses. Unlike an isotropic particle, the shape
asymmetry leads to different transport properties along the
symmetry axes of the particle and any real-life application
would require the knowledge of these transport properties. Per-
haps, the most crucial of these transport properties are the
translational and rotational diffusivities that characterizes their
stochastic dynamics. For example, the diffusive dynamics of
such particles are completely characterized by the mobility
matrix. However, the extraction of the diffusivity from the
measured mean-square displacement requires the simultaneous
measurement of its translational and orientational degrees of
freedom, which might not be always feasible.
In this article, we present an alternative approach to measure
the diffusivity of shape asymmetric particle from its position
coordinates alone. Our approach does not require the mea-
surement of the symmetry axes of the particle. We choose
the simplest asymmetric particle – an ellipsoid and look at
its two dimensional Brownian motion. Since the dynamics of
the translational and the orientational degrees of freedom are
stochastic due to the thermal fluctuations from the bath, the
position and the orientation are both random variables in time.
We use the stochastic nature of the position to calculate the
persistence probability p(t) of the particle. The extraction of
the diffusion coefficients along the two symmetry axes of the
particle as well the rotational diffusion constant follows from
the analytical expression of p(t).
The persistence probability p(t) of a stochastic variable is
simply the probability that the variable has not changed sign up
to time t. In physics, the persistence property has been investi-
gated both theoretically1–24 and experimentally25–32 in spatially
extended systems that are out of equilibrium. For a more com-
prehensive review of the persistence probability in spatially
extended systems, we invite the readers to look at the recent
review by Bray et al.33 and the brief review by Majumdar34 on
the subject and the references therein. The persistence proba-
bility for such systems decays as a power law p(t) ∼ t−θ, with
θ being a non-trivial exponent. This algebraic decay of p(t)
has been established for a wide class of non-equilibrium sys-
tems that includes the classic random walk problem in finite12
and infinite medium5,7,17,34, critical dynamics9,13, diffusion
in an infinite medium with15 and without advection2,8, fluc-
tuating interfaces1,3,4,6,23, disordered systems14,35,36, polymer
dynamics16,37 and granular media38,39. The estimation of the
exponent θ for a general stochastic process is notoriously diffi-
cult and the exact form of p(t) exists in very few cases when
the process is Gaussian as well Markovian. For a stochastic
process x(t) which is Gaussian as well as Markovian, the non-
stationary process can be mapped into a stationary Ornstein-
Uhlenbeck process X(T ) via suitable transformations that takes
x → X and t → T , with the consequence that the correlator
C(T ) ≡ ⟨X(T )X(0)⟩ decay exponentially at all times.Following
Slepian40, if the stationary correlator C(T ) of a stochastic pro-
cess decays purely exponentially at all times, the persistence
probability of X(T ) is proportional to C(T ) and p(t) can then
be constructed back by the inverse time transformation applied
to X. In the case when C(T ) does not decay exponentially,
the exponent θ can be extracted using the independent interval
approximation (IIA) , provided the density of zero crossings
remain finite8. In the present scenario, as the calculations re-
veal, the IIA is not required and suitable transformations space
and time takes the non-stationary correlation function into a
stationary correlator which then be used to calculate p(t).
The rest of the article is organized as follows. In Section II
present the results for the two-time correlation function the
position of a free Brownian particle with shape asymmetry.
The survival probability is determined from this correlation
function. In Section III we carry out a perturbative expansion
for the position of an anisotropic Brownian particle trapped
in a harmonic potential. The mean-square displacement for
the displacements along the two directions and the two-time
correlation functions are calculated using the perturbative ex-
ar
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2pansion. Finally, the persistence probability is constructed
from this two-time correlation function. A brief conclusion
and the relevance of the work is presented in Section IV.
II. ELLIPSOIDAL PARTICLE IN TWO-DIMENSIONS
We consider an ellipsoidal particle in two dimension with
mobilities Γx and Γy along the x and y direction respectively
and a single rotational mobility Γθ. The particle is immersed
in a bath at a temperature T , so that the translational diffusion
coefficients along the two directions are given by Dx = kBTΓx,
Dy = kBTΓy and the rotational diffusion constant Dθ = kBTΓθ.
In a frame fixed to the particle, the translational and the rota-
tional motion of the particle is completely decoupled.However,
in the lab-frame, the shape asymmetry of the particle leads to
a coupling between the translational and rotational motions of
the particle. In the body frame the equations of motion of the
particle take the form
Γ−1x
∂x˜
∂t
=Fx cos θ(t) + Fy sin θ(t) + η˜x(t)
Γ−1y
∂y˜
∂t
=Fy cos θ(t) + Fx sin θ(t) + η˜y(t)
Γ−1θ
∂θ
∂t
=τ + η˜θ, (1)
where Fx and Fy are the forces acting on the particle along the
x and y directions and τ is the torque acting on the particle.
The correlations of the thermal fluctuations in the body frame
are given by
⟨η˜⟩ = 0 and ⟨η˜i(t)η˜ j(t′)⟩ = 2Diδi jδ(t − t′) (2)
In the lab frame, the displacements are related to the body
frame as,
δx = cos θδx˜ − sin θδy˜
δy = cos θδy˜ + sin θδx˜ (3)
Using Eq. (1), the corresponding Langevin equation in the
lab frame is given by,
∂xi
∂t
= −Γi j ∂U
∂x j
+ ηi, (4)
where U(r) is the external potential andΓ is the mobility tensor
given by,
Γ =
Ü
Γ + ∆Γ2 cos 2θ
∆Γ
2 sin 2θ
∆Γ
2 sin 2θ Γ − ∆Γ2 cos 2θ
ê
(5)
with Γ = (Γ‖ + Γ⊥)/2 and ∆Γ = Γ‖ − Γ⊥. In the component
form, the mobility tensor is given by Γi j = Γδi j + ∆Γ2 ∆ℛi j[θ(t)],
where the form of ∆ℛ is given by
∆ℛ =
Ü
cos 2θ sin 2θ
sin 2θ − cos 2θ
ê
(6)
Using the correlation of the thermal fluctuations from Eq. (2)
and Eq. (1), the moments of the stochastic forces are given by,
⟨𝜂⟩ = 0 and ⟨𝜂(t)𝜂(t′)⟩ = 2kBTΓ[θ(t)]δ(t − t′) (7)
We first look at the case of a free ellipsoidal particle. Set-
ting the external potential to zero, the formal solution to the
equation of motion takes the form
xi(t) =
∫ t
0
ηi(t′)dt′ + xi(0) (8)
The mean-square displacement of the particle, averaged over
the orientational noise can be explicitly calculated from the
above equation as,
⟨∆x2i ⟩ηθ =
∫ t
0
dt′
∫ t
0
dt′′⟨ηi(t′)ηi(t′′)⟩
= 2kBT
∫ t
0
dt′
∫ t
0
dt′′ ⟨Γii[θ(t′)]⟩ηθδ(t′ − t′′)
= 2kBT
∫ t
0
dt′ ⟨Γii[θ(t′)]⟩ηθ (9)
Using the explicit form of Γxx the mean-square displacement
along the x-direction reads
⟨∆x21⟩ηθ = 2kBT
∫ t
0
dt′
ï
Γ +
∆Γ
2
⟨cos θ(t′)⟩ηθ
ò
(10)
The ensemble average of cos θ(t) over the thermal fluctuations
in the orientational degrees of freedom can be done explicitly
by noting the fact that ∆θ = θ(t) − θ0 is a Gaussian random
variable and consequently the following identity holds:
⟨e±im∆θ(t′)⟩ηθ = e−m
2Dθt′ . (11)
Using Eq. (11) in Eq. (10), we finally arrive at
⟨∆x2⟩ηθ = 2kBT
ï
Γt +
∆Γ
2
cos 2θ0
Å
1 − e−4Dθt
4Dθ
ãò
(12)
and
⟨∆y2⟩ηθ = 2kBT
ï
Γt − ∆Γ
2
sin 2θ0
Å
1 − e−4Dθt
4Dθ
ãò
(13)
The above results are well known41,42 and have also been ex-
perimentally verified.41 However, our interest lies in the per-
sistence probability of this system. To calculate that we start
with Eq. (8) and choose xi(0) = 0. The calculation of the two
time correlation function ⟨x(t1)x(t2)⟩ηθ follows the same route
as detailed above:
⟨x(t1)x(t2)⟩ηθ =
∫ t1
0
dt′
∫ t2
0
dt′′⟨ηx(t′)ηx(t′′)⟩ηθ . (14)
Taking t1 > t2, the integral evaluates to the following expres-
sion for the two time correlation,
⟨x(t1)x(t2)⟩ηθ = 2kBTΓt2
ï
1 +
∆Γ
2Γ
cos θ0
Å
1 − e−4Dθt2
4Dθt2
ãò
(15)
3In order to transform the non-stationary correlation into a sta-
tionary correlation we first make the transformation X(t) =
x(t)/
√⟨x2(t)⟩ηθ , and the correlation ⟨X(t1)X(t2)⟩ηθ reads as
⟨X(t1)X(t2)⟩ηθ =
 
2Dt2
2Dt1
Ã
1 + ∆Γ
2Γ
cos θ0
Ä
1−e−4Dθ t2
4Dθt2
ä
1 + ∆Γ
2Γ
cos θ0
Ä
1−e−4Dθ t1
4Dθt1
ä (16)
We now define the transformation in time as
eT =
 
2Dt
ï
1 +
∆D
2D
cos θ0
Å
1 − e−4Dθt
4Dθt
ãò
(17)
and Eq. (16) takes the simple form of
⟨X(T1)X(T2)⟩ηθ = e−(T1−T2)/2 (18)
Following Slepian40, if the correlation function of a stochastic
variable X(T ) decays exponentially for all times CXX(T ) =
e−λT , then the persistence probability is given by
P(T ) ∼ sin−1 e−λT . (19)
Asymptotically, P(T ) takes the form P(T ) ∼ e−λT . Conse-
quently, looking at Eq. (18) and transforming back in real time
t, the persistence probability reads as
p(t) ∼ 1√
2Dt
1√
1 + ∆D
2D
cos θ0
Ä
1−e−4Dθ t
4Dθt
ä . (20)
In the absence of any asymmetry, the expression for p(t) cor-
rectly reproduces the persistence probability of that of a ran-
dom walker. Rearranging Eq. (20), the quantity t1/2p(t) can be
recast as
t1/2p(t) ∼ 1√
2D
ï
1 +
∆D
D
cos θ0
Å
1 − e−4τ
8τ
ãò−1/2
. (21)
In the limit of ∆D→ 0, the persistence probability reduces to
that of a random walker p(t) ∼ t−1/2.
To test Eq. (20), we performed numerical integration of the
equations of motion using an Euler scheme for discritization.
The initial condition was chosen from a Gaussian distribution
with a very small width, so that the sign of r(0) is clearly de-
fined. The trajectories was evolved in time with an integration
time-step of δt = 0.001. At every instant the the survival of the
particle was checked by looking at the sign of r(t). Fraction
of trajectories for which the position did not change its sign
up to time t gave the survival probability p(t). A total of 109
trajectories were used in estimating the survival probability. A
comparison of the measured p(t) with that of the predictions
of Eq. (20) is shown Fig. 1 and Fig. 2. The comparison in
Fig. 1 clearly shows that the survival probability can pick up
the asymmetry in particle shape even when the difference in
the diffusivities is as small as 5%.
The process to extract the the diffusion coefficients is as fol-
lows. The first step would be to determine the overall constant
𝒜 in the expression for the persistence probability. This can be
fixed by fitting the data with the form of p(t) given in Eq. (20).
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Figure 1. Plot of t1/2p(t) for different choices of translational
diffusivities of the anisotropic particle: D‖ = 1,D⊥ = 0.5 (∙),
D‖ = 1,D⊥ = 0.8 (),D‖ = 1,D⊥ = 0.9 ( ) and D‖ = 1,D⊥ = 0.95
(N). The rotational diffusion constant and the initial angle θ0 was fixed
at Dθ = 1 and θ0 = 0,respectively. The solid lines are fit to the data
using Eq. (21). The fit yields the overall constant 𝒜. The estimated of
values of𝒜 from the fit are 0.025132±0.000014 for D‖ = 1,D⊥ = 0.5,
0.025144 ± 0.000011 for D‖ = 1,D⊥ = 0.8, 0.025166 ± 0.000012 for
D‖ = 1,D⊥ = 0.9 and 0.025148 ± 0.000019 for D‖ = 1,D⊥ = 0.95.
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Figure 2. Plot of t1/2p(t) for different choices of rotational diffusion
constant of the anisotropic particle: Dθ = 0.01 (∙),Dθ = 0.1 (),Dθ =
1 ( ). The translation diffusion constants in all the three cases were
D‖ = 1 and D⊥ = 0.5 and the initial orientation was fixed at θ0 = 0.
This fit yields the value of 𝒜. In Fig. 1 (a), we have shown this
fitting for different choices of the diffusivities, with𝒜 as the fit
parameter. The value of 𝒜 is solely determined by the number
of trajectories used to estimate p(t). The values determined
from the fit are given in the caption of the figure. An alternative
way to determine 𝒜 is to measure the persistence probability
of an isotropic particle, in which case p(t) ∼ 𝒜/√2Dt. Once
this number is known, we look at the quantity t1/2p(t)/𝒜. In
the limit of t → 0, t1/2p(t)/𝒜 → (2D+ ∆D)1/2 and in the limit
of t → ∞, t1/2p(t)/𝒜 → (2D)1/2.
Once we know the two diffusivities, and therefore D, the ro-
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Figure 3. Plot of t1/2p(t)/𝒜 for different choices of translational
diffusivities of the anisotropic particle: D‖ = 1,D⊥ = 0.5 (∙), D‖ =
1,D⊥ = 0.8 (),D‖ = 1,D⊥ = 0.9 ( ) and D‖ = 1,D⊥ = 0.95
(N). The rotational diffusion constant and the initial orientation was
fixed at Dθ = 1 and θ0 = 0, respectively. The solid black line
indicates the value of 1/
√
2D + ∆D = 1/
√
2D‖ = 1/
√
2, whereas
the dashed lines indicates the values of 1/
√
2D. For the choice of the
translational diffusivities, the indicated values from top are 1/
√
2D ≈
0.8165, 0.7454, 0.7255 and 0.7161.
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Figure 4. Plot of the dimensionless quantity p˜(t) (see Eq. (22)) as
function of time for different choices of rotational diffusion constant
of the anisotropic particle: Dθ = 0.01 (∙),Dθ = 0.1 (),Dθ = 1 ( ).
The translation diffusion constants in all the three cases were D‖ = 1
and D⊥ = 0.5. The initial orientation in all the cases were fixed at
θ0 = 0. The solid lines are fit to the data using Eq. (22) using ∆D/D
and Dθ as fit parameters. The estimated values of these parameters
from the fit are compared with the actual values used in the simulation
in Table I.
tational diffusion constant can be determined from the quantityÄ
𝒜/
√
2Dtp(t)
ä2
which goes as
p˜(t) =
Ç 𝒜√
2Dtp(t)
å2
= 1 +
Å
∆D
D
ãÅ
1 − e−4Dθt
8Dθt
ã
(22)
A fit to p˜(t) with Dθ as a fit parameter would yield the value
of the rotational diffusion coefficient. This is illustrated in
Fig. 2. In fact, fitting the data for p˜ with ∆D/D and Dθ as fit
parameters yields very good estimates for ∆D/D and Dθ. A
comparison of these values obtained from the fit with that of
the actual values is shown in Table I.
∆D/D Dθ Estimated ∆D/D Estimated Dθ
2/3
0.01 0.6698 ± 0.0018 0.0117 ± 0.0002
0.1 0.1146 ± 0.0009 0.6799 ± 0.002
1.0 1.076 ± 0.06 0.681 ± 0.0295
Table I. A comparison of the actual values of ∆D/D and Dθ used in the
simulations to those obtained from the fit of the data for 𝒜/2Dtp2(t).
It should be pointed out, that the values of ∆D/D and Dθ
obtained from the fit are sensitive to the value 𝒜 and a careful
estimation of 𝒜 is of paramount importance.
III. HARMONICALLY TRAPPED ELLIPSOIDAL PARTICLE
In experiments, the tracking of colloidal particles are usu-
ally done with laser traps and consequently it is pertinent to
discuss the scenario where an ellipsoidal particle is trapped
in a harmonic trap. In the following, we assume that the har-
monic trap is isotropic and there is no preferential direction of
alignment. Further, if we suppose a strong confinement, then at
late times the deviations from the mean position of the particle
is practically zero. Accordingly, the particle rotates freely so
that the angular displacements obey Gaussian statistics. The
potential confinement has the form U(x, y) = κ(x2 + y2)/2 and
the corresponding Langevin equation from Eq. (4) take the
form
∂x
∂t
= − κx
Å
Γ +
1
2
∆Γ cos θ(t)
ã
− 1
2
κy∆Γ sin θ(t) + η˜x(t)
∂y
∂t
= − 1
2
κx∆Γ sin θ(t) − κy
Å
Γ − 1
2
∆Γ cos θ(t)
ã
+ η˜y(t)
∂θ
∂t
=η˜θ, (23)
where the correlation of the thermal noise follows Eq. (7).
A. Purturbative Expansion
Defining the vector R ≡ (x, y)T , the equation takes the sim-
ple form
.
R = −κ
ï
Γ1 +
∆Γ
2
ℛ(t)
ò
R(t) + 𝜂(t) (24)
To solve the above equation, we use the perturbative expan-
sion
R(t) = R0(t) −
Å
κ∆Γ
2
ã
R1(t) +
Å
κ∆Γ
2
ã2
R2(t) + 𝒪
Å
κ∆Γ
2
ã3
(25)
5Substituting Eq. (25) in Eq. (24) and keeping up to the linear
order in κ∆Γ/2 we obtain the equations for R(t) and R1(t) as
.
R0 = −κΓR0(t) + 𝜂(t)
.
R1 = −κΓR1(t) +ℛ(t)R0(t)
.
R2 = −κΓR2(t) +ℛ(t)R1(t)
(26)
The solutions for the Eq. (26) together with the initial condi-
tion R(0) = 0 take the form
R0(t) =
∫ t
0
dt′e−κΓ(t−t
′)𝜂(t)
R1(t) =
∫ t
0
dt′e−κΓ(t−t
′) ℛ(t) R0(t)
R2(t) =
∫ t
0
dt′e−κΓ(t−t
′) ℛ(t) R1(t)
(27)
In explicit form, the equal time correlation matrix Ri(t)R j(t)
is then given by
⟨Ri(t)R j(t)⟩𝜂,θ = ⟨R0,i(t)R0, j(t)⟩𝜂,θ −
Å
κ∆Γ
2
ã
⟨R0,i(t)R1, j(t)⟩𝜂,θ
+
Å
κ∆Γ
2
ã2 î〈
R1,i(t)R1, j(t)
〉
𝜂,θ
+ 2
〈
R0,i(t)R2, j(t)
〉
𝜂,θ
ó
+ 𝒪
Å
κ∆Γ
2
ã3
(28)
where we have used the fact that ⟨R0,iR1, j⟩ = ⟨R0, jR1,i⟩. Fur-
ther, note that the thermal noise correlation given in Eq. (7)
gives an additional factor of κ∆Γ/2 in the correlation terms
⟨Rα,i(t)Rβ, j(t)⟩, where α, β denotes the order of the perturbation
series.
We next proceed to calculate this equal time correlation
matrix using the solutions in Eq. (27). The correlation matrix
of R0(t) averaged over the translational and the rotational noise
is then given by
⟨R0(t)R0(t)⟩𝜂,θ =
∫ t
0
dt′
∫ t
0
dt′′e−κΓ(t−t
′)e−κΓ(t−t
′′)⟨𝜂(t′)𝜂(t′′)⟩𝜂,θ,
(29)
where in correlation of the thermal noise is understood as
an outer product of the variable ηx and ηy. Using Eq. (7),
the calculation is straight forward and the final form of the
correlation matrix is given by
⟨R0(t)R0(t)⟩𝜂,θ = kBT
κ
1
Ä
1 − e−2κΓt
ä
+ ∆D ℛ(θ0)
Ç
e−4Dθt − e−2κΓt
2κΓ − 4Dθ
å (30)
More explicitly, the mean-square displacement along the x and
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Figure 5. Plot of the mean-square displacement along the x direction
of harmonically trapped anisotropic particle for different choices of
the stiffness of the harmonic potential as indicated in the legend. The
translational diffusivities and the rotational diffusion constant were
kept fixed at D‖ = 1, D⊥ = 0.5 and Dθ = 0.1 in all the cases. The
initial orientation of the particles were also fixed at θ0 = 0. The solid
lines are plots of Eq. (39) and the dashed lines are plots of Eq. (48)
with the appropriate values of κ,D‖,D⊥ and Dθ.
y direction are given by
⟨x20(t)⟩𝜂,θ =
kBT
κ
Ä
1 − e−2κΓt
ä
+ ∆D cos 2θ0
Ç
e−4Dθt − e−2κΓt
2κΓ − 4Dθ
å
and
⟨y20(t)⟩𝜂,θ =
kBT
κ
Ä
1 − e−2κΓt
ä
− ∆D cos 2θ0
Ç
e−4Dθt − e−2κΓt
2κΓ − 4Dθ
å
(31)
The cross-correlation function x0(t)y0(t) reads
⟨x0(t)y0(t)⟩𝜂,θ = ∆D sin 2θ0
Ç
e−4Dθt − e−2κΓt
2κΓ − 4Dθ
å
(32)
In the limit of κ → 0, Eqs. (31) and (32) reproduces the
correct result of a free diffusion of an anisotropic particle given
in Eqs. (12) and (13). On the other hand, for ∆Γ → 0 Eqs. (31)
and (32) yeilds the correlation matrix for an isotropic Brownian
particle in a harmonic trap.
Our next attempt is to look into the correction to the above
expression that comes from R1(t) and R2(t). For this, we
rewrite the solutions for R1(t) and R2(t) in explicit form as
R1,i(t) =
∫ t
0
dt′e−κΓ(t−t
′)
∑
j
ℛi j(t′)R0, j(t′)
R2,i(t) =
∫ t
0
dt′e−κΓ(t−t
′)
∑
j
ℛi j(t′)R1, j(t′)
(33)
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Figure 6. Plot of the mean-square displacement along the y direction
of harmonically trapped anisotropic particle for different choices of
the stiffness of the harmonic potential as indicated in the legend. The
translational diffusivities and the rotational diffusion constant were
kept fixed at D‖ = 1, D⊥ = 0.5 and Dθ = 0.1 in all the cases. The
initial orientation of the particles were also fixed at θ0 = 0.The solid
lines are plots of Eq. (40) and the dashed lines are plots of Eq. (49)
with the appropriate values of κ,D‖,D⊥ and Dθ.
where the subscripts are for the two spatial dimensions and
can take the values 1 and 2. Using Eq. (28), we proceed
to calculate the terms ⟨R0,i(t)R0, j(t)⟩𝜂,θ,⟨R1,i(t)R1, j(t)⟩𝜂,θ and
⟨R2,i(t)R2, j(t)⟩𝜂,θ. The detailed calculation of the three terms
are presented in the Appendices A to D,respectively. In deriv-
ing the results presented in the appendices, we have utilized
the more general form of the identity given in Eq. (11):
⟨eim∆θ(t′)−in∆θ(t′′)⟩θ = e−Dθ(m2t′+n2t′′−2mnmin(t′,t′′)) (34)
Using the above relation, the averages of the trigonometric
functions over the rotational noise take the form
⟨cos 2[θ(t′) − θ(t′′)]⟩θ = e−4Dθ(t′+t′′−2min(t′,t′′)
⟨cos 2[θ(t′) + θ(t′′)]⟩θ = cos 4θ0e−4Dθ(t′+t′′+2min(t′,t′′)
⟨sin 2[θ(t′) + θ(t′′)]⟩θ = sin 4θ0e−4Dθ(t′+t′′+2min(t′,t′′)
⟨sin 2[θ(t′) − θ(t′′)]⟩θ = 0
(35)
The final form of the expressions is given by
⟨x0(t)x1(t)⟩𝜂,θ = ⟨y0(t)y1(t)⟩𝜂,θ =Å
kBT
κ
ã
cos 2θ0
Ç
e−4Dθt − e−2κΓt
(2κΓ − 4Dθ) −
e−2κΓt − e−(2κΓ+4Dθ)t
4Dθ
å
+ 2
Å
kBT
κ
ã Å
κ∆Γ
2
ãÇ
1 − e−2κΓt
2κΓ(2κΓ + 4Dθ)
− e
−2κΓt − e−(2κΓ+4Dθ)t
4Dθ(2κΓ + 4Dθ)
å
(36)
⟨x21(t)⟩𝜂,θ = ⟨y21(t)⟩𝜂,θ =
Å
kBT
κ
ãñ
1 − e−2κΓt
κΓ(2κΓ + 4Dθ)
− te
−2κΓt
4Dθ
+κΓ
e−2κΓt − e−(2κΓ+4Dθ)t
4D2θ(2κΓ + 4Dθ)
ô
(37)
⟨x0(t)x2(t)⟩𝜂,θ = ⟨y0(t)y2(t)⟩𝜂,θ =
Å
kBT
κ
ãñ
1 − e−2κΓt
2κΓ(2κΓ + 4Dθ)
− te
−2κΓt
4Dθ
+
2κΓ
4Dθ
(
1 − e−4Dθt)ô
(38)
In the limit of κ → 0, both ⟨y21(t)⟩ = ⟨x21(t)⟩ = 0.
The final expression for the mean-square displacement along
the x is given by
⟨x2(t)⟩𝜂,θ =
Å
kBT
κ
ãïÄ
1 − e−2κΓt
ä
+
Å
κ∆Γ
2
ã
cos 2θ0Ç
e−4Dθt − e−2κΓt
2κΓ − 4Dθ +
e−2κΓt − e−(2κΓ+4Dθ)t
4Dθ
å
+
Å
κ∆Γ
2
ã2 Å 1
4D2θ
e−2κΓt
(
1 − e−4Dθt) − t
Dθ
e−2κΓt
ã
+𝒪
Å
κ∆Γ
2
ã3ô
(39)
and that along the y-direction is given by
⟨y2(t)⟩𝜂,θ =
Å
kBT
κ
ãïÄ
1 − e−2κΓt
ä
−
Å
κ∆Γ
2
ã
cos 2θ0Ç
e−4Dθt − e−2κΓt
2κΓ − 4Dθ +
e−2κΓt − e−(2κΓ+4Dθ)t
4Dθ
å
+
Å
κ∆Γ
2
ã2 Å 1
4D2θ
e−2κΓt
(
1 − e−4Dθt) − t
Dθ
e−2κΓt
ã
+𝒪
Å
κ∆Γ
2
ã3ô
(40)
B. Mean-square displacement for large rotational diffusion
constant
In this section we present an alternate expression for mean-
square displacement of an anisotropic particle which is valid
for whose rotational diffusion constant is large as compared
to the inverse times scales κΓ and κ∆Γ. In such a scenario,
since the particle rotates faster, the mobility of the anisotropic
particle is an average mobility over the rotational noise. We
start our analysis with Eq. (41), but we set R(0) = 0. To
proceed further, and in particular to look at the asymptotic
limit of the correlations, we define the variable u = (t − t′)/t.
7In terms of the new variable u, the solution for R(t) takes the
form
R(t) = t
∫ 1
0
du e−κΓ1 t ue−
κ
2 ∆Γ
∫ t
t(1−u) dt
′′ ℛ[θ(t′′)]
𝜂[t(1 − u)] (41)
The equal-time correlation is then given by
⟨R(t)R(t)⟩𝜂 =
∫ 1
0
du
∫ 1
0
du′e−κΓ1 t ue−κΓ1 t u
′
e
− κ2 ∆Γ
∫ t
t(1−u) dt
′′ ℛ[θ(t′′)]
e
− κ2 ∆Γ
∫ t
t(1−u′ ) dt
′′ ℛ[θ(t′′)] ⟨𝜂[t(1 − u)]𝜂[t(1 − u′)]⟩𝜂
(42)
The correlation of the thermal noise in the transformed variable
is
⟨𝜂[t(1 − u)]𝜂[t(1 − u′)]⟩𝜂 = 2kBTt Γ[t(1 − u)]δ(u − u
′) (43)
Substituting the noise correlation into Eq. (44) and integration
over u′ we get
⟨R(t)R(t)⟩ = 2kBTt
∫ 1
0
due−2κΓ1 t ue−κ∆Γ
∫ t
t(1−u) dt
′′ ℛ[θ(t′′)]×ï
Γ1 +
∆Γ
2
ℛ[θ(t(1 − u))]
ò
(44)
In the asymptotic limit, the integral is dominated by small
values of u, the integral in the exponential from t(1 − u) to t
is vanishingly small and can be set to zero. Further, we set
ℛ[θ(t(1 − u))] ≈ ℛ[θ(t)]. Consequently, the correlation matrix
averaged over the translational noise take the form
⟨R(t)R(t)⟩ = 2kBTt
∫ 1
0
due−2κΓ1 t u
ï
Γ1 +
∆Γ
2
ℛ[θ(t)]
ò
(45)
and performing the average over the rotational noise and the
integral over u we arrive at
⟨R(t)R(t)⟩𝜂,θ = 2kBTt
Ç
1 − e−2κΓt
2κΓt
åÅ
Γ1 +
∆Γ
2
⟨ℛ[θ(t)]⟩θ
ã
(46)
Simplifying the result and using (11) we arrive at
⟨R(t)R(t)⟩𝜂,θ = kBT
κΓ
Ä
1 − e−2κΓt
äÅ
Γ1 +
∆Γ
2
ℛ(θ0) e−4Dθt
ã
.
(47)
The mean-square displacement in the explicit form is given by
⟨∆x2(t)⟩𝜂,θ = kBT
κ
Ä
1 − e−2κΓt
äÅ
1 +
∆Γ
2Γ
cos 2θ0 e−4Dθt
ã
.
(48)
⟨∆y2(t)⟩𝜂,θ = kBT
κ
Ä
1 − e−2κΓt
äÅ
1 − ∆Γ
2Γ
cos 2θ0 e−4Dθt
ã
.
(49)
and
⟨∆x(t)∆y(t)⟩𝜂,θ = kBT
κ
Ä
1 − e−2κΓt
äÅ∆Γ
2Γ
sin 2θ0 e−4Dθt
ã
.
(50)
Note that there is striking difference between the Eqs. (48)
and (49) and that of Eqs. (39) and (40) with respect to the limit
of κ → 0. While the later expressions correctly reproduces
the free diffusion of the anisotropic particle, the limit of κ →
0 in Eq. (47) yields the correct asymptotic result by setting
e−4Dθt → 0:
⟨∆x2(t)⟩ = ⟨∆y2(t)⟩ = 2kBTΓt and ⟨∆x(t)∆y(t)⟩𝜂,θ = 0.
(51)
C. Persistence Probability
We now turn our attention to the persistence probability of
the harmonically trapped ellipsoidal particle. For this, we focus
on the two time correlation function ⟨x(t1)x(t2)⟩𝜂,θ. Using
the perturbation series given in Eq. (25) we have up to order
𝒪(κ∆Γ/2)
⟨x(t1)x(t2)⟩𝜂,θ = ⟨x0(t1)x0(t2)⟩𝜂,θ
−
Å
κ∆Γ
2
ã [⟨x0(t1)x1(t2)⟩𝜂,θ + ⟨x0(t2)x1(t1)⟩𝜂,θ]
(52)
where t1 > t2. The correlation functions ⟨x0(t1)x1(t2)⟩𝜂,θ and
⟨x0(t2)x1(t1)⟩𝜂,θ are equal only in the asymptotic limit, that is
for t1 and t2 large. In this limit, the expression for the two time
correlation function takes the form
⟨x(t1)x(t2)⟩𝜂,θ = ⟨x0(t1)x0(t2)⟩𝜂,θ
− (κ∆Γ) [⟨x0(t1)x1(t2)⟩𝜂,θ] (53)
The correlation functions ⟨x0(t1)x0(t2)⟩𝜂,θ and ⟨x0(t1)x1(t2)⟩𝜂,θ
are derived in in Appendix A (see Eq. (B.1) ) and in Ap-
pendix D (see Eq. (D.4)), respectively. For completeness, we
quote the main results here.
⟨x0(t1)x0(t2)⟩𝜂,θ = kBTκ
î
e−κΓ|t1−t2 | − e−κΓ(t1+t2)
ó
+
Å
kBT
κ
ã
κ∆Γ cos 2θ0e−κΓt1
ñ
e(κΓ−4Dθ)t2 − e−κΓt2
2κΓ − 4Dθ
ô
(54)
⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓt1
Ç
e(κΓ−4Dθ)t2 − e−κΓt2
2κΓ − 4Dθ
−e
−κΓt2 − e−(4Dθ+κΓ)t2
4Dθ
å
+
Å
kBT
κ
ã Å
∆Γ
2Γ
ã
e−κΓt1ñ
eκΓt2 − e−κΓt2
(2κΓ + 4Dθ)
− 2κΓ
4Dθ
e−κΓt2 − e−(2κΓ+4Dθ)t2
(κΓ + 4Dθ)
ô
(55)
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Figure 7. Plot of the survival probability p(t) of a harmonically
trapped anisotropic particle for different choices of the rotational
diffusion constant and the stiffness of the potential, as indicated along-
side each plot. The solid lines are plots of Eq. (58) with the appropriate
values of κ,D‖,D⊥ and Dθ. While the rotational diffusion constant
and the spring stiffness was varied, the translational diffusivities and
the initial angle θ0 were fixed at values D‖ = 1, D⊥ = 0.5 and θ0 = 0.
Note that in calculating the two time correlation function up
to an order 𝒪(κ∆Γ), we will use only the first term appearing
in Eq. (55). Looking at Eq. (53) and Eqs. (54) and (55) it is
clear that the first term contained in the parenthesis in Eq. (55)
cancels with the term proportional to κ∆ G in Eq. (54). The
final expression for ⟨x(t1)x(t2)⟩𝜂,θ reads
⟨x(t1)x(t2)⟩𝜂,θ =
Å
2kBT
κ
ã
e−κΓt1
ï
sinh κΓt2
+
Å
κ∆Γ
2
ã
cos 2θ0 e−κΓt2
Å
1 − e−4Dθt2
4Dθ
ãò (56)
As before, defining the variable X(t) = x(t)/
√⟨x2⟩𝜂,θ, the
correlation function of ⟨X(t1)X(t2)⟩𝜂,θ is given by
⟨X(t1)X(t2)⟩𝜂,θ =
e−κΓt1/2
e−κΓt2/2
 sinh κΓt2 + ( κ∆Γ2 ) cos 2θ0 e−κΓt2 Ä 1−e−4Dθ t24Dθ ä
sinh κΓt2 +
(
κ∆Γ
2
)
cos 2θ0 e−κΓt2
Ä
1−e−4Dθ t2
4Dθ
ä1/2
(57)
Using the transformation eT =
eκΓt
î
sinh κΓt +
(
κ∆Γ
2
)
cos 2θ0 e−κΓt
Ä
1−e−4Dθ t
4Dθ
äó1/2
for an imagi-
nary time variable T , the correlation function ⟨X(T1)X(T2)⟩𝜂,θ
becomes a stationary correlator : ⟨X(T1)X(T2)⟩𝜂,θ = e−(T1−T2)/2
and the corresponding persistence probability is given by
p(t) ∼
√
κe−κΓt/2î
sinh κΓt +
(
κ∆Γ
2
)
cos 2θ0 e−κΓt
Ä
1−e−4Dθ t
4Dθ
äó1/2 (58)
In the limit of ∆Γ → 0 the equation correctly reproduces the
persistence of probability of an isotropic particle in the pres-
ence of a harmonic trap.12 The other limit of κ → 0 reproduces
the persistence probability of a free anisotropic particle derived
in Eq. (20).
IV. CONCLUSION
In summary, we have determined the persistence probability
of an anisotropic particle in two spatial dimensions, in the
presence as well as in the absence of a confining harmonic
potential. The two time correlation functions of the position of
the particle has been calculated in both cases. In the case of a
harmonically confined particle, a purtubative solution has been
provided for the correlation functions. The persistence proba-
bility is computed from the two-time correlation function using
suitable transformations in space and time. The determination
of the rotational and the translational diffusion coefficients
have been explicitly carried out for an anisotropic particle that
undergoes free Brownian motion. Additionally, the analytical
results have been confirmed by numerical simulation of the
underlying stochastic dynamics.
REFERENCES
1B. Derrida, V. Hakim, and V. Pasquier, “Exact first-passage exponents of 1d
domain growth: Relation to a reaction-diffusion model,” Phys. Rev. Lett. 75,
751–754 (1995).
2T. J. Newman and Z. Toroczkai, “Diffusive persistence and the “sign-time”
distribution,” Physical Review E 58, R2685–R2688 (1998).
3H. Kallabis and J. Krug, “Persistence of kardar-parisi-zhang interfaces,” EPL
(Europhysics Letters) 45, 20 (1999).
4Z. Toroczkai, T. J. Newman, and S. Das Sarma, “Sign-time distributions for
interface growth,” Phys. Rev. E 60, R1115–R1118 (1999).
5C. Sire, S. N. Majumdar, and A. Rüdinger, “Analytical results for random
walk persistence,” Phys. Rev. E 61, 1258–1269 (2000).
6M. Constantin, C. Dasgupta, P. PunyinduChatraphorn, S. N. Majumdar, and
S. Das Sarma, “Persistence in nonequilibrium surface growth,” Phys. Rev. E
69, 061608 (2004).
7A. J. Bray and P. Gonos, “Survival of a diffusing particle in a transverse
shear flow: a first-passage problem with continuously varying persistence
exponent,” Journal of Physics A: Mathematical and General 37, L361–L366
(2004).
8S. N. Majumdar, C. Sire, A. J. Bray, and S. J. Cornell, “Nontrivial exponent
for simple diffusion,” Phys. Rev. Lett. 77, 2867–2870 (1996).
9S. N. Majumdar, A. J. Bray, S. J. Cornell, and C. Sire, “Global persistence
exponent for nonequilibrium critical dynamics,” Phys. Rev. Lett. 77, 3704–
3707 (1996).
10S. N. Majumdar, “Persistence in nonequilibrium systems,” Current Science
77, 370 (1999).
11S. N. Majumdar, A. Bray, and G. Ehrhardt, “Persistence of a continuous
stochastic process with discrete-time sampling,” Physical Review E 64
(2001), 10.1103/PhysRevE.64.015101.
12D. Chakraborty and J. K. Bhattacharjee, “Finite-size effect in persistence in
random walks,” Phys. Rev. E 75, 011111 (2007).
13D. Chakraborty and J. Bhattacharjee, “Global persistence exponent in critical
dynamics: Finite-size-induced crossover,” Physical Review E 76, 031117
(2007).
14D. Chakraborty, “Persistence in random walk in composite media,” The
European Physical Journal B - Condensed Matter and Complex Systems 64,
263–269 (2008), 10.1140/epjb/e2008-00300-1.
15D. Chakraborty, “Persistence in advection of a passive scalar,” Phys. Rev. E
79, 031112 (2009).
16D. Chakraborty, “Time correlations and persistence probability of a Brow-
nian particle in a shear flow,” The European Physical Journal B 85, 281
(2012).
917D. Chakraborty, “Persistence of a Brownian particle in a time-dependent
potential,” Physical Review E 85, 051101 (2012).
18M. Constantin and S. Das Sarma, “Volatility, persistence, and survival in
financial markets,” Phys. Rev. E 72, 051106 (2005).
19D. Dean and S. Majumdar, “Extreme-value statistics of hierarchically corre-
lated variables deviation from Gumbel statistics and anomalous persistence,”
Physical Review E 64, 046121 (2001).
20C. Escudero, “Stochastic growth equations on growing domains,” Journal of
Statistical Mechanics: Theory and Experiment 2009, P07020 (2009).
21G. Menon, S. Sinha, and P. Ray, “Persistence at the onset of spatio-temporal
intermittency in coupled map lattices,” EPL (Europhysics Letters) 27, 1–8
(2003).
22P. Ray, “Persistence in Extended Dynamical Systems,” Phase Transitions 77,
563–579 (2004).
23J. Krug, H. Kallabis, S. N. Majumdar, S. J. Cornell, A. J. Bray, and C. Sire,
“Persistence exponents for fluctuating interfaces,” Phys. Rev. E 56, 2702–
2712 (1997).
24S. B. Singha, “Persistence of surface fluctuations in radially growing sur-
faces,” Journal of Statistical Mechanics: Theory and Experiment 2005,
P08006 (2005).
25G. P. Wong, R. W. Mair, R. L. Walsworth, and D. G. Cory, “Measurement
of Persistence in 1D Diffusion,” Physical Review Letters 86, 4156–4159
(2001).
26D. B. Dougherty, I. Lyubinetsky, E. D. Williams, M. Constantin, C. Dasgupta,
and S. D. Sarma, “Experimental persistence probability for fluctuating steps,”
Phys. Rev. Lett. 89, 136102 (2002).
27J. Merikoski, J. Maunuksela, M. Myllys, J. Timonen, and M. J. Alava,
“Temporal and Spatial Persistence of Combustion Fronts in Paper,” Physical
Review Letters 90, 357–4 (2003).
28D. Beysens, “Dew nucleation and growth,” Comptes Rendus Physique 7,
1082–1100 (2006).
29J. Soriano, I. Braslavsky, D. Xu, O. Krichevsky, and J. Stavans, “Universality
of Persistence Exponents in Two-Dimensional Ostwald Ripening,” Physical
Review Letters 103, 479–4 (2009).
30Y. Efraim and H. Taitelbaum, “Persistence in reactive-wetting interfaces,”
Physical Review E 84, 370–4 (2011).
31K. A. Takeuchi and M. Sano, “Evidence for Geometry-Dependent Univer-
sal Fluctuations of the Kardar-Parisi-Zhang Interfaces in Liquid-Crystal
Turbulence,” Journal of Statistical Physics 147, 853–890 (2012).
32Y. Takikawa and H. Orihara, “Persistence of Brownian motion in a shear
flow,” Physical Review E 88, 062111 (2013).
33A. Bray, S. Majumdar, and G. Schehr, “Persistence and first-passage proper-
ties in nonequilibrium systems,” Advances in Physics 62, 225–361 (2013).
34S. N. Majumdar, “Persistence in nonequilibrium systems,” Current Science
77, 370–375 (1999).
35D. S. Fisher, P. Le Doussal, and C. Monthus, “Random walks, reaction-
diffusion, and nonequilibrium dynamics of spin chains in one-dimensional
random environments,” Physical Review Letters 80, 3539 (1998).
36P. Le Doussal, C. Monthus, and D. S. Fisher, “Random walkers in one-
dimensional random environments: Exact renormalization group analysis,”
Physical Review E 59, 4795–4840 (1999).
37S. Bhattacharya, D. Das, and S. N. Majumdar, “Persistence of a rouse
polymer chain under transverse shear flow,” Phys. Rev. E 75, 061122 (2007).
38M. R. Swift and A. J. Bray, “Survival-time distribution for inelastic collapse,”
Physical Review E 59, R4721–R4724 (1999).
39T. W. Burkhardt, “Dynamics of absorption of a randomly accelerated par-
ticle,” Journal of Physics A: Mathematical and General 33, L429–L432
(2000).
40D. Slepian, “The one-sided barrier problem for gaussian noise,” Bell System
Tech. J 41, 463–501 (1962).
41Y. Han, A. M. Alsayed, M. Nobili, J. Zhang, T. C. Lubensky, and A. G.
Yodh, “Brownian Motion of an Ellipsoid,” Science 314, 626–630 (2006).
42R. Grima and S. N. Yaliraki, “Brownian motion of an asymmetrical particle
in a potential field,” The Journal of Chemical Physics 127, 084511–13
(2007).
10
Appendices
Appendix A CALCULATION OF ⟨R0,i(t)R0,j(t)⟩.
⟨R0(t)R0(t)⟩𝜂,θ =
∫ t
0
dt′
∫ t
0
dt′′e−κΓ(t−t
′)e−κΓ(t−t
′′)
ï
Γ1 +
∆Γ
2
ℛ(t′)
ò
δ(t′ − t′′) (A.1)
⟨R0(t)R0(t)⟩𝜂,θ = 2kBTe−2κΓt
∫ t
0
dt′e2κΓt
′
ï
Γ1 +
∆Γ
2
¨
ℛ(t′)
∂
𝜂,θ
ò
(A.2)
⟨R0(t)R0(t)⟩𝜂,θ = kBT
κ
1
Ä
1 − e−2κΓt
ä
+ 2kBTe−2κΓt
∫ t
0
dt′e2κΓt
′ ∆Γ
2
ℛ(θ0) e−4Dθt′ (A.3)
⟨R0(t)R0(t)⟩𝜂,θ = kBT
κ
1
Ä
1 − e−2κΓt
ä
+ ∆D ℛ(θ0) e−2κΓt
Ç
e(2κΓ−4Dθ)t − 1
2κΓ − 4Dθ
å
(A.4)
⟨R0(t)R0(t)⟩𝜂,θ = kBT
κ
1
Ä
1 − e−2κΓt
ä
+ ∆D ℛ(θ0)
Ç
e−4Dθt − e−2κΓt
2κΓ − 4Dθ
å
(A.5)
Appendix B CALCULATION OF ⟨R0,i(t)R1, j(t)⟩
Calculation of ⟨R0,i(t)R1, j(t)⟩.
〈
R0,i(t1)R0, j(t2)
〉
𝜂
=
∫ t1
0
dt′1
∫ t2
0
dt′2 e
−κΓ(t1−t′1) e−κΓ(t2−t
′
2) ⟨ηi(t′1)η j(t′2)⟩𝜂〈
R0,i(t1)R0, j(t2)
〉
𝜂
= 2kBTe−κΓ(t1+t2)
∫ t1
0
dt′1
∫ t2
0
dt′2 e
κΓ(t′1+t
′
2)
ï
Γδi j +
∆Γ
2
ℛi j(t′1)
ò
δ(t′1 − t′2)〈
R0,i(t1)R0, j(t2)
〉
𝜂
= 2kBTΓδi je−κΓ(t1+t2)
∫ t1
0
dt′1
∫ t2
0
dt′2 e
κΓ(t′1+t
′
2) δ(t′1 − t′2)
+ 2kBT
∆Γ
2
e−κΓ(t1+t2)
∫ t1
0
dt′1
∫ t2
0
dt′2 e
κΓ(t′1+t
′
2)ℛi j(t′1) δ(t′1 − t′2)〈
R0,i(t1)R0, j(t2)
〉
𝜂
= 2kBTΓδi je−κΓ(t1+t2)
∫ min(t1,t2)
0
dt′1 e
2κΓt′1 + 2kBT
∆Γ
2
e−κΓ(t1+t2)
∫ min(t1,t2)
0
dt′1 e
2κΓt′1ℛi j(t′1)〈
R0,i(t1)R0, j(t2)
〉
𝜂
=
kBT
κ
δi j
î
e−κΓ|t1−t2 | − e−κΓ(t1+t2)
ó
+ kBT ∆Γe−κΓ(t1+t2)
∫ min(t1,t2)
0
dt′1 e
2κΓt′1ℛi j(t′1)
(B.1)
⟨R0,i(t)R1, j(t)⟩𝜂,θ =
〈
R0,i(t)
∫ t
0
dt′e−κΓ(t−t
′)
∑
k
ℛ jk(t′)R0,k(t′)
〉
𝜂,θ
⟨R0,i(t)R1, j(t)⟩𝜂,θ =
〈∫ t
0
dt′e−κΓ(t−t
′)
∑
k
ℛ jk(t′)
〈
R0,i(t)R0,k(t′)
〉
𝜂
〉
θ
(B.2)
Using the final form of ⟨R0,i(t1)R0, j(t2)⟩ from Eq. (B.1) and identifying t1 ≡ t, t′ ≡ t2 with t′ < t we get
〈
R0,i(t)R0,k(t′)
〉
𝜂
=
kBT
κ
δik
î
e−κΓ(t−t
′) − e−κΓ(t+t′)
ó
+ kBT ∆Γe−κΓ(t+t
′)
∫ t′
0
dt′1 e
2κΓt′1ℛik(t′1) (B.3)
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Substituting Eq. (B.3) in Eq. (B.2) we get
⟨R0,i(t)R1, j(t)⟩𝜂,θ =
〈∫ t
0
dt′e−κΓ(t−t
′)
∑
k
ℛ jk(t′)
ñ
kBT
κ
δik
Ä
e−κΓ(t−t
′) − e−κΓ(t+t′)
ä
+ kBT ∆Γe−κΓ(t+t
′)
∫ t′
0
dt′1 e
2κΓt′1ℛik(t′1)
ô〉
θ
⟨R0,i(t)R1, j(t)⟩𝜂,θ =
Å
kBT
κ
ã
ℛ ji(θ0)e−2κΓt
∫ t
0
dt′e−4Dθt
′ Ä
e2κΓt
′ − 1
ä
+ kBT ∆Γe−2κΓt
∫ t
0
dt′
∫ t′
0
dt′1 e
2κΓt′1
〈∑
k
ℛ jk(t′)ℛik(t′1)
〉
θ
⟨R0,i(t)R1, j(t)⟩𝜂,θ =
Å
kBT
κ
ã
ℛ ji(θ0)e−2κΓt
∫ t
0
dt′
Ä
e(2κΓ−4Dθ)t
′ − e−4Dθt′
ä
+ kBT ∆Γe−2κΓt
∫ t
0
dt′
∫ t′
0
dt′1 e
2κΓt′1
〈∑
k
ℛ jk(t′)ℛik(t′1)
〉
θ
(B.4)
For the mean-square displacement along the x and the y direction, the second term in the last line of Eq. (B.4) yeilds〈∑
k
ℛik(t′)ℛik(t′1)
〉
θ
=⟨cos 2θ(t′) cos 2θ(t′1) + sin 2θ(t′) sin 2θ(t′1)⟩θ = ⟨cos 2(θ(t′) − θ(t′1))⟩θ〈∑
k
ℛik(t′)ℛik(t′1)
〉
θ
= e−4Dθ(t
′−t′1)
(B.5)
On the other hand for i , j, the term
〈∑
k ℛ jk(t′)ℛik(t′1)
〉
θ
= 0. Using Eq. (B.5) the contribution to the mean-square displacement
along the x-direction becomes
⟨x0(t)x1(t)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0e−2κΓt
Ç
e(2κΓ−4Dθ)t − 1
(2κΓ − 4Dθ) −
1 − e−4Dθt
4Dθ
å
+ kBT ∆Γe−2κΓt
∫ t
0
dt′
∫ t′
0
dt′1 e
2κΓt′1e−4Dθ(t
′−t′1)
=
Å
kBT
κ
ã
cos 2θ0
Ç
e−4Dθt − e−2κΓt
(2κΓ − 4Dθ) −
e−2κΓt − e−(2κΓ+4Dθ)t
4Dθ
å
+ kBT ∆Γe−2κΓt
∫ t
0
dt′ e−4Dθt
′ e(2κΓ+4Dθ)t
′ − 1
2κΓ + 4Dθ
=
Å
kBT
κ
ã
cos 2θ0
Ç
e−4Dθt − e−2κΓt
(2κΓ − 4Dθ) −
e−2κΓt − e−(2κΓ+4Dθ)t
4Dθ
å
+ kBT ∆Γe−2κΓt
Ç
e2κΓt − 1
2κΓ(2κΓ + 4Dθ)
− 1 − e
−4Dθt
4Dθ(2κΓ + 4Dθ)
å
=
Å
kBT
κ
ã
cos 2θ0
Ç
e−4Dθt − e−2κΓt
(2κΓ − 4Dθ) −
e−2κΓt − e−(2κΓ+4Dθ)t
4Dθ
å
+ kBT ∆Γ
Ç
1 − e−2κΓt
2κΓ(2κΓ + 4Dθ)
− e
−2κΓt − e−(2κΓ+4Dθ)t
4Dθ(2κΓ + 4Dθ)
å
(B.6)
and that along the y-direction takes the form
⟨y0(t)y1(t)⟩𝜂,θ = −
Å
kBT
κ
ã
cos 2θ0
Ç
e−4Dθt − e−2κΓt
(2κΓ − 4Dθ) −
e−2κΓt − e−(2κΓ+4Dθ)t
4Dθ
å
+ kBT ∆Γ
Ç
1 − e−2κΓt
2κΓ(2κΓ + 4Dθ)
− e
−2κΓt − e−(2κΓ+4Dθ)t
4Dθ(2κΓ + 4Dθ)
å
(B.7)
Appendix C CALCULATION OF ⟨R1,i(t)R1, j(t)⟩
The correlation matrix now takes the form
⟨R1,i(t)R1, j(t)⟩𝜂,θ =
∫ t
0
dt′
∫ t
0
dt′′e−κΓ(t−t
′)e−κΓ(t−t
′′)
〈∑
k
ℛik(t′)R0,k(t′)
∑
l
ℛ jl(t′′)R0,l(t′′)
〉
𝜂,θ
. (C.1)
Rearranging and averaging first over the translational noise we get,
⟨R1,i(t)R1, j(t)⟩𝜂,θ =
∫ t
0
dt′
∫ t
0
dt′′e−κΓ(t−t
′)e−κΓ(t−t
′′)
〈∑
k,l
ℛik(t′)ℛ jl(t′′)
〈
R0,k(t′)R0,l(t′′)
〉
𝜂
〉
θ
(C.2)
⟨R1,i(t)R1, j(t)⟩𝜂,θ = 2kBT
∫ t
0
dt′
∫ t
0
dt′′e−κΓ(t−t
′)e−κΓ(t−t
′′)
〈∑
k,l
ℛik(t′)ℛ jl(t′′)
∫ t′
0
dt′1
∫ t′′
0
dt′2e
−κΓ(t′−t′1)e−κΓ(t
′′−t′2)
ï
Γδkl +
∆Γ
2
ℛkl(t′1)
ò
δ(t′1 − t′2)
〉
θ
(C.3)
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Integrating over the delta function and ignoring the term proportional to ∆Γ we get
⟨R1,i(t)R1, j(t)⟩𝜂,θ = 2kBTΓe−2κΓt
∫ t
0
dt′
∫ t
0
dt′′
∫ min(t′,t′′)
0
dt′1e
2κΓt′1
〈∑
k,l
ℛik(t′)ℛ jl(t′′)δkl
〉
θ
⟨R1,i(t)R1, j(t)⟩𝜂,θ =2kBTΓe−2κΓt
∫ t
0
dt′
∫ t
0
dt′′
∫ min(t′,t′′)
0
dt′1e
2κΓt′1
〈∑
k
ℛik(t′)ℛ jk(t′′)
〉
θ
(C.4)
In order to proceed further, we look at ⟨x21(t)⟩𝜂,θ and ⟨y21(t)⟩𝜂,θ by setting i = j and subsequently using Eq. (B.5)
⟨x21(t)⟩𝜂,θ = 2kBTΓe−2κΓt
∫ t
0
dt′
∫ t
0
dt′′
∫ min(t′,t′′)
0
dt′1e
2κΓt′1
〈
cos 2[θ(t′) − θ(t′′)]〉
θ
(C.5)
Substituting for ⟨cos 2[θ(t′) − θ(t′′)]⟩θ from Eq. (35) we get
⟨x21(t)⟩𝜂,θ = 2kBTΓe−2κΓt
∫ t
0
dt′
∫ t
0
dt′′
∫ min(t′,t′′)
0
dt′1e
2κΓt′1e−4Dθ(t
′+t′′−2min(t′,t′′)) (C.6)
⟨x21(t)⟩𝜂,θ = 2kBTΓe−2κΓt
∫ t
0
dt′
∫ t
0
dt′′
e2κΓmin(t
′,t′′) − 1
2κΓ
e−4Dθ(t
′+t′′−2min(t′,t′′)) (C.7)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
ñ∫ t
0
dt′
∫ t′
0
dt′′
Ä
e2κΓt
′′ − 1
ä
e−4Dθ(t
′−t′′) +
∫ t
0
dt′
∫ t
t′
dt′′
Ä
e2κΓt
′ − 1
ä
e−4Dθ(t
′′−t′)
ô
(C.8)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
ñ∫ t
0
dt′e−4Dθt
′
∫ t′
0
dt′′
Ä
e(2κΓ+4Dθ)t
′′ − e4Dθt′′
ä
+
∫ t
0
dt′
Ä
e2κΓt
′ − 1
ä
e4Dθt
′
∫ t
t′
dt′′e−4Dθt
′′
ô
(C.9)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
ñ∫ t
0
dt′e−4Dθt
′
ñ
e(2κΓ+4Dθ)t
′ − 1
2κΓ + 4Dθ
− e
4Dθt′ − 1
4Dθ
ô
+
∫ t
0
dt′
Ä
e2κΓt
′ − 1
ä
e4Dθt
′
ñ
e−4Dθt′ − e−4Dθt
4Dθ
ôô
(C.10)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
ñ∫ t
0
dt′
Ç
e2κΓt
′
2κΓ + 4Dθ
− e
−4Dθt′
2κΓ + 4Dθ
− 1 − e
−4Dθt′
4Dθ
å
+
∫ t
0
dt′
Ç
e2κΓt
′ − 1
4Dθ
å
− e−4Dθt
∫ t
0
dt′
Ç
e(2κΓ+4Dθ)t
′ − e4Dθt′
4Dθ
åô (C.11)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
ñÇ
e2κΓt − 1
2κΓ(2κΓ + 4Dθ)
− 1 − e
−4Dθt
4Dθ(2κΓ + 4Dθ)
− t
4Dθ
+
1 − e−4Dθt
16D2θ
å
+
Ç
e2κΓt − 1
4Dθ2κΓ
å
− t
4Dθ
− e−4Dθt
Ç
e(2κΓ+4Dθ)t − 1
4Dθ(2κΓ + 4Dθ)
− e
4Dθt − 1
16D2θ
åô (C.12)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
ñÇ
e2κΓt − 1
2κΓ(2κΓ + 4Dθ)
− 1 − e
−4Dθt
4Dθ(2κΓ + 4Dθ)
− t
4Dθ
+
1 − e−4Dθt
16D2θ
å
+
Ç
e2κΓt − 1
4Dθ2κΓ
− t
4Dθ
− e
2κΓt − 1
4Dθ(2κΓ + 4Dθ)
− 1 − e
−4Dθt
4Dθ(2κΓ + 4Dθ)
− 1 − e
−4Dθt
16D2θ
åô (C.13)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
ñ
e2κΓt − 1
κΓ(2κΓ + 4Dθ)
− t
4Dθ
+ κΓ
1 − e−4Dθt
4D2θ(2κΓ + 4Dθ)
ô
(C.14)
⟨x21(t)⟩𝜂,θ =
Å
kBT
κ
ãñ
1 − e−2κΓt
κΓ(2κΓ + 4Dθ)
− te
−2κΓt
4Dθ
+ κΓ
e−2κΓt − e−(2κΓ+4Dθ)t
4D2θ(2κΓ + 4Dθ)
ô
(C.15)
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Appendix D CALCULATION OF ⟨R0,i(t)R2, j(t)⟩
⟨R0,i(t1)R1, j(t2)⟩𝜂 =
〈
R0,i(t1)
∫ t2
0
dt′2e
−κΓ(t2−t′2)
∑
k
ℛ jk(t′2)R0,k(t′2)
〉
𝜂
⟨R0,i(t1)R1, j(t2)⟩𝜂 =
∫ t2
0
dt′2e
−κΓ(t2−t′2)
∑
k
ℛ jk(t′2)
〈
R0,i(t1)R0,k(t′2)
〉
𝜂
⟨R0,i(t1)R1, j(t2)⟩𝜂 =
∫ t2
0
dt′2e
−κΓ(t2−t′2)
∑
k
ℛ jk(t′2)
ñ
kBT
κ
δik
î
e−κΓ(t1−t
′
2) − e−κΓ(t1+t′2)
ó
+ kBT ∆Γe−κΓ(t1+t
′
2)
∫ min(t1,t′2)
0
dt′′ e2κΓt
′′ℛik(t′′)
ô
⟨R0,i(t1)R1, j(t2)⟩𝜂 =
Å
kBT
κ
ã
e−κΓ(t1+t2)
∫ t2
0
dt′2 e
κΓt′2 ℛ ji(t′2)
Ä
eκΓt
′
2 − e−κΓt′2
ä
+ kBT ∆Γe−κΓ(t1+t2)
∫ min(t1,t′2)
0
dt′′ e2κΓt
′′∑
k
ℛ jk(t′2)ℛik(t′′)
(D.1)
⟨R0,i(t1)R1, j(t2)⟩𝜂,θ =
Å
kBT
κ
ã
e−κΓ(t1+t2)
∫ t2
0
dt′2 e
κΓt′2
〈ℛ ji(t′2)〉θ ÄeκΓt′2 − e−κΓt′2ä
+ kBT ∆Γe−κΓ(t1+t2)
∫ min(t1,t′2)
0
dt′′ e2κΓt
′′∑
k
〈ℛ jk(t′2)ℛik(t′′)〉θ
⟨R0,i(t1)R1, j(t2)⟩𝜂,θ =
Å
kBT
κ
ã
ℛ ji(θ0) e−κΓ(t1+t2)
∫ t2
0
dt′2 e
−4Dθt′2
Ä
e2κΓt
′
2 − 1
ä
+ kBT ∆Γe−κΓ(t1+t2)
∫ t2
0
dt′2
∫ min(t1,t′2)
0
dt′′ e2κΓt
′′∑
k
〈ℛ jk(t′2)ℛik(t′′)〉θ
(D.2)
⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓ(t1+t2)
∫ t2
0
dt′2
Ä
e(2κΓ−4Dθ)t
′
2 − e−4Dθt′2
ä
+ kBT ∆Γe−κΓ(t1+t2)
∫ t2
0
dt′2
∫ t′2
0
dt′′ e2κΓt
′′∑
k
〈ℛik(t′2)ℛik(t′′)〉θ
⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓ(t1+t2)
∫ t2
0
dt′2
Ä
e(2κΓ−4Dθ)t
′
2 − e−4Dθt′2
ä
+ kBT ∆Γe−κΓ(t1+t2)
∫ t2
0
dt′2
∫ t′2
0
dt′′ e2κΓt
′′∑
k
〈
cos 2(θ(t′2) − θ(t′′))
〉
θ
⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓ(t1+t2)
∫ t2
0
dt′2
Ä
e(2κΓ−4Dθ)t
′
2 − e−4Dθt′2
ä
+ kBT ∆Γe−κΓ(t1+t2)
∫ t2
0
dt′2
∫ t′2
0
dt′′ e2κΓt
′′
e−4Dθ(t
′
2+t
′′−2min(t′2,t′′))
⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓ(t1+t2)
Ç
e(2κΓ−4Dθ)t2 − 1
2κΓ − 4Dθ −
1 − e−4Dθt2
4Dθ
å
+ kBT ∆Γe−κΓ(t1+t2)
∫ t2
0
dt′2
∫ t′2
0
dt′′ e2κΓt
′′
e−4Dθ(t
′
2−t′′)
⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓt1
Ç
e−4Dθt2 − e−κΓt2
2κΓ − 4Dθ −
e−κΓt2 − e−(4Dθ+κΓ)t2
4Dθ
å
+ kBT ∆Γe−κΓ(t1+t2)
∫ t2
0
dt′2
e2κΓt
′
2 − e−4Dθt′2
2κΓ + 4Dθ
⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓt1
Ç
e(κΓ−4Dθ)t2 − e−κΓt2
2κΓ − 4Dθ −
e−κΓt2 − e−(4Dθ+κΓ)t2
4Dθ
å
+ kBT ∆Γe−κΓ(t1+t2)
ñ
e2κΓt2 − 1
2κΓ(2κΓ + 4Dθ)
− 1 − e
−4Dθt2
4Dθ(2κΓ + 4Dθ)
ô
(D.3)
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⟨x0(t1)x1(t2)⟩𝜂,θ =
Å
kBT
κ
ã
cos 2θ0 e−κΓt1
Ç
e(κΓ−4Dθ)t2 − e−κΓt2
2κΓ − 4Dθ −
e−κΓt2 − e−(4Dθ+κΓ)t2
4Dθ
å
+
Å
kBT
κ
ã Å
∆Γ
2Γ
ã
e−κΓt1
ñ
eκΓt2 − e−κΓt2
(2κΓ + 4Dθ)
− 2κΓ
4Dθ
e−κΓt2 − e−(2κΓ+4Dθ)t2
(κΓ + 4Dθ)
ô
(D.4)
〈
R0,i(t)R2, j(t)
〉
𝜂,θ
=
〈
R0,i(t)
∫ t
0
dt′e−κΓ(t−t
′)
∑
k
ℛ jk(t′)R1,k(t′)
〉
𝜂,θ
=
∫ t
0
dt′e−κΓ(t−t
′)
〈∑
k
ℛ jk(t′)
〈
R0,i(t)R1,k(t′)
〉
𝜂
〉
θ
(D.5)
⟨R0,i(t)R1,k(t′)⟩𝜂 =
Å
kBT
κ
ã
e−κΓ(t+t
′)
∫ t′
0
dt′2 e
κΓt′2 ℛki(t′2)
Ä
eκΓt
′
2 − e−κΓt′2
ä
+ kBT ∆Γe−κΓ(t+t
′)
∫ t′
0
dt′′ e2κΓt
′′∑
l
ℛkl(t′2)ℛil(t′′)
(D.6)
Neglecting the second term in Eq. (D.6), we have
〈
R0,i(t)R2, j(t)
〉
𝜂,θ
=
∫ t
0
dt′e−κΓ(t−t
′)
〈∑
k
ℛ jk(t′)
Å
kBT
κ
ã
e−κΓ(t+t
′)
∫ t′
0
dt′2 e
κΓt′2 ℛki(t′2)
Ä
eκΓt
′
2 − e−κΓt′2
ä〉
θ〈
R0,i(t)R2, j(t)
〉
𝜂,θ
=
Å
kBT
κ
ã∫ t
0
dt′
∫ t′
0
dt′2e
−κΓ(t−t′) e−κΓ(t+t
′) eκΓt
′
2
Ä
eκΓt
′
2 − e−κΓt′2
ä〈∑
k
ℛ jk(t′) ℛki(t′2)
〉
θ〈
R0,i(t)R2, j(t)
〉
𝜂,θ
=
Å
kBT
κ
ã
e−2κΓt
∫ t
0
dt′
∫ t′
0
dt′2
Ä
e2κΓt
′
2 − 1
ä〈∑
k
ℛ jk(t′) ℛki(t′2)
〉
θ
(D.7)
For the mean-square displacement along x and y direction, setting j = i and using Eq. (B.5) we get
⟨x0(t)x2(t)⟩𝜂,θ = ⟨y0(t)y2(t)⟩𝜂,θ =
Å
kBT
κ
ã
e−2κΓt
∫ t
0
dt′
∫ t′
0
dt′2
Ä
e2κΓt
′
2 − 1
ä 〈
cos 2
(
θ(t′) − θ(t′2)
)〉
θ
=
Å
kBT
κ
ã
e−2κΓt
∫ t
0
dt′
∫ t′
0
dt′2
Ä
e2κΓt
′
2 − 1
ä
e−4Dθ(t
′−t′2)
=
Å
kBT
κ
ã
e−2κΓt
∫ t
0
dt′e−4Dθt
′
∫ t′
0
dt′2
Ä
e(2κΓ+4Dθ)t
′
2 − e4Dθt′2
ä
=
Å
kBT
κ
ã
e−2κΓt
∫ t
0
dt′e−4Dθt
′
Ç
e(2κΓ+4Dθ)t
′ − 1
2κΓ + 4Dθ
− e
4Dθt′ − 1
4Dθ
å
=
Å
kBT
κ
ã
e−2κΓt
∫ t
0
dt′
Ç
e2κΓt
′ − e−4Dθt′
2κΓ + 4Dθ
− 1 − e
−4Dθt′
4Dθ
å
=
Å
kBT
κ
ã
e−2κΓt
Ç
e2κΓt − 1
2κΓ(2κΓ + 4Dθ)
− 1 − e
−4Dθt
4Dθ(2κ+4Dθ)
− t
4Dθ
− 1 − e
−4Dθt′
16D2θ
å
=
Å
kBT
κ
ãñ
1 − e−2κΓt
2κΓ(2κΓ + 4Dθ)
− te
−2κΓt
4Dθ
+
2κΓ
4Dθ
(
1 − e−4Dθt)ô
(D.8)
