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The classic Banach Contraction Principle states that any contraction on a
complete metric space has a unique fixed point. Rather than requiring that a single
operator be a contraction, we consider a minimum involving a set of powers of that
operator and derive fixed-point results. Ordinary analytical techniques would be
extremely unwieldy, and so we develop a method for attacking this problem by
considering a related problem on tiling the integers.  1999 Academic Press
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In this paper we consider the following generalization of the Banach
Contraction Principle.
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Generalized Banach Contraction Conjecture (GBCC). Let (X, d ) be a
complete metric space, 0<M<1, T a self-map of X. Let J be a set of
positive integers. Assume that T satisfies the condition
inf [d(T kx, T ky): k # J]Md(x, y). (V)
Then T has a fixed point.
Banach’s original result [4, 5.1-2] is simply the GBCC for J=[1]. The
case J=[ p], where p is a fixed positive integer, corresponds to the result
of Bryant [1].
When J consists of the positive integers, the GBCC coincides with condi-
tion (101) of Rhoades [6]. In this case, the GBCC is not true, as can be
seen from the following counterexample taken from [7], due to Professor
Joseph Bennish of California State University, Long Beach. Let X=[0, )
with the usual metric. Define Tx=- (x2+1). It is straightforward to show
that T nx=- (x2+n). Suppose x< y. Then
d(T nx, T ny)d(x, y)=[- (x2+n)&- ( y2+n)](x& y)
=(x+ y)[- (x2+n)+- ( y2+n)]
by rationalizing the numerator. Choosing n large will make this latter
expression arbitrarily small. However, it is clear that T has neither fixed
nor periodic points.
Note that, in the above example, T is uniformly continuous. A more
complicated counterexample was given in [3]. However, if (X, d ) is
compact and T is continuous (and therefore uniformly continuous), then
the GBCC in the case where J is the integers implies the existence of a fixed
point for T [5, Proposition 4].
Since the GBCC is not true for infinite subsets J, one is led to conjecture
whether it is true if J is finite. It would be sufficient to establish the GBCC
for J=[1, 2, ..., n]. This has been done in [7] for the following class of
maps.
Definition 1. A map T of a metric space into itself is said to be
strongly continuous if for any =>0, _$>0 such that
:
n
k=1
d(xk , yk)<$ O :
n
k=1
d(Txk , Tyk)<=.
The concept of strong continuity is motivated by absolute continuity on
the real line. Maps satisfying Lipschitz conditions are easily seen to be
strongly continuous.
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However, the condition ( V ) for finite subsets J need not imply that T is
continuous, or even that a power of T is continuous, as the following
example demonstrates for J=[1, 2, 3].
Example 1. Let X=[n: n=0, 1, 2, ...] _ [1n: n=1, 2, ...] with the
usual metric. Define T: X  X as
T(0)=0
T(n)=1(3n4+1), n=1, 2, ...
T(1n)=n, n=0 (mod 3)
T(1n)=1(3n4+2), n=1 (mod 3)
T(1n)=1(3n4+3), n=2 (mod 3).
Intuitively, all points X other than 0 fall into one of four classes: the
integers, and the reciprocals of the integers partitioned by remainder on
division by 3. These classes are mapped cyclically into each other. Since
points of the form 1(3k) are in the range of any power of T, and any
sequence of such points that converges to 0 is mapped by T to an increas-
ing sequence of integers, no power of T is continuous.
If x, y # X and either is 12, then |x& y|12 and min[ |T kx&T ky|:
k=1, 2, 3]<16, so min[ |T kx&T ky|: k=1, 2, 3](13)|x& y|. If x=
1n>1j=y and x<12, then |x& y|1n&1(n+1)=1(n2+n). For
some value of k with 1k3, both T kx1(3n4) and T ky1(3n4), and
for this value of k, |T kx&T ky||x& y|(1(3n4))(1(n2+n))=(n+1)
(3n3)<13. Finally, for any x not equal to 0 in X, for some value of k with
1k3, T kx<x3, and so for that value of k, |T kx&T k0||x&0|<13.
Therefore, min[ |T kx&T ky|: k=1, 2, 3](13)|x& y| for all x, y # x.
Let J be a finite subset of the positive integers. Two obvious questions
are
(1) Is the GBCC true for J if T satisfies (V)?
(2) Is the GBCC true for J if T satisfies (V) and is continuous?
We shall supply affirmative answers to (1) if J=[1, 2] and to (2) if
J=[1, 2, 3]. In the process of constructing analytical proofs of these
results, we found ourselves inundated by an unwieldy collection of constants
and sub-sequences, which led to extremely messy proofs. In searching for
a convenient method of eliminating as much of this clutter as possible, we
devised a shorthand involving tiles of integers. This technique simul-
taneously automated many of the unwieldy arguments, and made for more
visual proofs. It is our hope that presenting this combinatorial approach
will serve a dual purpose: to stimulate the investigation of other analytical
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problems through combinatorics, and also to generate an interesting class
of combinatorial problems.
This paper is structured as follows: in the first section, we prove all the
necessary analytical results. In the second section, we outline the tiling
methodology. Finally, in the third section we use this methodology to
prove the two fixed-point theorems referred to above.
1. ANALYTICAL PRELIMINARIES
The proofs of the primary results of this paper involve both analytical
methods and tiling arguments. Since one of the major goals of the paper is
to point out the utility of the tiling arguments, we place all the results
involving analysis in this section, in order that the reader may focus on the
tiling arguments during the proofs of the primary results.
Lemma 1. Let (X, d ) be a metric space, J a set of positive integers, and
0<M<1. Let T be a self-map of X such that for all x, y # X we have
inf [d(T jx, T jy): j # J]Md(x, Y ).
If there is an x # X and a positive integer k such that T kx=x, then x is a
fixed point of T.
Proof. Choose K with M<K<1. Note that for each integer i #
[0, 1, ..., k&1] there is an integer ji # J such that d(T jiT ix, T jiT i+1x)
Kd(T ix, T i+1x). Since T kx=x, we can find a sequence [ai : i=1, 2, ...] #
[0, 1, ..., k&1] such that d(T aix, T ai+1x)Kd(T ai&1x, T ai&1+1x) as follows;
define a0=0, and for i1, apply T jai&1 to the pair T ai&1x and T ai&1+1x. a i
is then defined as the remainder obtained when dividing ai&1+ jai&1 by k.
Since the ai are contained in the finite set [0, 1, ..., k&1], there are integers
i and n such that ai+n=ai . But then d(T aix, T ai+1x)=d(T ai+nx, T ai+n+1x)
Knd(T aix, T ai+1x). Since K<1, T ai+1x=T aix, and so T aix is a fixed
point of T. Note that k&ai>0 and T aix is also a fixed point of T k&ai,
which means that T aix=T kx=x. So x is a fixed point of T. K
A standard corollary to the Banach Contraction Principle is that the
fixed point obtained is unique. This is also the case with the GBCC, as the
following lemma demonstrates.
Lemma 2. Let (X, d ) be a metric space, J a set of positive integers, and
0<M<1. Let T be a self-map of X such that for all x, y # X we have
inf [d(T jx, T jy): j # J]Md(x, y).
Then T has at most one fixed point.
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Proof. Choose K with M<K<1, and assume that x, y # X satisfy
Tx=x, Ty= y. Then there is a j # J such that d(T jx, T jy)Kd(x, y). Since
x and y are fixed points of T, this implies that d(x, y)Kd(x, y)<d(x, y),
a contradiction unless x= y. K
Observe that neither Lemma 1 nor Lemma 2 requires T to be continuous
or J to be finite.
When T is assumed to be continuous and the iterates [T kx: k=1, 2, ...]
form a convergent sequence, a standard proof shows that the limit of the
iterates is a fixed point. The following lemma can be used to reach the same
conclusion if T is merely required to satisfy the GBCC (which, as we have
seen, does not entail continuity of T ), as long as the set J is finite.
Lemma 3. Let (X, d) be a metric space, J a finite set of positive integers,
and 0<M<1. Let T be a self-map of X such that for all x, y # X we have
min[d(T jx, T jy): j # J]Md(x, y).
Assume further that there are points x, z # X such that for any =>0, there is
an integer N=N(=) such that d(T N+kx, z)<= for any k # [0] _ J. Then z is
the unique fixed point of T.
Proof. Let =>0, and let $==(1+M). Choose N=N($) as specified in
the hypothesis. By assumption, there is a j # J such that d(T j (T Nx), T jz)
Md(T Nx, z)<M$. So d(z, T jz)d(z, T j+Nx)+d(T j+Nx, T jz)<$+M$=
=. Since J is finite, there is a j # J such that T jz=z, and so by Lemmas 1
and 2, z is the unique fixed point of T. K
It follows immediately from Lemma 3 that, if J is finite and T satisfies
min[d(T jx, T jy): j # J]Md(x, y) and T nx  z, then z is the unique fixed
point of T. This conclusion follows immediately from Lemma 3, since the
Cauchy sequence [T nx: n=1, 2, ...] will automatically satisfy the hypothesis
of Lemma 3.
The last lemma in this section requires T to be continuous. Its role will
become apparent in the next section.
Lemma 4. Let (X, d) be a complete metric space, J a set of positive
integers, and 0<M<1. Let T be a continuous self-map of X such that for
all x, y # X we have
inf [d(T jx, T jy): j # J]Md(x, y).
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Assume further that there is an x # X and an increasing sequence [ik : k=
1, 2, ...] of integers such that
(1) there exist C>0 and 0<K<1 such that for all positive integers
k we have d(T ikx, T ik&1x)CK ik&1,
(2) there is a positive integer m such that ik&ik&1=m for infinitely
many k.
Then T has a unique fixed point.
Proof. By (1), [T ikx: k=1, 2, ...] is Cauchy. Since X is complete, let z be
the limit of this sequence. Since T is continuous, we have limk   T m(T ikx)
exists. By (2), there is a cofinal subsequence [kn : n=1, 2, ...] such that
T m(T iknx))=T ikn+1x. Therefore [T m(T ikx): k=1, 2, ...] and [T ikx: k=
1, 2, ...] have a common cofinal subsequence, and thus have the same
limits. Consequently
T mz=T m( lim
k  
T ikx)= lim
k  
T m(T ikx)= lim
k  
T ikx=z.
So T has a periodic point, and the result follows from Lemmas 1 and 2. K
2. THE CONNECTION WITH TILING PROBLEMS
Throughout this section, (X, d ) will denote a complete metric space. We
will assume that the map T satisfies the GBCC for a constant M<1 and
a finite set J=[1, 2, ..., N].
The basic idea in many fixed-point theorems is to be able to obtain some
sort of bound for the terms d(T qx0 , T q+ jx0). This bound will depend on
the specific theorem being proved; for the Banach Contraction Principle it
is geometric. The more such bounds one gets, the closer one is to showing
that a sequence of iterates is Cauchy, and thus the closer one is to showing
the existence of a fixed point.
The tiling analog to having a usable bound for the term d(T qx0 , T q+ jx0)
is to be able to ‘‘tile’’ that segment of the line that goes from q to q+ j with
a tile that starts from q and is of length j. We denote this tile by (q, q+ j).
Our object is to obtain a collection of tiles whose metric analog is a
Cauchy sequence. This motivates the following definition.
Definition 2. Given an x # X, a set of tiles E is called a good collection
of tiles for x iff there are constants C>0 and K # (0, 1) such that for all
tiles (q, q+k) in E we have d(T qx, T q+kx)CKq.
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A Class of Tiling Problems
Tiling problems of the type we are considering consist of an initial good
collection of tiles, an assortment of rules which enable us to enlarge the
collection, and a goal, which is to show that the good collection can be
enlarged according to the rules so that it contains a pre-determined sub-
collection of tiles.
Admittedly, this is an extremely general problem, so we shall narrow the
focus by examining those tiling problems which can specifically bear on
fixed-point theorems. For example, the goal may be to enlarge the original
good collection so that it contains all but finitely many adjacent tiles of the
same length. If a tile of length 5 starts at 7 and covers 7-8, 8-9, 9-10, 10-11,
and 11-12, the next adjacent tile of length 5 starts at 12 and covers 12-13,
13-14, 14-15, 15-16, and 16-17. Assuming that the good collection of tiles
contains adjacent tiles of length 5, starting at 7, which cover all but a finite
portion of the real line corresponds to showing that the sequence of iterates
[T 7x0 , T 12x0 , T 17x0 , ...] converges. If conditions are placed on T (such as
continuity) which show that this implies that T has a periodic point, the
lemmas of Section 1 show that T has a unique fixed point.
Additionally, the rules governing the enlargement of the collection must
be devised so as to correspond to the metric space environment, the specific
conditions placed on the map T, and the boundedness restrictions govern-
ing the construction of a Cauchy sequence. We give several rules that, if
satisfied, will produce useful results towards proving fixed-point theorems
of the type discussed in this paper.
Rule R1. Assume that we have a good collection E of tiles. Then there
is a good collection E$ containing E with the following property: if (q, k)
belongs to E$, then at least one of the tiles (q+1, k+1) , ...(q+N, k+N)
belongs to E$.
If (q, k) belongs to E, then d(T qx, T kx)CK q. There is an integer i1
with 1i1N and d(T q+i1x, T k+i1x)Md(T qx, T kx)CMKq. Con-
tinuing inductively, we can find a sequence [in : n=1, 2, ...] such that
d(T q+inx, T k+inx)CMnK q and 1in+1&inN. So ninNn O
nin N, and so Mn(M1N) in. Thus d(T q+inx, T k+inx)C(K$)q+in, where
K$=max(K, M1N). The collection E$ is obtained from E by adjoining all
tiles of the form (q+in , k+in) , and the constants of the collection E$ are
C and K$ as indicated above. The bounding constant C remains unchanged,
but the geometric constant may have increased, although it still remains <1.
Rule R2. Assume that we have a good collection E of tiles. Then there
is a good collection E$ containing E with the following property: if t1 and
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t2 are adjacent tiles in E with t1 preceding t2 , then E$ contains the tile that
starts at the beginning of t1 and ends at the end of t2 .
t1 t2 t1 , t2 # E
then
# E$.
If (q, k) belongs to E, then d(T qx, T kx)CKq. Assume that j<n<p,
and that t1=( j, n) , t2=(n, p). Then by the triangle inequality
d(T jx, T px)d(T jx, T nx)+d(T nx, T px)
CK j+CKn
=CK j+CKn&1K j
=C(1+Kn& j) K j
2CK j.
The collection E$ is obtained from the collection E by adjoining all
‘‘sums’’ of two adjacent tiles in E, and the constants of the collection E$ are
2C and K. The geometric constant K remains unchanged, but the bounding
constant C has doubled.
Our last rule is in a sense complementary to R2.
Rule R3. Assume that we have a good collection E of tiles and that q
is a fixed integer. Then there is a good collection E$ containing E with
the following property: if E contains two tiles which either start or end at
the same point, and the longer tile is of length q, then E$ contains the
‘‘difference’’ between the shorter and longer tiles, as indicated by the
diagrams
# E
# E
then
# E$
or
# E
# E
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then
# E$.
This rule is also a consequence of the triangle inequality in metric spaces.
Again, assume j<n<p. In the first case, the tiles ( j, p) and ( j, n) belong
to E, which we again assume has associated constants C and K,
d(T nx, T px)d(T nx, T jx)+d(T jx, T px)
CK j+CK j
=2CK j
=2CK j&nKn
=(2CKn& j) Kn
(2CKq) Kn.
In the second case, the tiles ( j, p) and (n, p) belong to E,
d(T jx, T nx)d(T jx, T px)+d(T px, T nx)
CK j+CKn
CK j+CK j
=2CK j
(2CK q) K j.
The collection E$ is obtained from the collection E by adjoining all
‘‘differences’’ of tiles of length q in E which begin or end at the same
point, and the constants of the collection E$ are C$=2CKq and K. The
geometric constant K remains unchanged, but the bounding constant C has
increased to 2CKq.
Notice that only in the first case is it necessary to assume that the longer
tile is of bounded length (q).
3. TILING PROOFS OF TWO FIXED-POINT THEOREMS
In this section we use the tiling structure developed in the previous
section and the analytical lemmas from Section 1 to prove two fixed-point
theorems.
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Theorem 1. Let (X, d ) be a complete metric space and 0<M<1. Let T
be a self-map of X such that for all x, y # X we have
min[d(T jx, T jy): j=1, 2]Md(x, y).
Then T has a unique fixed point.
Proof. Observe that any finite collection of tiles is a good collection for
any constant K<1, simply by choosing the bounding constant C sufficiently
large. Let E0 be the good collection consisting of the tiles (0, 1) and (0, 2).
Apply Rule R1 to E0 to obtain a good collection E1 . Notice that for
q1, if (q, q+1) does not belong to E1 , then both (q&1, q) and
(q+1, q+2) both belong to E1 . Similarly, if (q, q+2) does not belong
to E1 , then both (q&1, q+1) and (q+1, q+3) both belong to E1 .
All tiles in E1 are of length 2, so we can apply Rule R3 to E1 to obtain
a good collection E2 . We claim that, for q2, E2 contains the tile (q, q+1).
If (q, q+1) # E1 , then since E1 is a sub-collection of E2 , (q, q+1) # E2 . If
(q, q+1) does not belong to E1 , then both (q&1, q) # E1 and (q+1, q+2)
# E1 . If (q&1, q+1) # E1 , then (q, q+1) # E2 as a consequence of the
Rule R3 enlargement applied to tiles (q&1, q+1) and (q&1, q) , both of
which belong to E1 . If (q&1, q+1) does not belong to E1 , then (q, q+2) #
E1 , and (q, q+1) # E2 as a consequence of the Rule R3 enlargement applied
to tiles (q, q+2) and (q+1, q+2) , both of which belong to E1 .
Since q2 O (q, q+1) # E2 , the sequence [T nx: n=1, 2, ...] is Cauchy.
By the remark following Lemma 3, T has a unique fixed point. K
Notice that T is not assumed to be continuous in Theorem 1, which is
the GBCC for J=[1, 2]. The following result is an easy corollary.
Corollary 1.1. Let (X, d ) be a complete metric space and 0<M<1.
Let N be an integer, and assume that T is a self-map of X such that for all
x, y # X we have
min[d(T jx, T jy): j=N, 2N]Md(x, y).
Then T has a unique fixed point.
Proof. Theorem 1 is applicable to T N, and therefore T N has a fixed
point. By Lemmas 1 and 2, T has a unique fixed point. K
The following theorem uses tiling arguments similar to those in
Theorem 1. Steps that were explained in some detail in Theorem 1 should
now be sufficiently familiar to the reader that the proof can be presented
more succinctly.
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Theorem 2. Let (X, d ) be a complete metric space, T a continuous map
of X into X. Let 0<M<1, and assume that T satisfies
min[d(T jx, T jy): j=1, 2, 3]Md(x, y) (V)
Then T has a unique fixed point.
Proof. We start with some notation. If a set F of tiles contains tiles that
begin at q and at q+k+1, but contains no tile that begins at either
q+1, q+2, ..., or q+k, we say that F has a gap of length k.
Throughout this proof, if Ei is a good collection of tiles, then Eij consists
of those tiles in Ei that have length j.
Recall from Theorem 1 that any finite collection of tiles is good. Let E0
denote the good collection of tiles [(0, 1) , (0, 2) , (0, 3)]. Apply Rule R1
to E0 , obtaining the good collection E1 .
We note that for any positive integer q and 1k3, at least one of
the tiles (q, q+k) , (q+1, q+1+k) , and (q+2, q+2+k) belong to
E1k . Additionally, if q>2 and (q, q+k) belongs to E1k , then either
(q&1, q&1+k) , (q&2, q&2+k) , or (q&3, q&3+k) belongs to E1k .
The preceding paragraph shows that there may be gaps of length 1 or 2
in E11 . Apply Rule R3 to the collection E1 (with maximum tile length=3),
obtaining a good collection E2 . Then apply Rule R3 again to the collection
E2 (with maximum tile length=3), obtaining a good collection E3 . In
this step we show that if (q, q+1)  E11 , and if (q&1, q) # E11 ,
(q+1, q+2) # E11 , then (q, q+1) # E31 . Since E11 is a sub-collection of
E31 , this would show that the only gaps in E31 are of length 2.
To do this, assume that q satisfies (q, q+1)  E11 , (q&1, q) # E11 ,
(q+1, q+2) # E11 . Either (q&2, q), (q&1, q+1), or (q, q+2) belongs
to E12 .
If (q&1, q+1) # E12 , then since (q&1, q) # E11 , we conclude that
(q, q+1) # E21 , and so (q, q+1) # E31 .
If (q, q+2) # E12 , then since (q+1, q+2) # E11 , we conclude that
(q, q+1) # E21 , and so (q, q+1) # E31 .
Finally, if (q&2, q) # E12 , then either (q&2, q+1) , (q&1, q+2) , or
(q, q+3) belongs to E13 .
If (q&2, q+1) # E13 , then since (q&2, q) # E12 , we conclude that
(q, q+1) # E21 , and so (q, q+1) # E31 .
If (q&1, q+2) # E13 , then since (q&1, q) # E11 we see that (q, q+2) #
E22 . Since (q+1, q+2) # E11 , (q+1, q+2) # E21 , and so (q, q+1) # E31 .
If (q, q+3) # E13 , then either (q&1, q+1), (q, q+2) , or (q+1, q+3)
belongs to E12 . The cases where (q&1, q+1) # E12 or (q, q+2) # E12
have already been discussed, so assume (q+1, q+3) # E12 . Then (q, q+1)
# E21 , and so (q, q+1) # E31 . We can thus conclude that the only gaps in
E31 are of length 2.
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Suppose that such a gap consists of the integers q and q+1, i.e. there are
no tiles in E31 starting at either q or q+1.
Apply Rule R3 to the collection E3 (with maximum tile length=3),
obtaining the good collection E4 . Apply Rule R2 to the collection E4 ,
obtaining the good collection E5 . We show that (q, q+2) # E5 .
If the gap of length 2 in E31 consists of the integers q and q+1, then
both (q&1, q) and (q+2, q+3) belong to E31 .
Either (q&1, q+1), (q, q+2), or (q+1, q+3) belongs to E12 .
If (q, q+2) # E12 , then (q, q+2) # E5 .
If (q&1, q+1) # E12 , then (q&1, q+1) # E32 . Since (q&1, q) # E31 ,
(q, q+1) # E4 . If we can show that (q+1, q+2) # E4 , then (q, q+2) # E5 .
Either (q&1, q+2), (q, q+3), or (q+1, q+4) belongs to E13 .
If (q&1, q+2) # E13 , then since (q&1, q+1) # E12 , (q+1, q+2) # E2 ,
and so (q+1, q+2) # E4 , and therefore (q, q+2) # E5 .
If (q, q+3) # E13 , then (q, q+3) # E33 . Since (q+2, q+3) # E31 , we
see that (q, q+2) # E4 , and so (q, q+2) # E5 .
If (q+1, q+4) # E13 , then either (q, q+2), (q+1, q+3) , or
(q+2, q+4) belongs to E12 .
If (q, q+2) # E12 , then (q, q+2) # E5 .
If (q+1, q+3) # E12 , then (q+1, q+3) # E32 . Since (q+2, q+3)
# E31 , (q+1, q+2) # E4 , and so (q, q+2) # E5 .
If (q+2, q+4) # E12 , then since (q+1, q+4) # E13 , (q+1, q+2)
# E2 . So (q+1, q+2) # E4 , and so (q, q+2) # E5 .
This completes the analysis when (q&1, q+1) # E12 .
If (q+1, q+3) # E12 , then since (q+2, q+3) # E11 , we see that
(q+1, q+2) # E2 , and so (q+1, q+2) # E4 . Once again, if we can show
that (q, q+1) # E4 , then (q, q+2) # E5 .
Either (q&2, q+1), (q&1, q+2) , or (q, q+3) belongs to E13 .
If (q, q+3) # E13 , then since (q+1, q+3) # E12 , (q, q+1) # E2 , and
so (q, q+1) # E4 . Therefore (q, q+2) # E5 .
If (q&1, q+2) # E13 , then (q&1, q+2) # E33 . Since (q&1, q) # E31 ,
(q, q+2) # E4 , and so (q, q+2) # E5 .
If (q&2, q+1) # E13 , then either (q&2, q), (q&1, q+1) , or
(q, q+2) # E12 .
If (q&2, q) # E12 , then since (q&2, q+1) # E13 , we see that (q, q+1)
# E2 . So (q, q+1) # E4 , and therefore (q, q+2) # E5 .
If (q&1, q+1) # E12 , then (q&1, q+1) # E32 . Since (q&1, q) # E31 ,
(q, q+1) # E4 , and therefore (q, q+2) # E5 .
Finally, if (q, q+2) # E12 , then (q, q+2) # E5 .
Since the only gaps in E31 are of length 2, and since those gaps can be
‘‘filled’’ by tiles of length 2, we can now apply Lemma 4 to conclude that
T has a unique fixed point. K
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4. CONCLUDING REMARKS
Any of the cases covered in Theorems 1 and 2 represents a strengthening
of the Banach Contraction Principle and, as previously noted, the ideas
could well adapt themselves to strengthening other fixed point theorems
placing metric bounds on the maps in question.
The best possible result in this area would be to show that, if J=
[1, 2, ..., N] and one assumed only that T satisfies (V), then T has a fixed
point. Tiling results, either positive or negative, would be extremely useful
here.
In the forthcoming paper [2], it is shown that any uniformly continuous
map T satisfying (V) with J=[1, 2, ..., N] has a fixed point. The proof,
however, uses other ideas than those presented in this paper.
Finally, in [7] a much weaker hypothesis is studied. Let T1 , ..., TN be
maps of X into itself, and assume that the maps satisfy the hypothesis.
min[d(Tk x, Tk y): 1kN]Md(x, y).
It is conjectured that some composite of the T1 , ..., TN has a fixed point;
this composite may be regarded as a member of the semigroup generated
by T1 , ..., TN . This result is proved if (1) all the maps commute and satisfy
a Lipschitz condition of degree 1, and (2) the Lipschitz constants them-
selves satisfy a particular relation. It might be possible to make some
headway on this problem by finding a multi-dimensional tiling analogy.
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