The Melnikov method is used to discuss the parameter dependence of homoclinic and heteroclinic bifurcations for the rf SQUID system. Also the case of strong damping is treated. Because of the complicated potential the resulting integrals have to be evaluated numerically. For some selected parameter sets the theoretical predictions are compared with numerical solutions of the equation of motion. Very good agreement of both methods is found.
Introduction
It is well known that simple periodically forced nonlinear oscillators may show chaotic dynamics. Ex amples of such systems are the pendulum and the Duffing oscillator, on which a lot of numerical and experimental investigations have been published (see e.g. [1] [2] [3] [4] [5] [6] ).
An efficient analytical treatment for predicting chaotic motions is the Melnikov method [7] [8] [9] . The prerequisite for the application of this treatment is that the equations of motion can be written as the sum of an autonomous system with homoclinic (hetero clinic) orbits and a small time periodic perturbation. With the unperturbed solutions the so called Melni kov function has to be calculated, which is a measure of the distance (first order of the perturbation theory) between the stable and unstable manifolds of hyper bolic fixed points in the Poincare map. If the Melni kov function has simple zeros, then there exist trans verse homoclinic (heteroclinic) orbits.
In the homoclinic case, according to the SmaleBirkhoff homoclinic theorem [8] , chaotic motions ap pear. Under additional conditions also in the hetero clinic case chaotic dynamics may exist [10] .
Although the Melnikov method gives no possibility to distinguish between transient and permanent chaos there are many papers in which the Melnikov method is applied to simple periodically forced oscillators [11] [12] [13] [14] [15] [16] , Mathematical difficulties arise in the calculation of the unperturbed homoclinic (heteroclinic) orbits Reprint requests to Dr. B. Bruhn, Sektion Physik-Elek tronik. Universität Greifswald, Domstraße 10a, Greifswald 2200 DDR. and the resulting improper integral. Only in simple cases both operations can be performed analytically, and as a rule only numerical calculations are feasible.
In this paper we study a rf superconducting quan tum interference device (SQUID) driven by an oscil lating external flux. The equation of motion for the difference in the phase of the superconducting order parameter across the junction x is given by [17] 
The dot means differentiation with respect to the dimensionless time variable t, t = 2 e /c a c r (r = time in seconds), and the periodic external flux is given by ^ex = A ■ sin(ßf). ßc and ßL are the McCumber parameters which are connected with the resistance R. capacity C, inductance L and critical current /c of the SQUID by 2e 2 e ßc=~ ICR2 C , ßL = -LIC, ft ii where e and ti are the elementary charge and Planck constant, respectively. Equation (1.1) can be regarded as describing a classical particle moving in the potential
while it is being pertubed by frictional and periodic external forces. The case of a pure cosine potential, which corresponds to a single Josephson junction, has been investigated in several papers (for references see [6] ).
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Ritala and Salomaa [18, 19] and Fesser and Bishop [20] have numerically investigated the SQUID equa tion (1.1) and have found for different parameter val ues a lot of chaotic phenomena.
In a recent paper [21] the Melnikov method is ap plied to the rf-SQUID in the case of small damping and excitation. Using a polynomial approximation of the trigonometric function in V(x), the analytical calculation of the Melnikov integrals becomes pos sible. The result is similar to the Melnikov function for the anti-Duffing oscillator [1] ,
In the present paper, for small damping and excita tion the Melnikov method is applied without an ap proximation of the potential (1.2), and in a second part also the case of strong damping and small excitation is considered.
Calculation of the Bifurcation Conditions
The dimensionless equations of motion for the rf-SQUID (1.1) can be written in the form where the quadratic potential term yields the effect of confining the motion in x-space. Depending upon the potential parameter c, there may exist a great variety of separatrix solutions and associated hyperbolic fixed points in the phase space of (2.2). Figures 1 and 2 show these separatrix solutions for two selected values of the parameter c. One obtains the hyperbolic fixed points P = (xo,0) from the conditions and the energy E of the separatrices by the solutions of (2.4) and E -\ c Xq -cos x0 .
(2.5)
The Melnikov function may be written in the form [9] M(t0) = f Xs H d t, (2.6) -oo where is the vector field of the perturbation
which acts on the first integral (2.3). For the practical analysis of the Melnikov integral one needs the un perturbed separatrix solutions as a function of t and the initial time t0. This solution can be obtained ana lytically only in very few cases, so that a numerical calculation of (2.6) must be used. Such numerical im plementation of the Melnikov method has been pro posed by Ling and Bao in a recent paper [22] , However, we use a different approach which also works in some cases where the function t(t0,y 0) is known but the inversion is not possible. The basic concept is to substitute the space variable x0 for the integration variable t in (2.6).
Because our unperturbed system (2.2) contains both heteroclinic and homoclinic orbits, the different cases are treated separately. At first we consider the case of an upper heteroclinic solution. From where x0 is the coordinate of the hyperbolic fixed point in the right phase space region and E the asso ciated energy of the heteroclinic orbit. Using some elementary properties of the sine function and some symmetries, the Melnikov function finally reads
Note that also the position of the fixed point x0 and the energy of the homoclinic orbit E depend on the potential parameter c.
For the homoclinic case we need an additional in formation on the turning points (xq,0) of the un perturbed system. These points are the solutions of the transcendent equation c x o~2 cos x0 = 2 E , (2.9)
which are not the fixed point solutions. E denotes the energy of the corresponding homoclinic orbit. Also in this case the integration variable of the Melnikov inte gral is changed to x0 and the fixed points and turning points are the limits. A short calculation yields
where
The existence of Smale's horseshoes in the dynamics is related to the zeros of the Melnikov integral as a function of f0. Equations (2.8) and (2.10) indicate that simple zeros of M(r0) may exist. The boundary of the horseshoe region in the parameter space results from the bifurcation conditions. These conditions are given by:
For larger values of the ratio of excitation and damping than in (2.11) and (2.12) we find transverse intersections of stable and unstable manifolds of the hyperbolic fixed points of the associated Poincare map. Therefore chaotic motions can be observed. We cannot, however, predict whether the motion becomes transiently or permanently chaotic. But the numerical simulation of (2.1) indicates that near the bifurcation values (2.11) and (2.12) transient chaos occurs for small e.
The Case of Strong Damping
The SQUID equation (1.1) cannot be written in the form of (2.1) for small values of the parameter ßc. In this case we have x = v, y= -sin x -cx -by + s ■ sin Q t, (3.1) where c = l/ß L, b = l / V S and s = 2eA /hßL.
The associated unperturbed system x = y, y = -sinx -cx -by (3.2) contains the damping b, so that the energy is no longer a conserved quantity. In this section the index 0, which indicates the unperturbed system, is dropped. From (3.2) follows that the degradation of energy along an arbitrary orbit is always positive, i.e. i.e. for c + cos x < 0 the fixed points are saddle points and for c + cos x > 0 spiral points (b2 < 4 (c + cos x)) or nodal points (b2 >4 (c + cos x)). The most interesting case is given by sufficiently small parameters c so that at least 4 hyperbolic fixed points exist. Then the following proposition is valid.
Proposition:
(i) For a fixed value of c, there exists an infinite sequence {x"(f), y"(0} of heteroclinic orbits of (3.2) depending upon a discrete set of damping parameters bk, k= 1,2, -(ii) The value b = + 0 is a limit element, i.e. in each small but finite interval 0^b k< be one finds an infinite subset of the sequence. (iii) There is an upper bound bM, so that for b> bM there is no heteroclinic orbit.
Without any restriction we consider the case of 4 saddle points only (the first nontrivial case). Then the heteroclinic orbit for b 4= 0 must be a saddle-saddle connection from an outer to an inner hyperbolic fixed point (d£/dr <0). Figure 3 shows a generic situation for two initial conditions which are located on the unstable manifold (for y (t -> -oo) > 0) of the outer hyperbolic fixed point in the left part of the phase plane. Here we have as sumed that b2 <4(c + cos x), so that the stable equilib rium points are spiral points. By a suitable choice of Ab, the final states are neighbouring spiral points, e.g. -x3 and 0.
In a first step we compare the degradation of energy along v j with the degradation along y2 for the interval [ -x 2, -x j :
AE\yi= b f y 1d x < (£ 2 -£ 1). Using the continuous dependence solutions on pa rameters, we obtain A b^O : y2-^y1 or y2 ->yj in [ -x 2, -x j .
Also the degradation of energy must proceed con tinuously from (3.6) to (3.5) with Ab-* 0. But because of the two inequalities there must be a value b' with b< b' <b + Ab and a corresponding solution y'(f) so that
The uniqueness theorem secures that y' is the saddlesaddle connection from -x2 to -x.x. Actually, we have used the property that the heteroclinic orbit is a basin boundary between two stable attractors.
In the second step we assume that b is sufficiently small, so that the first turning point comes near the outer hyperbolic fixed point x2. Then the phase space trajectory rotates around the inner fixed point region with a decreasing amplitude, and after a certain Proof:
number of rotations N, it tends to one of the stable equilibrium points. Using the arguments of the first step, one can see that to each number of rotations N at least one heteroclinic orbit is associated. More pre cisely, in the case of 4 hyperbolic fixed points there are 8 different heteroclinic orbits to each N (using the full symmetry of (3.2)). The degradation of energy for the j-th rotation can be obtained by perturbation theory because b is suffi ciently small: A Ej*b J(y 0j)2 dt = bkj, Pj where y0j is a solution of (2.2) with period Pj and the energy of this solution is in the interval E2 > E > E X. The whole degradation of energy in the rotation stage is AE = X AEj = b X kj * E 2-E 1. Consider now the perturbed system (3.1). Actually, this is a special case in a class of highly damped system [23] . Instead of (2.6) the following modified Melnikov function must be considered here: M(f0)= J y" (t) • sin Q{t +10) ■ e x p t ) d t, (3.9) -O O where y" is one of the unpertubed heteroclinic orbits of (3.2). The exponential factor is necessary because the divergence of the phase velocity of (3.2) is not zero. -*■ ± oo, the function yk ■ exp {bk t) tends exponen tially to zero, which follows from (3.4). Thus the inte-grals A, B are finite and the Melnikov function is well defined.
Further on, using the arguments in [23, 24] , A and B do not vanish except on a discrete set of frequencies Ü. This suffices to establish the existence of simple zeros and thus of transverse heteroclinic points for all small e.
As a consequence of the structural stability of het eroclinic intersections there is around each critical value of bk a small but finite interval so that one finds transverse intersections for all b values within this interval. We suppose that for sufficiently small values of b there is an overlapping of these intervals.
However, from the phase space topology follows that we can not find a heteroclinic cycle and thus no horseshoe construction is possible [8] , i.e. the resulting dynamics is nonchaotic. The existence of transverse heteroclinic points implies a complicated structure of the basin boundaries of the different nonchaotic attractors. This follows from the fact that the stable manifolds of the inner hyperbolic fixed points oscillate around the instable manifolds of the outer saddle points and accumulate on the stable manifold of the outer saddles. The intersection of a typical line with the closure of the stable manifold produces an infinite sequence of open intervals which alternately corre spond to different attractors. The infinite set of cross ing points is not a Cantor set, therefore the basin boundary is not fractal. Nevertheless, near the stable manifolds of the outer saddles one observes a delicate final state sensitivity.
Discussion and Numerical Experiments
The numerical analysis is divided into two parts. The first part contains the numerical calculation of the bifurcation conditions (2.11/12), and in the second part the predictions of the Melnikov method are checked for some selected parameter values.
The fixed points and the turning points of the un perturbed system are calculated from (2.4) and (2.9) with the aid of a Newton method, and we have used a standard programme for the definite integrals in F(c), F(c), G(c, Q) and G(c, ß). Note that the integrand of G(c, ß) and G(c, Q) contains a singularity at the fixed points. This singularity results from the original Melnikov integral as an improper integral. Actually, we have calculated an integral with limits of integra tion near these critical points (.x0 -» x0 + /.i -> 0), and as an error control the value of fj. has been varied. Figure 5 -7 show the bifurcation functions for three different values of the potential parameter c. A de crease of this parameter leads to a more complicated separatrix structure of the unperturbed system. Espe cially Fig. 7 shows a complicated bifurcation struc ture. Near the calculated curves there are further bifurcations, e.g. saddle-node and period doubling bifurcations.
For the same parameter c = 0.05 Ritala and Salomaa [19] have obtained, by numerical integration of (1.1), existence regions for different subharmonic and permanent chaotic solutions. Also these regimes dis play an extremely delicate structure.
The global behaviour of the bifurcation functions (Figs. 5-7) indicates that there are regions in the pa rameter space where there are homoclinic and no het eroclinic intersections, and vice versa. This is a typical effect in complicated systems [15] . Moreover, the inner manifolds intersect in other regions of the parameter space than the outer ones. For selected values of the frequency the zeros of G(c, ß), G(c, ß) produce poles of the functions (2.11) and (2.12). Possibly, additional contributions from higher order Melnikov functions [25] remove the poles from the bifurcation functions.
In order to check some of these predictions, we have numerically calculated, for the Poincare map of (2.1), parts of the stable and unstable manifolds coming from the hyperpolic fixed points. The parameter values corresponding to Fig. 8 are used to produce homo clinic but not heteroclinic intersections (cf. Figure 5) . At larger values of the ratio a/b and the same Q one finds both homoclinic and heteroclinic intersections. Figure 9 illustrates this situation for a = 3.0 and 6 = 1.0. Figure 10 shows a configuration of 4 hyperbolic fixed points arising from a smaller potential param eter c (for the corresponding unperturbed problem cf. Figure 2) . Especially, such parameters are chosen that the inner and outer manifolds produce homoclinic intersections; moreover, the outer manifolds do not show heteroclinic intersections. For the inner mani folds the values are slightly above the heteroclinic bifurcation situation (bifurcation value: a/b % 2.6). The manifolds form a complicated network structure, and we have shown only a small part of them.
In order to check the predictions of Sect. 3, we have numerically calculated, for the Poincare map of (3.1), parts of the stable and unstable manifolds. shows the result, where the parameter value of b = 0.328913 ... corresponds to a heteroclinic orbit of (3.2) from the outer to the inner hyperbolic fixed point in the left part of the phase plane. Clearly visible is the predicted crossing of the manifolds for the perturbed system (3.1). Especially the unstable manifold spirals around the sinks which correspond to (0,0) and ( -x3, 0) in the unperturbed case.
The final state sensitivity can be demonstrated in the following numerical experiment. Applying a fourth order Runge-Kutta method with the same pa rameters as in Fig. 11 and fixed initial conditions (x= -10.224798399, y= -0.05606), the SQUID sys tem (3.1) is integrated using two different step sizes At. The final state is the left sink for At = 0.032 and the right sink (cf. Fig. 11 ) for zlr = 0.033. This numerical effect is caused by the complicated boundary struc ture.
For the SQUID system the case b<^ 1 is very inter esting, because on the one hand one finds heteroclinic and homoclinic bifurcations (cf. Sect. 2), which lead to chaotic behaviour and to a fractal basin boundary structure [26] , On the other hand there are the hetero clinic intersections discussed in Section 3. We assume that the discussed transient phenomena should be ob servable also in real SQUID experiments.
Our discussion shows that the Melnikov method can successfully be applied to systems with compli cated potentials, for which an analytic calculation of the associated integrals is not possible. The expense in numerical calculation is relatively low, therefore we recommend this numerical implementation of the Melnikov method, to find out parameter regions of complicated behaviour.
