In a recent paper, Birgin, Floudas and Martínez introduced an augmented Lagrangian method for global optimization. In their approach, augmented Lagrangian subproblems are solved using the αBB method and convergence to global minimizers was obtained assuming feasibility of the original problem. In the present research, the algorithm mentioned above will be improved in several crucial aspects. On the one hand, feasibility of the problem will not be required. Possible infeasibility will be detected in finite time by the new algorithms and optimal infeasibility results will be proved. On the other hand, finite termination results that guarantee optimality and/or feasibility up to any required precision will be provided. An adaptive modification in which subproblem tolerances depend on current feasibility and complementarity will also be given. The adaptive algorithm allows the augmented Lagrangian subproblems to be solved without requiring unnecessary potentially high precisions in the intermediate steps of the method, which improves the overall efficiency. Experiments showing how the new algorithms and results are related to practical computations will be given.
Introduction
Many practical models seek to solve global optimization problems involving continuous functions and constraints. Different aspects of the global optimization field and its applications may be found in several textbooks [16, 35, 39, 47, 64, 72, 74, 76] and review papers [36, 37, 56, 57] .
Algorithms for solving non-trivial optimization problems are always iterative. Sometimes, for practical purposes, one only needs optimality properties at the limit points. In many other cases, one wishes to find an iterate x k for which it can be proved that feasibility and optimality hold up to some previously established precision. Moreover, in the case that no feasible point exists, a certificate of infeasibility could also be required. In simple constrained cases, several well-known algorithms accomplish that purpose efficiently. This is the case of the αBB algorithm [1, 2, 3, 14] , that has been used in [21] as subproblems solver in the context of an augmented Lagrangian method.
The algorithm introduced in [21] for constrained global optimization was based on the PowellHestenes-Rockafellar (PHR) augmented Lagrangian approach [46, 59, 61] . An implementation in which subproblems were solved by means of the αBB method was described and tested in [21] . The convergence theory of [21] assumes that the nonlinear programming problem is feasible and proves that limit points of sequences generated by the algorithm are ε-global minimizers, where ε is a given positive tolerance. However, a test for verifying ε-optimality at each iterate x k was not provided. As a consequence, the stopping criterion employed in the numerical implementation was not directly related to ε-optimality and relied on heuristic considerations. This gap will be filled in the present paper. On the one hand, we will not restrict the range of applications to feasible problems. Infeasible cases may also be handled by the methods analyzed in our present contribution, where we will prove that possible infeasibility can be detected in finite time by means of a computable test. On the other hand, we will introduce a practical stopping criterion guaranteeing that, at the approximate solution provided by the algorithm, feasibility holds up to some prescribed tolerance and the objective function value is the optimal one up to tolerance ε.
We will present two versions of the main algorithm. The first coincides essentially with the one introduced in [21] and solves each subproblem with a precision ε k that tends to zero. In the second version we employ an adaptive precision control that depends on the infeasibility of iterates of internal iterations. In this way, we aim at rapid detection of infeasibility, without solving expensive subproblems with unreliable precision. In the Local Optimization context this problem was considered in [54] .
Besides providing practical stopping criteria, the new theoretical results shed light on algorithmic properties and suggest implementation improvements. It is well known that the presence of extreme penalty parameters makes the solution of subproblems in Penalty and augmented Lagrangian methods difficult. In fact, it may become very expensive to solve subproblems up to the desired precision, due to large norms of gradients and Hessians, which cause increasing work to solve subproblems. On the other hand, when the penalty parameter takes an extreme value, the shifts (quotients between multipliers and penalty parameters) employed in subproblems should obviously be close to zero. This justifies the practical decision of maintaining bounded multipliers. Attempts to avoid this algorithmic safeguard are theoretically interesting [53] . In the theory presented in this paper, the role of the norms of multipliers will appear very clearly.
Global optimization theory also clarifies practical algorithmic properties of "local" optimization algorithms, which tend to converge quickly to stationary points. We recall that the augmented Lagrangian methodology based on the PHR approach has been successfully used for defining practical nonlinear programming algorithms [5, 6, 19, 30] . In the local optimization field, which requires near-stationarity (instead of near global optimality) at subproblems, convergence to KKT points was proved using the Constant Positive Linear Dependence constraint qualification [11] . Convergence to KKT points also occurs under more general constraint qualifications recently introduced in [9, 10] . Convergence results involving sequential optimality conditions that do not need constraint qualifications at all were presented in [8, 12] .
The Algencan code, available in http://www.ime.usp.br/∼egbirgin/tango/ and based on the theory presented in [5] , has been improved several times in the last few years [7, 18, 20, 24, 26, 25, 29] and, in practice, has been shown to converge to global minimizers more frequently than other Nonlinear Programming solvers. Derivative-free versions of Algencan were introduced in [31] and [49] . There exist many global optimization techniques for nonlinear programming problems, e.g., [2, 3, 4, 14, 38, 40, 41, 42, 43, 44, 50, 52, 53, 58, 62, 63, 65, 66, 67, 68, 69, 70, 73, 75] . The main appeal of the augmented Lagrangian approach in this context is that the structure of this method makes it possible to take advantage of global optimization algorithms for simpler problems, i.e. that a problem with difficult-to-handle constraints may be tackled by solving a sequence of subproblems with simpler constraints using some well-established existing method. In [21] and the present paper we exploit the ability of αBB to solve linearly constrained global optimization problems, which has been corroborated in many applied papers. In order to take advantage of the αBB potentialities, augmented Lagrangian subproblems are "over-restricted" by means of linear constraints that simplify subproblem resolutions and do not affect a successful search of global minimizers. Because of the necessity of dealing with infeasible problems, the definition of the additional constraints has been modified in the present contribution with respect to the one given in [21] .
This paper is organized as follows. A first algorithm and its convergence theory will be presented in Section 2. Section 3 will be devoted to an improved version of the method that avoids the employment of an exogenous sequence of tolerances to declare convergence of the augmented Lagrangian subproblems. Section 4 will present numerical experiments and conclusions will be given in Section 5.
The symbol · will denote the Euclidean norm.
Algorithm
The problem considered in this paper is:
where h : IR n → IR m , g : IR n → IR p , f : IR n → IR are continuous and Ω ⊂ IR n is compact. While the "hard" constraints are represented by h(x) = 0 and g(x) ≤ 0, in general, Ω is defined by "easy" constraints such as linear constraints or box constraints. Since all the iterates x k generated by our methods will belong to Ω, the constraints related to this set may be called "non-relaxable" in the sense of [15] . The augmented Lagrangian function [46, 59, 61] will be defined by:
for all x ∈ Ω, ρ > 0, λ ∈ IR m , µ ∈ IR p + . At each (outer) iteration, the algorithm considered in this section minimizes the augmented Lagrangian, with precision ε k , on the set Ω ∩ P k , where P k ⊆ IR n is built in order to facilitate the work of a subproblem solver like αBB. There is no restriction about the global minimizers of the original problem or the subproblems being at the boundary of the feasible region or not. The assumptions required for the tolerances {ε k } and the auxiliary sets {P k } are given below.
Assumption A1. The sequence of positive tolerances {ε k } is bounded.
Assumption A2. The sets P k are closed and the set of global minimizers of (1) is contained in P k for all k ∈ IN . (Note that this assumption is trivially satisfied if problem (1) is infeasible and, hence, the set of global minimizers is empty.)
If the feasible set of (1) is contained in P k for all k, Assumption A2 obviously holds. The sequence {ε k } may be defined in an external or an internal way, in different implementations. In the external case, the sequence is given as a parameter of the algorithm. If one decides for an internal definition, each tolerance ε k depends on x k , and is defined as a result of the process evolution. Observe that the existence of global minimizers is not guaranteed at all, since the feasible set could be empty. In [21] the existence of a global minimizer was an assumption on the problem and the sets P k were assumed to contain at least one global minimizer.
In our implementations the sets P k contain all the feasible points and, therefore, they contain all the solutions of the problem. The sets P k are constructed by the method on the fly to cut, from the feasible set of the subproblems, infeasible points of the original problem. In order to do that, sets P k are constructed using linear relaxations of the penalized nonlinear constraints. This procedure only eliminates infeasible points of the original problem. For the theory, it can be assumed that P k ≡ IR n for all k.
For defining Algorithm 2.1, we assume that ε feas > 0 and ε opt > 0 are user-given tolerances for feasibility and optimality respectively.
. . , p, and ρ 1 > 0. Assume that {ε k } is a bounded positive sequence and initialize k ← 1.
Step 1 Solve the subproblem Solve, using global optimization on the set Ω ∩ P k , the subproblem
If, in the process of solving (3), the set Ω ∩ P k is detected to be empty, stop the execution of Algorithm 2.1 declaring Infeasibility. Otherwise, define x k ∈ Ω ∩ P k as an approximate solution of (3) that satisfies
for all x ∈ Ω ∩ P k , for some ε k ≤ε k .
Step 2 Test Infeasibility
stop the execution of the algorithm declaring Infeasibility.
Step 3 Test Feasibility and optimality
stop the execution of the algorithm declaring Solution found.
Step 4 Update penalty parameter
define ρ k+1 = ρ k . Otherwise, define ρ k+1 = γρ k .
Step 5. Update multipliers
. . , p. Set k ← k + 1 and go to Step 1.
The solvability of the subproblems (4) is guaranteed, if Ω∩P k is a bounded polytope, employing global optimization algorithms such as the αBB. By Assumption A2 if one of the sets Ω ∩ P k is found to be empty, we can conclude that the problem (1) is infeasible and Algorithm 2.1 stops at Step 1 declaring Infeasibility. Otherwise, we will see that the generated sequence is stopped, satisfying stopping criteria that guarantee feasibility and optimality, or, perhaps, infeasibility. In order to achieve these goals, we will prove first some results assuming that the generated sequence has, in fact, infinitely many terms. Later, we are going to see that this will never be the case, but the proved results in the infinite case will be useful for ensuring that, eventually, the finite stopping criteria hold.
Theorem 2.1. Assume that {x k } is an infinite sequence generated by Algorithm 2.1. Let K ⊂ ∞ IN and x * ∈ Ω be such that lim k∈K x k = x * . (Such subsequence exists since Ω is compact.) Then, for all z ∈ Ω such that z is a limit point of {z k } k∈K , with z k ∈ Ω ∩ P k for all k ∈ K, we have:
In particular, if the problem (1) is feasible, every limit point of an infinite sequence generated by Algorithm 2.1 is feasible.
Proof. In the case that {ρ k } is bounded, we have, by (5) , that lim k→∞ h(x k ) + g(x k ) + = 0. Taking limits for k ∈ K implies that h(x * ) + g(x * ) + = 0, which trivially implies (6) . Consider now the case in which ρ k → ∞. Let z ∈ Ω and
with z k ∈ Ω ∩ P k for all k ∈ K 1 . By (4), we have:
Therefore,
Since {ε k }, {λ k }, {µ k } are bounded, ρ k tends to infinity, and Ω is compact, the inequality (6) follows, taking limits for k ∈ K 1 , by the continuity of f, h, and g.
In the case that Ω ⊆ P k for all k, Theorem 2.1 says that any limit point is a global minimizer of the infeasibility measure h(x) 2 + g(x) + 2 onto Ω. It is interesting to observe that the tolerances ε k do not necessarily tend to zero, in order to obtain the thesis of Theorem 2.1. Moreover, although in the algorithm we assume that λ k and µ k are bounded, in the proof we only need that the quotients λ k /ρ k and µ k /ρ k tend to zero as ρ k tends to infinity.
In the following theorem we prove that infeasibility can be detected in finite time. Let us define, for all k ∈ IN , c k > 0 by:
Note that c k may be computed using interval calculations as in the αBB algorithm. Clearly, since f is continuous and Ω is bounded, the sequence {c k } may be assumed to be bounded. Observe that, as in the case of Theorem 2.1, for proving Theorem 2.2 we do not need that ε k → 0. 
Proof. Suppose that the feasible region of (1) is non-empty. Then there exists a global minimizer z such that z ∈ Ω ∩ P k for all k ∈ IN . Therefore,
Thus,
Since h(z) = 0 and g(z) ≤ 0, we have:
Then, by (9),
Therefore, by (7),
This means that the infeasibility test (8) fails to be fulfilled for all k ∈ IN .
Reciprocally, suppose that problem (1) is infeasible. In this case ρ k tends to infinity. This implies that the sequence {x k } admits an infeasible limit point x * ∈ Ω. So, for some subsequence, the quantity h(
tends to zero, it turns out that, for k large enough, the test (8) is fulfilled.
In the following theorem we prove another asymptotic convergence result, this time connected with optimality, instead of feasibility. Strictly speaking, this result coincides with the one presented in Theorem 2 of [21] . However, we decided to include a different proof here because some of the intermediate steps will be evoked in forthcoming results. Theorem 2.3. Assume that {x k } is an infinite sequence generated by Algorithm 2.1, lim k→∞ ε k = 0, and problem (1) is feasible. Then, every limit point of {x k } is a global solution of (1) .
IN and x * ∈ Ω be such that lim k∈K x k = x * . Since the feasible set is non-empty and compact, problem (1) admits a global minimizer z ∈ Ω. By Assumption A2, z ∈ P k for all k ∈ IN . We consider two cases: ρ k → ∞ and {ρ k } bounded.
Case 1 (ρ k → ∞): By the definition of the algorithm:
Therefore, by (10) ,
Taking limits for k ∈ K, using that lim k∈K λ k 2 /ρ k = lim k∈K µ k 2 /ρ k = 0, and lim k∈K ε k = 0, by the continuity of f and the convergence of x k , we get:
Since z is a global minimizer, it turns out that x * is a global minimizer, as we wanted to prove.
In this case, we have that ρ k = ρ k 0 for all k ≥ k 0 . Therefore, by the definition of Algorithm 2.1, we have:
Thus, since h(z) = 0,
for all k ≥ k 0 . Let us now take ε > 0 arbitrarily small. Suppose, for a moment, that
This implies that (
Thus, by (11) , for k ∈ K large enough we have:
By (12), we deduce that, for k ∈ K large enough,
For k ∈ K large enough, by the boundedness of λ k i /ρ k 0 and the fact that h(x k ) → 0, we have that
Therefore, by (13),
Thus, there exists k 1 ≥ k 0 such that for all k ∈ K such that k ≥ k 1 , we have that
Define
and
For each i ∈ I, we define
Let us fix i ∈ I. For k large enough, since g i (x * ) = 0, by the continuity of g i and the boundedness of µ k i /ρ k 0 , we have that:
Thus, for k ∈ K + (i) large enough,
Combining (15) and (16) and taking k large enough, we obtain:
Then, by (14) and (17), for k ∈ K large enough we have that
Since lim k∈K ε k = 0 and ε is arbitrarily small, we have that lim k∈K f (x k ) ≤ f (z). By the continuity of f , it follows that f (x * ) ≤ f (z) and, since x * is feasible, we have that x * is a global minimizer as we wanted to prove.
The following theorem establishes a sufficient computable condition guaranteeing that f (x k ) is close to (and perhaps smaller than) the best possible value of f (z) in the feasible set. Again, ε k → 0 is not used in its proof.
Theorem 2.4. Assume that {x k } is an infinite sequence generated by Algorithm 2.1. Let ε ∈ IR (possibly negative) and k ∈ IN such that
for all global minimizer z.
Proof. Let z ∈ Ω be a global minimizer of (1). By Assumption A2, z ∈ P k for all k ∈ IN . By the definition of Algorithm 2.1, we have that
we obtain:
Assuming that (18) takes place, we have
Hence, by (22) and (23), we have
Simplifying the expression (24), we obtain:
as we wanted to prove.
In the following theorem we prove that the inequality (18), employed in Theorem 2.4 as a sufficient condition, eventually holds for some iterate k, if we assume that ε > 0 and {ε k } tends to zero. 
Proof. By the compactness of Ω, there exists K ⊂ ∞ IN and x * ∈ Ω such that lim k∈K x k = x * and, by Theorem 2.1, x * is feasible. Suppose that ρ k tends to infinity. Note that the left-hand side of (25) is bounded by ( λ k 2 + µ k 2 )/(2ρ k ) which tends to zero, by the boundedness of {λ k } and {µ k }. Thus, we obtain (25) for k large enough. Consider now the case in which {ρ k } is bounded. For all i = 1, . . . , m we have that (
Since {ρ k } is bounded, {λ k } is bounded, and
Assume that g i (x * ) < 0. Then, as in Case 2 of the proof of Theorem 2.3, since
, by the continuity of g i and the boundedness of µ k i /ρ k , we have that:
. By (27) , (28), and (29),
for all i = 1, . . . , p.
Taking the summation for i = 1, . . . , m in (26) and for i = 1, . . . , p in (30) we obtain the desired result.
Theorem 2.6 is our final result in this section. We prove that, in a finite number of iterations, Algorithm 2.1 finishes with a certificate of infeasibility, or finds a feasible point with tolerance ε feas such that its objective function value is optimal with tolerance ε opt . We will assume that lim k→∞ ε k = 0, a condition that can of course be guaranteed if the external tolerance sequenceε k tends to zero.
Theorem 2.6. Assume that Algorithm 2.1 is executed with the condition that lim
k→∞ ε k = 0.
Then, the execution finishes in a finite number of iterations with one of the following diagnostics:
1. Infeasibility, which means that, with guarantee, no feasible point of (1) 
Proof. The proof follows straightforwardly from Theorems 2.2, 2.4, and 2.5.
Adaptive precision variation of the main algorithm
The algorithm defined in this section is variation of Algorithm 2.1, where
From now on, we denote
As a consequence, if W k tends to zero, the new algorithms will find solutions up to an arbitrarily high precision. On the other hand, if the problem is infeasible, W k will be bounded away from zero, no high precision solutions will be demanded from the subproblem solver, and infeasibility will be detected in finite time. Since the stopping tolerance ε k at each subproblem depends on x k , subproblems may exist at which infinitely many iterations could be necessary to obtain a solution.
In this case, the subproblem solver will never stop. Fortunately, we will prove that, at such a subproblem, some inner iterate generated by the subproblem solver will necessarily be a solution with the required precision. Adaptive precision solution of subproblems have been already used by some authors in the context of local optimization and quadratic programming. See, among others, [33, 34, 45, 54] . Let c > 0 be a given constant. Algorithm 2.1, with ε k = cW k , will be called here Algorithm 3.1. We assume that the subproblem is solved by means of an iterative global optimization method that generates a sequence {x k,ℓ } ℓ∈IN such that
for all z ∈ Ω ∩ P k , where lim ℓ→∞ ε k,ℓ = 0. If, for some ℓ, we obtain that
we define
, and ε k = cW k , we stop the execution of the subproblem solver and we return to the main algorithm. However, the possibility remains that, for all ℓ ∈ IN , there exists z ∈ Ω ∩ P k such that
This means that, although subproblems are solved up to arbitrarily small precisions, the precision attained is always bigger than cW k . In principle, the subproblem solver will never stop in this case. Clearly, (35) implies that, for all ℓ ∈ IN ,
At this point, it is convenient to give a formal definition of Algorithm 3.1. We will assume, from now on in this section, that Assumption A2 holds. We emphasize that Assumption A2 is assumed to hold, but no external optimality tolerances {ε k } exist at all. The algorithm will return with a message of guaranteed infeasibility, or with x k that is feasible with a given tolerance ε feas > 0 and optimal in the sense that f (x k ) is smaller than or equal to f (z) + ε opt for all feasible z.
. . , p, and ρ 1 > 0. Initialize k ← 1.
Step 1 Solve the subproblem By means of global optimization on the set Ω ∩ P k (typically, the αBB algorithm), address the subproblem
If, in the process of solving (38) , the set Ω ∩ P k is detected to be empty, stop the execution of Algorithm 3.2 declaring Infeasibility. Otherwise, we assume that the subproblem solver generates a sequence
where lim
At each iteration ℓ of the subproblem solver we compute W k,ℓ as in (32) and we perform the test (34) . Note that, by (39) , it is enough to test whether
If (41), and, hence, (34) holds, we define
and we go to Step 2.
If (34) is not guaranteed to hold at iteration ℓ of the subproblem solver, define
define x k = x k,ℓ and stop the execution of Algorithm 3.2 declaring Solution found. Otherwise, the execution of the subproblem solver continues with iterate ℓ + 1.
Step 5 Update multipliers
Compute λ In the following theorem, we deal with the behavior of Algorithm 3.1 when Ω ∩ P k is non-empty for all k and all the subproblems are solved, satisfying (34) for some finite value of ℓ. Similarly to what has been done in Section 2 for the Algorithm 2.1, we will prove some asymptotic properties related with the generated sequence by Algorithm 3.1. When we mention that {x k } is an infinite sequence generated by Algorithm 3.1, the reader may think that {x k } was generated by Algorithm 3.1 omitting Step 2 and Step 3. We show that, in this case, every limit point is feasible, or is a minimizer of infeasibility in the sense of Theorem 2.1. 
IN
and x * ∈ Ω be such that lim k∈K x k = x * . Then, for all z ∈ Ω such that z is a limit point of {z k } k∈K , with z k ∈ Ω ∩ P k for all k ∈ K, we have:
In particular, if problem (1) is feasible, every limit point of {x k } is feasible too.
Proof. Define, for all k ∈ IN , ε k = cW k .
Since x k ∈ Ω for all k, Ω is compact, {λ k /ρ k } and {µ k /ρ k } are bounded, and the constraint functions are continuous, we have that the sequence {W k } is bounded. Therefore, {ε k } is bounded and Assumption A1 holds. Thus, the infinite sequence {x k } may be thought as being generated by Algorithm 2.1. So, (44) follows from Theorem 2.1. Proof. By (37) the sequences {h(x k,ℓ )} and {g(x k,ℓ ) + } tend to zero as ℓ tends to infinity. This implies the desired result. 
Proof. As in Theorem 3.1, defining ε k = cW k , the infinite sequence {x k } can be considered as being generated by Algorithm 2.1. Therefore, the thesis follows from Theorem 2.2.
In Theorem 3.4 we will prove that, when Algorithm 3.1 generates an infinite sequence {x k }, its limit points are global solutions of (1). Since the feasible set is non-empty and compact, problem (1) admits a global minimizer z ∈ Ω. By Assumption A2, z ∈ P k for all k ∈ IN . Consider first the case in which ρ k → ∞. By Theorem 3.3, we have that
where c k is defined in (7). Taking limits for k → ∞ we get that h(x * ) = g(x * ) + = 0 for all limit point x * . This implies that
Now, since for all i = 1, . . . , p, µ k i /ρ k tends to zero and g i (x k ) + also tends to zero, we have that:
By (46) and (47), it turns out that
As in (10) , by the definition of Algorithm 3.1,
Therefore, by (49) ,
By (48), taking limits for k ∈ K, using that lim k∈K λ k 2 /ρ k = lim k∈K µ k 2 /ρ k = 0, by the continuity of f and the convergence of x k , we get:
Since z is a global minimizer, it turns out that x * is a global minimizer in the case that ρ k → ∞. Consider now the case in which ρ k is bounded. By (31) and (43), we have that lim k→∞ W k = 0. Therefore, defining ε k = cW k we may think that the infinite sequence is generated by Algorithm 2.1. Then, the thesis follows from Theorem 2.3.
In order to complete the asymptotic convergence properties of Algorithm 3.1, we only need to consider the case in which, at some iteration k, the subproblem solver does not finish, thus generating a sequence {x k,ℓ }. This is done in the following theorem. Proof. By (36) and (40), we have that lim ℓ→∞ W k,ℓ = 0. Then, by (32) , if x * is a limit point of {x k,ℓ } (say, lim ℓ∈K x k,ℓ = x * ) we obtain that h(x * ) = 0 and g(x * ) ≤ 0. Now, since W k,ℓ → 0, we have that lim
for all i = 1, . . . , p. This implies that
for all i = 1, . . . , p. The remaining steps of this proof evoke Case 2 of Theorem 2.3. Let z ∈ Ω ∩ P k be a global minimizer of (1). By
Step 1 of of Algorithm 3.1 and (39), we have:
for all ℓ ∈ IN . By (50), if g i (x * ) < 0 we have that µ k i = 0. This implies that (g i (x k,ℓ ) + µ k i /ρ k ) + = 0 for ℓ ∈ K large enough. Therefore, for ℓ ∈ K large enough,
Thus, by (51), for ℓ ∈ K large enough we have:
Taking limits for ℓ ∈ K on both sides of (52) we obtain that f (x * ) ≤ f (z). Thus, the desired result is proved.
As in the case of Theorem 2.4, the following theorem establishes a computable sufficient condition which guarantees that f (x k ) is not much greater (and perhaps smaller) than the minimum of f (z) in the feasible region. Theorem 3.6. Assume that {x k } is an infinite sequence generated by Algorithm 3.1 (thus, the subproblem solver always finishes satisfying (34) ). Let ε ∈ IR (perhaps negative) and k ∈ IN be such that
Proof. As in Theorem 3.1, defining ε k = cW k , we may think the infinite sequence {x k } as being generated by Algorithm 2.1. Therefore, the desired results follow from Theorem 2.4.
As in the case of Theorem 2.5, the following theorem shows that the sufficient condition stated in Theorem 3.6 eventually takes place at some x k , when Algorithm 3.1 generates an infinite sequence. 
Proof. Define ε k = cW k . By Theorem 3.4, we have that lim k→∞ W k = 0. Therefore, the infinite sequence {x k } may be thought of as being generated by Algorithm 2.1, with ε k → 0. Therefore, the thesis follows from Theorem 2.5.
Theorem 3.8 deals with the case in which the sequence {x k } is finite because, at some iteration, the stopping criterion for the subproblem never takes place. In this case, we will prove that a sufficient condition similar to (53) is eventually fulfilled. 
Proof. By the compactness of Ω, there exists K ⊂ ∞ IN and x * ∈ Ω such that lim ℓ∈K x k,ℓ = x * and, by Theorem 3.2, x * is feasible. The proof follows as a small variation of the arguments of Theorem 2.5 for the case in which {ρ k } is bounded plus the fact that W k,ℓ → 0.
Let us prove now that, again in the case in which the algorithm stays solving the subproblem k, the condition (54) guarantees a small value of f (x k,ℓ ).
Theorem 3.9. Assume that for some k ∈ IN the subproblem solver used at Step 1 of Algorithm 3.1 does not finish. As in previous theorems, let {x k,0 , x k,1 , x k,2 , . . .} be the sequence generated by the subproblem solver. Let ε ∈ IR (note that ε may be negative) and ℓ ∈ IN such that
Then, for all global minimizer z of problem (1), we have that
Proof. We have that, for all global minimizer z and for all ℓ ∈ IN ,
(57) The proof proceeds similarly to Theorem 2.4, replacing x k by x k,ℓ and ǫ k by ǫ k,ℓ . Theorem 3.10 is the final result of this section. As in the case of Theorem 2.6, we prove that Algorithm 3.1 stops in finite time with a certificate of infeasibility, or guaranteeing optimality up to arbitrarily small given precisions in terms of feasibility and optimality. 
Solution found, in the case that the final point x k is guaranteed to satisfy
for all z ∈ Ω such that h(z) = 0 and g(z) ≤ 0.
Proof. The proof follows straightforwardly from the theorems proved in this section.
Numerical experiments
We implemented Algorithms 2.1 and 3.1 as modifications of the method introduced in [21] -148 ). This new implementation is motivated by the necessity of having available, at each iteration ℓ of the subproblems solver, an approximate solution x k,ℓ and a tolerance ε k,ℓ such that (39) holds. Moreover, the new implementation incorporates mechanisms for possible detecting the infeasibility of the subproblem being solved. This new implementation of the αBB method is fully described in [27] , where numerical experiments comparing it with the one considered in [21] are reported. From now on, the method introduced in [21] (pp.141-142) will be named "Original ALABB", while the implementations of Algorithms 2.1 and 3.1 will be named ALABB GP and ALABB AP , respectively. ALABB stands for "Augmented Lagrangian method that uses the αBB method for solving the subproblems". The subscripts, GP and AP stand for "Given Precision (for solving the subproblems)" and "Adaptive Precision (for solving the subproblems)", respectively.
For interval analysis calculations we use the Intlib library [48] . For solving linear programming problems we use subroutine simplx from the Numerical Recipes in Fortran [60] . To solve the linearly constrained optimization problems, we use Genlin [13] , an active-set method for linearly constrained optimization based on a relaxed form of Spectral Projected Gradient iterations intercalated with internal iterations restricted to faces of the polytope. Genlin generalizes the boxconstraint optimization method Gencan [23] . It should be noted that simplx and Genlin are dense solvers. Therefore, for problems with more that 50 variables or constraints, we used Minos [55] to solve linear programming problems and linearly constrained problems. Codes are written in Fortran 77 (double precision). All the experiments were run on a 3.2 GHz Intel(R) Pentium(R) with 4 processors, 1Gb of RAM and Linux Operating System. Given a problem of the form (1), we consider that Ω = Ω 1 ∩ Ω 2 , where Ω 1 = {x ∈ IR n | l ≤ x ≤ u}, Ω 2 = {x ∈ IR n | Ax = b, Cx ≤ d}, and l ≤ x ≤ u, Ax = b, and Cx ≤ d represent all the bound constraints, linear equality constraints, and linear inequality constraints of problem (1), respectively. This means that only the nonlinear constraints will be penalized. In both algorithms, as suggested in [5] for the underlying local augmented Lagrangian method for Nonlinear Programming problems, we set γ = 10, τ = 0.5, λ min = −10 20 , µ max = λ max = 10 20 , λ 1 = 0, µ 1 = 0, and
, where x 0 is an arbitrary initial point. In Algorithm ALABB AP , we arbitrarily set c = 1.
Preliminaries
We start the numerical experiments by checking the practical behavior of Algorithm ALABB GP in very simple problems. The constant c k at Step 2 of Algorithm ALABB GP is computed as follows. By interval arithmetic, it is computed (only once) the interval [f min , f max ] such that
We considered ε feas = ε opt = 10 −4 andε k = max{10 −k , ε opt /2}. In a first set of experiments, we considered the three simple problems given by:
Problem A: Min x subject to x 2 + 1 ≤ 0, −10 ≤ x ≤ 10, Problem B: Min x subject to x 2 = 0, −10 ≤ x ≤ 10,
Problem A is infeasible, while Problems B and C are feasible problems, Problem C admits Lagrange multipliers and Problem B does not. In all cases we arbitrarily considered x 0 = 1.5. Table 1 shows the behavior of Algorithm ALABB GP in Problems A, B, and C in detail. In the table, k represents the iteration of the algorithm, ρ k and λ k are the values of the penalty parameter and the Lagrange multiplier, respectively, that define the k-th augmented Lagrangian subproblem, x k ∈ IR is the ε k -global minimizer of the k-th subproblem, f (x k ) is the value of the objective function of the original problem at x k , h(x k ) + g(x k ) + is the (Euclidean norm) infeasibility measurement at x k , c k is the value of the constant computed at Step 2 to perform the infeasibility test while γ k is the quantity defined at Step 2. Finally, ε k ≤ε k is the actual tolerance returned by the inner solver αBB such that x k is an ε k -global minimizer of the augmented Lagrangian subproblem of iteration k. Table 1 : Detailed report of the quantities that characterize the behavior of Algorithm ALABB GP on Problems A, B, and C.
The highlight of Table 1 is that Algorithm ALABB GP detects very quickly that Problem A is infeasible and makes the method stop. Therefore, the contribution of Algorithm ALABB GP with respect to the Original ALABB method is that, for Problem A, it rapidly detects that the problem is infeasible and stops with a certificate of infeasibility. In contrast, Original ALABB method applied to Problem A stops after nineteen iterations heuristically declaring "Constraints violation has not decreased substantially over 9 outer iterations. Problem possibly infeasible.". In Problems B and C Algorithm ALABB GP and the Original ALABB method perform similarly in practice. Both methods exhibit, in Problem B, the typical behavior in the case in which Lagrange multipliers do not exist, taking many more iterations to solve it than in the case of Problem C. The difference between the methods lies in the fact that Algorithm ALABB GP provides the gap (sum of γ k plus ε k displayed in the last two columns of Table 1 ) and guarantees with finite termination that the required gap ε opt = 10 −4 is achieved.
Figures in the table (last iteration of each one of the three problems) show that negative gaps are reported by Algorithm ALABB GP for all three problems. This is only possible because the delivered approximations to global solutions have an infeasibility tolerance of ε feas = 10 −4 . In fact, direct calculation shows that, for all k, we have
Therefore, at the final iterate, we have
showing what is the best that can be expected for the global optimality gap γ k + ε k with respect to the allowed infeasibility tolerance ε feas . The reader may be surprised by the small values of ε k reported in the last column of Table 1 that say that subproblems are being solved to global optimality with high accuracy. Consider Problem B. The first subproblem is solved at Step 1 requiring precisionε 1 = 0.1, using λ 0 = 0 and ρ 1 ≈ 5.9259. The inner solver αBB returns x 1 ≈ −4.3861 × 10 −1 guaranteeing that it satisfies (4) with ε 1 ≈ 1.6771 × 10 −10 ≪ε 1 . It may be useful to mention that the subproblem solved by the αBB method was
whose solution is, in fact, approximately x 1 . The convexity of this subproblem explains the tight gap ε 1 ≪ε k obtained by the αBB method.
To verify the influence of the choice of c k at Step 2 of Algorithm ALABB GP , we checked the behavior of the method on Problem A when considering the naive choice c k = f max − f min = 20 for all k. As expected, larger values of c k (larger than the choice suggested in (58)), make the infeasibility test at Step 2 harder to be satisfied and, in this simple example, the method takes one more iteration to stop giving a certificate of infeasibility. As an alternative to strengthen the method, values for f min and f max may be found by computing a global solution to the two auxiliary problems Min / Max f (x) subject to x ∈ Ω, which, by the definition of Ω at the beginning of the present section, are linearly constrained problems. This task is not harder than twice the effort of Step 2 of Algorithm ALABB GP . This alternative way of computing c k returns the same answer as the one given by interval analysis on Problem A, but might provide better bounds in harder problems.
Influence of the endogenous sequence {ε k }
In the following experiments we considered the set of problems analysed in [21] whose precisely considered formulations can be found in [22] . The problems' AMPL formulations can also be found at http://www.ime.usp.br/∼egbirgin/. With the purpose of evaluating the influence of the endogenous sequence {ε k } considered by Algorithm ALABB AP to stop the subproblems' solver, we run Algorithms ALABB GP and ALABB AP with the same tolerances considered in [21] . It means that we considered ε feas = ε opt = 10 −4 for Problems 1-16 and ε feas = ε opt = 10 −1 for the larger problems prodpl0 and prodpl1. Table 2 shows the results. In the table, the first three columns identify the problem and the number of variables and constraints. "Time" is the CPU time in seconds, "It" is the number of augmented Lagrangian iterations, "#Nodes" is the total number of Branch-and-Bound nodes used by the inner solver αBB to solve all the subproblems of a given problem. #Nodes gives a measurement of the effort needed to solve the whole set of subproblems of a given problem, i.e. the overall effort needed to solve the original problem. Since #Nodes is a much more precise measurement than the very short CPU times, it will be used, from now on, to evaluate the performance of the methods. Still in the table, f (x * ) is the value of the objective function at the final iterate x * , h(x * ) + g(x * ) + is the (Euclidean norm) infeasibility measurement at x * , and ε ≤ ε opt is the reported gap for the ε-global optimality of x * . The main contribution of Algorithm ALABB GP with respect to the Original ALABB method is to provide the gap ε ≤ ε opt such that f (x * ) ≤ f (z) + ε for any feasible point z. Note that, since an ε feas level of infeasibility is being accepted, the method is capable of providing negative values of ε for some instances. As expected, required optimality gaps were guaranteed in all the cases using a finite number of iterations.
The main practical differences between Algorithms ALABB GP and ALABB AP with respect to the Original ALABB method (when applied to feasible problems) is that Algorithms ALABB GP and ALABB AP provide the actual gap ε ≤ ε opt such that f (x * ) ≤ f (z) + ε for all feasible point z.
Comparing the number of Branch-and-Bound nodes in Table 2 it is easy to see that the number of nodes generated by Algorithm ALABB AP is, in all the considered problems, not greater than the number of nodes generated by Algorithm ALABB GP , while, on average, is almost 20% smaller.
We end this section solving Problems 1-16, prodpl0, and prodpl1 with tolerances ε feas = ε opt = 10 −8 to show that stricter tolerances can also be achieved by the current implementation of Algorithms ALABB GP and ALABB AP . Table 3 shows the results. Figures in the table show that: (a) as expected, both algorithms achieved the desired feasibility and optimality tolerances in a finite number of iterations; (b) optimality gaps smaller than or equal to the required optimality gap are delivered by the methods.
Infeasible problems
In this subsection we consider the problem of packing a given set of N circles with radii r i , i = 1 . . . , N , within an ellipse with semi-axes e a ≥ e b > 0, maximizing the sum of the squared distances between the circles' centers. By packing, we mean that the circles must be placed within the ellipse without overlapping. Considering continuous variables u, v, s ∈ IR N , this problem can be modeled [17, 28] as a continuous and differentiable nonlinear programming problem as follows:
The Cartesian coordinates of the circles' centers can be recovered using
In order to apply a spatial Branch-and-Bound-based global optimization technique, redundant valid bounds −e a ≤ u i ≤ e a and −e b ≤ v i ≤ e b , for i = 1, . . . , N , may be added. We considered a set of sixteen instances with (e a , e b ) ∈ {(4, 2), (3, 2), (2, 2), (2, 1)} and N ∈ {2, 3, 4, 5}. In all cases, we arbitrarily considered identical unitary-radius circles.
In order to tackle a problem with the methods being introduced, some information is mandatory while some other that may be useful to improve the efficiency of the method is not. Mandatory information includes and is limited to: (a) Fortran subroutines to compute the objective function, the constraints, and their first and second derivatives at a given point; and (b) Fortran subroutines to compute for a given box or subbox (using, for example, interval analysis), lower and upper bounds for all quantities listed in item (a) with the exception of the gradient of the objective function. The user must also indicate whenever a variable only appears linearly in the objective function and in linear constraints (those variables do not need to be spatially branched by the method). The optional information includes: (a) the best known value of the objective function at a feasible point; and (b) for a given subbox, a subroutine capable of computing linear underestimators, valid within the subbox, for the objective function, the inequality constraints, and/or the inequality constraints coming from interpreting each equality constraint h j (x) = 0 as a double inequality constraint of the form h j (x) ≤ 0 and −h j (x) ≤ 0. It is important to notice that none of the optional information is being provided for the problem being analysed in the present subsection, basically, because coding those additional data is an extremely tedious task. Providing it automatically would be a great advantage of an improved implementation of the methods. Requirements regarding derivatives and interval arithmetic computations might also be automatically provided by the methods if we were using, for example, a different programming language with access to resources such as operators overloading and/or automatic differentiation tools. Table 4 shows the performance of Algorithms ALABB GP and ALABB AP on the sixteen instances of the packing problem, while Figure 1 illustrate the "solutions". In the table, e a , e b , and N represent the elipses' axes and the number of considered identical unitary-radius circles; n and q represent the number of variables and the number of constraints, respectively. Note that n = 3N , q = 2N + N (N − 1)/2, and that all constraints (as well as the objective function) are nonlinear. The remaining columns show the algorithms' performance and were already described before, the exception being the last column, that identifies whether the problem was detected to be infeasible or not. Table 4 : Performance of Algorithms ALABB GP and ALABB AP with ε feas = ε opt = 10 −4 for the sixteen instances of the packing problem.
Figures in Table 4 (as well as some of the graphics in Figure 1) show that eight out of the sixteen considered instances were found to be infeasible. Among the infeasible instances, a different behaviour of the algorithms can be distinguished between instances with (e a , e b ) = (2, 1) and N = 2, 3, 4, 5 (last four lines in the table) and the other four infeasible instances ((e a , e b ) = (3, 2) with N = 5 and (e a , e b ) = (2, 2) with N = 3, 4, 5).
In the four instances with (e a , e b ) = (2, 1), infeasibility of the first augmented Lagrangian subproblem was detected by the αBB method at its first iteration, i.e. considering the original box constraints of the subproblem without further divisions. Due to the lack of the optional information regarding linear underestimators of the objective function and the constraints, infeasibility is being detected by interval analysis applied to the constraints within the inner solver αBB, that finds a constraint that can not be satisfied within the original box, i.e. that proves that the feasible set is empty. This is a very simple situation that would have been detected in a stage previous to the application of any global optimization algorithm. At least, these four examples show that the current implementation of the proposed methods performs as well as possible in these simple cases. Since no single minimization is done in those four instances, this is why there is nothing to be drawn to illustrate them in Figure 1 .
In the other four instances detected to be infeasible, infeasibility was detected at Step 2 of Algorithms ALABB GP and ALABB AP . In those four cases, the performances of both algorithms are mostly indistinguishable. Regarding the final infeasible point delivered by the methods, the nice symmetric pictures in Figure 1 show that these solutions are global minimizers of an infeasibility measure, as proved in Theorems 2.1 and 3.1. On the other hand, note that, as claimed, instances have been proven to be infeasible in a finite number of iterations. A short comment regarding the computation of c k at Step 2 of Algorithms ALABB GP and ALABB AP is in order. c k is computed with the sole purpose of detecting infeasibility, and the smaller its value the greater the chance of detecting infeasibility at the initial iterations of the methods is. As pointed out in Subsection 4.1, an interval [f min , f max ] such that f min ≤ f (x) ≤ f max is computed by interval analysis and c k is computed as defined in (58) . The four instances in which infeasibility is being detected at Step 2 of Algorithms ALABB GP and ALABB AP are the ones with (e a , e b ) = (3, 2) and N = 5; and (e a , e b ) = (2, 2) and N = 3, 4, 5. For those instances, the interval [f min , f max ] computed by interval analysis for the original box Ω 1 is given by [−520, 520], [−96, 96] , [−192, 192] , and [−320, 320], respectively. However, since the objective function is the sum of squares, it is clear that f min ≥ 0 (it is equally clear that this inequality is sharp). Moreover, maximizing the objective function over Ω 1 as suggested at the end of Subsection 4.1, we arrived at f max equal to 312, 64, 128, and 192, respectively. Using these tighter intervals, the value of c k computed as in (58) is strictly smaller than the one considered in the numerical experiments depicted in Table 4 . A new numerical experiment was done considering those four infeasible instances and using the tighter intervals for computing c k . Results were identical for three out of the four instances. For the instance given by (e a , e b ) = (2, 2) and N = 4 both algorithms stopped one iteration in advance (using 5 augmented Lagrangian iterations instead of 6). By saving the last augmented Lagrangian iteration, one less subproblem was solved and the total number of Branch-and-Bound nodes was reduced to 1, 485, 403 (and 1043.18 seconds of CPU time) for Algorithm ALABB GP and to 1, 485, 059 (and 1051.43 seconds of CPU time) for Algorithm ALABB AP .
In the remaining eight feasible instances (that are not the main focus of the present subsection), both algorithms also presented a very similar behaviour, Algorithm ALABB AP being a little bit more efficient than Algorithm ALABB GP . Algorithm ALABB AP uses 37%, 11%, and 47% fewer Branch-and-Bound nodes than Algorithm ALABB GP in three out of the eight instances, and they both use almost the same number of nodes in the remaining five instances. Last but not least, the performance of the methods presented all along the numerical results section should be taken as an illustration of the capabilities and drawbacks of the introduced methods, taking into account that they are highly dependent on the arbitrary problems' formulations being used and on the optional (additional) information accompanying each of them.
Conclusions and future research
The codes used to illustrate our theory and to solve the problems in the numerical sections of this paper are available in http://www.ime.usp.br/∼egbirgin/. They probably represent a useful practical tool for solving global nonlinear programming problems employing the augmented Lagrangian technique. This software relies on the rigorous theory presented in Sections 2 and 3 of the present paper, by means of which we are able to compute solutions with guaranteed certificates of precision or, perhaps, infeasibility. As far as we know, this is the first paper in which this type of results are presented in the augmented Lagrangian context. Moreover, the results presented here complement those of [21] in the sense of broadening the scope of applicability of αBB in the direction of the general nonlinear programming field. As is usual in the nonlinear optimization world, we do not claim the universal effectiveness of our approach. The augmented Lagrangian approach enjoys some interesting features that are useful for problems with structures exhaustively studied in many other papers (see, for example, [25] ). In particular, even local implementations of the augmented Lagrangian methods seem to provide global minimizers of constrained optimization problems more often than other optimization solvers [5] . This is due to the modular structure of the method, which allows one to employ opportunistic strategies for solving suproblems which are not necessarily linked to theory but are extremely useful in practice. In this sense, the results presented here, that are directly applicable to the field of global optimization, also help to enlighten the behavior of practical local PHR-like augmented Lagrangian algorithms.
In the recent book [32] and many papers on Mechanical Engineering applications (see [32] and the reference therein), Z. Dostál has shown the effectivity of the PHR augmented Lagrangian approach for solving convex quadratic programming problems. In the preface of the book, he emphasizes that the reliability and efficiency of augmented Lagrangian techniques is linked to problem conditioning characteristics that are present in its main branch of applications. A challenging problem is to combine Dostál convex techniques with the global techniques presented in the present paper for the effective solution of possibly large-scale nonconvex quadratic programming problems.
