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ABSTRACT 
It is shown that if n > 3, then every doubly stochastic matrix of order n over a 
field F is a product of doubly stochastic matrices with exactly two nonzero off- 
diagonal entries if and only if the characteristic of F is not 2 and F has more than 
three elements. A number of related results are also obtained. 
1. INTRODUCTION 
Let F be a field with unity 1. A matrix A over F of order n > 2 is doubly 
stochastic if all row and column sums of A equal 1. Let A,,(F) denote the set 
of all doubly stochastic matices of order n over F. A matrix in A,(F) with 
exactly two nonzero off-diagonal entries is called a basic matrix. Sasser and 
Slater 1.51 showed that the real doubly stochastic matrix of order n with each 
entry equal to l/n is a product of basic matrices. Johnsen [4] obtained a 
mucir more general result. Under the restriction that char(F) =0 or char(F) 
> n, he proved that every matrix in A,,(F) is a product of basic (or 
elementary e.d.s.) matrices. In this paper we determine to what extent this 
restriction on F can be removed, 
We first determine when every nonsingular matrix in A,,(F) is a product 
of basic matrices. This characterization is then used to obtain properties of 
all matrices in A, (F). In particular it is shown that if n > 3 then every matrix 
in A,,(F) is a product of basic matrices if and only if char(F) f2 and 
FZGF(3). It is proved that if char(F) = 2 and F#GF(2), then a matrix A in 
A,(F) is a product of basic matrices if and only if A r= A-‘, where AT is the 
transpose of A. In the last section factorizations of matrices in A,(F) into 
products of generalized basic matrices are considered. 
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Throughout this paper F denotes a field. If x E F - { 0} and i, j E { 1,. . . , n} 
with i # j, then Mii (x) is the basic matrix in A,,(F) with (i, i) entry equal to x. 
Let r,(F) be the set of all matrices of order n over F, and let F” be the set 
of all n-component column vectors over F. Denote the vector in F” with all 
components equal to 1 by e. If k E { 1,. . . ,n}, let ek be the vector in F” with 
all components zero, except component k, which is equal to 1. In general, 
scalars, column vectors and matrices are denoted by lower case Latin, lower 
case Greek and upper case Latin letters, respectively. 
2. THE NONSINGULAR CASE 
Several lemmas are used in obtaining a characterization of fields F for 
which every nonsingular matrix in A,,(F) is a product of basic matrices. 
LEMMA 2.1 [2, 61. Suppose that n > 2 and char(F) y n. Let P E I’“(F) be 
nonsingular with 
PC1 = C, eTP= rx,T, (2.1) 
and let A E I’,(F). Then A E A,,(F) if and only if there exists B E r,_ 1(F) 
such that P - ‘AP = 1 CD B. 
Sinkhorn [6] obtained Lemma 2.1 when F is the complex numbers, and 
Johnsen [2] extended this result to all fields F for which char(F) ,j’ n. If 
char(F) ,j’ n, then Lemma 2.1 establishes a multiplicative isomorphism be- 
tween A,(F) and l’,_,(F). If char(F)]n, then such an isomorphism does not 
exist. However, Beasley [l] proved the following. 
LEMMA 2.2 [l]. Suppose that n > 3 and char(F)ln. Let Q ET,,(F) be 
nonsingular with 
and let A ET,(F). Then A E A,(F) if and only if there exist al,cr, E Fnp2, 
a E F, and B El?,_,(F) such that 
Q-‘AQ= :, agT ;, .I I 00 1 
We now use Lemmas 2.1 and 2.2 to prove the following. 
PRODUCTS OF BASIC DOUBLY STOCHASTIC MATRICES 101 
LEMMA 2.3. Let n > 2, and let a,P E F” such that E Tcx = c’P while 
neither cx nor /3 is a scalar multiple of E. Then there exists a nonsingular 
R En,,(F) with Ra= j3. 
Proof. First suppose that char(F) ,j’ n. Let P E r,(F) be nonsingular and 
such that (2.1) holds. Let a= n-‘ETa. Since eT@= eTq it follows from (2.1) 
that 
p-la= a 
[ 1 a1 ’ p-'PC [ 1 Fi 
for some 01,,8i E F”-‘. Since neither (Y nor /? is a scalar multiple of e, it 
follows from (2.1) that cu,#OZ/?,. Hence there exists a nonsingular B E 
T,_,(F) such that Ba,=p,. Let R?P(l@B)P-‘. It follows from Lemma 
2.1 that R is a nonsingular matrix in A,(F) with Ra = fi. 
Now suppose that char( F)I n. Let Q E r, (F) be nonsingular and such that 
(2.2) holds. Let c = e Tar. Since e ‘fi = E Ta, it follows from (2.2) that 
Q-la= ‘1 1 1 c ’ Q-'p= & [ 1 c 
for some a,,P1 E F”-‘. We consider two cases. 
Case 1. c#O. Let 
1 ~-‘(&-al) Q-l. 
0 1 I 
Then R is nonsingular with Ra = /3. Moreover it follows from (2.2) that 
R EA,(F). 
Case 2. c=O. Since neither (Y nor /I is a scalar multiple of e, it follows 
from (2.1) that n > 3 and that 
Q-‘a=[j, Q-‘i=[ 51 
for some a, be F and nonzero crs,&, E F”-‘. There exist y E FnW2 and 
nonsingular B E In _ 2( F) such that y Ta2 = b - a and Ba2 = p2. Let 
1 yr 0 
R=Q o B o 0-l. I I 00 1 
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Using Lemma 2.2, it follows that R is a nonsingular matrix in A,(F) with 
Ra=j3. n 
LEMMA 2.4. Let n > 2, and let A E l’,(F) be nonsingular with cTA = E T 
and AE = /3. Then A + (e - P)e,’ is a nonsingular matrix in A,(F) for some 
kE{l,...,n}. 
Proof. Let i E { 1, . . . , n}, and suppose that A + (E - P)eiT is singular. 
Then there exist cii E F with ckj #O for some k such that 
c&/3)+ i: cjiai=o, 
i=l 
where a i, . . . , a,, are the columns of A. Since A is nonsingular, it follows that 
cii # 0. Therefore, 
E - p = - ai - ci; l c cpi. 
i#j 
P-3) 
Now suppose that A + (E - /3)ejT is singular for every j E { 1,. . . , n}. Therefore, 
since e-p has a unique representation as a linear combination of the 
columns of A, it follows from (2.3) that 
E=/?+(E-/3)=@- i aj=fi-Ae=O. 
i=l 
This contradiction proves the lemma. 
It is not difficult to prove the following. 
H 
LEMMA 2.5. Zf AEA,(F) is nonsingular, then no column of A is a 
scalar multiple of 6. 
LEMMA 2.6. Let F# GF(3), and let A En,(F) be nonsingular. Then A 
can be expressed as 
where B and C are products of basic matrices. 
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Proof. Let the first column of A be (Y = (a,, u2, aJT. First suppose that 
a,?# a/a for some i,i E { 1,2,3}. Since the permutation matrices are products 
of basic matrices, there is no loss in generality in assuming that a:# ~32. It 
then follows from Lemma 2.3 that there exists a nonsingular R, EA,(F) such 
that R,(a,,u.JT= be,, where b = a,+ u3. Therefore, if B, = l@R,, then 
Suppose that a,= b. Then 2b= eTa= 1, and it follows that char(F)#2 
and b = i. Since F#GF(3), there exists x E F- (0, -k, i, a}. Since 
~e(-f,f,+>, by L emma 2.3 there exist nonsingular R,, R, E A,(F) such 
that 
It follows that 
1 
!I_ 
i+X 
A& (l)(R,@l)M, (I)(NM,) ; = i -x 
0 0 
where + + x#i - X. Therefore, we may assume that a, # b in (2.4). It then 
follows from Lemma 2.3 that there exists a nonsingular R,EA&F) such that 
&(a,, b)T= cl. Hence, for B,= (R,@l)B,, we see that B, is a product of 
nonsingular basic matrices such that 
B,A= ’ YT 
[ 1 0 A,’ 
where A, ET,(F) is nonsingular. Since E TAi’r= E T and ArTe = E - y, it follows 
from Lemma 2.4 that A 1 + eky T is a nonsingular matrix in A,(F) for k = 2 or 
3. Therefore, for P= I or P= M&l), we have 
PR,A[ lCT(Aif~~yr)-~]Z’= 0 [; Iiu -y1 
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for some a E F. Since the inverse of a product of nonsingular basic matrices 
is a product of basic matrices, this proves the lemma if a,?# u: for some 
i,j~{1,2,3}. 
Now suppose that a, - a2 2 = at. By Lemma 2.5, (r is not a scalar multiple 
of c. Therefore, we see that char(F) 22 and ai = - ai for some i, j E { 1,2,3}. 
Moreover, since E ‘a! = 1, there is no loss in generality in assuming that 
‘YT=(-l,l,l). s ince F# GF(3) and char(F) #2, there exists y E F - (0, - 
1, l}. Since y #O, by Lemma 2.3, there exists a nonsingular R, E A,(F) such 
that R,( - 1, l)== (- y, y)‘. We have 
(R,@l) 
where y2# 1. Thus this case can be transformed into the case where a:# ai. 
Therefore, the lemma holds. n 
We say that a matrix A = (uij) EA,(F) is semibasic if there exists k E 
{I,..., n} such that a,, = 0 = uki whenever i # k. 
LEMMA 2.7. Let n > 4, let F#GF(2), and Zet A E A,(F) be non&g&r. 
Then A is a product of semibasic matrices. 
Proof. Let the first column of A be (Y = (a,, . . . , a,,)‘, and let q E F”- ’ be 
the vector obtained from (Y by removing component i. Since Lemma 2.5 
implies that (Y is not a multiple of C, we see that q is not a multiple of e for 
some iE{l,..., n}. There is no loss in generality in assuming that (or is not a 
multiple of E. First suppose that e rcvr = 0. Since F#GF(2), there exists 
x E F - (0, l}, We see from Lemma 2.3 that there exists a nonsingular 
R,EA,_,(F) such that R1al=(x, -x,O)~. Since xfl, it follows from 
Lemma 2.3 that R&l, X, - x)r= e1 for some nonsingular R, E A,(F). There- 
fore, 
Now suppose that eT~, #O. By Lemma 2.3, there exist nonsingular R3~ 
A,_,(F) and R,EA,(F) such that R,cY,=c~cw,~, and R,(u,,c%,,~)~=c~. It 
follows that 
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Therefore, we have 
C,A= ’ yT 
[ 1 0 A, ’ 
where A, EI,_,(F) is nonsingular and C, is a product of nonsingular 
semibasic matrices. It follows from Lemma 2.4 that A, + q.y T is a nonsingu- 
lar matrix in A,_ i( F) for some k E (2,. . . , n}. Therefore, there exists a 
permutation matrix P such that 
where b, = e ‘pi. Let the first component of ,Bi be c. If c = 0, then B, is a 
semibasic matrix, and it follows that A is a product of semibasic matrices. 
Suppose that c #O. Since F# GF(2), there exists y E F - { 1, 1 - c-l}. Let 
C2~ A,,(F) be such that 
c,= 1 1 Y 0 -Y 0 1-y 0 y CBZ. 
0 0 1 0 
0 0 0 1 
I 
Then C, is a nonsingular semibasic matrix and 
where the first component of I?, is c’= c(1 - y). Since y # 1 - c-l, we see 
that c’ # 1. Therefore, if 
I 
1 ’ -c’ 
s= 0 lccr c’ , 
0 0 1 I 
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then S is a nonsingular matrix in 4s(F) and 
where the first component of & is zero. It now follows that A is a product of 
semibasic matrices. W 
We now prove a principal result of this paper. 
THEOREM 2.8. Let n > 3. Every nonsingular matrix in 4,(F) is a product 
of basic matrices if and only if one of the followiizg two properties hold. 
(a) F=GF(2) and n=3. 
(b) F#GF(3) and char(F)#2. 
Proof. Suppose that char(F) =2 and F#GF(B). Since char(F)=2, we 
have det M = 1 for every basic matrix M E 4, (F). Hence, if A E 4, (F) is a 
product of basic matrices, then detA = 1. However, if b E F- (0, l}, then 
1 b b 
B= 0 l+b b I I 0 0 1 
is a nonsingular matrix in A,(F) with det B = 1 + b # 1. Therefore, if char(F) 
= 2 and Ff GF(2), then not every nonsingular matrix in 4,(F) is a product 
of basic matrices. Jf F= GF(2) or GF(3), then the only nonsingular basic 
matrices in 4,(F) are the transposition permutation matrices, and it follows 
that the only nonsingular matrices in 4,(F) which are products of basic 
matrices are the permutation matrices. However, 
are nonsingular. Therefore, if neither (a) nor (b) holds, then there exist 
nonsingular matrices in 4, (F) which are not products of basic matrices. 
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The nonsingular matrices in Aa(GF(2)) are the permutation matrices. 
Hence, if (a) holds, then every nonsingular matrix in A,(F) is a product of 
basic matrices. Now suppose that (b) holds. We prove by induction on n that 
every nonsingular matrix in A,,(F) is a product of basic matrices. Let n = 3, 
and let A EA,(F) be nonsingular. By Lemma 2.6, we may assume that 
where a # 1. If a = 0, then A = 1 is a product of basic matrices. Suppose that 
a # 0. Since char(F) 22 and a E F- (0, l}, as pointed out by Johnsen [4], 
B,=M,,((l+a)/(2-2a)) and B,=M,((a+1)/(2a)) are nonsingular basic 
matrices in A&F) such that 
B,AB2=A,= 
i 0  1 -1 2 0 -1 1  
We prove that A is a product of basic matrices by considering two cases and 
in each case showing that A, is a product of basic matrices. 
Case 1. char(F) f3. Since also char(F) 22, it follows that M,,(g), 
W&)9 %a(2) and M,,(% are basic matrices in A,(F) such that 
Case 2. char(F) =3. Since F#GF(3), there exists x E F- {0,1,2}. Then 
M,,((2+x+2x2)/x2), %&)> M&/(I+2q)> %3(2X)> %s((2X)/(I+x)) 
and M,,((2hx+x2)/(1+2x)) are basic matrices in A,(F). Moreover, 
=--- xi 1+2x+2x2 2+2x+x2+x3 2r+x2+2x3 2+x+2x2 1+x+x3 x+2x2+2x3 
0 X3 x2 + 2x3 
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1 
= ____ 2+x2+x3+2x4 
x2+2x3 
r 
1 +2x4 2+2x2+2x4 2x2+ 2x3+2x4 
1+2x2+X3+2X4 x2+2x4 9 
x3+2x4 x3+2x4 x2+2x4 I 
G3 = G2%3 (2x) 
1 
1+2x4 2+2x+2x2 x+2x2+2x3+x4 
=- 2+xz+x3i-2x4 1+x+2zz+2x3 2x+x2+2x3+x4 7 
x2 + 2x3 I x3 + 2x4 0 x2+x3+x4 I 
2x 
C,=G,M13 l+x (-_) 
i 
1+2x+2x2+x3 
= -& 2+x+2x2+2x3+2x4 
2+x+x2+2x3 x2 + 2x4 
1+2x+x3+2x4 2x2+x4 * 
0 0 x2+ 2x4 1 
A, = G4”,2 (2;;;;). 
Now let n > 4, and suppose that every nonsingular matrix in A,_ ,(F) is a 
product of basic matrices. Then every nonsingular semibasic matrix in A,,(F) 
is a product of basic matrices. Therefore, by Lemma 2.7, every nonsingular 
matrix in A,,(F) is a product of basic matrices. Thus the theorem follows by 
induction on n. n 
3. ARBITRARY DOUBLY STOCHASTIC MATRICES 
Denote the rank of a matrix A by r(A). Lemmas 2.1 and 2.2 can be used 
to prove the following. 
LEMMA 3.1 [l, 21. Zf A,B EA,(F) with r(A)= r(B), then there exist 
nonsingular R, S E A,(F) such that RAS = B. 
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Lemma 3.1 was proved by Johnsen [2] under the restriction that char(F) 
,j’ n.Beasley [l] showed that this restriction could be removed. Let m be a 
positive integer. If char(F) k m, let J, be the matrix in T,(F) with each 
entry equal to l/m. If char(F)]m, let K,+,=(kii) be the matrix in A,+,(F) 
with kii = 0 whenever i > 1 and j > 1. Using Lemma 3.1 and Theorem 2.8, it is 
not difficult to prove the following. 
THEOREM 3.2. Let A E A,(F) and let m = n + 1 - r(A). Then there exist 
nonsingular R,S EA,(F) such that RAS=lCD.l,,, or RAS=Z@K,+, accord- 
ing to whether char(F) ,j’ m or char(F)(m. Moreover, if n > 3, then R and S 
can be chosen to be products of basic matrices for every A EA,(F) if and 
only if either (a) or (b) of Theorem 2.8 holds. 
Johnsen [3, 4] proved the first part of Theorem 3.2 in the case where 
char(F) k n. 
LEMMA 3.3. Let n > 3, A E A,,(F), k = n-r(A), and suppose that k > 1. 
Then there exist A 1 ,..., A, in A,(F) such that r(A,)=n-1 for i=l,..., k, 
and A=A,A,...Ak. 
Proof. The lemma is trivial for k = 1. Suppose that k > 1. Let U E r,,(F) 
be nonsingular and such that either (2.1) or (2.2) holds according to whether 
char(F) $ n or char(F)) n. For i = 1,. . , , k, let 
B,= u(z-~i+lc~l)u-l. 
If char(F) ,j’ n, then Lemma 2.1 implies that Bi E A,(F) with r( &) = n - 1 for 
i= 1 , . . . , k. If char(F)(n, then k < n - 2, and Lemma 2.2 implies that B, E 
A,,(F) with r(B,)=n-1 for i=l,...,k. Let B=B,B,...& Then BEA, 
with r(B) = n - k = r(A). By Lemma 3.1, there exist nonsingular R, S EA,(F) 
such that A = RBS. Let 
A, = RB,, 
Ai = B,, i=2 ,...,k-1, 
A, = B$. 
ThenAiEA,(F)withr(A,)=n-1fori=l,...,k,andA=A,A,...Ak. n 
THEOREM 3.4. Let n > 3. Every matrix in A,,(F) is a product of basic 
matrices if and only if char(F) 22 and F# GF(3). 
110 PETER M. GIBSON 
Proof. Since the basic matrices in Aa(GF(2)) are the transposition 
permutation matrices, the matrix K, E Aa(GF(2)) is not a product of basic 
matrices. Therefore, if char(F) = 2 or F = GF(3), it follows from Theorem 2.8 
that not every matrix in A,(F) is a product of basic matrices. 
Now suppose that char(F)#2 and F#GF(3). Let A EA,(F). If r(A)= n, 
from Theorem 2.8, we see that A is a product of basic matrices. Suppose that 
r(A) < n, and let k= n - r(A). By Lemma 3.3, there exist A,, . . . ,A, in A,(F) 
such that r(Ai) = n - 1 for i = 1,. . . , k, and A = A,A,. . . A,. Since r( M,, (4)) 
= n - 1, it follows from Lemma 3.1 that there exist nonsingular Ri, Si E A,(F) 
such that Ai=RiM,,($)Sj for i=l,..., k. Theorem 2.8 implies that Ri and Si 
are products of basic matrices for i = I., . . . , k. Therefore, A is a product of 
basic matrices. n 
It follows from Theorem 3.4 that if n > 3, then the question of whether 
every matrix in A,,(F) is a product of basic matrices is not dependent on n. 
We now generalize a result that was obtained by Johnsen [4] under the 
restriction that char(F) = 0 or char(F) > n. 
THEOREM 3.5. Let A E A,,(F), where char(F) # 2 and Ff GF(3). Then A 
is a product of basic matrices. Any such product must have at least n - r(A) 
singular factors. Moreover, there exists such a product with exactly n - r(A) 
singular factors, where each of the singular factors is equal to M,,(b). 
Proof. By Theorem 3.4, there exist basic matrices A ,, . . . ,A, in A,(F) 
such that 
A=AiAs...A,. (3.1) 
Suppose that (3.1) holds where exactly s of the basic matrices A,, . . . ,A, are 
singular. Since each singular basic matrix has rank n - 1, it follows from 
Sylvester’s inequality for the rank of a product of matrices that 
Therefore, s > n- r(A). Moreover, using Lemma 3.3 as in the proof of 
Theorem 3.4, we see that A is a product of basic matrices with exactly 
n - r(A) singular factors, where each of the singular factors is equal to 
ME(:). n 
If char(F) =2, then every basic matrix in A,(F) is nonsingular, and it 
follows that no singular matrix in A,(F) is a product of basic matrices. 
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Suppose that A E A,(GF(S)) is singular and that A is a product of basic 
matrices. Then any such product must have at least n - r(A) singular factors. 
However, there may be no such product with exactly n-r(A) singular 
factors. For example: let 
A= 
i 2 1 0 1 0 1
Then n-r(A)=l, and 
is a product of basic matrices. However, since the only nonsingular basic 
matrices in Aa(GF(3)) are the transposition permutation matrices, it is not 
difficult to show that any product of basic matrices which is equal to A must 
contain at least three singular factors. 
Let n > 3 and char(F) =2. We now determine which A EA,(F) are 
products of basic matrices. If F=GF(2), then A is a product of basic 
matrices if and only if A is a permutation matrix. Suppose that F#GF(2). 
Using Lemma 2.6, we see that A E A,(F) is a product of basic matrices if and 
only if detA = 1. However, if n > 3, then not every A E A,(F) with det A = 1 
is a product of basic matrices. For example, let 
Then detA = 1, but the next theorem implies that A is not a product of basic 
matrices. In the proof of this theorem we shall use the following. 
LEMMA 3.6. Let n > 3, char(F) =2, and FfGF(2). Suppose that a, /? E 
F” are such thut eTa =eT/3, while neither (Y nor P is a scalar multiple of c 
Then there exist R,, . . . ,R, in A,(F) with det R, = 1 for i = 1,. , . , k, and 
permutation matrices P,, . . . , Pkc 1 of order n such that 
P,(I~R,)Pz(Z~Rz)...(Z~Rk)Pk+l~=P. (3.2) 
Proof. We induct on n. Let n = 3. Then it is not difficult to see that the 
matrix B in the first part of the proof of Lemma 2.3 can be chosen so that 
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detB = 1. For such a matrix B, it follows that detR = 1 for the matrix R of 
Lemma 2.3. Therefore, the lemma holds if n =3. 
Now suppose that n > 4. Let a = (a,, . . . , u,JT and /3 = (b,, . . . , bJT. Since (Y 
and /l are not scalar multiples of E, (ai,ui+i,uj+.a) and (hi,bj+i,bj+s) are not 
scalar multiples of e r for some i, j E { 1,. . . , n - 2}. Therefore, since the 
lemma holds for n =3, there exist S,, S,EAJF) with det S,=det S,= 1 and 
permutation matrices Qi and Qs of order n such that 
(sl@zK?l~= [ q (S,@Z)Q#= [ ;,I, (3.3) 
where a,,/?i E F”-l. Suppose that (pi = ce for some c E F. Then c#O. Since 
F # GF(2), there exists x E F - { 0, c}. Since O# c # x and the lemma holds for 
n =3, there exists S, E A,(F) with det S, = 1 such that S,(O,_c,c)r= (0, c + 
x,ct ~)r. Therefore, since x#O, if we replace S, in (3.3) by S,= S,S,, then 
det S, = 1, and c~i is replaced by a vector &i which is not a multiple of E. 
Hence, we may assume that neither (pi nor Pi of (3.3) is a multiple of E. 
Therefore, by the inductive assumption, there exist Vi,. . . , V, in Aa with 
dety= 1 for i= l,..., m, and permutation matrices U,, . . . , Urn+ 1 of order 
n - 1 such that 
Combining this with (3.3), we see that if k = m + 2, then there exist R,, . . . , R, 
in A&F) with det Ri = 1 for i = 1,. . . , k, and permutation matrices Pi, . . . , Pk + 1 
of order n such that (3.2) holds. Therefore, the lemma follows by induction 
on n. n 
THEOREM 3.7. Let char(F) = 2, F#GF(2), and A EA,(F). Then A i.s a 
product of basic matrices if and only if A T= A - ‘. 
Proof. First suppose that A = A,A,. . * A,, where A,, . . . ,A, are basic 
matrices. Since each basic matrix is symmetric, A T= A,. . . A,A,. Moreover, 
since char(F)=2, we have Az=Z for i=l,...,k. Therefore, AT=A-‘. 
Now suppose that A T=A -‘, We show by induction on n that A is a 
product of basic matrices. Let n =3. Since AT= A -I, we have detA = 1. 
Therefore, it follows from Lemma 2.6 that A is a product of basic matrices. 
Now suppose that n > 4. By Lemma 2.5, the first column (Y of A is not a 
multiple of E. Therefore, by Lemma 3.6, there exist R,, . . . ,R, in A,(F) with 
detR,=l for i=l,...,k, and permutation matrices Pi,. . . , Pk+ 1 of order n 
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such that for 
we have Scr = ci, Since detB, = 1, it follows from Lemma 2.6 that Ri is a 
product of basic matrices for i= 1,. . ., k. Hence S is a product of basic 
matrices, and it follows that S r= S -‘. Since Sa = pi and (SA)r= A rST= 
A-‘S-‘=(SA)-‘, we see that SA = 1 @B for some B EA,_,(F) with Br= 
B -I. By the inductive assumption, B is a product of basic matrices. There- 
fore, since S is also a product of basic matrices, we see that A is a product of 
basic matrices. n 
4. RELATED FACTORIZATIONS 
The next three theorems give factorizations for matrices in A,,(F) where 
F = GF(3) or char(F) = 2. 
THEOREM 4.1. Let n > 3. Every matrix in A,(GF(3)) can be expressed as 
a product of basic matrices and matrices of the form 
1 
I@0 I 2 1 2 0 0 2. 1 1 
Proof. Observe that 
Therefore, since each nonsingular matrix in A,(GF(3)) either is a permuta- 
tion matrix or can be obtained by permuting rows and columns of one of the 
three matrices 
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the theorem holds for every nonsingular matrix in A,(GF(3)). It now follows 
from Lemma 2.7 and induction on n that the theorem holds for every 
nonsingular matrix in A,JGF(S)) whenever n > 3. Suppose that 
A EA,(GF(3)) with r(A) < n, and let k = n - r(A). By Lemma 3.3, there exist 
A 1,. . . ,A, in A,(GF(3)) such that r(A,)= n- 1 for i= l,...,k, and A 
= A,A, . . ‘A,. It follows from Lemma 3.1 that there exist nonsingular 
Ri> Si E A,( GF(3)) such that Ai = &M,,(2) Si for i = 1,. . . , k. Therefore, since 
the theorem holds for the nonsingular matrices Ri and Si, it holds for A. n 
THEOREM 4.2,. Let n > 3, char(F) = 2, and F# GF(2). Then every matrix 
in A,,(F) can be expressed as a product of basic matrices and matrices of the 
f OWl 
(4.1) 
Proof. It follows from Lemmas 2.6 and 2.7 that the theorem holds for 
every nonsingular matrix in A,,(F). Suppose that A EA,(F) with r(A) < n, 
and let k = n - r(A). By Lemma 3.3, there exist A,, . . . ,A, in An(F) such that 
r(A,)=n-1 for i=l,...,k, and A=A,A2...A,. Let BEA, be of the 
form (4.1) with a = 1. Since r(B) = n - 1, it follows from Lemma 3.1 that 
there exist nonsingular Ri,Si EA,(F) such that Ai= RiBSi for i= 1,. , ., k. 
Therefore, since the theorem holds for the nonsingular matrices Ri and Si, it 
holds for A. H 
THEOREM 4.3. Let n > 3. Every matrix in A,(GF(2)) can be expressed as 
a product of basic m&rices and matrices of the form 
Proof. It is easy to see that the theorem holds for n=3. We prove by 
induction on n that if n > 4, then the theorem holds for every nonsingular 
matrix in A,(GF(2)). We have 
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Therefore, since each nonsingular matrix in A,(GF(2)) is either a permuta- 
tion matrix or can be obtained by permuting rows and columns of one of the 
two matrices 
the theorem holds for every nonsingular matrix in A,(GF(2)). 
Now suppose that n > 5, and A EA,(GF(~)) is nonsingular. Let the first 
column of A be QI, and let q E F”-l be the vector obtained from (Y by 
removing component i. By Lemma 2.5, (Y is not a scalar multiple of E. 
Therefore, (Y~ is not a scalar multiple of E for some i E { 1,. . . , n}. There is no 
loss in generality in assuming that (pi is not a multiple of e. Hence, by 
Lemma 2.3, there exists a nonsingular R,EA,_,(GF(~)) such that R,cr,= 
(L&O,..., 0)r for some aEGF(2). Let a’=(l@R,)cr. It follows that LY’= 
(a, I,& 0. . . . . ,O)T. By Lemma 2.3, there exist a nonsingular R,EA,(GF(~)) 
such that R,(u, La, O)r= q. Let C,=(R,@Z)(Z@R,). Then C, is a product 
of nonsingular semibasic matrices such that 
(,-,A= l YT I 1 0 A, ’ 
where A, E r,_ ,(F) is nonsingular. It follows from Lemma 2.4 that A, + eky T 
is a nonsingular matrix in A,, _ ,(F) for some k E (2,. . . , n}. Therefore, there 
exists a permutation matrix P such that 
1 0 
PC,A[ l@(Ai+~y’)-i]P=B,= 
p= 
0 1 P=’ 
.o 0 I 1 
where E rb = 0. If P has a zero component, then B, is a semibasic matrix. If fi 
has no zero component, then it is easy to see that the matrix B,(C,@ I), 
where 
1 0 1 1 
C,= 1 0 I 0 0 0 0 I I I 10’ 0 1 
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is a semibasic matrix. Therefore, in either case, it follows that A is a product 
of semibasic matrices. Hence, by induction on n, if n > 4 then the theorem 
holds for every nonsingular matrix in A,(GF(2)). 
The theorem now follows by the use of Lemmas 3.1 and 3.3 as in the 
proof of Theorem 4.2. n 
A well-known generalization of elementary matrices in r,(F) consists of 
matrices of the form Z+ x@r, where x E F and LY,/? E F”. Similarly, a 
generalization of basic matrices in A,(F) consists of matrices of the form 
Z + x(u/3 T, where x E F and a,,8 f F” with e Ta! = 0 = e ‘/3. From Theorems 3.4, 
4.1, 4.2 and 4.3 we obtain the following. 
THEOREM 4.4. Every matrix in A,(F) is a product of matrices of the 
form Z+xaflT, where xEFand CY,/~EF” with E~~=O=C~/~, 
Let n > 2. A matrix of the form Z+ xaa ‘, where x E F and cr E F” with 
e Tel = 0, will be called a qua&basic matrix. Clearly every quasibasic matrix is 
doubly stochastic, and every basic matrix is quasibasic. 
THEOREM 4.5. Let n > 3. Every matrix in A,(F) is a product of quasi- 
basic matrices if and only if the following hold: 
(i) char(F) 22, 
(ii) if F = GF(3), then n > 4. 
Proof. Suppose that char(F) = 2. Let x E F, and let LY E F” with E Tar = 0. 
Then 
Therefore, every quasibasic matrix in A,,(F) is nonsingular, and it follows 
that not every matrix in A,(F) is a product of quasibasic matrices if 
char(F) = 2. Moreover, since the nonsingular matrix 
is not a product of permutation matrices and matrices of the form 
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we see that not every matrix in Aa(GF(3)) is a product of quasibasic 
matrices. Hence if every matrix in A,,(F) is a product of quasibasic matrices, 
then (i) and (ii) hold. 
We now prove by induction on n that if n > 4, then every nonsingular 
matrix in A,(GF(3)) . IS a product of quasibasic matrices. Let n =4. By 
Theorem 4.1, every nonsingular matrix in A,(GF(3)) is a product of basic 
matrices and matrices of the form 
Let 
cYi= 
Then 
! 
0 
1 
1 
1 
1 1 
(Yq= 1 !I 
0’ ff5=o 
1 
I 0 
2 
Aj = I+ (Y~$, i E { I,2,3,6}, 
Ai=I+2a,aiT, i~{4,5}. 
1 
I i! LYg= 2 2 ’ 1 
B=(A,A,. * .A,)? 
Therefore, every nonsingular matrix in A,(GF(3)) is a product of quasibasic 
matrices. It now follows from Lemma 2.7 and induction on n that if n > 4, 
then every nonsingular matrix in A,(GF(3)) is a product of quasibasic 
matrices. 
Suppose that A EA,(GF(~)) with n > 4 and r(A) < n, and let k = n - r(A). 
By Lemma 3.3, there exist A,, . . . ,A, in A,(GF(3)) such that r(A,) = n - 1 for 
i=l,..., k and A = A,As. . * A,. It follows from Lemma 3.1 that there exist 
nonsingular Ri, !$ E A,(GF(3)) such that Ai = RiM,s(2)Si for i = 1,. . . , k. 
Therefore, since the nonsingular matrices Ri and S, are products of quasi- 
basic matrices, it follows that A is also. Hence, if n > 4, then every matrix in 
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A,(GF(3)) is a product of quasibasic matrices. It now follows from Theorem 
3.4 that if (i) and (ii) hold, then every matrix in A,,(F) is a product of 
quasibasic matrices. n 
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