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Wireless Communications and Mobile Computing have funda-
mentally changed the way people interact and communicate with 
each other. The proliferation of powerful and programmable mo-
bile devices, smartphones in particular, has offered an unprece-
dented opportunity to continuously monitor the physical, social 
and geographical activities of their users. Recently, much re-
search has been done on smartphone-based sensing which lever-
ages the rich set of sensing, positioning and short-range radio 
capabilities of the smartphones to identify the context of us-
er activities and ambient environment conditions. Mobile ap-
plications for personal behavior tracking and physical wellness 
monitoring have also been developed. Despite that, most of 
the existing work in mobile sensing has neglected the role of s-
martphone as the command-center of the user's communications 
with the outside world. As mobile users contact their friends via 
phone, SMS, emails, instant messaging, and other online social-
networking applications, these multi-modal communication ac-
tivities are as equally important as physical activities in profiling 
one's life. They also hold the key to understand the user's so-
cial relationship with other people of interest. In this thesis, 
we propose to use the unique multi-model interaction data from 
smartphone to classify social relationships. To jump start our 
study, we generate artificial interaction data and build social 
interaction matrix to modeMl the interaction between people. 
This also helps us in testing a wide range of data mining analysis 
techniques for this type of problem. We then carry out a social 
interaction data collection campaign with a group of real users 
to obtain real-life multi-modal communication data, e.g., phone 
call, Email, online social network(Facebook and Renren), and 
physical location/proximity. After applying different classifica-
tion algorithms on social interaction matrix, we find that SVM 
outperforms KNN and decision tree algorithms, with a classifi-
cation accuracy of 82.4% (the accuracies of KNN and decision 
tree are 79.9% and 77.6%, respectively). We also compare the 
data from different interaction channels and finally find that on-
line social network and location/proximity data contribute more 
to the overall classification accuracy. Additionally, with dimen-
sionality reduction algorithms, the social interaction matrix can 
be embedded from 65 to 9 dimensional space while preserving 
the high classification accuracy and we also get principle inter-
action features as by-product. At last, we use CUR decomposi-
tion to select 13 out of the 65 features in the social interaction 
matrix. The classfication accuracy drops from 82.4% to 77.7% 
after CUR decomposition. But it can help to determine the right 
sensor sampling frequency so as to enhance energy efficiency for 
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Wireless communication and mobile computing have funda-
mentally changed the way people interact and communicate with 
each other. The proliferation of powerful and programmable 
mobile devices, smartphones in particular, has offered an un-
precedented opportunity to continuously monitor the physical, 
social and geographical activities of their users. Recently, much 
research has been done on smartphone-based sensing, see for ex-
ample [1, 2, 3, 4, 5], which leverages the rich set of sensing, posi-
tioning and short-range radio capabilities of the smartphones to 
identify the context of user activities and ambient environment 
conditions. Mobile applications for personal behavior tracking 
[6] as well as health and physical wellness monitoring have also 
been developed[8, 9, 16]. However, most of the existing work 
in mobile sensing has neglected the role of smartphone being 
1 
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a major clearing house of the user's communication. In par-
ticular, as users contact their friends using different communi-
cation channels and applications provided by the smartphone, 
such multi-modal communication activities are as equally im-
portant as physical activities in understanding the user's social 
interaction with others. In our research, we use smartphones as 
the communication data center of each user for social relation-
ship classification. 
Social relationships are significant part of our life. It is ob-
vious that the type of relationship between a pair or group of 
people does have strong impact on how they would respond to 
different types of events. For example, the promotion/spreading 
of a new Gaming CD can be more effective via group of high-
school classmates rather that among the members of a family 
[19]; members of the same football team will have much stronger 
influence on each other regarding their choice of sports gear. We 
therefore believe that social relationship identification and clas-
sification are critical to the characterization of social networks. 
This, in turn, has wide range of applications in sociology, psy-
chology, public health as well as product-marketing. 
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In smartphones, there are some potential usage of social 
relationships. Smartphone users are not willing to divide con-
tacts into different groups because there are usually hundreds of 
contacts in smartphone. Automatic relationship classification 
will help users to easily manage their contacts. There are al-
so some potential applications acting as personal secretary that 
make smartphone take different actions according to the rela-
tionship types. For example, when a smartphone user is on 
his/her vacation, the personal secretary can send auto-reply to 
the colleagues when there are incoming messages or phone calls 
from them. But the phone call must be answered if it is from 
the boss. With social relationships, the smartphone can even set 
priority to different messages or Emails. For example, Emails 
from boss or customers should be handled with high priority. 
Today, while we interact with others in many ways: face-to-
face meeting, phone call, Emails or leaving a message in Face-
book, the ways and patterns through which a pair of people 
interact with each other in the physical and cyber worlds give 
strong indication on the type of their social relationship. For 
example, a pair of spouse typically spends most of the night 
time together while touching base with each other via various 
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communication means during daytime. Colleagues are often co-
located in the same work place during office hours and having 
Email/phone interactions as well. Friends tend to interact via 
Facebook, MSN and/or making phone calls to each other in s-
pare time. By leveraging the rich set of activity/ambient sensing 
and communication-monitoring capabilities of the smartphones, 
it become feasible to track the Who, When, Where and What 
associated with a pair of related people. For instance, smart-
phones can readily track when and where (e.g., via GPS and 
Bluetooth-based proximity detection) a target pair of users of-
ten meet and what type of physical activities they engage in (via 
accelerometer) during their meeting. Such information, in turn, 
can enable us to determine the type of social relationship be-
tween them. Our social relationship research aims at predicting 
human relationship types based on all kinds of interaction data 
from smartphones. We build Social Interaction Matrix to mod-
el the multi-channel interaction data from smartphones. After 
formatting interaction data into matrix format, various clas-
sification and dimensionality reduction algorithms are used to 
analyze the data. 
The main contributions of our social relationship classifica-
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tion research can be summarized into three parts: 
1. We use social interaction matrix to model complex, multi-
modal communication data. 
2. We conduct a social interaction data collection campaign to 
collect real-life social interaction data from multiple com-
munication channels. 
3. We perform statistical analysis of the data and find inter-
esting interaction patterns. We also apply machine learn-
ing based classification and dimensionality reduction algo-
rithms on the social interaction matrix to predict relation-
ship and refine features to enhance energy efficiency for 
data collection. 
We organize this thesis as follows. In Chapter 2, we review 
some related work about social network analysis and modeling 
of social interaction data. The formulation of our social relation-
ship classification problem is described in Chapter 3. Chapter 
4 shows how we conduct the data collection campaign and the 
data format. We pursuit a statistical data analysis for the data 
collected from our campaign in Chapter 5 and then describe and 
evaluate the various automated social relationship classification 
algorithms we proposed in Chapter 6. Chapter 7 contains the 
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conclusion and future work of our research. 




Social networking has been a hot topic as lots of online 
social network sites emerge. In this chapter, we provide a lit-
erature review about social networks, including community de-
tection, social influence analysis and relationship classification. 
Besides, we will also describe the classification and data com-
pressing algorithms we use to analyze social interaction data. 
2.1 Related work of social relationship anal-
ysis 
Recently, there has been much active research on the study 
of social networks. Popular topics of interest include community 
detection [10, 11, 12, 13] and the modeling of social influence and 
7 
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its applications [14, 15, 16, 17, 18]. However, most of these works 
only assume a single type of relationship among the people in the 
social network. In this chapter, we will also introduce the relat-
ed work about modeling of social interaction data [21, 27], which 
motivate our problem formulation. There are also works about 
relationship prediction [24, 19, 6, 25]. But none of them makes 
use of the multi-modal interaction data from smartphones. 
2.1.1 Community detection in social network 
In the area of community detection within a social net-
work, Tyler et al. [10] use a betweenness centrality algorithm 
to identify groups from Email logs within an organization and 
to determine the leadership within the groups. Palla et al. [11 
define k-clique community by k-clique template rolling to detec 
t overlapping communities in different kinds of networks. [12 
and [13] compare different approaches of community detection 
algorithms. However, all of these works build their models on s-
ingle graph, where there is only one kind of relationship between 
people. More recently, work on community detection in hetero-
geneous graphs starts to appear: Tang et al. [20] use Block Value 
Decomposition to model the interaction between different types 
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of nodes in a multi-mode network. Their algorithm can classify 
the nodes in each mode into different groups. Tang et al. [22 
study the problem of community detection in multi-dimensional 
networks. They divide the graph partition algorithm into 4 steps 
and the merging of different dimensions can take place in any 
one of these steps, namely, via network integration, utility in-
tegration, feature integration and partition integration. They 
show that the feature integration often outperforms other ones. 
Sachan et al. [26] propose a generative model that can identi-
fy community in large social networks based on the topics they 
discuss, their interaction types and the types of connections be-
tween people. They suggest that communities are formed by 
people who (1)have common interest, (2)are highly connected 
in social graph and (3)frequently communicate with each other. 
Their algorithms can also detect the interests in communities. 
However, all of these community detection research has focused 
on node classification of a network. In our social relationship i-
dentification and classification research, we will instead focus on 
the edge classification problem based on node-interaction pat-
terns and the attributes of terminating nodes of an edge. 
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2.1.2 Social influence analysis 
Social influence is another topic in social network analytics 
research. Hangal et al. [15] use the weights of social ties to 
improve search in an online social network. Pan et al. [14] mod-
el the influence between people via the Bayesian approach and 
apply their model to analyze the dynamic influence in group dis-
cussion and the spread of flu. Xiang et al. [23] build a model of 
relationship strength for online social networks by assuming that 
online relationship strength is determined by the profile similar-
ity and the relationship strength itself can, in turn, influence the 
online interactions. Under this model, the strength of each re-
lationship is represented by a number which can be learned via 
a latent-variable approach. In our work, we will take a further 
step by classifying the different types of relationships within a 
social network and then investigate how heterogeneous relation-
ships within a network would impact its responses to different 
internal/external events. 
2.1.3 Modeling social interaction data 
For social network formulation, it is quite straightforward 
to view social network as a graph [10, 11]. So, graph algorithms 
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will be suitable for social network analysis. However, in recen-
t years, people use more complex model to fit the multi-mode, 
multi-relational and dynamic social interaction. Considering the 
time-evolving and multi-dimensional relationships in online so-
cial media, Lin et al. [21] use hypergraph and tensor model 
for community discovery. Tensor is a multi-dimensional gener-
alization of array and matrix. Different interactions (posting, 
commenting, reply, etc.) are mapped to different dimensions of 
tensor. After tensor factorization (or decomposition), they will 
get a factor matrix that assign each person to a community with 
a probability. Their model also has time-involving extensions to 
see the dynamic change of social interaction. However, the high-
dimensional tensor data structure is not suitable for social re-
lationship mining and analysis. With the tensor decomposition 
in [21], only community detection result can be achieved. To 
tackling these problems, in our social interaction matrix mod-
el, we merge multi-dimensional interaction data into a matrix 
by concatenating social interaction feature sets of all communi-
cation channels. Eagle et al. [27] extract eigenbehaviors from 
people's daily routine data which is collected by mobile phones. 
They define eigenbehavior as the eigenvectors from day trans-
formation matrix. Top eigenbehaviors have physical meaning 
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(For example, whether it is a normal day or on traveling). To 
reflect daily transition of mobile users, they divide a day into 
24 hours and assign a location label for each hour. The location 
labels include Home, Elsewhere, Work, No signal, Off. They 
build location matrix for each location label. The day transfor-
mation matrix is formed by concatenating all location matrice. 
Similar to their day transformation matrix, we also divide day 
and week time to capture the temporal interaction features. The 
difference is that rows in our social interaction matrix represent 
relationships (pairs of people). We also make a further step by 
merging multi-modal interaction data into one matrix. 
2.1.4 Social relationship prediction 
Recently, several relationship classification algorithms and 
their applications have surfaced for analyzing online as well as 
physical-world social networks. MacLean et al. [24] report a 
system which can classify ''friends” in an Email address book 
into different groups by assuming that people who co-exist in 
the same recipient-list should belong to the same group. Tang 
et al. [19] combine relationship classification with information 
propagation in online social networks. Their semi-supervised 
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learning algorithm is based on the assumption that edges be-
long the same community should be of the same type. They 
also study the information propagation problem with a market-
ing example. However, both of these works only consider online 
data. Eagle et al. [6] has classified relationship based on Blue-
tooth proximity data collected by mobile phones. They built a 
Gaussian Mixture Model to learn different relationships, name-
ly, colleagues, outside friends, people within a user's circle of 
friends, within the community under study. Unlike our proposed 
system which will track and correlate multi-modal inputs from 
various sensors and communication channels, they only consid-
er the interaction in one dimension, namely, physical proximity. 
Using multi-modal sensing data and communication logs, our 
proposed system and algorithms will allow us to discover and 
identify much richer types of relationships. Tang et al. [25] give 
a semi-supervised learning algorithm based the Partially-labeled 
Pairwise Factor Graph Model, to make relationship inference. It 
can be applied on different networks like Email, mobile phone 
calls and publications. However, their model can only extract a 
single type of relationships from the network, which is a binary 
classification. However, our relationship classification approach 
can learn multiple types of new relationships based on multi-
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modal interaction data. 
2.2 Classification methodologies 
In our research, we propose to solve the problem of so-
cial relationship classification from multi-modal interaction da-
ta. We apply algorithms including k-nearest-neighbor[33], deci-
sion tree [34], support vector machine [31] to classification social 
relationships. We also use principle component analysis, CUR 
decomposition techniques to compress high dimensional social 
interaction data. This section describes how we apply these 
classification and dimensionality reduction algorithms in our re-
search. 
2.2.1 Algorithms for social relationship classification 
K-nearest-neighbor (KNN) [33] is one of the simplest classi-
fication algorithms. The relationship label of an object is deter-
mined by a majority voting of its k neighbors. In our problem, 
the neighbors are those relationships which have similar interac-
tion patterns with the object. k is a parameter in this algorithm. 
When k = 1, the label of an object is simply determined by its 
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nearest neighbor. KNN is very sensitive to the scaling of fea-
tures. If we use Euclidean distance to measure the distance, 
small value features will be dominated by the large value fea-
tures. So, before applying KNN algorithm, it is better to scale 
input data properly. Decision tree [34] is a common algorithm 
for predicting the label of a targeting object based on some in-
put features. It uses a tree model to make decision. In our case, 
the tree leaves denote relationship labels and the path from tree 
root to leaf is a conjunction of interaction features that results 
in the leaf relationship label. We also use Support vector ma-
chine (SVM) [31] as another data classification algorithm. The 
standard SVM takes a set of training data, builds a margin as 
wide as possible to separate them and predicts new instances 
based on which side of the margin they belong to. As the in-
put data samples usually cannot be separated by linear margin, 
non-linear SVM (kernel SVM) is often used. Kernel SVM first-
ly maps the interaction data into higher dimensional space and 
then separates them with non-linear margin. In the chapter, we 
will test the aforementioned classification algorithms and com-
pare their performances in identifying different types of social 
relationships. 
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2.2.2 Algorithms for dimensionality reduction 
One of the most popular ways to compress high dimensional 
data is via the use of Principal Component Analysis (PCA) [28.. 
PCA converts a set of data samples with correlated features to 
a set of uncorrelated orthogonal features, namely principal com-
ponents. The first principal component captures most variance 
of original data. The principal component with k largest eigen-
values can be used to represent original data, thus embedding 
them into k dimensions. As an implementation of PCA, Singu-
lar Value Decomposition (SVD) is widely used. In our work, we 
use M to denote the input data matrix of size m x n, where m 
is the number of data samples and n is number of data features, 
which is also the original data dimension. We want to reduce 
the data dimension from n to k, (k < n). SVM decomposes M 
as 
M = U x S x V. (2.1) 
U, S and V are m x k, k x k and k x n matrices respectively. 
S is a diagonal matrix whose diagonal elements are the largest 
k eigenvalues of M x MT or MT x M. Rows of U and VT are 
the eigenvectors of M x MT and MT x M correspond to these 
eigenvalues. After applying SVD, the rows in U are the low di-
mensional embedding of social interaction matrix rows, with k 
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dimensions. Columns of V are the linear combinations of origi-
nal interaction features. We define them as eigenfeatures in this 
literature. 
Besides PCA, we also use Non-negative Matrix Factoriza-
tion (NMF)[29] to compress social interaction matrix M. NMF 
decomposes M(m x n) into two factor matrices, W(m x k) and 
H(k x n). 
M = W x H (2.2) 
The values of elements in either W and H are non-negative real 
numbers. Similar to PCA, rows in W are the low dimensional 
embedding of original data and columns in H can be regarded 
as eigenfeatures. NMF does not calculate eigenvalues of original 
matrix. The non-negative property make NMF more capable to 
preserve the physical meaning of input data between the original 
feature sets. In our research, we try to use NMF to help us to 
extract meaningful, more interpretable interaction patterns. 
CUR decomposition [39] can also reduce the dimension of 
social interaction matrix. It differs from PCA and NMF in that 
it picks part of the rows and/or columns from the input matrix. 
CUR decompose social interaction matrix M(m x n) into three 
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submatrices 
M = C X U X R. (2.3) 
The matrix C is composed by part of the columns from M. M. 
W. Mahoney et al. proposes a method to implement CUR in 
39]. To select columns form matrix M, they set an importance 
score for each row by calculating the co-relation between each 
column and principle components. Then columns are selected 
according to their score randomly. Since CUR tries to pick ''im-
portant” columns from the interaction matrix, it can help us to 
identify important features systematically, thus reduction data 
collection storage and power on the smartphone. 
口 End of chapter. 
Chapter 3 
Problem Formulation of 
Relationship Classification 
In our social relationship classification research, multi-modal 
interaction data will be captured, including online and physical 
interaction data. We build Social Interaction Matrix to merge 
data from different source. Compare to some previous works 
on social interaction modeling [21, 25], social interaction matrix 
have simpler data structure. This makes it easy for us to ap-
ply classification algorithms on it for social relationship analysis. 
Besides, we also apply data compressing and feature refinement 
techniques to reduce the data complexity, thus improving the 
relationship classification efficiency and saving the data collec-
tion storage(in terms of sensor energy consumption and memory 
storage). 
19 
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3.1 Multi-modal data in smartphones 
As a communication center of their users, smartphones can 
provide us a rich set of social interaction data. Besides mak-
ing phone calls and sending SMS, smartphones can bring online 
interaction activities such as: 
1. Sending and receiving Emails. 
2. Logging into social network sites. Reading postings and 
leaving messages to friends. 
3. Running instant messenger applications like MSN or Google 
talk. 
With a powerful set of sensors equipped, smartphones are also 
capable of detecting physical interaction and activities context 
of their users: 
1. Tracking location of users with GPS, CellID or Wifi access 
point. 
2. Proximity detection with Bluetooth scanning. 
3. Human context classification with data from microphone, 
camera, etc. 
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4. Physical activity classification by accelerometer. 
In principle, with this set of information, it becomes feasible 
to track the Who, When, Where and What associated with a 
pair of related people. Such information can help us to predict 
the type of social relationship between them. In our research, we 
use smartphones as interaction data clear house. All the data we 
use to classify relationship can be achieved from smartphones, 
including either phone call, online and physical interaction and 
activity. 
3.2 Formulation of relationship classification 
problem 
First, we propose to model the temporal behavior of the 
pairwise multi-modal interaction and communication patterns 
of the smartphone users using Social Interaction Matrix. It can 
be defined as M, 
M = [Mi,M2, • • • 具 ] (3.1) 
Rows of M denotes pairs of relationships and columns are in-
teraction features. M is formed by concatenating a set of sub-
matrice. Each submatrix denotes the interaction feature set 
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in a particular communication channel, such as phone call, E-
mail or location/proximity. As an example, consider there are 
only four kinds of user interactions being monitored, namely, 
physical location/proximity, communication via phone call, E-
mail and online social network applications, e.g. Facebook. 
We can then define the interaction matrix M i = 1, 2 , … , n 
for the i-th week. M* is composed of 4 submatrices such that 
M�=[MC, Ml, Ml, MO]. The latter submatrices encode the tem-
poral behavior of co-location, phone call, Email and online so-
cial network application interactions respectively. Each row of 
a submatrix corresponds to a pairwise relationship between two 
persons while the columns denote hourly interaction data during 
each week. The entries of the matrix have binary values with 
"1" denoting interaction of the particular type taking place dur-
ing a particular hour within the week and "0" otherwise. For 
example, the ( j , k) entry of M; shows whether the j-th pair of 
people have talked to each other over the phone during the k-th 
hour of week i. By partitioning the activity occurrence at an 
hourly level, we have 24 x 7 = 168 columns in each submatrix. 
After building the weekly M* for i = 1, 2, • • • , n, we use M to 
represent the average activity pattern over the n-week period 
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where: 
1 n 
M = y M ‘ 
n ^ 
(3.2) 
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Figure 3.1: Artificial interaction matrix with 6000 sample relationships. (En-
tries with lighter color denote higher interaction probability) 
Once M is obtained based on consolidated measurement 
data, we can use classification algorithms to classify the social 
relationships between pairs of people based on their temporal in-
teraction, which are the rows in M. To illustrate our approach, 
we randomly generate 6000 pairs of relationships (i.e. 6 types 
with 1000 pairs for each type) to build an artificial M according 
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Relation Feature 
Colleagues Work in the same office. Frequent Email in-
teractions at work time. 
Friends Often contact through phone call and online 
social network site at spare time. 
Family members Together at home at night. Call each other 
at daytime. Go out together on weekends. 
Neighbors Live in the same location but seldom have 
other interactions. 
Relatives Sometimes call and meet each other on week-
ends or holidays. 
Business partners Work in different locations. Have Email, 
phone call interactions and meetings at work 
time. 
Table 3.1: Six types of artificial sample relationships and their characteristics 
to interaction patterns described in Table 3.1. We also inject ad-
ditional noise by shifting the rows in M and performing random 
zero-forcing of some entries. The noise corresponds to (1) the 
shifting of daily schedules of some individuals and (2) the failures 
of smartphones in detecting/catching some interaction record-
s. Figure 3.1 shows the resultant M with the column groups 
XI,X2,X:I,X4 denoting the four ways of interactions. The row 
groups Yi,Y2, YI, Y4, Y5, Y6 correspond to the six types of rela-
tionship in Table 3.1. For instance, block (Xi, Yi) denotes the 
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physical proximity pattern of colleagues which shows that they 
have high co-location probability during office hours on week-
days. 
In the above example, the original social interaction matrix 
M has a dimension of 672 (= 168 x 4). Instead of operating on 
M directly, we can first perform dimension reduction on it us-
ing PCA or NMF to (1)remove measurement noise, (2)visualize 
interaction data and (3)make subsequent clustering of pair-wise 
relationship more effective. In this artificial example, by apply-
ing dimensionality reduction, we can embed the 6000 sample 
pairwise-relationships in a mere 3-dimensional space while pre-
serving distinct clusters corresponding to the six relationships 
constructed in our artificial data set as shown in Figure 3.2. 
The different panels of the figure also demonstrate the blurring 
of clusters as the level of artificial noise increases. The 3-D em-
bedding shows good cluster pattern. We use this artificial data 
set to motivate our relationship classification system design and 
problem illustration. Of course, we expect other types of unex-
pected noise may be present in real-life measurement data which 
may lower the classification accuracy. In the following chapters, 
we will show our real-life social interaction data collection cam-
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Figure 3.2: Visualization of the 3-D embedding of the 6000 artificial pairwise 
relationships with increasing level of noise (from top to bottom) 
30 
20 
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3.3 Refinement of feature definition and en-
ergy efficiency 
Continuous collecting interaction data will generate a large 
set of data. In our social interaction matrix, the data contains 
hundreds of dimensions, thus causing heavy duty to the rela-
tionship classifier. In fact, when we define features for social in-
teraction matrix, we may also bring some meaningless features. 
For example, continuously monitoring location/proximity data 
after midnight will not be useful since people do not move at 
that time. Besides, some features may be co-related with each 
other. We propose to extend our model by feature refinement 
and energy efficiency in this section. 
To merge co-related features for classification, we can use 
dimensionality reduction techniques like PCA [28] and NMF 
[29]. PCA and NMF can find the co-relation between original 
features and extract linear combination of them. Even very low 
dimensional embedding can preserve most of the original data 
variance. Figure 3.2 has already shown that even 3 dimension-
al data can preserve the cluster structure. Real-life interaction 
may contain much more unknown noise and hidden features so 
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we may need more dimensions to capture most variance. But 
the wide applications of PCA and NMF make us believe that 
we can still achieve high compressing rate even in real-life data. 
Besides the application of PCA or NMF for dimensionality 
reduction, we also propose to use CUR decomposition [39] to 
select significant features (columns of social interaction matrix). 
Compared to PCA and NMF, CUR can decompose a matrix 
and eliminate part of the columns. Note that there are no the-
oretical ways to define interaction features. It is easy for us to 
bring meaningless features into social interaction matrix. CUR 
provides a way to automatically select useful features. The CUR 
decomposition also indicates that there is no need to collect cer-
tain types of interaction data all the time. For example, the 
result of CUR can help us to determine when to turn off loca-
tion/proximity sensors. This can, in turn, conserve battery and 
data storage spcace on the smartphone. 
3.4 Chapter summary 
In this chapter, we have defined social interaction matrix 
and formulate the relationship classification problem. An arti-
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ficial social interaction matrix is generated and we apply clas-
sification, dimensionality reduction algorithms on it. Different 
relationships gather in different clusters in the 3D embedding 
of artificial social interaction matrix. We also give an energy 
efficiency extension of our model with PCA, NMF and CUR 
algorithms. This artificial data analysis gives us motivation of 
conducting a social interaction data collection campaign to col-
lect real-life data. 
口 End of chapter. 
Chapter 4 
Social Interaction Data 
Acquisition 
To test our idea about social interaction data modeling and 
relationship classification, we conduct a data collection cam-
paign to obtain multi-modal, real-life interaction data, e.g. call 
logs, Emails, online social network and physical location/proximity. 
In particular, 25 participants, namely undergraduate, postgrad-
uate students and staffs, took part in the campaign. Finally, we 
achieve the interaction data of 7178 pairwise people, out of which 
777 pairs have relationship labels. Their relationship types are 
manually classified(labelled) by the participants involved. 
30 
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4.1 Social interaction data collection campaign 
overview 
We conduct two rounds data collection in one month. The 
first round is meant to get a first view of real-life interaction 
data. Then we amend the data collection plan accordingly and 
start the second round. We recruit 25 student helpers to for 
this campaign in our university, including 10 undergraduate lo-
cal students, 5 undergraduate non-local students and 10 post-
graduate non-local students. Note that all the postgraduate stu-
dent helpers are non-local students. Some of the undergraduate 
students helpers are a mix of local and non-local students. As 
local/non-local and undergraduate/postgraduate students have 
different interaction patterns, we need to differentiate them. 
For example, local students usually meet their families in spare 
time while non-local students cannot. Postgraduate students 
exchange more Emails with their labmates and supervisors than 
undergraduate students. This student identity information can 
be extracted from their online social network profiles. 
For each participant, four channels of interaction data are 
collected, namely physical location/proximity, phone call logs, 
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Emails and online social network(Facebook and Renren) activi-
ties. Instead of installing mobile applications in smartphones to 
achieve user behavior data continuously, we ask student helpers 
to come to our lab and collect their historical interaction da-
ta. For each student helper, the work flow of data collection 
is as follows. Firstly, an Android application is installed in-
to their smartphones. It is used to extract all the call logs in 
mobile phone. Android system only saves up to 500 recent cal-
l records, which are usually made in the past 3 to 6 months. 
Secondly, we run our data collection applications to connect to 
the users' Email and Facebook/Renren accounts, and download 
the recent Emails and postings/messages. Then, we calculate 
an importance score for all the contacts and rank them. We 
then highlight the top ranked contacts in every communication 
channel and ask the corresponding student helper to provide 
relationship labels for these contacts. We also collect user's lo-
cation/proximity data in this step by manually labeling. At last, 
anonymization is performed to protect users' privacy and only 
anonymous interaction data is saved. For each student helper, 
we can collect about 30 to 50 labeled relationship that he/she 
is involved in. 
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4.2 Format of raw interaction data 
As we propose to use temporal interaction data for social 
relationship classification, all the data we collect have interac-
tion time stamp. Besides, "node" attributes like anonymous 
profiles from Facebook/Renren are also collected. Comparing 
to the result we concluded in Chapter 3 with artificial data, 
the major difference between real-life and artificial data is that 
we can cannot find many contacts who appear across all the 4 
communication channels. Most pair-wise relationship only con-
tact each other in one or two communication channels. This 
incomplete information problem may decrease the classification 
accuracy. However, we believe that different relationships show 
different interaction patterns even in different communication 
channels. Sometimes, relationships in one contact dimension is 
a hint of relationship type. As such real-life multi-modal data 
can still be very helpful in predicting social relationship types. 
Call log is the most common interaction data from smart-
phones. In our data collection campaign, all the student helpers 
are the users of Android phone. Android can save up to 500 
call logs, which usually covers 3 to 6 months contacts. The call 
log information shows when and to/from whom a call is made. 
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Other information like the call direction and duration are also 
recorded. Note that when we collect the call logs, we discard 
those records whose names do not exist in the phone address 
book of the user. Because the relationship is meaningless if we 
do not add this number to our address book. When we save 
the call record information, names and phone numbers will be 
hashed into a number for anonymization. Details of phone call 
related data are shown in Table 4.1. 
Phone call features Description 
Hashed number Phone numbers are hashed into integer for 
anonymization. 
Time stamp The time when this call is made. 
Country code This code shows the country of that number 
(e.g. +852 for Hong Kong, +86 for mainland 
China). 
Duration Duration of a call (0 for not answered). 
Call direction Whether this call is incoming, outgoing or 
not answered. 
Table 4.1: Descriptions of raw phone call interaction data. 
Email data is very useful for identifying work and course 
study relationships, especially among postgraduate students. In 
our data collection campaign, we use IMAP protocol to connect 
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to the user's Email account so as to access both incoming mails 
and outgoing mails of the user. For the concern of privacy, 
we only access Email headers. Email content are not used as 
features. For each Email, we get the sender address, recipient 
list, date and size information. We only save the anonymous 
Email address finally. The data we get from Email is shown in 
Table 4.2. 
Email features Description 
Sender address Hashed address of Email sender. 
Recipient list A list of hashed recipient addresses. 
Date Time stamp of the Email. 
Size Size of the Email in bytes. 
Table 4.2: Descriptions of Email data. 
From online social networks like Facebook and Renren, we 
use a python script to connect to user's account via the Open 
Graph Protocol. Recent postings and profiles can be accessed 
with the authorization of user, as shown in Table 4.3. Our scrip-
t reads the user's recent status and the comments listed under 
each status. Similar to Email data, content of status and com-
ment are not read. Besides interaction, we also pay attention 
to the profile. Individual profile can tell us whether the pair of 
people ever studied in the same school, same department, have 
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the same home town or currently in the same city. Such profile 
information is equally important to interaction data for relation-
ship classification. 
Facebook or Renren Description 
Anonymous profile The anonymous profile includes age, gender, 
hometown, current location, education and 
work history. We used hashed ID for the pro-
file information to protect helpers privacy. 
Message list Recent postings including time stamp and 
message type without content. 
Comment list The comment list under each message. Only 
hashed name and time stamp data. 
Table 4.3: Descriptions of online social network data. 
Except for data crawled by applications or scripts, we also 
select part of the most ''active” contacts for the data collection 
subjects to provide labeled data. Note that we also use location 
and proximity as relationship classification features. In theory, 
this information can be automatically collected by the location 
services and Bluetooth proximity scanning [6] in smartphones. 
However, due to setup limitations in our campaign, we instead 
ask the subjects to manually label where they meet their con-
tacts and the meeting frequency. We define three kinds of loca-
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tion labels: ''home”, “work/study locations” and “other places”. 
We divide the meeting frequency into five categories, from meet-
ing every day to nearly never meeting. Physical location and 
proximity data will be used as classification features. We also 
ask the subject to give relationship label like relationship types 
and social position to serve as ground truth for our automatic 
relationship classification study(to be discussed in Chapter 6). 
4.3 Building social interaction matrix with 
real-life interaction data 
After collecting real-life data from student helpers, tempo-
ral interaction features are extracted to build the social inter-
action matrix, which is defined in Equation 3.1. In Chapter 3, 
hourly interaction probability is used in the artificial matrix. 
However, in real-life data, the interaction frequency between d-
ifferent pairs of people varies quite a lot even if they are of the 
same relationship type. Also, real-life interaction activity data 
is much sparser than our artificial ones. So, in real-life interac-
tion data modeling, we propose to use coarser-grain temporal 
features (daytime, night, weekday, weekend), instead of divid-
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ing the day and week into hours. Besides temporal interaction 
features, we also use node attributes like people's age, current 
location, college, work history, etc (we can get this information 
from Facebook/Renren). 
To better illustrate our definition of features, we give some 
notations here. Suppose now we have two people A and B with a 
particular relationship, R(A, B) (A is the data collection subject 
and B is one of A's contacts). In the phone call logs interaction 
data, we define 21 features, which will be 21 columns in the social 
interaction matrix. These features include "temporal" features 
which will identify the temporal patterns in phone call interac-
tions. For example, we count the number of phone calls that 
are made on weekdays, weekends, daytime and night between A 
and B. With these features, we can also easily derive the ratio 
of phone calls between A and B on weekdays, weekends, day-
time and night by dividing them with the total number of phone 
calls. We also extract "directional" features to find who used to 
be the interaction "initiator" between A and B. The features in-
clude the number of incoming, outgoing and not answered phone 
calls of A with B. Again, we also calculate the ratio of incom-
ing, outgoing and not answered phone calls among all the phone 
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Feature cate-
gories 
Feature list and description. 
"General" 
features 
(1)Total number of phone calls of R(A, B). (2)Av-
erage phone call duration of R(A, B). A bina-
ry vector to represent whether the phone num-
ber country of B is (3)local, (4)nonlocal or (5)un-
known. (6)Phone call frequency of R(A, B) and 
the (7)frequency rank of B among all the phone 
contacts of A. 
"Temporal" 
features 
The number of phone calls that are made 
on (8)weekday, (9)weekend, (10)daytime and 
(11)night of R(A, B). The ratio of phone calsl that 
are made on (12)weekday, (13)weekend, (14)day-




The number of (16)incoming, (17)outgoing and 
(18)not answered calls of A with B. The ratio of 
(19)incoming, (20)outgoing and (21)not answered 
calls of A with B among all the phone calls between 
them. 
Table 4.4: 21 phone call interaction features of relationship R(A, B). A is 
the data collection subject and B is one of the contacts of A. 
calls between A and B. Besides, we also use "general” features 
like the total number of phone calls between A and B, average 
duration and country code of B(whether B is local number or 
nonlocal number). The "general" features also include the in-
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teraction frequency and frequency rank of B in the contact list 
of A. We show the feature list and description of all phone call 
features in Table 4.4. Similarly, we also define ''general”, “tem-
Feature cate-
gories 
Feature list and description. 
"General" 
features 
(1)Total number of Email interaction between A 
and B. (2)Email interaction frequency of R(A, B) 
and the (3)frequency rank of B among all the E-
mail contacts of A. 
"Temporal" 
features 
The number of Emails that are sent on (4)week-
day, (5)weekend, (6)daytime and (7)night between 
A and B. The ratio of Emails that are sen-
t on (8)weekday, (9)weekend, (10)daytime and 




The number of (12)incoming, (13)outgoing and 
(14)co-recipients Emails of A with B. The ratio of 
(15)incoming, (16)outgoing and (17)co-recipients 
Emails of A with B among all the Emails between 
them. 
Table 4.5: 17 Email interaction features of relationship R(A, B). A is the 
data collection subject and B is one of the contacts of A. 
poral" and "directional" features for Email interaction between 
A and B. But the difference is that we define three kinds of in-
teraction "direction" of A with B, namely incoming, outgoing 
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and co-recipients which means A and B are in the same recipi-
ents list of an Email. The feature list and description of Email 
features are in Table 4.5. The features we extracted from online 
Feature cate-
gories 
Feature list and description. 
“General，， 
features 
(1)The number of status posted by A that have 
comments from B. (2)The number of comments 
from B to A. (3)Average number of comments un-
der each status of A from B. (4)The frequency of 
leaving comments from B to A and the frequency 
(5)rank of B among all the friends of A. 
"Temporal" 
features 
(6, 7, 8, 9)The number of comments that are made 
on weekday, weekend, daytime and night from B 
to A. (10, 11, 12, 13)The ratio of comments that 
are made on weekday, weekend, daytime and night 
among all the phone calls from B to A. 
"Profile" fea-
tures 
(14)Education similarity(Whether A was ever in 
the same school with B). (15)Hometown similar-
ity(Whether A and B have the same hometown 
city). (16)The different of the ages of A and B. 
(17, 18, 19, 20)Age group of B (Old, middle age, 
young adult or teenager). (21, 22, 23, 24)Identi-
ty of A(Whether A is local/nonlocal, undergradu-
ate/postgraduate student). 
Table 4.6: 24 online SNS interaction features of relationship R(A, B). A is 
the data collection subject and B is one of the contacts of A. 
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SNS data do not contain ''directional” features. Instead, we can 
get personal profile information from SNS to establish "profile" 
features. The "profile" features contains the profile similarity 
between A and B and the identity of A. We list all the features 
from online SNS in Table 4.6. Lastly, we also define features 
Feature cate-
gories 





(1)The meeting frequency of A with B at 
home. (2)The meeting frequency of A with B in 
work/study places. (3)The meeting frequency of 
A with B in other places. 
Table 4.7: 3 face-to-face proximity interaction features of relationship 
R(A, B). A is the data collection subject and B is one of the contacts of 
A. 
for face-to-face proximity interaction. We use a 3 dimensional 
vector to represent where A usually meet B(home, work/study 
places or others). The element values in the vector range from 0 
to 1, denoting the meeting frequency, with 1 representing meet-
ing nearly every day and 0 representing nearly never meeting. 
We show the face-to-face proximity features in Table 4.7. 
In general, the social relationships can be divided into three 
categories: (1) family members, relatives, significant other; (2) 
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study related relationships like teachers, classmates, supervi-
sors, labmates and (3) close friends, acquaintances. Based on 
the relationship labels from our subjects, we divide the pairwise 
relationship into 6 finer grain classes, namely families, profes-
sors/superiors/teachers, colleagues/labmates/classmates, students, 
acquaintances, and close friends. We use the labels in Table 4.8 











Professors, supervisors, teachers of the subject. 
Colleagues, classmates, labmates of the subject. 




Acquaintances, ordinary friends. 
Close friends of the subjects. 
Table 4.8: Definitions of coarse grain(families, study/work relationships and 
friends) and fine grain(Fam, Pro, Col, Stu, Acq, Cfr) relationship types. 
4.4 Chapter summary 
This chapter has provided a description about the social 
interaction data collection campaign, including the tools and 
methods we use. We also describe the format of raw interac-
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tion data obtained from four communication channels, namely 
phone call, Email, online social network sites and physical lo-
cation/proximity. To build the social interaction matrix, we 
establish and extract more than 60 features from raw data and 
define 6 kinds of social relationships for the campaign partici-
pants. 
口 End of chapter. 
Chapter 5 
Statistical Analysis of Social 
Interaction Data 
The classification of social relationship between the smart-
phone users is of great help for automatic and intelligent service 
e.g. personal secretary service. In this chapter, we conduct a 
statistical analysis on the multi-modal social interaction data 
collected from our campaign. We will show how different kinds 
of relationship distribute in the four communication channels. 
Some temporal and directional interaction pattern will also be 
shown in this chapter. The findings and observations from our 
statistical analysis will provide key insights for feature selection 
and the proposed social relationship classification algorithms to 
be discussed in Chapter 6. 
45 
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5.1 Coverage of social interaction data 
The interaction data we have collected spreads in four com-
munication channels, namely phone call, physical location/proximity, 
Email and online social network. We get this data from 25 s-
tudent helpers in CUHK, including Hong Kong local/non-local, 
postgraduate/undergraduate students. The data covers their 
recent 3 to 6 months interaction. In our data collection, we 
totally get 7178 contacts from 25 student helpers' recent inter-
action data (about 287 contacts for each student helper). For 
each student helper, we ask him/her to label 30 to 50 most fre-
quently touched contacts. Finally, we get 777 labeled pairwise 
relationships. Dunbar have shown that the size of one's social 
group is about 150, which can be called Dunbar Number . 
In this group, we usually have a more close social circle of size 
30 to 50 people [38], which is similar to the number of labeled 
relationships in our data collection. So, the social relationships 
we extract can cover most of one's 150 social group. And most 
of the relationships in one's close circle are labeled. 
We collect interaction data from multiple communication 
channels. But only a small part of relationship pairs stay in 
touch across all these communication channels. Considering 
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Figure 5.1: Distribution of relationships on different communication chan-
nels. 
the three communication channels, phone call, Email and online 
SNS, 113 out of 777 relationships communicate in two channels 
but only 9 relationships interact through all the three channels, 
Figure 5.1. Most relationships only emerge in a single channel. 
There are hardly any relationships communicate both on Email 
and online social network. It is reasonable because, for those 
students, Email is more course/study related while online social 
network is used for relaxation interaction. So, one or two com-
munication channels are usually enough for a pair of people to 
stay in touch with each other. 
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5.2 Social relationships statistics 
In our campaign, we collect the recent interaction data of 
participants in four communication channels, which includes all 
kinds of social relationships. We divide social relationships into 
6 types, in Table 4.8, and ask the participants to manually label 
all frequent contacts. These labels will serve as classification 
ground truth in Chapter 6. Figure 5.2 shows the distribution of 
social relationship types. From this figure, nearly half of social 
relationships in our data collection are close friends. It reflects 
that college student like to spend more time interacting with 
their friends. To see the constituent of each subject's social 
group, we show the relationship distribution of each subject in 
Figure 5.3. We divide the data collection subjects into postgrad-
uate and undergraduate students. In Figure 5.3, people usual-
ly have small group of families(/am) but large group of friends. 
Postgraduate student usually have more colleagues( col) and stu-
dents(stu) than undergraduate students because of the different 
study styles. Postgraduate students need more interactions with 
their colleagues/labmates/supervisors for their research. Most 
postgraduate students in our university also act as course tutor 
so that they may need to frequently contact their students. The 
size of social group also varies a lot. Some people keep in touch 
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with more than 25 close friends while someone hardly have any 
friends in the recent contact list. 
Figure 5.2: Number of relationships identified for the 25 campaign partici-
pants. Meanings of relationship labels are defined in Table 4.8 
Intuitively, different relationships prefer different commu-
nication channels. For example, we usually choose to send E-
mails to professors or course tutors, while call our families and 
friends. The choice of communication channels sometimes can 
indicate the type of relationships. In our data, postgraduate 
and undergraduate students have different communication chan-
nel preferences. In Figure 5.4, we show the average number of 
monthly conversations in different channels per subject. From 
Figure 5.4, postgraduate students have much more Email in-
Figure 5.4: Number of monthly conversations in each communication chan-
nel per subject. The data collection subjects are divided into postgradu-
ate/undergraduate groups. The meanings of relationship labels are defined 
in Table 4.8. 
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Figure 5.3: Relationship distribution in the social group of each person. 
Rectangular is the average number. Vertical lines show the maximum and 
minimum number of relationships. Meanings of relationship labels are de-
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Figure 5.5: Communication channels preference among different relationship-
s. The data collection subjects are divided into postgraduate/undergraduate 
groups. The meanings of relationship labels are defined in Table 4.8. 
teractions than undergraduate students. These Email interac-
tions are mainly between the students and their supervisors, 
colleagues/labmates and students. Undergraduate students typ-
ically have more physical meeting with friends. We also show 
the number of monthly conversations between different relation-
ships in each communication channel in Figure 5.5. From Figure 
5.5, phone call and physical meeting are the mainly communi-
cation channels between families. Postgraduate often interact 
with their supervisors, colleagues/labmates and students by E-
mails, while undergraduate students do not have many Email 
conversations. A lot of people that appear in one's online social 
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network are acquaintances. So Online SNS seems to be a place 
to know new people. Undergraduate students usually spend 
more time meeting friends than that of postgraduate students. 
From these results, even the choice of communication channel 
can sometimes indicate the type of relationship. 
5.3 Social relationship interaction patterns 
Figure 5.6: Cumulative distribution of interaction frequency in one month, 
including three communication channels phone calls, Email and SNS. The 
horizontal axis is in logarithm scale. 
In our data collection campaign, we rank all the contacts 
of a subject in a communication channel based on the intrac-
tion frequency. So that we can pick the frequent contacts for 
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data collection helpers to give relationship labels. Among all of 
our contacts, we usually only stay in touch with just a few of 
them. Others are less frequently contacted ones. For example, 
in Figure 5.6, we show the cumulative distribution of month-
ly conversation frequency in different communication channels. 
The horizontal axis is in logarithm scale. From this figure, near-
ly 50% relationships have more than 4 conversations of phone 
calls and Email every month. But only about 10% of them have 
more than 16 conversations. The difference of interaction fre-
quency sometimes gives us convenience to predict relationship. 
For example, for a postgraduate student, his/her supervisor will 
always be the most frequently contacted person in his/her Email 
list. That is why we use the interaction rank features in Chapter 
4 to build social interaction matrix. On the other hand, differ-
ent frequencies will also bring problems. For example, although 
parents and siblings are all family members, someone may call 
them with quite different frequency. To tackle this problem, we 
also define the rate features (e.g. call rate in night or daytime) 
in the social interaction matrix. Besides the interaction frequen-
cy on different interaction channels, we also see the duration of 
phone calls of different types of relationship. We show the aver-
age and standard deviation of phone call duration (in seconds) 
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in Table 5.1. The phone calls between families last much longer 
than other types of relationship. But we do not have long con-
versations with the supervisors (pro) and students (stu). The 
standard deviation of phone call duration of these two relation-
ships are also relative small. It is reasonable that most people 
spend long time calling families in spare time while having short 
talks with in work time with colleagues. But even calling the 
same people, the duration may vary a lot, according to the large 
standard deviations in Table 5.1. Thus, we need to see the long 
term call logs to see the difference between different kinds of 
relationship. 
Relationship types Fam Pro Col Stu Acq Cfr 
Average phone cal-
l duration (in seconds) 
247.3 37.9 75.3 30.3 65.5 97.4 
Standard deviation of 
call duration 
302.1 14.6 81.9 3.2 125.7 120.4 
Table 5.1: Avarage and standard deviation of phone call duration (in second-
s) of different kinds of relationships. Each relationship labels in this table 
denote one class of relationships. 
In the social interaction matrix, we define temporal inter-
action features, such as the ratio of the number of phone call-
s that are made in weekday/weekend and daytime/night. We 
Figure 5.7: Phone call, Email and SNS conversations that happen in week-
day/weekend and daytime/night. 
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think that people tend to communicate with different relation-
ships in different times of day and week. We show some of the 
temporal interaction features in Figure 5.7. Compared to oth-
er relationships, the subjects make more phone calls to families 
and close friends in weekend and night. But they send more E-
mails and make more phone calls to their professors/supervisors, 
colleagues/classmates/labmates and students in the daytime of 
weekday. For online SNS, the conversations do not gather in a 
particular time slots. Note that in one week, there are 5 days of 
weekday and 2 days of weekend. Thus, the bottom panel of Fig-
ure 5.7 indicates that SNS conversations evenly spread among 
weekday/weekend, daytime/night. The convenience of logging 
into SNS by smartphone makes it possible to interaction with 
others all the time. 
In addition to temporal interaction features, we also define 
'directional” features like incoming/outgoing call ratios, receiv-
ing/ sending Email ratios, etc. We know that social relationships 
are not symmetric such as seniors/youngers, boss/subordinates. 
As a result, we need to distinguish who is the communication 
"initiator" and who is "passive" receipient when classifying so-
cial relationships. For example, in our data set, the subject-
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Figure 5.8: Number of incoming, outgoing phone calls(top panel). Number 
of sent, received and co-exist as recipients Emails(bottom panel). 
s calls more to their families while receiving more calls from 
their supervisors, as shown in Figure 5.8 top panel. The in-
coming and outgoing calls are nearly 1:1 between close friend-
s and colleagues/classmates. In the Email data set, we define 
three direction features namely "incoming", "outgoing" and "co-
recipients". In the bottom panel of Figure 5.8, the subjects re-
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ceive more Emails from supervisors while send more Emails to 
their students. They often co-exist in the same recipient list with 
their colleagues/labmates/classmates as there are many group 
research/notification Emails. Again, this provides evidence that 
the interaction "direction" can be useful in identifying the types 
of social relationships. 
Figure 5.9: Physical proximity frequency and location types of different 
lationships. 
The physical location/proximity interaction features also 
play an important role in relationship classification. We divide 
the meeting location into three types: home, work and others. 
For each kind of relationship, the physical location/proximity 
interaction patterns are shown in Figure 5.9. We usually meet 
the families at home and sometimes in other but not work places. 
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We meet the professors, colleagues and students at work places 
nearly all the time. The meeting place between close friend-
s varies a lot, from home, work to other places. Considering 
the meeting frequency, colleagues are the group of people that 
most probably appear beside us. On the other hand, we seldom 
meet the acquaintances in the group of our frequent contacts. 
Thus, combining the physical meeting frequency and locations 
may help us predict the types relationships. 
5.4 Chapter summary 
In this chapter, we show our statistical analysis of social in-
teraction data. The data we collect can cover most social groups 
of the subjects. We show that different relationships have differ-
ent preferences to choose communication channel. Interaction 
frequency also varies a lot. Only small portion of relationships 
frequently interact with each other. We also analyze the tempo-
ral, directional and physical location/proximity features and find 
that they also have potential to help differentiate relationships. 
The insight from this statistical study will help us to refine fea-
tures and to support automatic social relationship classification 
which is the subject of next chapter. 
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Chapter 6 
Automatic Social Relationship 
Classification Based on 
Smartphone Interaction Data 
In Chapter 5, we have shown the statistical analysis of so-
cial interaction data, which motivate us to conduct social rela-
tionship classification on the social interaction matrix. In this 
chapter, we will test different algorithms in classifying social re-
lationship types automatically based on the refinement of the 
social interaction matrix defined in Chapter 4. We also apply 
dimensionality reduction techniques described in Section 2.2.2 
to reduce data complexity, refine feature definition and also ex-
tract hidden interaction features as by-product. 
61 
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6.1 Comparison of different classification al-
gorithms 
We have applied three classification algorithms to predic-
t the types of the pairwise social relationship between the s-
martphone user and each of his/her frequent correspondents. 
In particular, we have tried k-nearest-neighbor (KNN), decision 
tree and support vector machine (SVM). In this section, we will 
compare their performance on classifying the social interaction 
data. Figure 6.1 shows the confusion matrix, accuracy, preci-
sion, recall and F-measure of these algorithms. The meaning of 
relationship type labels are defined in Table 4.8. For KNN, we 
use brute force method to find the best k G [1,10] and we find 
that k = 7 results in the highest classification accuracy, 79.9%. 
We use C4.5 algorithm to build our decision tree and get the best 
confidence factor c = 0.2 by step search in the interval [0.1,0.5 
with step size 0.1. The minimum number objects is set to 2. 
Then we get a classification accuracy 77.6% with decision tree. 
To use SVM, we follow the instructions in [31]. With the grid 
search method in [31], we have the SVM parameter C = 512.0 
and Y = 0.001953125. The classification accuracy of SVM is 
82.4%. 
CHAPTER 6. SOCIAL DATA ANALYSIS RESULTS 63 
Figure 6.1: Classification results of KNN, decision tree and SVM. 
In general, the distribution of relationship types is unbal-
anced. The number of label Cfr (close friends) occupies nearly 
half of all relationship labels, as shown in Figure 5.1. Other rela-
tionships can be easily misclassified to label Cfr, thus affecting 
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the recall of classification (e.g. labels Fam, Col, Acq). Label 
Col (colleagues, classmates, etc.) suffers the most because it 
is hard to define a boundry between colleagues/classmates and 
close friends for college students. Sometimes, one pair of peo-
ple has multiple relationship labels. Relationship ambiguity is 
currently the largest barrier for classification. Among the three 
algorithms, SVM outperforms KNN and decision tree in overall 
accuracy, average precision, recall and F-measure. As a naive 
classification method, the performance of KNN relies on local 
property of data. It is also very sensitive to the scaling method. 
Decision tree is not good at handling high dimensional data. Our 
social interaction data have more than 60 dimensions, which can 
easily cause overfitting problems for the decision tree approach. 
SVM, with RBF kernel, can non-linearly separate data samples 
and is more robust to high dimensional data. For the remain-
ing analysis in this chapter, we will focus on using SVM as the 
classification algorithm. 
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6.2 Advantages of multi-modal interaction da-
ta 
Compared to single channel interaction, multi-modal inter-
action data contains larger part of the social group of each sub-
ject. This in turn provides a more comprehensive understanding 
of the interaction behaviors of the subjects, and thus improve 
the classification of social relationship. This section will show 
how interaction data across multiple communication channels 
can help to boost relationship classification performance. As 
phone call logs are the most commonly available type of data in 
cell phones, we use call logs as the baseline for comparison, and 
subsequently add additional interaction from other communica-
tion channels including location/proximity, Email, online SNS 
to see the information gain provided by each communication 
channel. In our social interaction matrix data structure, each 
data set corresponds to several columns. So, we can combine 
two feature sets by concatenating social interaction matrix. 
Firstly, we only use call feature set to predict relationship 
types. It shows very low classification accuracy of 51.0%. Then, 
by adding location/proximity, Email and online SNS interaction 
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data related features respectively, the accuracy increases signif-
icantly from 69.8%, 75.4% to 82.4%. Besides, average recall, 
precision and F-measure all show great increase. From Table 
6.1, we can see that it is hard to predict the types of relation-
ship if we only have interaction data from one or two interaction 
channels. Social relationships are more easily identified as we 
have more interaction data. Nowadays we communicate with 
each other in various ways. Interaction data from one or two 
channels cannot give comprehensive show of one's social group. 
We need all kinds of interaction data for social relationship anal-
ysis. 
Feature sets Accuracy Recall Precision F-measure 
Call 51.0% 49.6% 51.0% 39.8% 
Call, L/P 69.8% 69.8% 69.8% 67.3% 
Call, L/P, Email 75.4% 75.0% 75.4% 74.7% 
Call, L/P, Email, SNS 82.4% 82.3% 82.4% 81.9% 
Table 6.1: With more input feature sets, classification result shows great 
increase(L/P = Location/Proximity features, SNS = online social network 
features). 
CHAPTER 6. SOCIAL DATA ANALYSIS RESULTS 67 
6.3 Comparison of interaction data in differ-
ent communication channels 
In previous sections, we show the advantages of using multi-
modal interaction data, location/proximity, phone call, Email 
and online social network. The four channels together lead to 
high classification accuracy, while fewer feature sets decrease the 
performance. We are also curious about how much contribution 
does each kind of communication data make to the final accu-
racy. In this section, we will present our results on this problem. 
Communication data from one channel (phone call) is not 
very capable to predict relationships (only 51.0% accuracy), we 
will not use each channel of data separately for classification. In-
stead, we discard one communication feature set at a time and 
compare the drop in classification performances. Those features 
lead to larger drop of performances make more contributions to 
the final result. In Table 6.2, we compare the performance drop 
caused by eliminating the data of each type of communication 
activities. We can see that location/proximity data plays a very 
import role in relationship classification. The accuracy drop-
s more than 10% after eliminating location/proximity features. 
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It reflects that where do people meet and the meeting frequen-
cy is the key features to identify their relationship. Besides, 
online social network interaction features also show its signifi-
cance. Because we can get a lot from profile information, as well 
as interaction data, from social network site. Phone call and E-
mail interaction contribute less to relationship classification. 
Data sets Accuracy Recall Precision F-measure 
All features 82.4% 82.3% 82.4% 81.9% 
Without calls features 80.1% 80.5% 80.1% 79.4% 
Without L/P features 71.8% 71.8% 71.8% 70.8% 
Without Email fea-
tures 
79.0% 79.0% 79.0% 78.3% 
Without SNS features 75.4% 75.0% 75.4% 74.7% 
Without "profile" fea-
tures in SNS 
76.3% 76.3% 76.3% 75.2% 
Table 6.2: Compare the drop of performances by eliminating one channel 
feature set at a time. (L/P = location/proximity, SNS = social network 
site). We also show the classification result by taking out all the "profile" 
features in Table 4.6. 
For the interaction data from online social network, there 
is a special group of "profile" features, as shown in Table 4.6. 
This is the personal profile information we get from the social 
network site(Facebook and Renren) of data collection subjects. 
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In social networks, personal profiles can be regarded as "node" 
features and interactions are "edge" features. We show the rela-
tionship classification performance after we take out the "node" 
features(e.g. "profile" features in Table 4.6) from the social in-
teraction matrix in Table 6.2. Then, the classification perfor-
mance suffers a big drop. Although most features in the social 
interaction matrix are "edge" features, "node" features also play 
an important role in the relationship classification problem. For 
example, "node" feature like whether a subject is local or not 
affects the frequency he/she meets his/her families. Thus, with 
more "node" features may help boost relationship classification 
performance. 
The contribution of each feature set cannot merely be sum-
marized by the performance drop in average accuracy, precision 
or recall. We also give a detailed description about how fea-
ture elimination affects the results. The confusion matrix of 
classifying data sets with all features and kicking out one at a 
time are shown in Figure 6.2. From Figure 6.2, the true positive 
number of relationship Fam will decrease if we do not use the 
phone call activity related features. For most people in label 
Fam, phone call is a major communication channel, which has 
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been observed in Figure 5.5. Losing phone call features lead-
s to performance drop of label Fam. If we do not have Email 
communication features, the main influence is that we get more 
misclassification records between label Col and Stu, because re-
lationships Col and Stu mainly rely on Emails to communicate, 
Figure 5.5. Eliminating online social network data, both label 
Pro, Col, Stu and Acq, Cfr get more misclassification cases. 
Label Acq, Cfr denote the relationship group of friends, and 
acquaintances, which occupy the majority of communication in 
online social network, Figure 5.4. So, it is reasonable to find 
more misclassification cases if we do not have SNS communi-
cation features. For labels Pro, Col, Stu, they represent the 
relationships about work or study. Note that we have different 
groups of data collection helpers, postgraduate and undergrad-
uate students. Usually, these two group students have quite 
different work or study schedule, thus making them have dif-
ferent interaction patterns with their teachers/supervisors, col-
leagues/classmates, students/tutors. By eliminating SNS data, 
especially the individual profile information they provide, we 
have no way to know the identity of subjects(e.g. postgradu-
ate or undergraduate), so as to affect the classification result 
of these work/study relationships. Lastly, nearly all types of 
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relationships suffer a drop in classification performance after e-
liminating location/proximity features. It means that no matter 
families, work/study relationships and friends, they all show d-
ifferent meeting location/frequency pattern. 
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Figure 6.2: Confusion matrix of classification data with all feature sets and 
eliminating one channel feature set at a time. 
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6.4 Dimensionality reduction on social inter-
action data 
When building the social interaction matrix, we use as 
many features as we can. However, it is easily to bring mean-
ingless features or noisy data. In relationship classification, this 
data redundancy may affect the classification accuracy and time 
efficiency. In this section, we try to find out how dimension-
ality reduction will affect classification performances. Dimen-
sionality reduction has some practical usage in our relationship 
classification problem. If we want to perform classification on 
smartphones, computation of high dimensional data need more 
precious smartphone resources, such as CPU, memory and stor-
age, thus draining smartphone power quickly. If the dimension 
of data is reduced, we have a chance to save smartphone energy 
in performing classification algorithms. Dimensionality reduc-
tion may also help even if we want to use backend server to 
do classification. Data transmission from smartphone to server 
needs not only battary power, but also data services, which will 
be a problem when the user do not have unlimited data plan. 
Besides saving energy and data plan, dimensionality reduction 
algorithms can also help to extract meaningful eigenfeatures, 
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which may have physical interpretations. We can also use CUR 
decomposition to refine our feature definition for the social inter-
action matrix, thus setting proper sampling rate of smartphone 
sensors for social interaction data collection. In this section, we 
describe our results of applying dimensionality algorithms on 
the social interaction matrix. 
We use Principle Component Analysis (PCA) to decom-
pose social interaction matrix. In PCA, the eigenvectors are 
ranked by the variance they capture in original data, which is 
reflected by the the associated eigenvalues. After decomposing 
social interaction matrix with PCA, we get the eigenvalues in 
Figure 6.3. The long tail distribution of eigenvalues indicates 
that we can use a few eigenvectors to capture most data vari-
ances. After embedding original data into lower dimensional 
space, social interaction matrix is compressed into much smaller 
size. The classification accuracy of low dimensional data with 
SVM is shown in Figure 6.4. The accuracy increases if we use 
more dimensions for classification. But there is significant di-
minishing of return beyond the 9th dimension in all the principle 
components. In Figure 6.4, the dash line shows the accuracy of 
classifying full feature data (without dimensionality reduction)
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which is 82.4%. In our study, dimensionality reduction cannot 
increase the SVM classification accuracy of social interaction 
data. However, the accuracy will not drop even we compress 
the data into 9 dimensions. Figure 6.5 shows that the top 9 
eigenvectors count more than 70% of original data variance. It 
indicates that the data variance in some dimensions contribute 
little to relationship classification. Generally speaking, we do 
not need to know how many dimensions we want to keep before 
applying PCA. In fact, we can select the dimension k dynam-
ically from the distribution of eigenvalues (as shown in Figure 
6.3) and the classification performance increase by adding one 
dimension at a time (as shown in Figure 6.4). So, with PCA, we 
can always find a proper k easily. However, PCA allows negative 
elements in resultant matrices, which makes it hard to interpret 
the physical meaning. To overcome this problem, we appy NMF 
to decompose the social interaction matrix. 
To see how social interaction features help classify relation-
ship, we also use Non-negative Matrix Factorization (NMF) to 
decompose social interaction matrix. NMF is another dimen-
sionality reduction method. It differs from PCA that NMF 
forces result matrix elements to be non-negative. Due to this 
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Figure 6.3: Top eigenvalues after decomposing social interaction matrix with 
PCA. 
Figure 6.4: The classification accuracy of social interaction data after dimen-
sionality reduction. 
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Figure 6.5: The percentage of variance captured by low dimensional data. 
property, the results of NMF reserve more physical interpreta-
tion of original data. We set the reduced dimension k = 9 for 
NMF based on our findings in PCA. After applying NMF, Equa-
tion 2.2 in Section 2.2.2, rows of factor matrix H are the principle 
features we use to embed original data. We define them as eigen-
features. Each eigenfeature is a combination of original features 
we defined for social interaction matrix. In Figure 6.6, we choose 
two eigenfeatures as examples to show the results of NMF. The 
horizontal axis is the feature count of original social interaction 
matrix. The dash lines divide features into four sets, which cor-
respond to four interaction channels, phone call, Email, online 
social network and location/proximity. In the top panel, two 
CHAPTER 6. SOCIAL DATA ANALYSIS RESULTS 77 
features in online SNS feature set dominate other features. This 
corresponds to the 2 binary features which distinguish between 
local vs. non-local and undergraduate vs. postgraduate stu-
dents. So this principle feature is used to identified whether a 
pair of relationship belongs to a local undergraduate students or 
not. Similarly, in the bottom panel, three features from phone 
call have larger values, which are the ratio of phone calls that 
are made in weekday and daytime, and "local call" (a binary 
number to represent whether the country code of both caller are 
within Hong Kong). Features with larger values in eigenfeatures 
usually contribute more to the final classification result. So, the 
eigenfeatures after decomposition sometimes have clearer phys-
ical interpretation about the hidden interaction patterns. 
In Chapter 3, we have introduced the extension of our mod-
el in refinement of feature definition and energy efficiency. We 
hereby apply CUR decomposition on our social interaction ma-
trix to see how feature selection by CUR impacts the classifi-
cation results. We use the CUR method in [39]. According to 
the results of PCA, we set the rank parameter of CUR to k = 9 
and the number of rows to be maximum, r = 777. Then, we 
change the number of columns c to let CUR help us to "rank" 
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Figure 6.6: Values of elements in two interaction features. 
and select the more important features as we reduce the number 
of columns gradually from 65 to 13. After decomposing social 
interaction matrix M with CUR, the relationship classification 
result is shown in Table 6.3. We also include the corresponding 
results of PCA for comparison. The original data dimensionali-
ty is 65. The classification performance of CUR drops as we use 
CUR to reduce the number of features(i.e. columns) included in 
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the social interaction matrix. It is important to note that while 
CUR will discard some original features, PCA will not. The 
new eigenfeature PCA uses is a linear combination of the orig-
inal features. It is therefore reasonable that PCA outperforms 
CUR when reduced to low dimension. However, the advantage 
of CUR is that it helps us refine feature definition and conserve 
smartphone battery and storage memory. We list the so-called 
13 significant features(Table 6.3) in Table 6.4. CUR algorithm 
selects more "ratio" features than the "number" features. We 
have already shown in Figure 5.6 that the interaction frequen-
cy varies quite a lot between different pairs of people. "Ratio" 
features can avoid the less frequent contacts dominated by the 
frequent ones. Besides, all of the face-to-face proximity are se-
lected. It also match our findings that location and proximity 
features play more important roles in relationship classification, 
as shown in Table 6.2. 
Numbers of columns 
in result matrix 
65 30 20 13 
PCA 82.4% 83.0% 81.9% 82.0% 
CUR 82.4% 79.7% 78.8% 77.7% 
Table 6.3: Comparison of classification accuracy after PCA and CUR de-
composition 
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Communication channels Features 
Phone calls (1)The ratio of phone calls that are 
made weekday between A and B. 
(2)The ratio of outgoing phone calls of 
A with B. (3)The number of phone calls 
that are made on weekend between A 
and B. 
Emails (4)Ratio of incoming Emails of A from 
B. (5)Ratio of Emails that are sent on 
weekdays between A and B. 
Online social network The ratio of comments that are 
left on (6)weekday, (7)daytime and 
(8)night from B to A. (9,10)Identify 
of A(undergraduate/postgraduate stu-
dent). 
Location/proximity Face-to-face proximity location-
s((11)home, (12)work/study places, 
(13)others) and frequency. 
Table 6.4: List of 13 interaction features chosen by CUR of relationship 
R(A, B). A is the data collection subject and B is one of the contacts of A. 
6.5 Discussions in deploying social relation-
ship classification application 
When deploying the social relationship classification appli-
cation, there will be some practical concerns like privacy or lim-
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ited smartphone source. These are critical problems that must 
be solved when designing mobile applications. In this section, 
we will discuss how our social relationship classification model 
can handle these problems. 
6.5.1 Considerations of user privacy 
Privacy is one of the most important concerns in designing 
smartphone applications, especially when we use the sensitive 
interaction data in all kinds of communication channels. Even 
though we collect multi-modal interaction data from our data 
collection participants, user privacy can still be protected when 
deploying our social relationship classification application into 
real world smartphones. In our social relationship classification 
application, there will be a model training stage, where we need 
to collect some interaction data to train our classifier. This stage 
needs to be done in the backend server because it needs a lot of 
computation. Data collected from a representative set of friend-
ly users, with explicit manual labels, can be used to train model 
which is applicable for the general users. Once the model has 
been trained, the training data will be deleted and no more data 
needs to be shipped to the server. The smartphones will receive 
the classification model and perform relationship classification 
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locally. The relationship classification results are only used by 
the smartphone user locally. So, for the normal users of this 
application, their interaction data will only be used in their own 
smartphone, thus ensuring the security of personal interaction 
data. 
6.5.2 Saving smartphone resources 
Comparing to personal computers(PC), smartphones usu-
ally have relatively limited resource, such as CPU, memory, s-
torage, battery power and even the Internet data service. We 
should be careful to use these resources when designing smart-
phone applications. In our social relationship classification ap-
plication, smartphones firstly collect interaction data. Then we 
may need to transmit the interaction data from a small sample 
of users to backend server for model training. After receiving 
the classification and dimension reduction model from server, 
smartphones continuously collect interaction data, store it and 
perform classification. The smartphone resources consumed in 
each of these steps are directly related to the dimensions of da-
ta. High dimensional data brings burdens to the smartphone. 
In Table 6.5, we show the dimensions of data to be processed in 
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different stages with different dimension reduction methodolo-
gies. Suppose the original data dimension is n and the reduced 
dimension is k(k < n). PCA embeds the interaction data from 
O(n) into O(k) dimensions for storage and classification in s-
martphones, with little accuracy penalty. But the smartphones 
still need to collect all the interaction features for dimension re-
duction. CUR algorithm helps us to refine feature definition by 
removing some of the columns out of the social interaction ma-
trix, thus reducing the dimension of original data. In fact, one 
can use the measurement data of different time resolution(i.e. 
columns picked by CUR). Then we can turn on the sensors and 
collect interaction data in a proper time resolution. In CUR, 
the interaction features can be reduced from O(n) to O(k), but 
it suffers accuracy penalty from 82.4% to 77.7% when k = 13. 
In real life application, we should also carefully select k for PCA 
and CUR to find a best trade off between saving resources and 
classification accuracy. 
6.6 Chapter summary 
In this chapter, we perform relationship classification on 
social interaction matrix. First, we compare 3 different classifi-
CHAPTER 6. SOCIAL DATA ANALYSIS RESULTS 84 
Dimension reduction methods Original 
data 
PCA CUR 
Number of features in data collec-
tion 
O(n) O(n) O(k) 
Dimensions of data for storage in 
smartphones 
O(n) O(k) O � 
Dimensions of data for classifica-
tion in smartphones 
O(n) O(k) O � 
Classification accuracy(& = 9 for 
PCA and k = 1 3 for CUR) 
82.4% 82.0% 77.7% 
Table 6.5: Dimension of data in different stages of data processing. Suppose 
the original data dimension is n and the reduced dimension by PCA and 
CUR is k. The value of original dimension n = 65. 
cation algorithms, KNN, decision tree and SVM, and have found 
that SVM gives the highest accuracy. We show that interaction 
data from more communication channels usually lead to better 
classification performance and we also compare contributions 
each communication channel makes to the final result. We also 
apply dimensionality reduction algorithm to embed original so-
cial interaction matrix into low dimensional space and extract 
eigenfeatures, which show hidden interaction patterns. Last-
ly, we use CUR decomposition to select significant columns(i.e., 
sensor/measurement features) from social interaction matrix to 
help refine feature definition, save data collection energy and 
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storage space. 
口 End of chapter. 
Chapter 7 
Conclusion and Future Work 
In this thesis, we propose to classify social relationship-
s based on the interaction data from multiple communication 
channels. We use social interaction matrix to model the multi-
modal interaction and generate an artificial social interaction 
matrix for problem formulation. Then we describe how we con-
duct a social interaction data collection campaign, which helps 
us to collection real-life interaction data across different commu-
nication channels, namely phone call, Email, online social net-
work site and face-to-face proximity. We carry our a statistical 
data analysis on the real-life data to help refine feature defi-
nition and to support our automatic relationship classification. 
Finally, we test different classification and dimension reduction 
algorithms on the real-life social interaction matrix and com-
pare their performances. We summrize our major findings in 
86 
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the following list: 
1. There are hardly any relationships interact across all kind-
s of communication channels. Each pair of people usually 
have one or two communication channels. The subjects 
usually call their families while sending Emails to their su-
pervisors, colleagues or students. Most of the people that 
appear in online social network are close friends or just 
acquaintances. Different group of people (e.g. postgradu-
ate/undergraduate, local/nonlocal students) also show dif-
ferent interaction patterns. 
2. For each subject, they usually have a few frequent contacts 
while seldom interact with others. Their interaction with d-
ifferent kinds of relationships also show temporal (e.g. They 
call supervisors on weekday while calling families on week-
end) and directional (e.g. They recieve more Emails from 
supervisors while send more to the students they teach) 
patterns. 
3. We compare different classification algorithms on the social 
interaction matrix and find that SVM outperforms KNN 
and decision tree, which classification accuracy 82.4% (the 
accuracies of KNN and decision tree are 79.9% and 77.6% 
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respectively). The interaction data from online SNS and 
face-to-face proximity contribute more the final result than 
phone call and Email data. As well as interaction data, per-
sonal profile from SNS is also very important in relationship 
classification. 
4. We use PCA to reduce dimension of social interaction ma-
trix from 65 to 9, while perserving the high classification 
accuracy. With NMF, we extract meaningful eigenfeatures, 
which have physical interpretation. We also refine the fea-
ture definition of the social interaction matrix with CUR 
decomposition, which selects only 13 features to build new 
matrix. These dimensionality reduction algorithms have 
great potential to save smartphone energy in social inter-
action data collection and relationship classification. 
There are also some obstacles for our research and future 
work is in need. Firstly, social interaction data collection fails 
to get a lot of communication data. For example, a lot of people 
prefer to use various instant messengers (MSN, QQ,Google talk, 
etc.) instead of SMS. Someone uses Skype to make phone call. 
Social interaction data contains too many kinds of communica-
tion channels for us to have a comprehensive understanding of 
users' communication. Secondly, social relationships are usual-
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ly ambiguous. A pair of people may have multiple relationship 
labels. We can consider to tackle the multi-label problems into 
consideration in the future. Lastly, the data collection is done of-
fline. We capture the user's interaction history data. For future 
work, we can build a mobile communication monitor application 
to transmit anonymous interaction data to server continuously. 
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