Introduction.
This paper is concerned with a development of the properties of a new class of continued fractions ,. ,n , , *"(! - where |7P| 5¿1. These were first discussed by Schur [ö]1 with |7p| <1 in connection with functions bounded in the unit circle. In §2 it is shown that to an arbitrary power series there correspond continued fractions (1.1), and, conversely, to every such continued fraction there corresponds a power series which agrees with the power series for the 2ptW and (2p + l)t\i approximants of the continued fraction up to and including the terms involving zp and zp~1, respectively. An important new feature which is given in §3 is the simple algorithm for the expansion of a power series into a continued fraction (1.1), and, conversely, for the computation of the corresponding power series from the continued fraction. Heretofore this computation has been exceedingly cumbersome. In §4 conditions under which these continued fractions converge to the corresponding power series are considered, in particular, if the generating function is meromorphic.
In §5 convergence regions for the expansions (1.1) are found, and in §6 convergence regions for the continued fraction whose approximants are the even and odd approximants of (1.1). In §7 certain transformations of (1.1) are discussed. The infinite continued fraction expansion (1.2) can then be constructed provided none of the numbers \yo\, |ti|.
• • • . *s equal to unity. The case where |7"| =1 implies that |/"(z)| =L and in this case the continued fraction expansion (1.2) is finite. Here it may be shown by a method analogous to that in [2] that/0(z) is a rational function of the form (2.4) /.CO = ^^, | 61 = 1, P*(z) = ?(*"*),
where P*(z) is any polynomial of degree n which does not vanish on the unit circle or is everywhere equal to 1. The numbers yp, which are rational functions of Coo, Coi, • • • , can be computed from the recurrence formulas for the approximants Ap(z)/Bp(z) of the continued fraction (1.2) and the determinant formula (2.5) ¿2p+2
by equating coefficients of zp+1 in
Thus one finds
None of these denominators is zero if none of the numbers |7P[ is equal to 1. Conversely, the coP can be computed as rational functions of the 7P:
From (2.6) and the determinant formula
it is seen that the developments in power series of the approximants
coincide with the power series (2.1) up to and including the terms involving zp and zp~l, respectively. Furthermore, two finite or infinite continued fractions
have the same corresponding power series (2.1) if and only if 7p=7P', p = 0, 1, • • • . Consequently, there is a unique correspondence between the continued fraction (1.2) and the power series (2.1), as stated in the following theorem. Theorem 2.1. If numbers yp with moduli different from one are found from the coefficients of a power series (2.1), then there exists a uniquely determined infinite continued fraction of the form (1.2) which corresponds to the power series (2.1). Conversely, to every infinite continued fraction (1.2) in which \yp\ ?¿l, p=0, 1, • • • , there corresponds a unique power series (2.1). The power series expansions for A2p(z)/B2p(z), p = 0, 1, • • • , and A2p+i(z)/B2p+i(z), p = l, 2, • • • , the 2pth and (2p+l)th approximants of (1.2), agree with the power series (2.1) up to and including the terms involving zp and zp~l, respectively. The continued fraction (1.2) is finite when \yn\ =1, and in this case it represents the rational function (2.4).
If, in the recurrent process for finding the numbers 7P, one finds that I ymI =1, then ym can be computed for the function fm/km, and 3. Algorithm for the expansion of a power series into the continued fraction (1.1). Since the actual computation of the numbers 7P in the continued fractions (1.1) and (1.2) is somewhat lengthy, it is desirable that one have a simple algorithm for obtaining these numbers. The following theorem may be used to find easily the continued fraction (1.1) corresponding to an arbitrary power series (2.1), and, conversely, to expand a continued fraction of the form (1.1) into its corresponding power series. • .
The Ap(z) are also given by the recurrence formulas
Conversely, the relations (3.2) serve to determine fo(z) (2.1) when (1.1) is given.
As an illustration of the algorithm, let (3.5) fo(z) = 1 + 2 + z2 + z8 + (-¿-> Let ¿o = 2. Then 7o = 1/2, P0(z)=l, and
Let ki = 2,7i = -1/3, B2(z) = -z/3 -1, and
For k2 = 2, 72 = l/4. By a continuation of this process with all kp = 2, then 7P=( -l)p/(^ + 2), p = 0, 1, • • • , and the continued fraction corresponding to (3.5) is, after some transformations,
(4* -l)z SÍ« + ~~~z + T + . '
4. Convergence to the corresponding power series. The conditions under which the continued fractions (1.1) and (1.2), corresponding to the power series (2.1), converge to the value of the power series will now be considered.
Theorem 4.1. If the infinite continued fraction (1.1) or (1.2) con-verges uniformly in a closed region T which contains the origin in its interior, the corresponding power series converges to the same function in and on the boundary of every circle K which lies wholly within T and which has its center at the origin.
The proof is omitted since it is analogous to that given by Perron [5, 5. Convergence of the continued fractions (1.1) and (1.2). Since the development of the continued fractions from an arbitrary power series described in §2 and §3 is a purely formal process, the question of the convergence of these continued fractions will be further discussed.
' This theorem and proof are due to Professor Oskar Perron, who communicated them to the author.
The following theorems give convergence regions for large values of \z\ and for regions which do not include the origin. They are immediate consequences of the Pringsheim convergence criteria (cf.
Perron [5, pp. 254-262; 7] ). where w = l/z1/2. Expansion (6.1) is of the same form first considered by Euler [l] , who derived it from a given power series, but the convergence of this expansion does not seem to have been studied. The convergence theorems of §4 and §5 are applicable to (6.1) since the approximants of (6.1) are the even approximants of (1.1). In addition, conditions which insure the convergence of (6.1) in the neighborhood of the origin will now be found. Similarly, one obtains the convergence region (6.4), since | -kPyp/w +7p_iw| =-|7P-iw| +|¿P7P/w| =-r+m2/r^2,p=2,3,
For the first partial denominator of (6.1), | -yokiyi/w+w\ = -r + m%/r = 2, provided \z\ ^í/((í+m3y'2-l)2.
Since in the expansion of a power series (2.1) into a continued fraction (1.1), it is always possible to choose the numbers kp such that l<\yp\ =N, p=0, 1, •••, where N is an arbitrary positive constant, the following theorem insures the uniform convergence of the even part of such a continued fraction in the interior of a circular region about the origin. .7). However, since the law of formation of the coefficients dp for the expansion (6.7) (cf. [8] ) is different from that used in the algorithm of §3 and in the formulas (6.8), the coefficients dp in the continued fractions (6.7) corresponding to the same power series, but found by the two different methods, are in general different.
The odd part (cf. and where the kp are chosen so that \yp\ 5*1, 8P' 5*7P', converges uniformly over every bounded closed domain in Co (4.1) to the meromorphic function F(z) (7.1), provided the coefficients of the power series expansion for the 2Kth approximants of (7.2) remain bounded, for X sufficiently large. The expansion (7.2) is finite when the yp form a finite sequence.
By the transformation
which maps the interior of | z| =r on the w-plane exterior to the cut from -1 to -oo, where r is defined by (4.1), one obtains the convergence to the function F of the continued fraction 
