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Abstract
This thesis presents a distributed trigger architecture for information distribution in distributed
environments where data changes are dynamic. It supports the monitoring of trigger conditions
dependent on inputs from local and non-local clients and the execution of trigger actions which
may include notification or updating of persistent state. The architecture is designed as a set
of independent services, which can be layered on top of multiple transport layers and employ
various serialization/consistency models. A prototype implementation built on top of Java and
ObjectStore's PSE Pro persistent store is also presented1 .
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Chapter 1
Introduction
1.1 Background
The rise of the Internet opened the way to a whole new paradigm of software applications.
In typical internet applications, one host is interested in the information available on another
(e.g. the World Wide Web). Currently, most applications of this type follow the client-server
model, where the server process constantly listens to requests initiated by clients. The initiative
for communication in this model is on the client's side, since the client pulls information by
initiating requests to the server. Such a model is convenient in cases when the data on the server
is static, or when it rarely changes. However, when the server contains information about a
dynamic environment that changes unpredictably, client polls become an insufficient way for
the client to obtain a replica of the server's data.
The solution to this problem might look simple: If host A has the dynamic data, and host
B is interested in it, then B subscribes with A, and runs a server process. Whenever A has new
information it sends it to B by talking to B's server process. This simple solution has many
problems however. The first problem is that almost always the network does not have enough
bandwidth to transmit all the information that changes on A. The problem of bandwidth is
the bottleneck in real-time internet applications today, and it is likely to remain a problem
in the foreseeable future. No matter how much improvement is achieved on the level of the
network physical layer, new applications will require more bandwidth. In addition, clients may
not be interested in all the information available on the server hosts; therefore, a mechanism
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for data filtering is required. Finally, in some applications hosts are susceptible to crashes. A
persistence scheme is needed to enable applications on both sides of the network connection to
recover.
This thesis describes a light weight, distributed trigger architecture that attempts to solve
this problem, by including aspects from active databases (see Section 2.1), and publish-and-
subscribe systems (see Section 2.2).
1.2 Applications
This section describes applications for the architecture presented in this thesis. First, I describe
the problem of information distribution among low echelon military units, which is the main
motivation for this research. Then I discuss other potential applications for the architecture.
1.2.1 Model-Based Battlefield
The distribution of information is essential to the command and control of the battlefield on
all levels. The traditional mechanism of information distribution was based on the exchange
of voice messages. The significant reduction in computers' size, cost, and power consumption
has made it possible to install computing systems on military units at all echelon levels. The
mechanism for information distribution shifted from the exchange of voice messages to the
exchange of text messages. In this paradigm, text still simulates voice, since messages are
intended for human comprehension, and computer-to-computer communication only serves as
a replacement for voice communication (see Figure 1.2).
This approach has several drawbacks. First, the number of message types needed in an
environment such as the battlefield is very large. Message comprehension then becomes a
problem. Second, the number of messages that needs to be exchanged is also very large; which
puts a burden on human personnel and on the underlaying communication network. Finally,
human-oriented messages do not take advantage of the computer's powerful capabilities of
data abstraction. Such abstraction facilitates the standardization of battlefield modeling (see
[Cha95]).
Chamberlain ([Cha95]) notes that there is a major difference between battlefield modeling
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and simulation, on the one hand, and the way battle command is actually done, on the other. He
advocates that these two tasks can be carried out similarly, through the concept of model-based
battlefield command. In a model-based battlefield, different units are viewed as each possessing
their own versions of an abstract model of the real battlefield environment. Different units
update each other's models through the direct exchange of messages that are not necessarily
human comprehensible. Human users interact with the model through external applications
that translate between the model's abstract data and human comprehensible data forms.
Among the advantages of this approach that Chamberlain cites is that it facilitates the
automation of tasks. For instance, the model need not only interact with human-ended ap-
plications. It can read data from sensors, a GPS system, etc. Another advantage is that the
model-based battlefield facilitates the abstraction of information. The model can use compli-
cated data structures, and define hierarchies of data structures that map the real environment
better than text messages.
A third important advantage of the model-based battlefield representation is a reduction in
the amount of necessary communication. Since each unit keeps its own version of the model,
the system can be viewed as a replication mechanism. Messages are only exchanged to enhance
the consistency of the model as information changes. The reduction in the amount of com-
munication is essential since the computation power present on units (especially at the lower
echelons level) far exceeds the bandwidth of the communication networks that connect them.
Databases are a good tool for mapping a model such as the battlefield. They can store
large amounts of data, and they have the ability to recover from crashes, which are likely
on the battlefield. Active database triggers, or alternatively ECA rules (see Section 2.1.3),
are used in this context as the automation tool for information distribution. They describe
criteria for model updates, and thus, together with network delays, determine how inconsistent
a model can be. One extreme is reached when the bandwidth of the communication network can
accommodate all the traffic necessary for full consistency. The other holds when the network
fails completely; in this case, the models can only rely on prediction by the model for its update.
The role of triggers falls between these two extremes.
Network conditions are very dynamic on the low echelon level of the battlefield, where
the physical layer is usually wireless. [Cha95) suggests that triggers should be adaptive to
12
Figure 1-1: Message based battlefield
Figure 1-2: Model based battlefield
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these network conditions. More precisely, update criteria should depend on the condition of
the network. Statistics collected by nodes are a means of determining this condition. The
architecture presented in this thesis does not provide such functionality; however, it presents
principles of design that can be extended in the future to accommodate adaptive triggers.
1.2.2 Other Applications
As we mentioned before, the motivation for the architecture described in this thesis is the au-
tomation of information distribution on the battlefield, especially at the lower echelon level.
However, there are many other situations where the principles of the architecture are appropri-
ate. These situations can be described in general terms. When the system is large, and data
owned by different nodes change very dynamically, it is impractical to implement traditional
distributed database concurrency algorithms that use serialization. Trigger architectures, in
this case, provide better performance.
In recent years, some of the research in the area of air traffic management systems has
been concentrated on the replacement of traditional centralized, ground-based management by
a decentralized model where aircraft can plan their trajectories in real-time (see [PT+97]).
This approach is now possible thanks to GPS systems and powerful computers installed on
aircraft. This problem can be modeled as a set of nodes (aircraft), where each has its own
view of the environment (e.g. position, weather information, its own trajectory, other aircraft
trajectories, etc.). The different views update each other according to criteria that can be
defined using triggers, to increase each other's situation awareness. The architecture in this
thesis does not directly address the free flight air traffic control problem; however, the ideas
and design principles described here are applicable.
The stock market represents another similar situation. Even though the bandwidth con-
straint is not as severe as it is in the previous cases, stock trading software requires alerts and
information filtering since the amount of information available is huge. The principle of moni-
toring and notification to subscribers when certain conditions are met is required in this case.
Distributed triggers can implement monitors and notify subscribers when preset conditions are
met.
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1.3 Thesis Summary
The rest of this thesis is organized as follows:
In Chapter 2 discusses the previous work done on active databases. I describes the de-
velopment that led to the ECA rule abstraction, and discuss the common elements of active
databases that the community agrees on. Chapter 2 also includes a discussion of the Internet
publish and subscribe technology.
Chapter 3 starts by defining the functional requirements of the architecture clearly. Then
it discusses the shortcomings of existing technologies in satisfying these requirements. Next,
the advantages of the unbundled services design are discussed. A high level description of
the architecture follows, including the network model and the data model assumed by the
architecture. The remaining sections of this chapter describe the different services and their
interaction in detail.
Chapter 4describes the Java prototype of the architecture, and discusses issues that arise in
the implementation.
Chapter 5 concludes the thesis by summarizing its content and describing possible future
work.
15
Chapter 2
Previous Work
The first section of this chapter discusses active databases: the motivation behind them, the
general concepts as defined in the literature, and the different approaches that active database
systems take in implementing these concepts.
The second section describes a general distributed application model known as publish and
subscribe. Unlike active databases, the general concepts in publish and subscribe technologies
are not as formally defined. The discussion in that section is, therefore, mainly presented
through examples.
2.1 Active Databases
Active Database Management Systems (ADBMS) are an integration of traditional Database
Management Systems (DBMS) and AI expert systems. They incorporate the transactional and
querying capabilities of traditional databases with expert systems' ability to maintain rules and
respond to events.
In their most general form, active databases extend traditional databases by allowing for
the installation of rules that monitor events, check conditions and take actions when the condi-
tions are met (hence the name Event-Condition-Action, or ECA, rules). The incorporation of
database capabilities into rule systems is important when the data's size makes it impractical
to store in main memory, or when the application is failure-prone, and the data needs to be
made persistent. In addition, DBMS allow for transactional operations and queries.
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From another point of view, active databases have many advantages over conventional data-
bases. They can perform some operations more efficiently. For instance, suppose some action
needs to be taken when a certain state in the database occurs. In the case of conventional
databases, an application needs to constantly check the state of the database, while an ac-
tive database can efficiently implement this behavior through a rule. [WC96] mentions other
functionality of active databases that are beyond the scope of passive databases. For example,
passive databases allow for simple integrity constraints such as unique keys or referential in-
tegrity constraints (i.e. if one data item references a second item, referential integrity guarantees
that the second actually exists). Active databases can implement more general and complex
integrity constraints as ECA rules. Active Databases perform well when communication be-
tween the database and external applications is required after the execution of certain database
operations.
Active databases have applications in such diverse areas as network management, medical
applications, coordination of distributed systems and air traffic control.
2.1.1 Historical Background
[Day95] and [WC96] both trace the roots of active databases back to CODASYL in the early
70's (see [COD73]). CODASYL specified a Data Description Language (DDL) that allows
the declaration of user-defined record types and the specification of database procedures to
be executed when specified operations such as INSERT, REMOVE, STORE, DELETE, MODIFY,
FIND and GET are performed on the record. Database procedures in the CODASYL system can
be implemented in general purpose programming languages as long as they adhere to certain
rules. Other early examples of database systems that included rules to maintain consistency
constraints are IBM Query-by-Example ([Zlo77]) and IMS/VS([1BM78]).
The term active database was first introduced in [Mor83]. The first clear abstraction of
ECA rules, however, was presented in the HiPAC (High Performance ACtive database system)
project in the mid-80's ([MD89]).
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2.1.2 Data Model
As we mentioned in the beginning of this section, active databases were conceived as an ex-
tension of traditional DBMS systems, and they are in some cases built on top of them. Most
active database projects assume an underlying data model that is either relational (e.g. AIS,
Ariel, Postgres, Starburst) or object-oriented (e.g. Chimera, HiPAC, Ode, SAMOS, Sentinel,
ACOOD, REACH).
The degree of coupling between the rule system and the underlying database varies between
different ADBMS's.
2.1.3 ECA Rules
Event-Condition-Action (ECA) rules represent the most common abstraction of active data-
bases. The desired active behavior of the system is specified through these rules. In general,
the event is an instance of a database operation, the condition is a boolean function of the state
of the database evaluated when the event happens, and the action is a database operation or
external procedure that is executed (referred to as firing ) when the condition is true. ECA rules
are also referred to as triggers. Variations of these definitions have appeared in the different
research projects in the area of active databases (see [Day95] , [WC96] and [PD+93]).
The functionality of Active Databases is largely determined by their rule language, which
specifies the semantics of events, conditions and actions. The rule language determines the
capabilities, complexity and execution constraints of the system.
Events
Events describe situations in which the system may react, by causing specific rules to be checked.
Rule languages define event types, which are generic. Event occurrences are instances of event
types. Events can be either primitive or composite. The most common types of primitive
events are operations on the database, such as data modification (create, update, delete), and
data retrieval. Temporal events allow for the specification of rules that express temporal logic.
Examples of temporal events are reaction to absolute time, at periodic intervals, or operations
such as before and after. Another type of primitive event is external events; they do not include
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database operations, but cause rules to be checked when they are signaled to the database by
applications.
Composite events are constructed by combining primitive events in different ways through
logical or temporal operators. Composite events can also rely on sequences, or more generally
on a history of primitive events. Some rule languages restrict primitive events that construct a
composite event to belong to the same database transaction, while others allow primitive events
from different transactions to be combined.
Some rule languages define parametrized events, where the event passes parameters to the
condition and action. In this case, the system needs to provide a mechanism for passing
parameters from events to conditions and actions.
Conditions
The database must be in a specific state when an event of an ECA rule happens in order to
execute the action. Rule conditions check this desired state to determine whether the rule
should fire. In relational ADBMS's, conditions are typically database predicates (such as the
SQL where clause), or database queries, where the condition evaluates to true if the query is
not empty. In the case of object oriented ADBMS's, conditions are queries or procedures that
access database objects.
The separation of events from conditions allows for the system to react to events other than
database operations; it also allows more flexibility in rule specification, since different actions
might need to be taken when the condition is satisfied, depending on the event. Seperating
events also allows a more efficient execution of rules; conditions are typically queries that are
expensive to evaluate. The condition is only evaluated when the event indicates that its value
may have changed.
Action
The ADBMS executes an ECA rule whenever an event occurs that causes the rule's condition to
evaluate to true. An action can be a transaction on the database itself, written in the underlying
DBMS's Data Manipulation Language (DML). In addition to normal database operations, an
action can be a rollback operation when the rule is intended for recovery from transactions that
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violate integrity constraints. An action can also be an external procedure in an application,
written in a general purpose language. Some ADBMS's (such as SAMOS [Gat96]) allow actions
to be user notifications.
Some rule languages allow rules to specify additional properties such as rule priorities, and
grouping rules into structures. They also define commands for rule management; semantics of
creation and deletion are defined by the rule language.
2.1.4 Execution Model
[ACM96] specifies that an ADBMS should define an ECA rule execution model. A rule execution
model defines the behavior of rules, and their interaction with database operations, given the
semantics of the rule language. In particular, it defines the granularity of rule execution, that
is the level of operation at which rules are evaluated (e.g. database command, transaction,
session, etc.). Granularity directly affects the results of rule execution. [Day95] gives examples
of the effect of granularity on rule execution results. An execution model also defines how
rules interact with each other. Some systems execute rules sequentially, while others allow for
concurrent execution. It can also specify algorithms for conflict resolution when several rules
are triggered simultaneously due to the same event.
Since both events and actions usually consist of database operations, both are executed
within transactions. The relationship between the transaction that causes a rule to trigger and
the resulting transaction is referred to as the coupling mode. The most common modes of
coupling are:
o immediate: The triggered transaction is executed directly after the triggering event.
o deferred: The triggered transaction is executed after the triggering transaction is fin-
ished, but before it is committed.
o decoupled: The action is executed in a completely different transaction.
The first two modes are usually simpler to implement, but they result in longer transactions.
The decoupled mode, on the other hand, results in shorter transactions. It is also more flexible,
since a triggered transaction can commit or abort independently of the original transaction.
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2.1.5 Implementation Issues
The rule language and the execution model define a theoretical model of the system; however,
many issues arise when the implementation of such a system is attempted.
The system can be either built on top of an already existing passive database system (e.g.
HiPAC [AG89]), or it can define its own persistence system. For example Ode [MD89] define a
persistent object oriented language similar to C++ called 0++. An active database needs to
implement a rule management user interface, as well as a behavior in face of syntactic errors
in rule definitions and runtime errors in rule execution. The system should also implement
a mechanism for the detection of events. Such a mechanism is not obvious in the case of
temporal and composite events. The efficiency of condition evaluation becomes another issue
when the rule base grows large. A recovery procedure is needed in case of crashes. Depending
on the coupling mode of the system, the recovery mechanism may be more complicated than
that of passive DBMS's (e.g. decoupled systems need to worry about non-executed action
transactions).
2.2 Publish and Subscribe Technology
2.2.1 Client-Server Computing
The client-server model is an abstraction that defines interaction between processes that use
a peer-to-peer communication protocol, such as TCP/IP. It solves the problem of rendezvous
that arises when two symmetric processes try to initiate a communication ([CS96]). In general,
the application that initiates the communication is called the client, while the server is the
application that responds to the requests of clients by listening to them at a certain known
address (IP address + TCP port in the case of TCP/IP). The server serves the client's request
by performing requested calculations, if any, and returning the result to the client.
The introduction of personal computers and the advancement of computer networking in the
1970's and 1980's led to the replacement of time-shared mainframes by the client-server model
as the paradigm for multiuser systems. The popularity of the model increased with the evolution
of the internet. While a mainframe is a multiuser environment with centralized processing and
distributed dummy terminals, the processing in the client-server model is decentralized. The
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advantage of this model is that it reduces the cost of computing. It also offers more scalability,
allows for duplication, and with protocols such as TCP/IP it allows interoperation of different
platforms on different types of networks.
2.2.2 Server Push
The client-server model described in the previous section puts the initiative on the client's side;
the server only reacts to client requests. The asymmetry between the client and the server solves
the problem of communication initialization. In the case where the server contains static data,
this scheme works well. However, when the server maintains data that changes dynamically, the
client needs to poll the server by submitting regular requests in order to stay synchronized with
the server's state. Periodic polling is not enough if the changes on the server are unpredictable.
To solve this problem, the server needs to push information to interested clients whenever
its state changes in a manner relevant to them. A fact worth noting is that this functionality is
described on a higher level of abstraction than the traditional client-server model. A client as
described here might need to run a TCP server socket in order to listen for the server pushes.
Therefore, in the subsequent discussion we assume that the "client" may maintain its own server
socket to allow it to listen to the original server.
2.2.3 Internet Push
Recently, many internet push applications appeared as extensions to static web browsers. Prod-
ucts like PointCast, Marimba's Castanet and Netscape's Constellation allow users to subscribe
to certain information channels. Updates on these channels are pushed to the browser appli-
cation at specified intervals. Typically, the subscription to different channels is made through
customizing some kind of a profile on the browser's side. It is still unclear to which extent this
kind of usage of the Internet will replace the static web browsing. While it might look like a
solution to the problem of finding relevant data on the web, some argue that its passivity limits
the choice of web users.
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2.2.4 The Object Management Group (OMG) Event Service
CORBA
The Common Object Request Broker Architecture (CORBA) is an abstract architecture for dis-
tributed objects defined by the Object Management Group (OMG) consortium (see [OMG91]).
CORBA provides a common, object oriented framework for writing distributed applications.
Objects in CORBA provide services to remote applications through requests, which are in the
form of remote method calls on the service objects. CORBA requests are handled by Ob-
ject Request Brokers (ORB's) which are responsible for finding the object implementation and
communicating the data between the requester and server. The location and implementation of
objects is, therefore, transparent to the requesting clients who only deal with object interfaces.
Objects implemented in different programming languages on different platforms can exist on the
same ORB. Object interfaces are specified in the Interface Definition Language (IDL), which
provides the clients with signatures of the service objects.
CORBA implementations are available in many programming languages on different plat-
forms.
The Event Service
In the CORBA model, a client needs to be aware of the existence of the service object and of its
method signature. The OMG Event Service ([OMG97]) defines a more decoupled computational
model, built on top of CORBA, where event data generated by object operations (suppliers)
are communicated to interested parties (consumers).
The communication between suppliers and consumers is made through a CORBA object
called an event channel. By allowing multiple consumers and suppliers to communicate asyn-
chronously, the event channel can be viewed as a type of subscription service. The OMG
Event Service specifies two models of communication between suppliers or consumers and event
channels.
1. The push model: The supplier pushes the event data to the channel, which in turn pushes
it to the consumer. The initiative is, therefore, on the side of the supplier.
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PullConsum channel PullConsume supplier
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Figure 2-1: The CORBA Event Specification: communication between a Supplier and a Con-
sumer through an Event Channel in (a) Push style and (b) Pull style
2. The pull model: The consumer pulls the event data from the channel, which in turn pulls
it from the supplier. The initiative in this case is on the side of the consumer.
Since event channels are not synchronous, in the sense that event data on an event channel
need not be communicated instantly, a mixed style communication can be performed. The
supplier can push event data to an event channel, and the consumer can pull the data from the
same channel.
As in the case of CORBA, OMG only defines abstract specifications of the supplier, con-
sumer and event channel. The specifications are written as abstract (similar to C++ virtual)
classes in IDL. Commercial products provide implementations for these specifications in differ-
ent programming languages, mainly C++ and Java.
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Chapter 3
Architecture
This Chapter presents a trigger architecture for automated information distribution. The first
section specifies the functional goals of the architecture, given certain assumptions about the
environment. Section 3.2 explains why the technologies presented in Chapter 2 do not provide
a ready-to-use solution for this problem.
Section 3.3 gives a high level view of the distributed components in the system, and briefly
explains their interaction. Section 3.4 introduces the data model that the architecture assumes,
together with a rationale for the model.
Section 3.5 argues for the design of the architecture as a set of services. The subsequent
sections describe the services that constitute the architecture. This chapter concludes by in-
troducing the concept of abstract higher level services that are built on top of the architecture
services.
3.1 Functional Goals
Chapter 1 argued for the importance of the automation of information distribution in dynamic,
distributed environments. This section states the functional goals for a system that attempts
to solve this problem.
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3.1.1 Data Filtering
In an environment such as the battlefield or the stock market, the amount of information
available is overwhelming, which makes it impractical for humans to track. The system should,
therefore, provide a mechanism to filter important data and present it to users. An additional
argument for data filtering is that each user is usually interested in a specific subset of data
items from those available in the environment. The architecture attempts to free the end user
from the burden of selecting interesting data. Users should be able to express their interest
through subscriptions. The system notifies users only about updates to data that they have
subscribed to.
Subscriptions to specific data filters the environment in the space of data variables. However,
since data usually changes frequently, filtering in the temporal dimension is also needed. In
other words, it is often impractical to notify interested users about all changes of data. This
becomes a bigger problem when the bandwidth of the underlying network is limited. Users,
therefore, should be able to express criteria for updates that depend on the temporal change of
data or on other properties of its values. Trigger conditions are an appropriate implementation
of these criteria. Moreover, triggers allow users to express more complex criteria which involve
more than one data variable. For example, when a user needs to be notified when variable x
exceeds variable y by a certain threshold 6, the user should be able to subscribe to a trigger
with such a condition instead of subscribing to changes on both x and y.
This example illustrates another advantage of data filtering besides reducing the burden
on end users; it reduces the amount of information that must be communicated for model
updates. In the case where x and y belong to the same host, only changes that affect the
relevant condition need to be transmitted. These are fewer than changes to the primitive data
variables x and y.
3.1.2 Increased Availability
The main goal of replication systems in distributed environments is to increase the availability
of remote data to local users by decreasing the time needed to access it. Data should be
available to users at their local hosts. A simple replication scheme can be used when the data
is static. However, when data changes frequently, the system should attempt to minimize the
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amount of time when the data replica are obsolete. Triggers in this sense attempt to increase the
consistency of these replica by updating the different versions of the model. Trigger conditions
are criteria that describe situations when the replicated data become obsolete, and therefore
need to be updated. They propagate important updates between different hosts to increase the
utility of the replicated data.
3.1.3 Alerts
In any automated system, humans are always the ultimate users. When critical situations arise,
especially in the case of the battlefield, human intervention is necessary. Again, triggers can be
viewed as monitors. End users are alerted when critical situations occur.
3.1.4 Persistence
In the model-based paradigm, each host maintains a certain version of the abstract environment
model. In the case where hosts are failure prone (such as the battlefield), the model needs to be
persistent to permit recovery. The persistent state of the model will include replicated data, but
more important, it will include triggers and subscriptions that were installed before crashing.
The recovery of triggers and subscriptions allows the host to resume its contribution in the
ongoing model update process after recovery.
3.2 Shortcomings of pre-existing technologies
The fields of active databases and publish and subscribe technologies (summarized in Chapter 2)
each can partially achieve the functional requirements listed above. This section, however, will
argue that the available technologies in both of these fields are neither sufficient by themselves
nor can be simply integrated to solve the specific problem presented here.
3.2.1 Active Databases
Active databases have the advantage of implementing triggers, which are an appropriate mech-
anism for expressing criteria to push information. Active databases, however, are intended
to satisfy different requirements than those stated in Section 2.1. First, active databases, es-
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pecially in a distributed setting, aim at achieving complete consistency, a goal that is too
expensive in terms of available bandwidth in the environments for which this architecture is
intended. Among other things, distributed transactions, where more than one host contribute
to the same transaction before it commits, require the hosts to exchange a large number of
messages to ensure that the transaction appears atomic to users (see [LM+94]). In the case of
this architecture, however, the purpose of triggers is to duplicate information, and thus achieve
partial consistency. Moreover, triggers guarantee that this partial consistency is bounded, where
bounds can be implied from trigger conditions and network connectivity.
As it will become clearer in the subsequent sections of this chapter, user notification is
an essential part of trigger actions (in the sense of ECA rule action). Active databases, in
general, couple the rule management modules (activity modules) with the underlying DBMS.
This coupling does not allow the thread of control to be transformed from the main database
thread to the notification mechanism. As will be shown in Section 3.8, automated installation
of remote triggers is necessary in some cases. This automation turns out to require a mechanism
similar to that of subscriptions, and thus cannot be implemented in a natural manner using
tightly-coupled active databases.
3.2.2 Publish and Subscribe
In contrast to active databases, publish and subscribe technologies are a good infrastructure for
information duplication, especially since in these systems, unlike web browser caching mecha-
nisms, the information is pushed from the server side. The data owner, therefore, can be viewed
as the server, and subscribers are the owners of data replica ( see [BB+98]). The disadvantage,
however, is that publish and subscribe systems, in general, do not accommodate complicated
criteria for pushing information. In particular, as one can deduce from the functional require-
ments listed above, these criteria should include properties of the data itself, a requirement
that trigger conditions can implement. The channel abstraction of the OMG Event Service
is an appropriate abstraction for the distribution of specific data items to specific clients. A
generalization of this abstraction is to view triggers as information distribution channels (see
Section 1.10).
Finally, publish and subscribe technologies do not have persistence capabilities that fit the
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requirements of environments such as the battlefield.
3.3 Network Model
I start the description of the trigger architecture by giving a high level description of the
different components involved. The architecture assumes several hosts (nodes) connected by
a low bandwidth network. A node represents a physical host. Each of the nodes possesses
a version (view) of the model of the environment. In addition, each node runs a number of
processes called clients. Clients use the services provided by the system. They update their
local hosts, they subscribe to triggers on their local hosts, or they may access it to read data.
The connection between clients and their local hosts, in general, does not use the network
(see Fig 2.1); therefore, there is no cost for the communication between clients and their local
hosts. Communication between nodes, on the other hand, is carried through the low bandwidth
network, and is therefore costly. It is this communication, however, that allows different nodes
to update each other's views, and thus maintain partial consistency between the different views
on the nodes.
For example, a node could be a host running on a vehicle in the battlefield. Many clients
can run on the same host. A GPS system, for example, can update the model, while a Graphic
User Interface subscribes to updates on the model such as the host's own position and the
positions of other vehicles, etc.
3.4 Data Model
The data model that a database system implements influences the functionality of the system.
This is true in the case of traditional DBMS's, and also in active DBMS's. A relational model,
for instance, allows for efficient implementation of complex queries. On the other hand, object-
oriented databases model the real environment better than relational databases, at the expense
of reduced querying capabilities.
In the environments that this architecture is intended to model (e.g. low echelon battlefield),
it is not likely that complex queries are needed. Efficient modeling of the large environment is,
however, a more important issue. The environment is mapped to a hierarchy of objects. In the
29
Figure 3-1: High Level System Architecture.
vehicle object of the previous example, a vehicle object could have a position object, which in
turn has an x component and a y component. Each object is assumed to be owned by a single
node. The highest level in the hierarchy is therefore the node. The other levels of the hierarchy
map the environment in a logical and organized manner. Only local clients on the owner node
can directly change data. Remote nodes can change local objects indirectly. For example, if
the vehicle object in the previous example has a member that stores the difference between
its node's position and that of another, a position update from the remote node changes the
member that holds the difference.
The object hierarchy is mapped to a hierarchy of names. Each object is identified by a
unique hierarchical name, which begins with the name of its owner node. Node names can use
a network hierarchical naming system such as the TCP/IP's Domain Name System (DNS). The
convention for naming is that the node name is separated from the subsequent objects' names
by the '/' delimiter. Names of objects in the different levels of the hierarchy are separated by
dots. For example, the following is a valid name:
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node object
ceci.mit.edu objectl.object2.object3
As will be shown in Chapter 4, names are used in trigger construction, transactions and
subscriptions. A replica of an object on a remote host possesses the same name as the original
object on its owner node.
3.5 Service Design
The traditional approach in active databases tightly couples the active functionality (responsible
for trigger management) to the underlying database system. The system in this case is a large
monolithic module. Even systems that have a layered design bind the active part to the DBMS.
[GK+98] and [KG+98] state many disadvantages of this design approach. First, porting the
same active modules to different DBMS's is impossible, since the active modules are built
around a specific DBMS. Second, this design approach lacks a flexibility that is desired in
some situations: the active components cannot be used without the underlying DBMS. More
importantly, the coupled approach does not allow components to be added, or reconfigured in
order to suite specific needs.
[GK+98] and [KG+98] propose another approach for active database design, where the
active functionality is unbundled from the DBMS, i.e., the active module of the system is seen
as a separate service. The system is then decomposed into a number of more-or-less independent
services. Services can be used in different architectures, which reconfigure them appropriately
depending on the required functionality.
The architecture presented in this thesis is designed as a set of services that interact with
each other. The architecture, therefore, does not use an embedded database system, but rather
a persistence service that is only used to store the node's version of the model.
The architecture is primarily composed of four services:
9 Transaction Service: Executes transactions submitted from the local client, and from
remote nodes. It also detects external data events and signals them to the trigger service.
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" Trigger Service: Maintains a base of triggers that are installed on the node. It is also
responsible for detecting internal primitive events, and composite events.
" Subscription Service: Manages subscription from local clients and remote nodes, and
handles notifications to subscribers.
" Persistence Service: Provide persistence to the above three services, which need to
store data structures appropriate for recovery.
The approach of service unbundled allows the database to be used as a persistence service,
while another services, the transaction service, provides transactional functionality that can
implement the loose, yet bounded consistency the was mentioned in Section 3.2.
The following sections describe these services in more detail. I also describe their interaction
within the same node, and the interactions among different nodes. As will become clearer in
the subsequent sections of this chapter, building the architecture as a set of unbundled services
is an appropriate approach to achieve the functional goals set in Section 3.1, while overcoming
the difficulties that active databases and publish and subscribe systems present.
3.6 Transaction Service
All operations that access the persistent model of the system database must be carried out in
a local transaction, in order for the model to remain in a consistent state. The transaction
service provides an interface to the clients for performing operations on the persistent model
by submitting transactions.
3.6.1 Transactions
A transaction is a batch of operations that a client constructs off-line and submits to the system.
As mentioned in the previous section, operations in transactions refer to objects by their names.
Table 3.1 shows the different types of operations that can be included in a transaction. A
transaction can contain as many operations as desired. A persistent object, however, must
satisfy certain conditions in order for operations to be performed on it. For example, a create
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Operation Description Arguments
create Create a new persistent object. (object,objectName)
update Update the value of a persistent object (object, objectName)
update WithEvent Update the value of a persistent object, (object, objectName)
and signal the update as an event.
read Read the value of a persistent object, (objectName)
and return it.
invoke Invoke a method of a persistent object (objectName, methodName,
inputObject[], outputObject)
event Generate an event related to a (objectName)
presistent object without updating it.
destroy Remove a presistent object. (objectName)
Table 3.1: Desrciption of Transaction Operations.
cannot be performed on an object that already exists, and an update or a destroy cannot be
performed on an object that has not been created previously.
Clients compose transactions off-line, and then submit them to the transaction service.
The transaction service stores transactions in a persistent queue that is called the external
transaction queue. A client transaction can be either of two types:
" blocking: The client submits the transaction, and blocks until it is executed, and the
results are returned.
" non-blocking: The client submits the transaction and its thread of control returns when
the transaction is stored in the external transaction queue, but before it executes.
Transactions in the external transaction queue are executed serially in their order of arrival.
A transaction is atomic: either all operations in the transaction are performed or all are aborted.
The effect of partial results of a transaction cannot appear in the persistent state of a model.
The execution of a transaction might result in the generation of a data event. A data event is
generated by the execution of an update WithEvent, or an event operation (see Table 3.1). When
a transaction is successful it commits, then all data events that result from the transaction are
signaled to the trigger service. A data event causes the trigger manager to evaluate triggers
that depend on that event. A trigger that fires as the result of a data event can contain
an action in the form of a transaction. Such transactions are called internal transactions,
and they are stored in the internal transaction queue. The transaction service gives priority
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Figure 3-2: Transaction Execution Model.
to internal transactions. All internal transactions generated by an external transaction are
executed before other external transactions (see Figure 3-2). In the case where an internal
transaction generates new transactions, the new transactions are executed right after their
generating transaction. Cascaded transactions are, therefore, executed in depth-first order.
To achieve this serialization model, internal transactions that result from trigger actions are
inserted at the head of the internal transaction queue. The rational behind this execution model
is that all consequences of a transaction take place before any other transaction is executed. In
the terminology of active database execution models (see Section 1.1.4), this execution model
can be considered as decoupled, since triggers actions are executed in separate transactions.
The shorter transactions that result from such an execution model are an advantage in the
presence of a frequent possibility of failure.
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Figure 3-3: Example of Cascaded Transactions. The execution order of each transaction is
shown between parentheses.
3.7 Trigger Service
3.7.1 Triggers
Before discussing the trigger service functionality, I give a brief description of triggers.
A trigger depends on a set of data variables that belong to the environment, called the
trigger inputs. A trigger event is a data event that occurs on an input variable of the trigger.
Since each data variable is identified by a unique name, an event is sufficiently represented by
the name of the event. Composite events can be expressed through the history of the trigger.
In some cases simple replication of the trigger inputs is not sufficient to evaluate the trigger's
condition. In these cases, previous values of some of the trigger inputs, in addition to other
state variables are needed in order to evaluate the condition. The set of variables that is needed
to evaluate the trigger condition is called the trigger history. For example, a temporal trigger
that fires whenever variable x changes by more than 6 in a time interval less that 6t, needs all
the updates of x that are less than 6t old in order to evaluate its condition correctly. The trigger
history can also maintain state variables in order to express composite events. For example,
consider a trigger that fires whenever a vehicle either enters a certain region, or leaves it. This
trigger needs to maintain a state variable that indicates whether the vehicle was last inside
the region or outside it. The trigger history is regarded as part of the trigger, and not of the
environment. This simplifies the design of triggers, and the update of the history since for each
trigger one can define variables (as well as their temporal and logical characteristics) that need
to be stored in the history in order to correctly evaluate the condition. In the previous example
of the temporal trigger, all updates that are older than 6t need not be included in the history,
since they will not be used to evaluate the condition. The trigger history, therefore, must
be maintained on every trigger event regardless of whether this event fires the corresponding
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trigger.
Keeping the history as part of the trigger has another advantage: it keeps the model of the
environment "clean" by not contaminating it with state variables, and thus allows the database
to map the real environment in a better manner.
In light of the above discussion, the trigger condition is a boolean function of the state of
the trigger (inputs + history) at a certain time. The condition is only evaluated when a data
event on an input variable occurs.
In the terminology of active databases, an action is a user-defined procedure that is executed
when the trigger condition evaluates to true. This procedure can be an external procedure or a
set of operations executed on the database. In short, the action is the consequence of a trigger
firing. In this architecture, the consequence of a trigger firing is of two types:
9 Action: A transaction that is executed on the local database. The transaction usually
includes operations on data that are part of the trigger state, or other variables from
the environment. A typical trigger action is the update of a data variable. For instance,
if trigger that has two position variables a and b as its inputs fires, its action can be
the update of the data item that holds the distance between a and b. As mentioned
before, since the execution model of this architecture is decoupled, the action transaction
is separate from the transaction that generated the trigger event. It is inserted at the
head of the internal transaction queue (see Section 3.6), and it is executed when its turn
arrives. An action execution can generate data events that are themselves trigger events
for other triggers.
9 Notification: A trigger notification is the information that is sent to a subscriber to
inform it that the trigger has fired. The trigger notification is an update of one or more
data variables sent to a subscriber. A trigger notification can also be a message that
simply informs a subscriber that the trigger has fired, without sending an update.
The trigger service maintains a persistent list of all triggers that are installed on the node.
When a data event occurs as a result of the execution of a transaction, the event is signaled by
the transaction service to the trigger service which, in turn, queries its list of triggers to check
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subscribers
Figure 3-4: Trigger Execution Flowchart.
which triggers depend on this event (i.e. which triggers have the data event as a trigger event).
For each of these triggers, the trigger service checks the condition. If the condition is evaluated
to true, the trigger service updates the history, notifies the subscription service and adds the
action transaction (if any) to the transaction service's internal transaction queue. If, on the
other hand, the trigger condition is evaluated to false, only the trigger history is updated (see
Figure 3-4).
3.8 Subscription Service
The subscription service provides two main types of functionality: It receives trigger subscrip-
tions from clients, and notifies subscriber clients when triggers fire.
When a client is interested in being notified of a trigger firing, it subscribes to that trigger
by sending a request to its own subscription service regardless of whether the trigger inputs are
local, belong to the same remote node, or are distributed among different remote nodes.
When the trigger inputs all belong to the local node of the client, the subscription service
simply adds the client's subscription to its persistent base of subscriptions. In this case, when
the trigger service evaluates that trigger's condition to true upon the occurrence of a trigger
event, the trigger service signals the trigger firing to the subscription service. The subscription
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service notifies all the subscribers to that particular trigger.
The second case to consider is when the trigger inputs all belong to the same remote node
(call it B). The subscription service of the host local to the client (host A) delegates the client's
subscription to the subscription service of B. A trigger on the remote node B whose subscription
is delegated for a local client on A is called a remote trigger. Notifications from the remote
trigger are received as transactions through the transaction service of A. The subscription
service of A, therefore, needs to react to this notification from B. This is achieved by installing
on A a local trigger (called a proxy trigger) which has the notification from the remote trigger
on B as its trigger event, and a constant condition that is always true. The proxy trigger will
fire when a notification for the remote trigger arrives, in the form of an external transaction
sent to A. Then, the subscription service of A notifies all the subscribers to the remote trigger.
Note that at B, the subscription will appear as being initiated from the subscription service of
A, and not a client on A. The subscription service of A, therefore, needs to subscribe only once
to a certain trigger on B. This scheme clearly reduces the amount of communication needed for
notifications since only one notification message is needed to be sent to a certain node no matter
how many clients from that node are subscribers to a certain trigger. Further communication
between the subscription manager and its local client subscribers is not a bottleneck since this
communication does not (in general) use the limited-bandwidth network that connects nodes
together. Note that updates that arrive as notification of remote triggers are effectively the
replica of remote data. Trigger notifications, therefore, increase the availability of remote data
to local clients (see Section 3.1.2).
The third case occurs when the trigger has inputs that belong to different nodes (remote
or local). This case is a generalization of the second case described above. In this case, the
trigger needs to be distributed among several nodes. One simple scheme for distributing the
trigger requires the local subscription service to install the original trigger on the local node,
and subscribe to a default update trigger roj on each node i that owns one of the trigger inputs
xi. Tz has x as its input, and has a condition that is always true. In this case, upon the
update of any trigger input xi, the corresponding update trigger Ti fires and notifies the local
node of the update. The update of xi will cause the local trigger's condition to be evaluated,
and thus the local clients to be notified. In the case where the occurrence of a remote data
38
event is part of the trigger input, but an update of the input variable is not needed to evaluate
the trigger condition, instead of installing a default update trigger, a default event trigger can
be installed. A default event trigger is similar to a default update trigger, with the difference
that the trigger sends a simple notification message instead of a variable update.
The following example illustrates the concept of remote triggers.
Example 3.1
Let XA and XB be the positions of nodes A and B respectively. Suppose a client on node A is
interested in a notification whenever the distance between nodes A and B is greater than x.
A trigger TIXAXBI>X with such a condition reacts to updates on both XA and XB. Suppose the
update of the local position XA is obtained through a local client from a GPS system. To obtain
updates of XB, node A needs to install a remote trigger on B. The inputs for TAxBI>6X are
XA and XB , and the events that cause its evaluation are updates of either XA or XB . The
condition is XA - XB I > 6x; the action is a simple notification.
The scenario for the subscription of such a trigger, TIXAXBI>6X, goes as follows. Assuming
that the subscribing client knows the names of data elements, XA and XB, it sends a subscription
request for TIXA-XBI>6X to the subscription service of its local node specifying the trigger inputs
and condition. The subscription service checks if it already has a subscription for TIXAXBI>6X.
If it does, it simply adds the client to the subscribers list. If not, then it installs TIXAXBI>X
in the trigger base and adds the client as a subscriber; then it checks whether subscriptions
for all remote inputs and condition arguments are available ( XB in this case). If not, then
it subscribes to the default update trigger TXB by sending a subscription request to node B's
subscription service, and adds rXB to the list of remote triggers that it has subscriber to.
3.9 Persistence Service
As was mentioned in Section 3.5, the database is viewed as another service in the architecture
and not as the central component. The main purpose for using a persistence service is to allow
a node that crashes to recover to a state as similar as possible to its state before crashing.
This recovery capability is important for situations like the battlefield where system crashes
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Table 3.2: Persistent Data Structures Used by the Different Services.
may be frequent. It is also important in cases where the environment is very large so that it is
impractical to store the state of the node in main memory.
In order to allow the system to recover, every service uses the persistence service to store
either permanent or temporary information. Table 3.2 lists the different data structures that
each service stores persistently. As one might conclude from this table and from the descriptions
of the different services, the state of a node upon startup after a crash consists of all transactions,
external and internal, that were submitted but not yet executed. It also contains all events that
were generated by transaction execution but were not signaled to the trigger service, and all
subscriptions that were submitted by local clients. Finally it contains the remote triggers that
the local subscription service has subscribed to. This fine granularity in the persistent state is
permitted by the highly uncoupled execution model of the architecture.
Figure 3-5 shows the different interactions between clients and services, and the interaction
between the services themselves.
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Service Data Structure Data Structure Name Description
Transaction queue External Transaction Queue Stores transactions
submitted by external
clients and remote nodes.
queue Internal Transaction Queue Stores transactions
generated by trigger
actions.
queue Event Queue Stores events that result
from transaction execution.
Trigger list Trigger List Stores triggers that are
already installed on the node.
Subscription hashtable Subscribers HashTable The key is a trigger, the
value is a list of subscribers.
list Remote Trigger Subscriptions to triggers on
Subscriptions remote hosts already made.
Figure 3-5: Interaction Between Different Services.
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3.10 Higher Level Services
In Section 3.5, I mentioned several advantages of the service design used in this architecture. I
conclude this chapter by describing another advantage of this design approach. As one might
notice from Figure 3.5, the different services of the architecture are layered. The first layer
consists of the Transaction Service and the Subscription service. The lower layer is the trigger
service. The bottom layer is the persistence service, which, as I mentioned is used by the other
services. Clients communicate with services in the first layer only. The trigger and persistence
services are transparent to them.
The set of layered services described above can be viewed as an infrastructure for higher level
services. More precisely, a set of triggers installed on one or more nodes can be seen as a service
from the point of view of the subscriber. In Example 3.1, the two triggers TIXABI>6x and
rXB together provide a service for the difference between the positions of XA and XB. Services
involving more nodes with complicated triggers can be abstracted in this manner. In any case,
as far as the subscriber is concerned, a subscription request to only one node is required. The
local subscription manager has the responsibility of distributing remote triggers appropriately.
The subscriber, however, is still required to specify the details of the local trigger. These
details can be hidden from the subscribers by implementing an additional service on top of the
subscription service previously described. This service can publish a set of predefined abstract
services (such as the position difference service of the example above). Published services can
in this case be described to the subscribers qualitatively, instead of describing them in terms of
triggers. Subscribers need not even know about the existence of triggers.
Subscribers might specify different levels of quality for their subscriptions, which translate to
different argument values on the level of triggers (such as the value of 6x in the position difference
service). In our previous example, two clients might subscribe to the position difference service
with arguments 6x and 6x + E, where c ~- 0. In this case, two different triggers need to be
installed, even though the two services are practically identical, especially with the presence
of network delays that are comparable to the rates of change of positions. This problem can
be avoided by allowing the arguments of published services to assume values that belong to a
finite set that covers the range of meaningful qualities of service.
Higher level services can be seen as providing services with guarantees in the form of bounded
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Figure 3-6: Triggers in Example 3.1 as a position differece service.
partial consistency. For instance, a trigger that sends an update of a position variable every
10 units guarantees to the subscribers that their version of the position variable is within 10
units of the true value. One should, obviously, take into account the network delays which
increase inconsistency. Assuming a probabilistic model of delays on network links, it would be
of interest to analyze what guarantees on consistency can triggers offer.
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Chapter 4
Java Prototype: A Proof of Concept
4.1 Overview
This chapter describes the implementation of a prototype of the architecture presented in Chap-
ter 3. The prototype is built in Java, and layers on top of existing Java services. The prototype
does not implement all the architecture specifications presented in Chapter 3. In particular,
it does not implement trigger histories. It also uses a simple scheme for distributing remote
triggers. The prototype, however, does implement the Transaction, Trigger and Subscription
services. It also implements the transactional semantics presented in Section 3.6.1. A standard
method for building user defined triggers is also implemented.
The communication between clients and their local services, as well as the communication
between different nodes uses Java Remote Method Invocation (RMI). RMI [Java98] is a standard
Java service that provides a mechanism for invoking methods on remote objects and returning
the invocation results, similar to CORBA. It hides the lower level complications of message
passing using TCP sockets directly, thus allowing for simple object-oriented implementation of
distributed applications.
The prototype uses ObjectStore PSE Pro for Java [ODI98] to implement the persistence
service. ObjectStore is an object-oriented database suitable for light applications, that is, appli-
cations which need the DBMS for persistence, and do not need complex querying capabilities.
ObjectStore provides transactional access to a local object-oriented database. It possesses the
advantage of providing a Java Application Programming Interface (API) and thus directly
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supporting the persistence of Java objects without translation.
The rest of this chapter describes the classes that implement names, transactions and trig-
gers as well as the different architecture services.
4.2 Persistent Objects
A persistent object is an object that ObjectStore can store in the database. In ObjectStore
terminology, such an object is called persistent-capable. In order for an object to be persistent-
capable, it should implement the java.io.Serializable interface. Moreover, it should include fields
that are either of basic Java types (i.e. int, float, String, etc.) or persistent-capable themselves.
The ObjectStore API includes persistent-capable versions of Java Collection objects, which
implement most common data structures.
As was mentioned in Section 3.9, different services use persistent data structures in order
to allow system recovery. The system stores data objects along with these objects in the same
database.
4.2.1 The Name Class
The architecture presented in Chapter 3 assumed that the data model is a hierarchy of objects,
where each object has a unique owner node. Each object is, therefore, referenced by a unique
name that reflect the position of that object in the object hierarchy. The naming scheme is
implemented by the Name class. A Name object has two parts. The first part is the owner,
which is a string that represents a host name of a valid IP address. The second part is a
directory-like path that references the object within the host. Different levels of the path are
separated by a '.'. A well formed path is of the form:
obj ect-name.member 1.member2.member3... (4.1)
The Name object has a string representation of the form:
/ /host-name/objectrname.member 1.member2.member3... (4.2)
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A persistent object in ObjectStore can be referenced using a unique string called a database
root. A data object with a name such as that in (4.2) is stored in the database under the root
name hostname/object-name.
This mapping between object Names and database root names implements the mapping
between the abstract model and the database that was mentioned in Section 3.4.
4.3 Transaction Manager
The Transaction Manager class implements the Transaction Service described in Chapter 3.
Before describing this class, I start this section by describing the transactional semantics that
the prototype implements.
4.3.1 Transactions
Recall from Section 3.6.1 that a transaction is a batch of operations performed on data ob-
jects. The client builds a transaction by building an instance of the Meta Transaction object,
which includes a description of the transaction. Objects that are involved in the transaction
operation are registered in the transaction by adding them to a temporary hashtable with an
arbitrary string as their key. Then operations are added to the MetaTransaction with a series
of addOperation methods, each of which adds an operation of one of the types listed in Table
3.1. Registering an object in a transaction does not mean that the object becomes persistent.
Object registration is a means for the transaction to reference the object in more than one
operation, and a means for the client to access an object in the result of a transaction once
this transaction is executed. The following example illustrates how to build a transaction that
creates an object of type Position and reads an object of type map:
//create data object
Position myPosition = new Position(5,4);
//create the Meta Transaction object
MetaTransaction myMetaTransaction = new MetaTransactiono;
//registering the position object under the hash key "item1"
myMetaTransaction.register(" item1", myPosition);
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//create a name referring to the position object in the database
Name namel = new Name("ceci.mit.edu/myPosition");
//adding an operation to create the database object myPosition
myMetaTransaction.addCreateOperation (name1, "item1");
//create a name referring to the map object in the database
Name name2 = new Name("ceci.mit.edu/myMap");
/add an operation to read the database object myMap and register it under the hash key
"item2"
myMetaTransaction.addReadOperation(name2, "item2");
In order to better explain how a client submits a transaction, I first briefly describe the
client class.
An application that is to operate as a client in the architecture should extend the client class.
The client class is constructed with a client name and with the name of its local Transaction
Manager. Since the client and the Transaction Manager communicate using RMI, these names
are used by RMI to identify both objects.
Two types of transactions can be submitted by the client. A blocking transaction blocks
the client thread until the transaction result is returned from the Transaction Manager. A non-
blocking transaction only blocks the client until the transaction itself is made persistent by the
Transaction Manager, by adding it to the external transaction queue; that is the transaction
has been accepted for later execution. In this case, a client can still refer to the result of its
transaction, by checking if the Transaction Manager has returned it (asynchronously). A client
submits the transaction of the above example as blocking in the following manner:
Client myClient = new Client(clientName, TransactionManagerName);
myClient.initialize( );
TransactionResult myBlockingResult =
myClient.submitTransaction(myMetaTransaction);
The map object that was read in the transaction can be accessed from the TransactionResult
object. A non-blocking transaction can be submitted as follows:
myClient.submitTransaction(myMetaTransaction, "myNonBlockingResult");
Later on, the client can check if the result is obtained by performing the following:
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TransactionResult myNonBlockingResult =
myClient.getResult (" myNonBlockingResult");
Setting the second argument of the submitTransaction( ) method to null indicates to the
Transaction Manager that the client is not interested in the transaction result. In the case where
a client transaction is aborted, the client can obtain this information from the transactionResult,
together with a description of the reason why the transaction failed.
Note that both submitTransaction methods call RMI methods in the TransactionManager
class.
The TransactionManager class implements the Transaction Service described in Section
3.6. The members and methods of this class are static, which ensures that a Java Virtual
Machine (VM) can only run one instance of this class. Given this fact, the instance of the
TransactionManager running on a Java VM is referred to as "the Transaction Manager". The
Transaction Manager is responsible for accepting transactions from clients, executing them,
returning their results and signalling events that could activate triggers to the Trigger Service
implementation.
A MetaTransaction contains the description of the client transaction. It is the task of the
Transaction Manager to translate this description to actual operations on the database, and
execute them atomically using ObjectStore's transactional capabilities. ObjectStore, however,
allows only one transaction to be active at any time. The approach taken to solve the problem
of both accepting client transactions and executing them is to open a global transaction when
the Transaction Manager is initialized, and then regularly apply a checkpoint operation to this
transaction when necessary. The checkpoint operation amounts to committing the transaction
and leaving it open. However, the checkpoint operation commits all persistent-capable objects
present in the VM to the database as persistent objects. This includes both data objects and
manager objects (such as transaction queues). The synchronization of transaction execution
is done as follows: as long as there are transactions present in either the external transaction
queue or internal transaction queue of the Transaction Manager, a thread in the Transaction
Manager pops the queue, executes the transaction and applies a checkpoint operation on the
global ObjectStore transaction. Meanwhile, a client that submits a transaction should not
return until its transaction is made persistent in the external transaction queue. It should
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also not commit the global transaction itself, since a commit while the Transaction Manager
is executing another client transaction is unsafe. The client, therefore, submits its transaction
in a thread that adds itself to a thread group in the Transaction Manager and waits. When
the transaction execution thread executes a transaction, it checks all waiting "submit threads",
makes their transactions persistent and returns them. Then the execution thread executes the
next transaction, if any. Submit threads that contain non-blocking transactions are returned
immediately after their transaction is made persistent in the external transaction queue. Those
that contain blocking transactions are only returned when the transaction is executed and its
result is obtained. The following section presents the synchronization algorithm is in a pseudo-
code form.
Transaction Manager Algorithm
As was mentioned above, the client submits its transaction in a different Java thread called the
submitthread. The submitthread object contains a number of flags that indicate its state.
The isBlocking flag indicates whether the transaction is blocking or not. The added flag indicates
whether the transaction contained in the thread was added to the external transaction queue
or not. The resultObtained flag indicates whether this thread's transaction is already executed
(in the case where the transaction is blocking). In the SUBMITTRANSACTION method, the
submitthread object is added to a list of threads and its flags are initialized. Then it waits
until its returned flag is set to true.
SUBMITTRANSACTION( newTransaction, isBlocking) {
submitthread +- new Thread (thread_list[ ], newTransaction)
submitthread.returned <- FALSE
submit thread.added +- FALSE
submitthread.blocking +- isBiocking
sumbitthread.resultObtained +- FALSE
do submitthread.WAIT( ) until submitthread.returned = TRUE
if submit thread. blocking = TRUE
return submit thread.transaction.result
}
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The Transaction Manager runs a separate thread that adds client transactions to the exter-
nal transaction queue, and executes transactions as they are present in queue:
PROCESSTHREAD {
while( TRUE )
if ( internal _queue.length > 0 )
PROCESS( internal-queue )
else if ( external _queue.length > 0 )
PROCESS( external-queue )
globaltransaction.CH ECKPOINT( )
RETURNTHREADS( thread-list[] )
}
PROCESS( queue) {
currenttransaction = DEQUEUE( queue )
currenttransaction.EXECUTE( )
if ( currenttransaction.aborted = TRUE )
global _transaction.BEGIN( )
DEQUEUE(queue)
global_transaction.CH ECKPOINT( )
else
internalQueue.ADD( SIGNALEVENTS() )
}
RETURNTHREADS ( threadlist[] ) {
for i <- 0 to thread list.length
if thread-list[i] != NULL
if thread~ list[i].added = FALSE
thread _list[i].added <- TRUE
externalQueue.ADD( thread _list[i].transaction )
if thread _list[i].blocking = FALSE
thread list[i].returned +- TRUE
else if thread list[i].added = TRUE and thread list[i].blocking = TRUE
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if thread__Iist[i].resultObtained = TRUE
thread _list[i].returned +- TRUE
global _transaction.CH ECKPOINT( )
}
The PROCESSTHREAD thread loops forever, checking if the internal transaction man-
ager contains transactions that have not been executed yet. If not, it checks if the external
transaction queue contains a transaction. This gives priority to internal transactions. When a
transaction is found in either of the two queues, the transaction is executed in the PROCESS
method. The events that are generated from the execution of the transaction are passed to
the Trigger Manager using the signalEvents() method. This method returns any transactions
that are generated by triggers firing. These transactions are added to the internal transaction
queue.
At every round of the infinite loop, the list of submitthread objects is checked to see if there
is a submitthread that can be returned. This is done in the RETURNTHREADS method. A
submitthread can be returned in one of two cases:
" If it is non-blocking and it was added to the external transaction queue (indicated the
added flag).
" If it is blocking, it was added to the transaction manager queue, and its result was obtained
(indicated the resultObtained flag).
If the RETURNTHREADS method finds a transaction that was not added it adds it to the
external transaction queue, and only returns it if it is non-blocking. If, on the other hand, the
transaction was added, it is blocking and its result was obtained, it is returned by setting the
thread's returned flag to true.
4.4 Trigger Manager
This section describes the TriggerManager class that implements the Trigger Service described
in Section 3.7. However, before discussing this implementation, a description of trigger imple-
mentation is presented.
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Member Description
events Vector of Names of variables which are events that
cause the trigger to be evaluated.
hasEvent(Name event) Returns true if the trigger has the Name in the
argument as an event.
getEvents() Returns the trigger events.
condition Transaction A MetaTransaction object containing transaction
required to evaluate the trigger condition.
getConditionTransaction() Returns condition transaction.
abstract evaluate Condition( Evaluate the trigger condition. The information
TransactionResult tr) needed for evaluation is contained in the tr argument.
This result is obtained by executing the
transaction contained in condition Transaction.
action Transaction A MetaTransaction object that holds the transaction
that is executed on the local database when the
trigger fires.
getAction() Returns the action Transaction.
notification Name of data object that is sent to subscribers
when the trigger fires.
abstract toString() Returns a unique string representation of the trigger.
abstract equals(Trigger T) Returns true if the string representation of the trigger
is equal to that of the argument.
copy() Returns a copy of this trigger instance.
Table 4.1: Trigger Class Description.
4.4.1 Triggers
The prototype allows users to install fairly arbitrary triggers. However, in order for these
triggers to operate correctly and in order for the architecture to interface correctly to triggers,
new trigger classes are required to have a standard structure. This structure is defined by an
abstract Java Trigger class, which defines a skeleton of members and methods that user-defined
triggers should implement. New triggers are thus classes that extend the Trigger class. Table
4.1 lists the members and methods that the Trigger class contains.
An event that can potentially fire a trigger is bound to a specific object. Trigger events are,
therefore, specified in a vector of Name objects that hold the names of these data objects. An
event is thus bound to an object through that object's. The trigger condition is implemented
in two parts. The condition Transaction member is a MetaTransaction that is executed as a
precondition fot the evaluation of the trigger condition. The TriggerManager executes this
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transaction to obtain values of data items that it needs to evaluate the condition. This trans-
action, therefore, should include read and invoke operations only. The result of this transaction
is passed to the evaluate Condition() method, which evaluates the condition of the trigger and
returns the result as a boolean value. The trigger action is a transaction (of type MetaTrans-
action) that is executed on the local database when the trigger condition is evaluated to true.
The notification field contains the Name of the data object that is sent to subscribers when the
trigger fires.
The following example illustrates a trigger that takes a position object as its input, and fires
when the distance between the new value of the position and the last updated value exceeds a
certain threshold delta. The trigger class name is PosDiffFromLast Trigger. In addition to the
name of the input position, the trigger requires two other arguments: a threshold delta and a
position object to hold the value of the last position update:
protected Name posA;
protected Name posAlast;
protected double delta;
The constructor adds the name of the input position to the event vector. It also assigns the
name of the notification object, and constructs the condition and action transactions:
public PosDiffFromLastTrigger(Name posA, Name posAlast, double delta)
extends Trigger {
events.add( posA);
this.posA = posA;
this.posAlast = posAlast;
this.delta = delta;
//notification is the current position
notification = posA;
//construct condition Transaction,
||the conditions needs the values both the current and last positions.
conditionTransaction = new MetaTransaction( );
conditionTransaction.addReadOperation( posA, "posA" );
conditionTransaction.addReadOperation( Alast, "posAlast" );
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7/construct action Transaction,
7/this transaction reads the value of the new positions and assigns its
7/value to the last position variable.
actionTransaction = new MetaTransaction( );
actionTransaction.register( "posA", posA );
actionTransaction.addReadOperation( posA, "posA" );
actionTransaction.addUpdateOperation( posAlast, "posA" );
}
The evaluate Condition() method obtains the values of both current and last positions, and
checks if their difference is larger that delta:
public boolean evaluateCondition(TransactionResult tr) {
Position pA = (Position)(tr.getResult( ).get( "posA" ));
Position pAlast = (Position)(tr.getResult( ).get( posAlast ));
return ( pA.distanceFrom( pAlast ) > delta ) ? true : false;
}
Finally, every trigger class should implement the toString() method. This method returns a
unique string which represents the trigger object. The convention is for the string representation
to start with the name of the trigger subclass, followed by arguments that distinguish the trigger
object. For instance, if the trigger in the previous example is instantiated as follows:
posA = new Name("tankl.pos", "ceci.mit.edu");
posAlast = new Name("tank1.posLast"," ceci.mit.edu");
PosDiffFromLastTrigger t1 = new PosDiffFromLastTrigger(posA, posAlast, 0.2);
Then the string representation of trigger t1, as returned by toString() is:
PosDiffFromLastTrigger://CECI.MIT.EDU/tankl.pos:
//CECI.MIT.EDU/posAlast:0.2
It is clear from this example that two triggers have the same string representation if and
only if they have the same position arguments and the same delta threshold, and, therefore,
are equivalent. Consequently, two triggers are equal (i.e. the equal() method returns true) if
they have the same string representation.
A distinction should be made between a trigger class and a trigger instance. A trigger class
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is a Java class that extends the Trigger class, such as the PosDiffFromLastTrigger class in the
example above. On the other hand, a trigger instance is an instantiated object of a trigger class,
such as the object t1 in the example above. Clearly, two trigger instances of the same trigger
class can have different arguments. In this case, they have different string representations.
As in the case of the TransactionManager class, the fields and methods of the Trigger-
Manager class are static. This class is, therefore, referred to this class simply as "the Trigger
Manager".
As far as a client is concerned, installing a new trigger instance on the system and subscrib-
ing to one that already exists are the same. The client submits a subscription that includes the
trigger instance and the client's Name to the Transaction Manager. The subscription is submit-
ted in a submit Thread similar to that of a transaction. This submission is synchronized through
the same mechanism described in Section 4.1, that is, it waits until it is added to the external
transaction queue. When its turn for processing arrives, the Transaction Manager detects that
it is a subscription request, and therefore submits it to the Trigger Manager. The Trigger Man-
ager, which maintains a persistent list of all triggers existing at the node, checks whether an
identical instance of the trigger exists in this list (using the trigger's equal() method). If it does
not, it adds the instance in the subscription request. In both cases it submits the subscription
request to the Subscription Manager (see next section).
When the execution of a transaction results in the generation of events, the Transaction
Manager calls the Trigger Manager's signalEvents() method repeatedly with generated events
(see page 50) . The Trigger Manager checks which triggers in its list have the specified event. For
each trigger that qualifies, the Trigger Manager obtains the conditionTransaction and performs
it. Note that the condition Transaction does not have to go though the transaction queue of
the Transaction Manager; the Trigger Manager can perform it directly (using the Transaction
Manager's API), since the Transaction Manager is not executing other transactions at the
time when the conditionTransaction is executed. The Trigger Manager obtains the result of
the condition Transaction, and calls the evaluate Condition( ) method with the result as an
argument. The evaluate Condition() method uses this result to evaluate the actual condition
function, and returns a boolean.
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In the case where the trigger's evaluate Condition() returns true, the Trigger Manager noti-
fies the Subscription Manager. The trigger's actionTransaction, if any, is stored in a temporary
queue. When all the triggers that have the current event have been checked, this temporary
queue is returned by the Trigger Manager's signalEvents() method. The Transaction Manager
appends this queue to the head of its own internal transaction queue, and resumes execution.
Since the internal transactions have higher priority (see Section 3.6), the Transaction Manager
will process the transactions resulting from a trigger that fires before executing other transac-
tions that exist in its external transaction queue.
4.5 Subscription Manager
The SubscriptionManager class, which implements the Subscription Service is also a static
class, and therefore I refer to it as "the Subscription Manager". The Subscription Manager is
responsible for two main tasks: accepting subscriptions and sending notifications to subscribers.
As mentioned in Section 3.8, a client only subscribes to its local Subscription Manager. The
Subscription Manager has the responsibility of delegating remote trigger subscriptions to the
appropriate remote Subscription Managers. The Subscription Manager maintains a persistent
hashtable of subscriptions called the subscriptionsHashtable. The keys in this hashtable are
string representations of triggers, and the list of subscribers is the corresponding value. When
a client submits a subscription request to the Subscription Manager, the Subscription Manager
installs the subscription in one of the three ways mentioned in Section 3.8. In the case of
a trigger having inputs that belong to different remote triggers, the Subscription Manager
implements the simple strategy of installing default update triggers on remote hosts. It then
adds the original trigger to the subscriptionsHashtable with the client's Name.
Obviously, in all three cases, when the trigger instance exists in the subscriptionsHashtable,
the client's Name is added to the list of subscribers to that trigger. This explains the fact that
to a client, trigger installation and subscription appear to be the same. The only requirement
is that for every trigger that is to be installed on the system, the trigger class should be in
the class path of the Java VM that runs the three services. It should also be mentioned that
the Subscription Manager maintains a list of remote triggers that it has subscribed to. This
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prevents it from subscribing twice to the same remote trigger, and thus saves unnecessary
communication.
A notification to subscribers occurs when a trigger fires. In this case, the Trigger Manager
signals to the Subscription Manager that the trigger fired. The Subscription Manager obtains
the object indicated by the notification Name of the trigger, and sends the notification to
subscribers using RMI. In the case where the subscriber is a client, the Subscription Manager
calls a client RMI method called getNotified(). The Subscription Manager passes to this method
the value of the notification object, and the string representation of the trigger that caused the
notification. This string representation is used by the client to identify the notifying trigger.
On the other hand, when the subscriber is a Subscription Manager of a remote trigger, the
notification is sent as an update operation in a MetaTransaction to the Transaction Manager
of the same remote host. The execution of this transaction results in the firing of the proxy
triggers that the remote node has installed on itself. This, in turn, results in clients on the
remote trigger being notified of the update.
A notification transaction is sent in a separate thread from the main thread that executes
transactions and manages triggers (this is done whether the subscriber is a client or a remote
Subscription Manager). This serves two purposes. First, it prevents potential deadlocks. For
instance, assume that node A is notifying node B, and at the same time B is notifying A.
Then A will be waiting for its call to submit its notification transaction to return, but B cannot
return it because it is waiting for its own submit call to return from A. Submitting notifications
in different threads prevents such a deadlock. Second, when the subscriber is a client, notifying
him in a separate thread reduces the time where the main thread of the system is blocked
and also prevents malicious behavior from the client's side, such as intentionally blocking the
Subscription Manager.
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Chapter 5
Conclusion
5.1 Summary of Work
This thesis presents a trigger architecture to implement information distribution in distributed
low bandwidth environments where information change is dynamic. The main purpose of the
architecture is to automate information distribution in the battlefield at the lower echelon level.
The design principles of the architecture, however, are appropriate to implement automated
information distribution in other similar environments such as the stock market and civilian air
traffic control.
The environment is assumed to consist of a set of hosts connected by a communication
network. Each host possesses data items that only it can update. It is assumed, however, that
clients present on a certain host may be interested in data that belongs to hosts other than
their own. Since complete consistency is neither possible nor desirable in situations where data
change dynamically and available network bandwidth is restricted, only relevant changes to
data are sent to interested clients. Clients express their interest in data items by subscribing to
triggers. Trigger conditions implement a mechanism to decide when a relevant change in data
occurs and subscribers should be updated. Every host, therefore, contains a partially consistent
model of the environment, and triggers are a mechanism to manage the inconsistency of the
model under certain network conditions.
The thesis argues that the traditional approach of active database systems does not present
a ready solution to this problem. It advocates for building the architecture as a set of services.
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A host's model is stored in a local database managed by a persistence service. Local clients
access their local model by submitting transactions. A transaction in this case is a batch of
operations that is executed atomically. The transaction service receives client transactions and
executes them in serial order. Triggers are managed by the trigger service. The trigger service is
responsible for executing triggers when trigger events occur. Client subscriptions to triggers are
managed by the subscription service. The subscription service delegates trigger subscriptions
initiated by remote clients to the subscription services of the respective remote hosts. It also
notifies subscribers when triggers fire. The persistence service is used by the other three services
to store their state (i.e. transactions, triggers, subscriptions) persistently. This allows a host
to recover from crashes and restore itself to a state similar to that it was in before crashing.
Chapter 4 describes a Java implementation of the architecture using ObjectStore PSE Pro
for persistence. Transactional semantics that build on top of ObjectStore's transactional ca-
pabilities are developed. In addition the prototype allows users to define arbitrary triggers in
a manner that conforms to a standard structure defined by an abstract Trigger class. Clients
subscribe to triggers and receive trigger notifications through an implementation of the subscrip-
tion service. Communication between clients and services, as well as communication between
services on different hosts is carried through Java RMI.
5.2 Future Work
5.2.1 Naming and Directory Services
The Java prototype in Chapter 4 uses a static naming scheme built on top of Java RMI.
A general implementation of the architecture requires a consistent naming scheme to translate
between the real environment and data objects that serve as inputs to the triggers. The situation
is further complicated by the fact that the name mapping is not stable, since host addresses
and network routing can change dynamically. Furthermore, the hierarchy of data items (see
Section 3.4) may also change dynamically during the operation of the system. Directory services
complement naming services in implementing this dynamic hierarchy.
The Java Naming and Directory Interface (JNDI) [Lee99], a Java Standard Extension, is
a platform and protocol independent layer that unifies the interface to a number of currently
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supported naming and directory services. JNDI is relatively semantic free and independent of
any specific directory service implementation, but it does support the concept of federated name
spaces. JNDI is an appropriate implementation for a Naming service that could be integrated
with the other architecture services.
5.2.2 I/O Automata Formulation of Triggers
The input/output (I/0) automaton model is a general tool for modeling asynchronous distrib-
uted and concurrent systems. It was first introduced in [LT87]. The model has very little
structure by itself, which provides for its flexibility. However, it provides a framework for rea-
soning about correctness and performance of distributed systems. [Lyn96] includes a detailed
description of the model.
Triggers, as presented in Section 3.7.1, can be modeled as I/O automata with trigger events
as the automaton input action, trigger's history as the automaton's state, condition evaluation
as the automation's internal action and trigger notification as the output action. Such a formu-
lation allows a more precise formulation of the higher level services presented in Section 3.10
through the composition of trigger automata. Moreover, a modeling of the network links as
channels with probabilistic delays allows one to quantify the partial consistency that triggers
can guarantee.
A formal model of the transaction service facilitates the development of a transaction exe-
cution model which is more efficient than that presented in Section 3.6.
5.2.3 Trigger Distribution
Section 3.8 argued that remote triggers should be installed on remote hosts to implement a
trigger that depends on data objects that belong to different nodes. It also introduced a simple
scheme for remote trigger installation. This scheme, in effect, causes every update of data
items that constitute the trigger's input to be pushed to the trigger host. Such a scheme is not
efficient since partial trigger conditions can be evaluated on hosts that are closer to the input
sources than the trigger host is. The trigger node is thus only updated when the update affects
the trigger's condition. Trigger distribution schemes that minimize different objective functions
might be developed. One possible objective function is the expected number of messages sent
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when a trigger event happens. The frequency of occurrence for each trigger event clearly affects
the optimal scheme for distributing a certain trigger among the network hosts.
A final aspect of the problem under current consideration analyzes the effect of optimal
trigger distribution on the amount of partial consistency that triggers can guarantee.
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