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Abstract
The problems addressed in this thesis revolve around two types of non-stationary dy-
namical systems: sequential compositions of interval maps with a neutral fixed point
(Pomeau-Manneville maps) and intermittent quasistatic systems. Both systems are
non-uniformly expanding and time-dependent, and (typically) lack invariant mea-
sures. The evolution of states under a sequential system is described by a sequence
of varying self-maps T1, T2, . . . of a phase space X. Such constructions are motivated
by applications to non-equilibrium processes in nature, where the map Tn describing
how a state evolves from time n to n + 1 should depend on n. Quasistatic systems on
the other hand draw inspiration from thermodynamics and model situations where
the observed system transforms (infinitesimally) slowly with time due to external in-
fluence. At any given time the system is at an equilibrium, but over a long time span
the equilibrium slowly changes. The thesis consists of an introductory part and three
research articles. The first and third article are about quasistatic systems, while the
second article deals with sequential systems.
The second article is motivated by multivariate normal approximation for Pomeau-
Manneville maps. The main result is a functional correlation bound widely useful for
showing limit theorems in the sequential settting. We prove the result by modifying a
technique of Liverani, Saussol, and Vaienti, which is based on a probabilistic approx-
imation of the deterministic system. We present two applications of the result for a
single Pomeau-Manneville map, by showing that the bound implies the correlation-
decay conditions of the normal approximation methods due to Pène-Rio and Stein.
Both methods yield a multivariate central limit theorem with an estimate on the rate
of convergence. The rate produced by the former method is optimal with respect to
the Kantorovich (or Wasserstein) metric. The latter method is suitable also for normal
approximation in non-stationary settings.
In the first article we introduce the intermittent quasistatic system and obtain sev-
eral tools for its further analysis, including L1-perturbation estimates for the transfer
operators. The main result is an almost sure ergodic theorem for the time-averages of
the model. The proof, which is partly based on a general theory developed by Sten-
lund, makes extensive use of the polynomial memory loss bound shown recently by
Aimino et al. The third article builds on the results of the first two articles. By solving a
well-posed martingale problem, we show that limiting distributional behavior of inter-
mittent quasistatic systems can be characterized by a stochastic diffusion process. The
result extends that shown by Dobbs and Stenlund for a class of uniformly expanding
quasistatic systems.
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The topics of this thesis lie at the interface of non-stationary and non-uniformly hy-
perbolic dynamics. Non-uniformly hyperbolic systems have been studied extensively
in the context of maps with neutral fixed points, at least since the Pomeau-Manneville
map was proposed as a model for the intermittency of turbulent flows [17, 42]. We
study the following version of the Pomeau-Manneville map introduced by Liverani,
Saussol, and Vaienti in [32]: for each α ∈ (0, 1), define the map Tα : [0, 1]→ [0, 1] by
Tα(x) =
{
x(1 + 2αxα) ∀x ∈ [0, 1/2),
2x− 1 ∀x ∈ [1/2, 1].
(1)
Such maps are often called "intermittent" because of their dynamical characteristics:
the dynamics is strongly chaotic due to expansion, except near the neutral fixed point
at the origin. Once the trajectory of a point lands near the origin, it stays there for a
possibly large number of iterations, until expansion eventually has noticeable effect
again and the trajectory returns to the strongly chaotic region. Local expansion around
the origin weakens as α grows. On the other hand, as α ↓ 0 the neighborhood in which
T′α ≈ 1 becomes ever smaller, and at α = 0 we arrive at the uniformly expanding angle
doubling map.
It was shown by Pianigiani [41] in 1980 that expanding maps with finitely many
neutral fixed points admit absolutely continuous invariant measures. The map Tα pre-
serves an absolutely continuous probability measure, which we denote by µ̂α. By a
result due to Thaler [51], the density ĥα of µ̂α becomes ever more concentrated around
the origin as α grows with a sharp estimate2 ĥα(x) ∼ x−α. In fact, it follows from [32]
that ĥα belongs to the convex cone
C∗(α) = { f ∈ C((0, 1]) ∩ L1 : f ≥ 0, f decreasing,
xα+1 f increasing, f (x) ≤ 2α(2 + α)x−αm( f )},
where m denotes the Lebesgue measure and m( f ) =
∫
f dm.
Correlation decay for intermittent maps was studied in the 90’s, first by Mori [36]
and Lambert et al. [29] in linear settings. The more difficult non-linear case was then
treated in [27, 32, 52]. Young’s [52] highly general approach was based on an abstract
"tower" model where the speed of correlation decay is determined by the tail of the
return time function. The model covers many non-uniformly expanding systems, e.g.
Viana maps [3] and certain unimodal maps [11], in addition to intermittent maps. For
maps such as Tα that satisfy −xT′′α (x) ∼ xα near the fixed point x = 0, the results
of [52] show that the correlation functions have an upper bound of order n1−1/α. A
lower bound of the same order was obtained by Hu [27] via transfer operator tech-
niques. Utilizing a randomly perturbed version of the transfer operator, Liverani et
al. [32] showed an upper bound of order n1−1/α(log n)1/α for the map (1). The rate is
nearly optimal: it is the same as that of Hu’s lower bound apart from the logarithmic
correction. Later Sarig [46] and Gouëzel [21] obtained sharp correlation decay rates in
the Young tower setting of [52].
In this thesis we focus on two particular classes of non-stationary systems, both of
which arise as suitable (non-random) compositions of the intermittent maps (1). The
first class is described by sequential compositions of the form Tαn ◦ · · · ◦ Tα1 where
2We denote g(x) . f (x) if there exists a system constant C > 0 such that f (x) ≤ Cg(x) for all x
in the domain of f and g. If C depends on some additional parameter α, we indicate this by writing
g(x) .α f (x) instead. Then f (x) ∼ g(x) means g(x) . f (x) and f (x) . g(x).
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each Tαn is a map in the family (1). The second class is a related construction called
intermittent quasistatic systems where the time-evolution is given by compositions
Tαn,k ◦ · · · ◦ Tαn,1 of maps whose parameters αn,k belong to the the same "level" of a tri-
angular array {αn,k ∈ [0, 1) : 0 ≤ k ≤ n, n ∈ N}. Sequential intermittent systems are
discussed below and in Section 2, and quasistatic systems in Sections 1.2 and 3 of this
introduction.
1.1. Memory loss. Non-stationary (or non-autonomous) systems model time-depen-
dent dynamics and physical processes that take place in evolving environments. Im-
portant examples include Sinai billiards where some of the scatterers move due to bom-
bardment by lightweight particles [50], and open systems with moving holes [35]. To
facilitate the analysis of such systems, Ott, Stenlund and Young [39] considered in 2009
the notion of memory loss – a counterpart for the stationary notion of correlation de-
cay. The system is said to lose its memory (in the statistical sense) if the time-evolutions
µn, νn of any two sufficiently regular initial distributions µ0, ν0 satisfy ‖µn − νn‖ → 0
as n → ∞ with respect to some suitable notion of distance ‖ · ‖. The condition can be
interpreted as all regular distributions being attracted by the same moving target in the
space of measures. We emphasize that, unlike in the case of a stationary system with
good statistical properties, measures evolving under non-stationary dynamics typi-
cally fail to converge toward any invariant distribution due to the dynamics changing
with time.
Of considerable importance is the rate at which memory is lost. In [39], Ott et al.
showed by using an adaptation of the coupling method [34, 52] that time-dependent
compositions Tn ◦ · · · ◦ T1 of uniformly expanding and one-dimensional piecewise ex-
panding maps Tn : X → X satisfy a rapid rate in the strong sense∫
|ϕn − ψn| dµ .ϕ,ψ θn, (0 < θ < 1) (2)
where ϕn and ψn denote the time-evolutions of some initial densities ϕ and ψ with re-
spect to a suitable reference measure µ on X. In this case it is said that the system loses
its memory exponentially. Given an observable f : X → R, one may for instance use
the bound to study limiting properties of the Birkhoff sums ∑n−1k=0 f ◦ Tk ◦ · · · ◦ T1. The
particular problem of normal convergence has been considered in [8, 9, 13, 37].
The rate of memory loss was studied also in [24, 35, 48, 50] and in [1]. The first four
papers again obtained exponential rates: [48] for topologically transitive Anosov dif-
feomorphisms, [50] for Sinai billiards with moving scatterers, [24] for piecewise ex-
panding maps in higher dimension, and [35] for piecewise smooth open systems. The
study [1] of Aimino et al. from 2015 established for the first time a sub-exponential rate
of memory loss. The authors showed by building on the probabilistic approximation
method of Liverani et al. [32] that sequential compositions Tαn ◦ · · · ◦ Tα1 of maps in the
intermittent family (1) satisfy a rate of memory loss that corresponds to the polynomial
correlation decay rate of [32]. An extension of the method essentially yields the main
result of article (II), which is why we next discuss the contents of [1] in more detail.
Let us fix a number β∗ ∈ (0, 1) and denote C∗ = C∗(β∗). We call a sequence (Tn)n≥1
of intermittent maps Tn = Tαn admissible, if the parameters αn satisfy αn ≤ β∗ for all
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Given any admissible sequence (Tn)n≥1 of maps we abbreviate Ln = Lαn .
By the following result from [1], concatenations of transfer operators decay polyno-
mially in L1(m):
Theorem 1.1. Suppose (Tn)n≥1 is an admissible sequence of maps, and ϕ, ψ ∈ C∗ with
m(ϕ) = m(ψ). Then, for all n ∈N,
‖Ln · · · L1(ϕ− ψ)‖L1(m) ≤ C(m(ϕ) + m(ψ))ρ(n),




β∗ for n ≥ 2, and ρ(0) = ρ(1) = 1. The constant C > 0 in the
bound depends only on the system Tβ∗ .
Remark 1.2. In fact, the authors of [1] considered a slightly modified version of the
map (1) but pointed out that their approach works equally well for other related maps,
including (1).
A central idea in the strategy of [1, 32] was to perform a random perturbation in
order to suppress the intermittency effect. The idea is made rigorous by the notion of
a perturbed transfer operator, which in the time-dependent case is defined by
Lε,m = Lm+nε−1 · · · LmAε, m ≥ 1,
whereAε is the averaging operator3






and nε ∼ ε−β∗ is a positive integer given by the following important result from [1]:





Lnε+m−1 · · · Lm1Bε(z)(x)
satisfies
Kε,m(x, z) ≥ ω ∀x, z ∈ [0, 1], ∀m ∈N. (3)
Proving (3) was the primary obstacle to obtaining Theorem 1.1. To demonstrate the
usefulness of the lower bound, let us write
Lε,m f (x) =
∫ 1
0
Kε,m(x, z) · f (z) dz,
Then, let g ∈ L1(m) with m(g) = 0, and set I+ε,m = (Lε,mg)−1[0, ∞) and I+ = g−1[0, ∞).
Since 0 = m(g) = m(Lε,mg),∫ 1
0
















(Kε(x, z)−ω)g(z) dz dx = (1−ω)‖g‖L1(m).
Iterating the estimate then yields
‖Lε,(k−1)nε+m · · ·Lε,mg‖1 ≤ (1−ω)
k‖g‖L1(m) ∀k ∈N.
In other words, (3) implies that the perturbed transfer operator decays at an exponen-
tial rate. Theorem 1.1 essentially follows from this, after observing that for functions
3We denote Bε(x) = {y ∈ [0, 1) : d(x, y) ≤ ε}, where d(x, y) = min{|x− y|, 1− |x− y|}.
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ϕ ∈ C∗, the L1-distance between Lε,m ϕ and Lm+nε−1 · · · Lm ϕ decays polynomially in ε,
in fact at the rate ε1−β∗ .
Theorem 1.1 implies the polynomial decay of (non-stationary) correlations. It was
shown in [1] that for all f ∈ C1([0, 1]) and g ∈ C∞([0, 1]),∣∣∣∣∫ f · g ◦ T̃n dµ− ∫ f dµ ∫ g ◦ T̃n dµ∣∣∣∣ . f ‖g‖∞ρ(n), (4)
where T̃n = Tn ◦ · · · ◦ T1. Note that in the case µ = m and f ∈ C∗ the bound is an
immediate corollary of Theorem 1.1. The full result is obtained from this by observing
that products f h of functions f ∈ C1([0, 1]) and h ∈ C∗ can be written as differences
g1 − g2 of suitable cone functions. We comment more on this in Section 3.1.
1.2. Quasistatic systems. Articles (I) and (III) deal with quasistatic systems. In ther-
modynamics, the term quasistatic refers to an idealized process where the observed
system transforms infinitesimally slowly due to external influences. Motivated by such
setups, Dobbs and Stenlund [14] proposed in 2015 the following class of deterministic
non-stationary systems.
Definition 1.4 (Discrete time QDS). Let (X, F ) be a measurable space, M a topological
space whose elements are measurable self-maps T : X → X, and T a triangular array of the
form
T = {Tn,k ∈ M : 0 ≤ k ≤ n, n ≥ 1}.
If there exists a piecewise continuous curve τ : [0, 1]→M such that4
lim
n→∞
Tn,bntc = τt (5)
for all t, we say that (T, τ) is a quasistatic dynamical system (QDS) with state space X
and system spaceM.
The limit curve τ models the evolution of a slowly transforming system. Regularity
properties of τ and the rate of convergence in (5) typically play an important role in
the analysis of a particular QDS. Usually there does not exist a measure invariant for
all τt, but there still exists a family of measures {ν̂t}t∈[0,1] with some nice properties,
such that each ν̂t is invariant for τt.
The dynamics of the QDS (T, τ) are described by the triangular array T: given an
initial state x ∈ X, xn,k = Tn,k ◦ · · · ◦ Tn,1(x) is the state of the system after k steps on
the nth level of the array. Since Tn,1 ≈ τ0 typically differs considerably from Tn,n ≈ τ1
for large n, it is not possible to describe statistical behavior by directly studying limits
of Tn,k for fixed k. Rather it is necessary to analyze the entire curve t 7→ Tn,bntc and see
how it behaves in the limit. For this purpose we define for a given measurable function





In other words, Sn(x, t) is a piecewise linear interpolation of the Birkhoff type sum
∑bntc−1k=0 f (xn,k). Note that, given an initial distribution µ for x ∈ X, x 7→ Sn(x, ·) can
be viewed as a random element with values in the space C0([0, 1]) of continuous real-
valued functions. Then it is natural to ask whether ζn(x, t) = n−1Sn(x, t) converges in
some sense. In the degenerate case Tn,k = T1,0 for all 0 ≤ k ≤ n, Birkhoff’s theorem
4For any real number s ≥ 0, bsc denotes the integer part of s.
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guarantees that ζn(x, t)→ t
∫
X f dµ almost surely, provided that µ is T1,0-invariant and
T1,0 is ergodic. Below we state an ergodic theorem from [49] for a more general class of
QDSs.
For all 0 ≤ k ≤ n, we denote
fn,k = f ◦ Tn,k ◦ · · · ◦ Tn,1,
and










ν̂s( f ) ds.
Theorem 1.5. Let f : X → R be a bounded measurable function and µ a probability measure.
Suppose the following conditions hold:
(i) The map t 7→ ν̂t( f ) is measurable;
(ii) limn→∞ µ( fn,bntc) = ν̂t( f ) for almost every t ∈ [0, 1];
(iii) For all integers 2 ≤ l ≤ 4, j ∈ {1, l − 1} and 0 ≤ k1 ≤ · · · ≤ kl,
|µ( fn,k1 · · · fn,kl)− µ( fn,k1 · · · fn,kj)µ( fn,kj+1 · · · fn,kl)| . f Φ(k j+1 − k j),






|ζn(x, t)− ζ(t)| = 0 (6)
for almost every x with respect to µ.
Condition (iii) presumes a sufficiently rapid polynomial decay of correlations and,




µ(|ζ̄n(·, t)|4) < ∞ ∀t ∈ [0, 1]. (7)
In particular, it follows that limn→∞ ζ̄n(x, t) = 0 holds almost surely for any fixed
t ∈ [0, 1]. Since f is bounded, the family of functions t 7→ ζ̄n(x, t) is uniformly Lipschitz





|ζ̄n(x, t)| = 0






∣∣∣∣∫ t0 µ( fn,bnsc)− ν̂s( f ) ds
∣∣∣∣ = 0,
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which is a direct consequence of condition (ii). Note that (5) and the piecewise conti-
nuity of τ suggest5
µ( fn,bnsc) = (Tn,bnsc ◦ · · · ◦ Tn,bn(s−ε)c+1)∗(Tn,bn(s−ε)c ◦ · · · ◦ Tn,1)∗µ( f )
≈ (τs)bnεc∗ (Tn,bn(s−ε)c ◦ · · · ◦ Tn,1)∗µ( f ),
whenever ε > 0 is small and n is large. Thus, we can expect condition (ii) if the
pushforward-measures (Tn,bn(s−ε)c ◦ · · · ◦ Tn,1)∗µ belong to a class of measures ν such
that limn→∞(τs)n∗ν = ν̂s. The latter convergence corresponds to a memory-loss prop-
erty of the autonomous system τs.
Conditions (i)-(iii) of Theorem 1.5 were verified in [49] for quasistatic billiards and
quasistatic expanding systems. The former model obtains in the limit of a dispersing
billiard with infinitesimally slowly moving scatterers. For the latter model we state the
rigorous definition from [49].
(M1) The system spaceM consists of all C2 expanding maps T : S1 → S1 of the circle
S1 = R/Z that satisfy inf T′ ≥ λ and ‖T′′‖∞ = supx∈S1 |T′′x| ≤ A∗ for the same
λ > 1 and A∗ > 0. The spaceM is endowed with the metric
dC1(T1, T2) = sup
x∈S1
d(T1x, T2x) + ‖T′1 − T′2‖∞,
where d denotes the natural metric on S1.
(M2) The curve τ : [0, 1]→M is Hölder continuous of order η ∈ (0, 1), such that
sup
0≤t≤1
dC1(Tn,bntc, τt) . n
−η.
The rate of convergence in (M2) is the natural one indicated by the "equipartition"
Tn,k = τkn−1 , although in general the maps Tn,k are not required to lie in the range of
τ. Each τt has a unique absolutely continuous invariant probability measure ν̂t whose
density lies in Lip(S1) = {h : h : S1 → R Lipschitz continuous}. We equip the space






The study [14] concerned further statistical properties of the quasistatic expanding
system. Let µ be an initial distribution of x ∈ S1, and for all t ∈ [0, 1] denote f̂t =
f − ν̂t( f ). Instead of the mean ζn(x, t), the authors of [14] studied fluctuations at a
finer scale, by looking at
ξn(x, t) = n−
1
2 Sn(x, t)− n−
1
2 µ(Sn(·, t)),
where Sn has been redefined (in the obvious way) for the quasistatic expanding system.
Here we often hide the x-dependence and denote ξn(t) = ξn(x, t). For each n ∈ N,
the map x 7→ ξn(x, ·) is a random element with values in C0([0, 1]), and we denote its
distribution (with respect to µ) by Pµn. The weak limit of (P
µ
n) was identified in [14] as
the law of a diffusion process:
5The pushforward (T)∗µ of a measure µ by a measurable map T : X → X is defined by (T)∗µ(A) =
µ(T−1 A) for all A ∈ F .
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Theorem 1.6. Suppose the observable f : S1 → R is Lipschitz continuous and µ is absolutely
continuous with Lipschitz continuous density. Then the measures Pµn converge weakly to the




σ̂s( f ) dWs,
where W denotes a standard Brownian motion, the stochastic integral is defined in the sense of
Itō, and








Remark 1.7. We have assumed for simplicity that the centering measure µ of ξn co-
incides with the initial measure, but the conclusion remains true for a wide class of
centerings other than µ(Sn(·, t)). After changing the centering, regularity assumptions
on the density of the initial measure can be dropped. A proof for these generalizations
would proceed with applications of the Portmanteau theorem and a density argument.
The proof of the theorem was based on solving a martingale problem that corre-
sponds to the expression of ξ. Tightness of the measures Pµn was established first by
invoking the Kolmogorov-Chentsov criterion, after observing that
µ[[ξn(t + δ)− ξn(t)]4] . ‖ f ‖4Lipδ2. (8)
The bound is a consequence of exponential correlation decay. Tightness then guaran-
tees the existence of a weakly convergent subsequence (Pµnk)k≥1. To identify the weak
limit P = limkP
µ
nk , the following Dynkin formula was shown: for all t ∈ [0, 1] let
πt : C0([0, 1])→ R be the evaluation functional πt(ω) = ω(t). Then,





E[A′′ ◦ πs]σ̂2s ( f ) ds ∀A ∈ C∞c (R), (9)
where E denotes expectation with respect to P, and C∞c (R) denotes the collection of
functions in C∞(R) with compact support. The formula leads to the conjecture that the




σ̂2t ( f )
d2
dx2
as its generator. This means that ξ should solve the stochastic differential equation
dξ(t) = σ̂t( f ) dWt. A strong solution to the latter equation always exists, and its unique
law Q is characterized by the following martingale property [45]:
Proposition 1.8. The measure Q is the unique measure such that Q(π0 = 0) = 1 and for all
A ∈ C∞c (R) the process
Mt = A ◦ πt − A ◦ π0 −
∫ t
0
Ls A ◦ πs ds, t ∈ [0, 1],
is a martingale with respect to Q and the filtration (Ft)t∈[0,1], where Ft is the sigma-algebra on
C0([0, 1]) generated by {πs : 0 ≤ s ≤ t}.
Given the foregoing characterization we see that, to obtain Theorem 1.6, it suffices
to show that P satisfies the above martingale property, for then we must have P = Q.
The proof of the martingale property was based on certain auxiliary results that
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granted control over the second moments µ[[ξn(t)− ξn(s)]2]. Key ingredients for con-
trolling the second moments were exponential memory loss and perturbation esti-
mates for the transfer operators LT of the expanding maps T ∈ M. In [14] it was
shown that for any Lipschitz continuous function6 g : S1 → Rwith m(g) = 0,
‖LTn · · · LT1 g‖L1(m) .g θ
n, (10)
whereLTn · · · LT1 is any n-concatenation of transfer operators. Moreover, if the transfer
operators are viewed as mappings Lip(S1)→ C0(S1), then
‖LT1 −LT2‖Lip→C0 . dC1(T1, T2), (11)
where ‖ · ‖Lip→C0 denotes the operator norm. Bound (10) is a strong type of exponen-
tial memory loss that was established via coupling. In the proof of the perturbation
estimate (11) it was important that the transfer operators LT map from a space of reg-
ular functions to a space of less regular functions. The two bounds can be used, for
instance, to show condition (ii) of Theorem 1.5.
2. NORMAL APPROXIMATION FOR INTERMITTENT MAPS
We work in the setting of the intermittent family (1); recall that µ̂α denotes the ab-
solutely continuous invariant probability measure associated to Tα. Then suppose
f : [0, 1] → R is a Lipschitz continuous function with µ̂α( f ) = 0. By Hu’s result [27],
we know that µ̂α( f · f ◦ Tnα ) = O(n1−1/α) so that if α < 1/2, the sum ∑∞n=0 µ̂α( f · f ◦ Tnα )
converges absolutely. It follows immediately by a general result due to Liverani [31]
that the central limit theorem (CLT) holds, but in fact much more is known. Gouëzel
[22] showed that if α < 1/3 and f can not be written as g− g ◦ Tα, then the Berry-Esseen













∣∣∣∣∣ . f n− 12 ,












The full result of [22] is more general than this. It applies to the Young tower setting
of [52], and for maps in the intermittent family it gives an estimate on the rate of con-
vergence also when 1/3 ≤ α < 1/2, depending on the local behavior of f (x) around
the neutral fixed point x = 0.
It follows directly from the preceding paragraph using the Cramér-Wold theorem
that the multivariate CLT holds for all sufficiently regular functions f : [0, 1] → Rd
with d ≥ 1. However, bounds on the rate of convergence do not directly pass to higher
dimensions. To estimate the speed of convergence in higher dimensions, a general ap-
proach based on Rio’s method of normal approximation [44] was developed by Pène
in [40]. Theorem 2.1 below is a special case of Pène’s result applied to dynamical sys-
tems.
6Strictly speaking, it suffices to require that g is Lipschitz continuous except across a single point
z ∈ S1, when the distance of two points x, y ∈ S1 \ {z} is understood as the length of the arc between
the points not containing z.
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Let (T, X,B, µ) be a probability preserving transformation. The covariance between
any two bounded measurable functions u, v : X → R is defined by
Covµ(u, v) = µ(uv)− µ(u)µ(v).
Given a measurable function f : X → Rd with d ≥ 1, we write
f k = f ◦ Tk






and WN = N−1/2SN for all N ≥ 1. Expectation of a function h : Rd → R with respect
to the d-dimensional centered normal distributionN (0, Σ) with covariance matrix Σ ∈









For a function G : Rd → R, we write DkG for the kth derivative of G, and also
denote ∇G = D1B. We define
‖DkG‖∞ = max{‖∂t11 · · · ∂
td
d G‖∞ : t1 + · · ·+ td = k }.
Finally, given two vectors v, w ∈ Rd, we write v⊗ w for the d× d matrix with entries
(v⊗ w)αβ = vαwβ.
Theorem 2.1. Let f : X → Rd be a bounded measurable function with µ( f ) = 0. Suppose
that there exist r ∈ Z+, C ≥ 1, M ≥ max{1, ‖ f ‖∞} and a sequence of non-negative real
numbers (ϕp,l)p,l such that the following conditions hold:
(P1) ϕp,l ≤ 1 and ∑∞p=1 p max0≤l≤bp/(r+1)c ϕp,l < ∞.
(P2) For any integers a, b, c satisfying 1 ≤ a + b + c ≤ 3; for any integers i, j, k, p, q, l with
0 ≤ i ≤ j ≤ k ≤ k + p ≤ k + p + q ≤ k + p + l; for any α, β, γ ∈ {1, . . . , d}; and
for any bounded differentiable function G : Rd × ([−M, M]d)3 → R with bounded
gradient,
|Covµ[G(Si, f i, f j, f k), ( f
k+p
α )
a( f k+p+qβ )
b( f k+p+lγ )c ]|





exists. If Σ = 0, then the sequence (SN)N≥0 is bounded in L2(µ). Otherwise there exists




for all N ≥ 1.
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The theorem guarantees the optimal rate of convergence with respect to the Kan-
torovich distance (Lipschitz continuous test functions) for systems satisfying condi-
tions (P1) and (P2). Note that (P2) can be viewed as a generalized correlation decay
condition where the composed outer function is not a product of one-dimensional ob-
servables but instead depends on a finite fragment of the system’s trajectory. Condi-
tion (P1) requires that the decay rate, given by the numbers ϕp,l, should be sufficiently
rapid. Pène showed in [40] that the conditions hold for the Sinai billard and Knud-
sen gas models, with ϕp,l decaying exponentially in p. In article (II), we show by ex-
tending the probabilistic approximation method of [1,32] that the Pomeau-Manneville
system (Tα, [0, 1],B([0, 1]), µ̂α) satisfies (P2) with ϕp,l = p1−1/α(log p)1/α, whenever
f : [0, 1] → Rd is Lipschitz continuous. The conclusion of Theorem 2.1 then follows
under the assumption α < 1/3.
The primary aim of article (II) is not to extend the stationary CLT, but rather to de-
velop tools for analyzing non-stationary systems, in particular quasistatic and sequen-
tial systems. A general operator theoretic approach to showing the CLT for sequences
(Tn)∞n=1 of transformations Tn : X → X was developed by Conze and Raugi in [13].
Their results roughly apply to a class of piecewise smooth uniformly expanding maps
whose quasi-compact transfer operators satisfy a minoration property together with
an exponential memory loss in the bounded variation norm. For such systems they
proved a CLT of the following type: given a regular function f : X → R, and an initial









d→ N (0, 1), (12)
given that Var(SN) → ∞. The result was applied in a concrete model of β transfor-
mations Tβn where the parameters βn approximate some fixed β with growing n; in
this case Var(SN) grows linearly if f is not a coboundary for Tβ7. Recently, Nicol et
al. [38] extended the method of [13] to a setting of intermittent maps, despite the fact
that there is no spectral gap for the transfer operators. Their result established (12) for
Pomeau-Manneville maps Tn = Tαn of a suitable parameter range, provided that the
growth of Var(SN) is sufficiently rapid. Below we discuss quite a different approach
to normal approximation, which is suited also for studying the rate of convergence in
non-stationary CLTs such as (12).
There have been other recent results on limit laws for non-stationary systems, some
of which extend and improve those mentioned above. For the expanding model of
Conze and Raugi (and related models), almost sure invariance principles [25] and con-
centration inequalities [2] have been shown. In [28], the authors introduced a new
version of Gordin’s martingale approximation method that allowed them to exam-
ine a variety of limit laws (e.g. invariance principles) for sequences of non-uniformly
hyperbolic systems. The existence of extreme value laws for sequences of Pomeau-
Manneville maps was shown in [16]. For recent advances in the research of slowly
mixing random dynamical systems we refer the reader to [4–7].
7i.e. can not be written as g− g ◦ Tβ
NON-STATIONARY DYNAMICAL SYSTEMS WITH INTERMITTENCY 17
2.1. Stein’s method. In [47], Stein introduced a method suitable for the normal ap-
proximation of weakly dependent random variables. The method has seen extensive
development in the literature of probability theory (see e.g. [12, 18, 20, 43]), but a sys-
tematic adaptation for dynamical systems had not been done until recently in [26].
Like the Pène-Rio method [40], Stein’s method allows to turn the problem of normal
approximation into a set of correlation decay conditions. However, unlike the method
of [40] or, say, the martingale CLT, Stein’s method does not resort to the use of charac-
teristic functions of the distributions. Instead, the method is based on solving the so
called Stein equation
tr ΣD2A(w)− w · ∇A(w) = h(w)−ΦΣ(h), (13)
where tr ΣD2A(w) denotes the trace of the matrix ΣD2A(w). Stein considered such
equations (in the one-dimensional setting) with the following idea: suppose that, for
each test function h belonging to some class H , the equation (13) has a solution A





|E[tr ΣD2A(W)−W · ∇A(W)]|. (14)
Hence, the distance between the distributions of W and N (0, Σ) can be bounded if
the right side can be bounded, and this only involves working with the distribution
of W. It is known [10, 18–20] that max1≤k≤3 ‖Dkh‖∞ < ∞ implies A ∈ C3(Rd,R) and
‖Dk A‖∞ < ∞ for 1 ≤ k ≤ 3.
In the setting of a measure preserving transformation (T, X,B, µ) the aim is to again
estimate the distribution of W = N−1/2 ∑N−1k=0 f
k by a normal distribution, where f :
X → Rd is d-dimensional and the notation is as explained above Theorem 2.1. If the
system is sufficiently mixing, the right hand side of (14) can be bounded by Taylor
expanding ∇A(W) about the auxiliary random vectors






[n]K = [n]K(N) = {k ∈ Z+ ∩ [0, N − 1] : |k− n| ≤ K}.
The random vector Wn differs from W by a time gap within [0, N − 1] of radius K =
K(N), centered at time n. In this step it is crucial that A is sufficiently smooth and has
bounded partial derivatives. The resulting estimate on the right side of (14), given by
the following result from [26], depends on the size of the gap K:
Theorem 2.2. Let f : X → Rd be a bounded measurable function with µ( f ) = 0. Let
h : Rd → R be any three times differentiable function with ‖Dkh‖∞ < ∞ for 1 ≤ k ≤ 3. Fix
integers N > 0 and 0 ≤ K < N. Suppose that the following conditions are satisfied:
(S1) There exist constants C2 > 0 and C4 > 0, and a non-increasing function ϕ : Z+ →
R+ with ϕ(0) = 1 and ∑∞i=1 iϕ(i) < ∞, such that
|µ( fα f kβ)| ≤ C2 ϕ(k)
|µ( fα f lβ f mγ f nδ )| ≤ C4 min{ϕ(l), ϕ(n−m)}
|µ( fα f lβ f mγ f nδ )− µ( fα f lβ)µ( f mγ f nδ )| ≤ C4 ϕ(m− l)
hold whenever k ≥ 0; 0 ≤ l ≤ m ≤ n < N; α, β, γ, δ ∈ {α′, β′} and α′, β′ ∈
{1, . . . , d}.
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(S2) There exists a function ϕ̃ : Z+ → R+ such that
|µ( f n · ∇h(v + Wnt))| ≤ ϕ̃(K)
holds for all 0 ≤ n < N, 0 ≤ t ≤ 1 and v ∈ Rd.
(S3) f is not a coboundary in any direction.8
Then




(µ( f n ⊗ f ) + µ( f ⊗ f n)) (15)
























is independent of N and K.
The result gives an estimate on the distance to a d-dimensional normal distribution
with respect to a smooth metric. In the case d = 1, the smoothness of h can be relaxed
to Lipschitz continuity, but this comes with two expenses. First, a bound of the form
(S2) must be verified for a whole class of less smooth test functions h. Secondly, the
upper bound in the conclusion depends on Σ: even in the case of independent random
variables the bound on the Kantorovich (or Wasserstein) distance depends on how the
variance compares with higher moments. The smooth metric is insensitive to the size
of the limit variance, as is seen from the case d = 1 of the above theorem. We refer the
reader to [26] for details of the alternative one-dimensional formulation.
Note that the assumptions as well as the conclusion of the result concern only the
given functions f and h, and the fixed numbers N and K. Moreover, the constant C∗
in the bound is expressed entirely in terms of the quantities appearing in the assump-
tions. Condition (S1) requires decay of correlations of orders two and four, at a rate
which has a finite first moment. Condition (S2) is similar to condition (P2) of Theorem
2.1, for it requires that the components of f n and∇h(v +Wnt) are nearly uncorrelated.
Of course, for the bound in (16) to be of any use, we need K 
√
N, and ϕ̃(K) needs to
be small.
A remarkable feature of Stein’s method is the fact that it is sufficiently flexible to be
used for normal approximation in non-stationary settings. A generalization of Theo-
rem 2.2 for sequential compositions Tk ◦ · · · ◦ T1 has been obtained by Olli Hella and
will be reported as a part of his doctoral thesis. The result can be used, for instance,
to estimate the rate of convergence in CLTs of the form (12) or in CLTs for quasistatic
systems. The conclusion of the generalized result concerns the normal approximation
8Given a unit vector v ∈ Rd, we say that f is a coboundary in the direction v if there exists a function
gv : X → R in L2(µ) such that
v · f = gv − gv ◦ T.










f̄ k = f ◦ Tk ◦ · · · ◦ T1 − µ( f ◦ Tk ◦ · · · ◦ T1)
and nothing is assumed on the invariance of µ. The result always gives an estimate
on the distance to N (0, ΣN), where ΣN = µ(WN ⊗WN), but here a simple condition
such as (S3) no longer guarantees convergence to a fixed normal distribution. For such
a result one has to typically know more about the behavior of µ(WN ⊗WN) as N → ∞
(for more discussions related to these issues see [13, 37, 38]). In addition to the above
changes, one has to also recast conditions (S1) and (S2) for the sequential system. E.g.,
in (S2) one needs to replace the occurences of f ◦ Tk throughout by the function f̄ k de-
fined above.
Conditions (S1)-(S3) of Theorem 2.2 were verified in [26] for Sinai billiards with con-
vex scatterers. In this case (S1) and (S2) hold with exponentially decaying bounds, and
by choosing K ∼ log N the theorem then yields the nearly optimal rate (log N)N−1/2.
In article (II) we establish (S1)-(S3) in the case of a single Pomeau-Manneville map Tα



















where C > 0 depends only on Tα. The rate in the bound is not optimal, but note that,
unlike Theorem 2.1, Stein’s method enables us to maintain explicit control of the con-
stants with respect to f and d. The bound (17) extends to a setting of sequential inter-
mittent systems through the generalization of Stein’s method discussed in the previous
paragraph.
2.2. Functional correlation decay. Given an admissible sequence (Tn)n∈N of Pomeau-
Manneville maps, we denote T̃n = Tn ◦ · · · ◦ T1. Then for any initial measure µ whose
density belongs to C∗, the pair correlation bound (4) tells us that∣∣∣∣∫ F(x, T̃nx) dµ(x)− ∫∫ F(x, T̃ny) dµ(x) dµ(y)∣∣∣∣ .F ρ(n), (18)
whenever F(x, y) = f (x)g(y) is a product of two one-dimensional observables. How-
ever, a number of limit theorems, including the CLTs mentioned above and Gouëzel’s
almost sure invariance principle [23], require bounds on integrals of the form
∫
F ◦
(T̃n)nk=1 dµ where F ◦ (T̃n)
n
k=1 is a more general functional of the process. Motivated by
this observation we generalize the bound (18) in article (II) as follows.






|F(y1, . . . , yα−1, xα, yα+1, . . . , yd)− F(y1, . . . , yα−1, x̂α, yα+1, . . . , yd)|
|xα − x̂α|
,
and say that F is Lipschitz continuous in the αth coordinate xα if Lip(F; α) < ∞.
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Theorem 2.3. Let (Tn)n≥1 be any admissible sequence of maps. Let F : [0, 1]k+1 → R be a
bounded function, and fix integers 0 ≤ n1 ≤ . . . ≤ nk, 1 ≤ l1 < . . . < lp < k. Suppose
that F is Lipschitz continuous in the coordinate xα whenever 1 ≤ α ≤ lp + 1, and denote by
H(x0, . . . , xp) the function
F(x0, T̃n1(x0), . . . , T̃nl1 (x0), T̃nl1+1(x1), . . . , T̃nl2 (x1), . . . , T̃nlp+1(xp), . . . , T̃nk(xp)).
Then, for any probability measures µ, µ1, . . . , µp whose densities belong to C∗,∣∣∣∣∫ H(x, . . . , x) dµ(x)− ∫ · · · ∫ H(x0, . . . , xp) dµ(x0)dµ1(x1) . . . dµp(xp)∣∣∣∣







where C > 0 depends only on Tβ∗ , ρ(n) = n
− 1β∗+1(log n)
1
β∗ for n ≥ 2, and ρ(0) = ρ(1) = 1.
In the special case p = 1 of a single "gap", the bound simplifies to∣∣∣∣∫ H(x, x) dµ(x)− ∫∫ H(x, y) dµ(x) dµ1(y)∣∣∣∣ . ρ(nl+1 − nl), (19)
where l = l1 and
H(x, y) = F(x, T̃n1(x), . . . , T̃nl(x), T̃nl+1(y), . . . , T̃nk(y)).
Then, given a Lipschitz continuous observable f : [0, 1] → Rd, a smooth test function
h : Rd → R, and 0 < K < n ≤ N − 1, we might for instance apply the bound with




α y, . . . , T
Ny),
where







The application yields condition (S2) of Theorem 2.2 with ϕ̃(K) = O(ρ(K)).
The full result of Theorem 2.3 follows by induction from the special case (19). The
proof of (19) is based on partitioning the unit interval [0, 1] = ∪2Nθ=1 Iθ into suitably
small subintervals Iθ = Iθ(N) such that T̃N  Iθ maps each Iθ diffeomorphically onto
(0, 1). The partition enables us to utilize the continuity of x 7→ H(x, y): if cθ denotes
the midpoint of Iθ, we can approximate H(x, y) ≈ H(cθ, y) with a small error. On the


































H(cθ, x) dµ(x) ≈
∫
H(cθ, y) dµ1(y) (20)
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for each θ with a good upper bound on the error. For this, we need a version of poly-







where 1Iθ denotes the indicator function of Iθ. We prove in article (II) the following
bound:
Proposition 2.4. Let h, g ∈ C∗ be densities, and let m ≥ 1 be an integer. Define






µ(Iθ)‖LN+m · · · L1(hθ − g)‖1 . ρ(m).
The bound follows by observing that the method of [1, 32] can be extended from
cone densities h to conditional densities of the form hθ. The result plays an instru-
mental role in article (III) where we utilize similar partitions {Iθ}2
N
θ=1 in the setting of
quasistatic systems.
We refer the reader to [30] for functional bounds and their applications to limit the-
orems in the setting of Sinai billiards.
3. STATISTICAL PROPERTIES OF INTERMITTENT QDSS
Recall that a QDS is a pair (T, τ) where T = {Tn,k : 0 ≤ k ≤ n, n ∈ N} is a
triangular array of maps in a topological spaceM, and τ : [0, 1] →M is a curve such
that Tn,bntc → τt as n→ ∞. In the case of the intermittent family we adapt the abstract
definition as follows:
Definition 3.1 (Intermittent QDS). Let X = [0, 1] andM = {Tα : 0 ≤ α ≤ 1} (equipped,
say, with the uniform topology). Next, let
{αn,k ∈ [0, 1] : 0 ≤ k ≤ n, n ≥ 1}
be a triangular array of parameters and
γ : [0, 1]→ [0, 1)
a piecewise continuous curve satisfying
lim
n→∞
αn,bntc = γt (22)
for all t. Finally, define τt = Tγt and
Tn,k = Tαn,k .
Recall that for each α ∈ [0, 1) there exists an absolutely continuous Tα-invariant prob-
ability measure µ̂α. We set ν̂t = µ̂γt so that ν̂t is invariant for τt = Tγt . The transfer
operator associated to Tn,k is denoted by Ln,k = Lαn,k .
Sections 3.1 and 3.2, respectively, summarize articles (I) and (III) where we show
results for intermittent QDSs that extend those of [14, 49]. In the analysis we utilize
extensively the known theory of sequential Pomeau-Manneville maps, in particular
the polynomial memory loss result of [1], but we also develop new tools such as per-
turbation estimates. The single most significant difference to [14, 49] is that the QDS
considered here is non-uniformly hyperbolic.
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To obtain our results we need to make some assumptions regarding the regularity
of γ and the rate of convergence in (22). Throughout this section we assume that γ is
Hölder continuous of order η ∈ (0, 1], that
γ([0, 1]) ⊂ [0, β∗] (23)





|αn,bntc − γt| < ∞. (24)
Condition (23) enables us to maintain uniform control in estimates involving memory
loss, whereas condition (24) reflects the regularity of γ. For simplicity we do not allow
γ to have jumps here, although the results in article (I) are proven for piecewise Hölder
continuous γ (also the results of article (III) extend to such settings).
3.1. Ergodic properties. For clarity we recast some of the definitions from Section 1.2
for the intermittent QDS: given a bounded measurable function f : [0, 1] → R, we
denote
fn,k = f ◦ Tn,k ◦ · · · ◦ Tn,1, 0 ≤ k ≤ n,




fn,bsc(x) ds, n ≥ 1.
Then, given an initial measure µ with density in C∗, we set















µ̂γs( f ) ds.





|ζn(x, t)− ζ(t)| = 0 (25)
for almost every x ∈ [0, 1] with respect to Lebesgue measure, whenever f ∈ C0([0, 1]).
By a density argument we see that it suffices to prove the result for all f ∈ C1([0, 1]).





∣∣∣∣∫ t0 µ( fn,bnsc)− µ̂γs( f ) ds
∣∣∣∣ = 0, (26)
provided that the following condition holds: for all integers 2 ≤ l ≤ 4, j ∈ {1, l − 1}
and 0 ≤ k1 ≤ · · · ≤ kl,
|µ( fn,k1 · · · fn,kl)− µ( fn,k1 · · · fn,kj)µ( fn,kj+1 · · · fn,kl)| . f Φ(k j+1 − k j), (27)
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where Φ(s) = s−1(log s)−2 if s ≥ 2, and Φ(s) = 2−1(log 2)−2 if 0 < s < 2. For this
reason we prove in article (I) that if s 6= 0, then µ( fn,bnsc) approximates µ̂γs( f ) with
increasing n as follows:
Proposition 3.2. Let µ be a probability measure with density h ∈ C∗, and let µn,k = (Tn,k ◦
· · · Tn,1)∗µ be its pushforward with density hn,k = Ln,k · · · Ln,1h. There exist c1 > 0 and
p0, p1 ∈ (0, 1) such that
‖hn,k − ĥαn,k‖L1(m) . n
−p0
whenever c1np1 < k ≤ n. Moreover, given a bounded function f : [0, 1]→ R,
|µn,bntc( f )− µ̂γt( f )| . ‖ f ‖∞n−p0 (28)
whenever c1np1−1 < t ≤ 1.
Since f is bounded, (26) follows at once from (28), meaning that we obtain (25) under
condition (27). Condition (27) applies only if β∗ is sufficiently small: by a correlation
decay result, such as Theorem 4.1 of article (I) or the functional bound discussed in the
previous section, we have that
|µ( fn,k1 · · · fn,kl)− µ( fn,k1 · · · fn,kj)µ( fn,kj+1 · · · fn,kl)| . f ρ(k j+1 − k j),
where ρ(k) . Φ(k) iff β∗ < 1/2.
The proof of Proposition 3.2 requires us to control ‖(Ln,k −Ln,j)h‖L1(m) for densities
h ∈ C∗. For this we show in article (I) the following L1-perturbation estimate:
Theorem 3.3. Let 0 < β∗ < 1. Then,
‖(Lα −Lβ)h‖L1(m) . ‖h‖L1(m)(β− α)
1
3 (1−β∗)|log(β− α)| ∀ h ∈ C∗ (29)
and
‖ĥα − ĥβ‖L1(m) . (β− α)
1
3 (1−β∗)2 |log(β− α)|
1
β∗ (30)
hold whenever 0 ≤ α < β ≤ β∗.
The result is instrumental in article (III). It applies also to more general functions h
through the following observation which is (essentially) from [32]: given any admis-
sible sequence (Tn)n≥1, Lipschitz continuous functions f1, f2, h ∈ C∗ and n ≥ 0, there
exist g1, . . . , g4 ∈ C∗ such that
f2 · Ln · · · L1( f1h) = g1 − g2 + g3 − g4
and
‖gi‖L1(m) . ‖ f1‖Lip‖ f2‖Lipm(h).
We provide a detailed proof for this statement in articles (I) and (III).
Above we have discussed how one can prove an ergodic theorem in the parameter
range β∗ < 1/2. In the parameter range β∗ ∈ [1/2, 1), the objective is still to show that
limn→∞ ζ̄n(x, t) = 0 almost surely, but here the fourth moment condition breaks down
and we can no longer rely on the strategy of [49]. Instead we invoke the following
known refinement of the Cauchy condensation criterion [15, 33]:




















∣∣∣ζ̄n ( kblog nc)∣∣∣
)2





|ζ̄nk(x, t)| = 0 (31)
for a subsequence (nk) such that nk/nk+1 → 1. The argument can be repeated for
any subsequence (nk) to obtain a further subsequence (nkl) that satisfies (31). That is,
supt∈[0,1] |ζ̄n(t)| → 0 in probability. We are unable to strengthen (31) to almost sure
convergence of the full sequence in the wider parameter range. The issues that arise




f ◦ Tn,bnsc ◦ · · · ◦ Tn,1 − f ◦ Tm,bmsc ◦ · · · ◦ Tm,1 ds
with n 6= m, which involves comparing different levels of the array T, consisting of
different maps.
To summarize the above discussion, we state as a result the conclusions of article (I)
concerning almost sure convergence.
Theorem 3.5. Suppose that the curve γ : [0, 1] → [0, 1] is (piecewise) Hölder continuous of
order η ∈ (0, 1], that
γ([0, 1]) ⊂ [0, β∗]





|αn,bntc − γt| < ∞.





|ζn(x, t)− ζ(t)| = 0 (32)







|ζn(x, t)− ζ(t)| ≥ ε
)
= 0
for all ε > 0.
(ii) If β∗ < 12 , then (32) holds for almost every x ∈ [0, 1] with respect to the Lebesgue
measure.
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3.2. Distributional properties. Let µ be an initial distribution of x ∈ [0, 1] with density
h ∈ C∗, and let f : [0, 1]→ R be a Lipschitz continuous function. For each t ∈ [0, 1] we
denote f̂t = f − µ̂γt( f ). In article (III), we obtain results that extend those of [14] by
showing that the fluctuations
ξn(x, t) = n−
1
2 Sn(x, t)− n−
1
2 µ(Sn(·, t))




σ̂s( f ) dWs,
where W denotes a standard Brownian motion, the stochastic integral is defined in the
sense of Itō, and








Note that, under condition (23), the latter limit exists when β∗ < 1/2.
We approach the problem by following the general strategy used in [14], outlined
below Theorem 1.6. A successful implementation of the strategy requires us to verify
the following two conditions:
(T) The distributions Pµn of ξn form a tight sequence of measures (with respect to
µ).
(M) The weak limit of a subsequence (Pµnk) satisfies the martingale property of Propo-
sition 1.8.
We establish condition (M) in the full parameter range β∗ < 1/2 but manage to show
condition (T) only if β∗ < 1/3: in the smaller parameter range condition (T) follows
by the Kolmogorov-Chentsov criterion combined with polynomial correlation decay.
Consequently, in the wider parameter range 1/3 ≤ β∗ < 1/2 we obtain the diffusive
limit only under the assumption that (Pµn) is tight.
The proof of condition (M) uses Taylor expansion. The role of the following estimates
on second moments is to facilitate controlling the error terms in the expansion.
Proposition 3.6. For all 0 ≤ t ≤ t + δ ≤ 1,
µ[[ξn(t + δ)− ξn(t)]2] =
∫ t+δ
t
σ̂2s ( f ) ds + δo(1) + o(n
− 12 ),
where the error terms are uniform in t and δ.
Proposition 3.7. For all A ∈ C∞(R), 0 ≤ s ≤ t ≤ 1,
µ[A(ξn(s))[ξn(t)− ξn(s)]2]− µ[A(ξn(s)]µ[[ξn(t)− ξn(s)]2] = o(1),
where the error term is uniform in t and s.
The former result yields a rate at which the second moments converge toward the
limiting variance, while the latter result is a type of decorrelation estimate for ξn. Key
elements in the proof of Proposition 3.6 are polynomial memory loss (Theorem 1.1),
perturbation of transfer operators (Theorem 3.3), and convergence of the pushforward
measures (Tn,bntc ◦ · · · Tn,1)∗µ toward the SRB measure µ̂γt (Proposition 3.2).
The proof of Proposition 3.7, like the proof of the functional bound discussed in
Section 2.2, is based on a canonical partition of the unit interval: given 0 ≤ s < t < 1,
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we write the unit interval [0, 1] = ∪2Nθ=1 Iθ as a union of 2N subintervals, such that for
each θ the map (Tn,N ◦ · · · ◦ Tn,1)  Iθ is a diffeomorphism onto (0, 1). If N = N(n, s) ≤
n is suitably chosen, then x 7→ ξn(x, s) is almost constant on each partition element Iθ,




µ(Iθ)|µθ[[ξn(t)− ξn(s)]2]− µ[[ξn(t)− ξn(s)]2]| = o(1), (33)
where µθ denotes the measure µ conditioned to the interval Iθ. It then remains to
replace the conditional measures µθ with µ in the double integral
µθ[[ξn(t)− ξn(s)]2] = n
∫∫
[s,t]×[s,t]
µθ( f̄n,bnuc f̄n,bnvc) du dv,
and control the error. The latter task is facilitated by removing a small region [s, s +
n−p]× [s, s + n−p] from the domain of integration [s, t]× [s, t], for then we can imple-
ment Proposition 2.4 to control the remaining term. This step requires rather careful
estimation using the inequalities of Jensen and Cauchy-Schwarz in combination with
Proposition 2.4, but the procedure eventually leads to (33). A technical issue here is
that, unlike in the model of [14], we have no uniform control on how the conditional
measures µθ evolve with the dynamic.
We end the discussion by stating the main result of article (III), which instead of ξn
concerns more general processes of the form
χνn(x, t) = n
− 12 Sn(x, t)− n−
1
2 ν(Sn(·, t)),
where ν is a probability measure possibly different from the initial measure µ. The
generalization is obtained from the result for ξn by an application of the Portmanteau
theorem. Let us denote by Pµ,νn the distribution of x 7→ χνn(x, ·) with respect to µ.
Theorem 3.8. Let f : [0, 1] → R be Lipschitz continuous, and let the initial measure µ be
such that its density belongs to C∗. Suppose that γ : [0, 1] → [0, 1) is Hölder-continuous of





|αn,bntc − γt| < ∞.
If the sequence of measures (Pµn)n≥1 is tight, then for any probability measure ν, whose density
g = g1 − g2 for some g1, g2 ∈ C∗, the sequence (P
µ,ν





σ̂s( f ) dWs.
Moreover, if β∗ < 1/3, then (P
µ
n)n≥1 is tight.
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