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Abstract. In this paper a specialized software environment for visualiza-
tion and steering of finite-difference computations is presented. The user
requirements are identified and the architecture of the environment is sum-
marized. The advantages of such a specialized system over some available
universal visualization systems are discussed and conclusions and future
research issues are given.
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1 Introduction and problem statement
Every computational simulation produces a set of numbers. If this set is not
very large, one can easily comprehend it or compare it with the expected
results. However, there are cases, where one cannot compute short characte-
ristics for the modeled phenomena or such short characteristics are not known.
Then we have to look through the large amount of numerical data and try to
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intuitively analyze it. The larger the amount of data is, the harder one can
understand the meaning of this data. Scientific visualization can make the
numerical data visible to the human eye. Scientific visualization is a computa-
tional process that transforms the data objects of scientific computations into
visible images on a computer display screen [1].
Often it is not enough to see the final result of the computations. The
intermediate data can also be of major importance. It could happen, that for
certain values of input parameters of the computation, the desired result will be
computed earlier than expected. It could also happen, that at the very beginning
of the simulation process the intermediate result shows, that further simulation
makes no sense. Therefore, it is also important to have a possibility:
• to observe the state of the computations;
• to stop the simulation and to change the values of the input parameters.
These properties of a simulation system are called computational steering.
An interactive steerable software system can save much computing resources
and time of the scientist. Authors and users of steerable systems also note
that the possibility to observe the state of the computations and to interactively
change the input parameters allows to develop more intuition about the effect
of problem parameters. It also helps to detect program bugs, to develop in-
sight into the operation of the algorithm, or to deepen an understanding of the
physics of the problem being studied [2].
Most traditional numerical computation systems use separate unrelated
programs for the computation and for its visualization. The visualization of
the resulting data in such a system can be a lengthy and tedious task, because
it demands much manual work of the scientist. He may be required to import
the data into the visualization program. It can also be necessary to convert the
data to a format, which the visualization program can handle. The scientist
needs to specify how the data should be displayed. The required user actions
to visualize the data are almost identical in a series of a similar experiments,
therefore it is preferable to automate them.
Universal interactive numerical computation environments build a possible
automated solution. Such a system incorporates all the processes of the nu-
merical experimentation: geometric modeling, specification of the input data,
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computations and the visualization – everything is running under the control of
one program. The advanced instances of universal computation environments
are SCIRun [2] and CUMULVS [3]. Some scientific software packages also
provide a means to create an environment for visualization of computations.
Those are: MATLAB [4], SCILAB [5] and Octave [6]. The third possibility to
create such an environment is to use scientific visualization frameworks. The
Visualization Toolkit [7] and VisAD [8] are widely used ones. A detailed survey
of the existing computational steering and visualization environments can be
found in [9]–[11].
Every group of a universal solutions we mentioned above has their own
drawbacks:
• They are difficult to adjust and apply for a particular problem. The ad-
justing requires often some programming. This is especially true for
scientific software packages.
• Universal systems are very complex and therefore they require much time
to learn before one can use them.
• They are not portable.
• They provide a limited user interface (scientific software packages).
• They are expensive and are not accessible to many scientists.
• The computing performance is not always good, especially when using
interpreted code in scientific software packages.
Our goal is to create an interactive visualization and steering environment
for finite-difference simulations which overcomes the trade-offs of the avai-
lable universal systems listed above. One way to do this is to restrict a set of the
problems which could be solved with the help of the environment. The more
specialized environment is easier to learn. It can also provide a much better
user interface because it should not take into account the requirements of every
possible numerical simulation problem, which is the case with a universal
environment.
The presented software system FDVis is an efficient interactive visualiza-
tion and steering environment specialized for computations based on the finite-
difference method. In this paper we outline the major steps of creating simple
scientific computation environment and share the experience we earned and
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the lessons we learned. First we identify common properties of the finite-
difference computations, which allow to simplify the environment. Then we
discuss usual requirements of the scientist and usual experimentation scenarios
which together form the requirements for the software system being created.
We demonstrate the use of the environment for solution of real problems and
define a class of problems for which it is useful.
2 Common properties of the finite-difference algorithms
The finite-difference method is a method for solving differential equations.
A numerical problem which is expressed as a differential equation, always
consists of:
• the differential equation, which describes the modeled process;
• the physical area, where the problem has to be solved;
• the initial and boundary conditions.
In the beginning, the numerical characteristics of the modelled pheno-
menon at the boundaries and the relations of these characteristics inside the
area are known. These relations are expressed by the means of (a system
of) differential equations. When solving the equations using finite-difference
method, the differential operators of the equations are approximated by the
finite-differences on certain area points – on the grid. Using boundary condi-
tions and difference equations we build a system of algebraic equations (often
linear) to find values of the unknown grid points. Most applications of the
finite-difference method compute new grid points in subsequent layers accor-
ding some dimension of the area. Using this property of layered computation,
we can state the following assumptions for the visualization and steering sys-
tem:
• the results of the finite-difference computation are split in layers;
• the computing program works as a filter transforming the known values of
the previous layer to the new layer;
• the layers are computed sequentially one by another;
• every layer is an intermediate result of the computation, it represents some
step of the computation along some axis.
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We also noticed another property which holds for most of the finite-diffe-
rence computations. The finite-difference method is used for problems with
relatively simple geometry of the physical area and unsophisticated initial and
boundary conditions (usually given by some analytical formulas). Although
theoretically this method can be used with problems with physical areas and
boundary conditions of any complexity, in such cases other methods are mostly
used, for instance, finite elements. When creating the visualization and stee-
ring system FDVis, we followed the following principles:
• We do not need a geometric modeling subsystem to specify the geometry
of the area. It is enough to give some scalar parameters: length, width,
step count and so on.
• To specify boundary and initial conditions of the problem it is also enough
to give some scalar parameters, which define the boundary values or the
constants in formulas if the boundary conditions are specified as some
analytical formulas.
3 User requirements
When performing numerical experimentation, the following scenario is usually
used by the scientist: first the input parameters for the computation are speci-
fied, then the necessary computations are performed and finally the numerical
results are visualized and analyzed. To achieve maximum usability of the
computation environment, all the steps mentioned above should be accessible
using a consistent user interface. Following the three steps of the experimenta-
tion, we specify further requirements for the user interface of the system being
created:
3.1 Input parameter specification
• any finite number of scalar input parameters can be specified;
• every input parameter should have its unique name;
• the parameters can be of various types; at least integer, real and string
valued parameters must be supported;
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• the input parameters for the entire series of experiments can be specified
by varying the value of some selected parameters;
• input parameters can be specified as expressions of other parameters; for
instance, by taking the value of time step parameter equal to the step along
some space axes or by specifying physical value of some parameter but
using the normalized value of it.
3.2 Computations
• the computations can be observed by inspecting the intermediate numeri-
cal results;
• the computations can be aborted without loosing the already computed
intermediate results;
• the series of computations can be started using the specified input parame-
ters for all the series.
3.3 Visualization
• Many characteristics of the numerical results can be visualized at the same
time. For instance, by modeling the generation of the ultrashort laser
pulses it is important to see the duration of the pulse and its energy distri-
bution on some plane of the crystal.
• During the computation one can select which of the many available cha-
racteristics of the numerical results should be visualized.
• During the computation one can choose one of the many visualization
techniques for the selected characteristics. For instance, two-dimensional
array of the intensity values of the laser pulse can be visualized as a three-
dimensional surface, as a set of two-dimensional iso-lines or as a color
map.
• The visualization should be possible not only during the computations,
but also after them, using saved numerical result data. The system should
allow to select the experiment out of the series and the numerical charac-
teristic which should be visualized.
• The results of the visualization should be usable for the further processing
– for creating presentations, publications and so on.
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The integrated visualization and steering software system should provide
a comfortable user interface to meet the requirements listed above.
4 System architecture
When creating the interactive visualization and steering environment FDVis,
we followed the properties, which are common to all finite-difference com-
putations: (1) the results are computed in layers and (2) the geometry of the
problem area and the boundary conditions can be specified relatively simply.
The previous section defines the functional requirements for the software sys-
tem. We have also some non-functional requirements. One of them is the
overall system efficiency. The possibility to interactively visualize and steer
computations should not create any significant slowdown of the computations
itself. The system should be flexible enough and easily adaptable to the dif-
ferent problems. To separate the parts of the system which can be exchanged
by adapting to the new numerical problem, we decided to split the system into
individual components (Fig. 1).
(java application)
User interface Visualization
commands (gnuplot)
Display engine Computer display
screen
Experiment
parameters
Computation
results
Images:
GIF
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engine
Fig. 1. FDVis system architecture overview.
The first module which can be different for another numerical problem is
a computation engine. It is a program that performs numerical computations
which simulate the problem being solved. Usually, the computation engine is
created by the expert of the problem domain. We created the computation
engine for FDVis which simulates the generation of ultrashort laser pulses
[12]. Its executable shgsolve reads the initial laser pulse characteristics as
input parameters and computes the intensity and other characteristics of the
laser pulse in a number of crystal layers. The essential requirement for the
computation engine is the efficiency. Therefore the computations are usu-
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ally implemented using the compiled programming language like C, C++ or
FORTRAN. There are cases where we may want to use an old computation
engine in the visualization system. Such a computation engine cannot have
any information about the visualization and steering system attached to it. We
use a computation engine as a separate executable module, which reads the
file with the input parameters and in the process of computation, generates the
files with the numerical result data of the layers along some dimension of the
numerical problem area.
Another component of the system FDVis, which performs a clearly defined
function and is potentially separable, is the display engine. It is a module,
which transforms the numerical data into the images on the computer dis-
play screen. This transformation is often numerically intensive, so it is also
important that the module is implemented in an efficient way. The efficient
visualization of the numerical data is a very well researched area. There are
many software packages for data visualization – both free and commercial.
So we decided not to reinvent the wheel and use one of those packages – the
gnuplot. The following properties of gnuplot have determined the choice:
• It is functional. It can display both two-dimensional and three-dimensional
data in many different ways.
• It is fast (written entirely in C).
• It is portable (written in portable C).
• It is flexible and easily used as a utility program.
• It is free. It costs nothing and is free to modify to fit our needs.
When needed the gnuplot can be easily replaced with another visualiza-
tion package which meets some specific needs, because it is also a separate
executable module and is interfaced only through its standard input stream.
The third component of the FDVis system, which binds all the system
together, is the user interface module. It knows the interfaces of other two
components and does the actual steering. It observes the progress of the com-
putation, waits for the new numerical results and passes them to the display
engine for visualization. It also provides graphical user interface which allows
to work with the numerical experiments in a convenient way:
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• to define the series of the numerical experiments;
• to specify the input parameters for the experiments;
• to start and to stop the experiments;
• to observe the progress of the computations;
• to select the characteristics for visualization.
Because the usability and portability of the user interface is more important
than its speed, we implemented the user interface module in the interpretative
high level language Java. At the moment it is probably the only solution,
providing comfortable user interface capabilities on many computer platforms.
The three components of the system are used as the separate executable
modules. The communication between the modules is performed using the file
system and the standard input/output streams. All the exchange of the data
is performed using standard textual ASCII format. This way of integration
provides many advantages. Some of them are: simplicity, good support of
different operating environments and easier verification and debugging of the
system.
The main development work was performed on a Linux platform using
mostly free UNIX development tools and utilities. According to the recomen-
dations for the application development for the UNIX operating environment,
described in [13], the programs should perform only one function and ex-
change the information in a clearly defined and simple way. Then these pro-
grams are easy to combine and form a qualitative new system. These re-
comendations are also particularly useful when creating a system for numerical
visualization and steering.
5 Application example
FDVis system has been successfully used when modeling ultra-short laser pul-
ses using second-harmonic generation in nonlinear environments [14]. The
equation system we solved is presented below:
∂Al
∂z
+ al
∂Al
∂t
+ ibl
∂2Al
∂t2
+
icl
r
∂
∂r
(
r
∂Al
∂r
)
= idlϕl + elAl. (1)
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Here Al(r, t, z) are complex valued functions, l=1, 2, 3; al, bl, cl, dl and el are
real constants; ϕl are nonlinear functions, depending on A1, A2 and A3:
ϕ1 = A
∗
2A3e
−iκz, ϕ2 = A
∗
1A3e
−iκz, ϕ3 = A1A2e
iκz. (2)
System (1) was solved in the area Q = [0, R]× [0, Z]× [0, T ] ⊂ R× R× R.
The picture below shows the common view of the computational work-
bench when running one of the experiments: A typical computational work-
Fig. 2. A typical computational workbench when using FDVis system.
bench when running one of the experiments is depicted in Fig. 2. The GUI
component on the left side of the picture allows to observe the status of the
experiment called “A01e = 0.5”. Currently the layer “75” is ready, laser pulse
characteristics (visual views) “A1” and “Intensity” are selected. The right side
of the screen shot contains rendered plots of the selected characteristics: “A1”
as a surface, “Intensity” as three curves on one plot area.
6 Conclusions
In this paper we described the creation of FDVis. The result of the work is a
fully functional system with a comfortable user interface. It allows the scientist
with the minimal or even without programming knowledge to perform the
usual numerical simulation tasks: to define a series of experiments, to run and
steer the computations and finally to analyze the results and use the resulting
data for the publications.
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Although the system FDVis was develop specially for the computations
based on the finite-difference method, it is also useful for other computations,
which use a similar data model and provide the data in layers. The methods in
question include finite-elements and some others as well.
Our experience has shown that an intuitive user interface is very important
for numerical simulation work. It allows to perform all the needed simulation
and analysis tasks by the expert of the problem area without the need of a
programmer. It also helps to see the result the algorithm’s input parameter
changes more quickly and to develop some intuition about it.
The goal of the work described by this paper was to create a simple yet
useful tool for scientific visualization and steering of the finite-difference sim-
ulations. The specialized system we created has the basic functionality of
visualization and steering system. However, there is a number of ways how
we can further enhance the system. Some of the desirable features are already
addressed by other, universal visualization and steering systems.
It could be possible and useful to capture more semantical information
about the underlying numerical data. The visualization could then be done
in a more automated way. The system could perform some analysis of result
data structures and automatically reject the inappropriate ways to visualize it.
The user would be supplied with a choice of suitable visualization alternatives.
This problem is deeply researched in the works of Hibbard [1, 8].
There would also very nice to have a possibility to continue the stopped
computations from some position with possibly new parameters. This fea-
ture is already implemented in some integrated computation environments like
SCIRun.
Also, no possibility to perform visualization and steering of the distributed
computations was considered. Taking into account, that we are using portable
and loosely-coupled system components in FDVis, the extension in that direc-
tion is also thinkable.
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