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Abstract 
This work proposes a methodology for multivariate dynamic modeling and multistep-ahead prediction 
of nonlinear systems using surrogate models for the application to nonlinear chemical processes. The 
methodology provides a systematic and robust procedure for the development of data-driven dynamic 
models capable of predicting the process outputs over long time horizons. It is based on using 
surrogate models to construct several Nonlinear AutoRegressive eXogenous models (NARX), each 
one approximating the future behavior of one process output as a function of the current and previous 
process inputs and outputs. The developed dynamic models are employed in a recursive schema to 
predict the process future outputs over several time steps (multistep-ahead prediction). The 
methodology is able to manage two different scenarios: 1) one in which a set of input-output signals 
collected from the process is only available for training, and 2) another in which a mathematical model 
of the process is available and can be used to generate specific datasets for training. With respect to 
the latter, the proposed methodology includes a specific procedure for the selection of training data in 
dynamic modeling based on Design Of Computer Experiment (DOCE) techniques. The proposed 
methodology is applied to case studies from the process industry presented in the literature. The results 
show very high prediction accuracies over long time horizons. Also, thanks to the flexibility, 
robustness and computational efficiency of surrogate modeling, the methodology allows dealing with 
a wide range of situations, which would be difficult to address using first principle models. 
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Highlights: 
• The work presents an efficient methodology for developing data-driven multivariate dynamic 
models of nonlinear chemical processes.  
• The methodology is based on fitting several NARX models, and their use in a recursive 
scheme for multi-step ahead prediction. 
• A new procedure for the selection of training data for dynamic modeling is proposed based on 
DOCE.  
• The methodology is shown able to predict the dynamic multivariate outputs of nonlinear 
processes over long time horizons in a robust, accurate and computationally efficient way. 
• The methodology is shown flexible and can be easily applied in situations where conventional 
first principle models are difficult to use or not available.  
1 Introduction 
  
List of Abbreviations   
ANN Artificial Neural Network 
DOCE Design Of Computer Experiment 
DOE Design Of Experiment 
ESO Ensemble of Single-Output 
FDD Fault Detection and Diagnosis 
FPM First Principle Model 
GP Gaussian Process 
MLP ANN Multi-Layer Perceptron ANN 
MPC Model Predictive Control 
MO  Multi-Output 
NARX Nonlinear AutoRegressive eXogenous 
NRMSE Normalized Root Mean Square Error 
OK Ordinary Kriging 
RMSE Root Mean Square Error 
RTO Real Time Optimization 






List of Main Mathematical Symbols  
1) Ordinary Kriging   
𝑥𝑖 𝑖 − 𝑡ℎ training input sample  
𝑤𝑖  𝑖 − 𝑡ℎ training output sample  
𝑛 Number of training samples  
𝑘 Number of input variables of the surrogate model  
[𝑋]𝑛×𝑘    Matrix of training inputs samples 
[W]n×1  Vector of training output samples  
 ŵ The estimated output by the surrogate model 
𝜇𝑜𝑘 Mean or main trend of the Ordinary Kriging  
Z(x) Stochastic Gaussian Process residual  
𝜎𝑜𝑘
2  Process variance 
R(xi,xj) Correlation function between the 𝑖 − 𝑡ℎ and the 𝑗 − 𝑡ℎ training input samples 
𝜉𝑙 Ordinary Kriging hyperparameters 
δij  The Kronecker delta 
𝑝𝑙  Ordinary Kriging smoothing parameters 
λ Regularization constant  
𝐿𝑖𝑘 Likelihood function of the observed output  
[R]n×n Correlation matrix between the training input samples 
(x*,w*) A new interpolating point, not in the training set 
2) Dynamic modelling based on surrogate models 
𝑼 The process control input(s)  
Du Number of the process control inputs 
𝒀 The process output(s) 
Dy Number of the process outputs 
𝑡0 First time instance 
𝑡𝑓 Final time instance 
𝑡𝑖 𝑖 − 𝑡ℎ time instance 
∆𝑡 = (𝑡𝑖 − 𝑡𝑖−1 ) Sampling period of the process variables 
𝑈𝑖 Value(s) of the process control input(s) at the time instance 𝑡𝑖 
𝑌𝑖 Value(s) of the process output(s) at the time instance 𝑡𝑖 
₣ Multi-output emulator/black-box model 
𝕗1,.., 𝕗𝑞 Set of q single-output emulators/black-box models 
f Recursive single-step emulator 
q The required prediction horizon in terms of the number of time steps-ahead 
?̂?𝑡+1, ?̂?𝑡+2, … ?̂?𝑡+𝑞  The predicted process outputs q steps-ahead 
𝐿 Time lag  
?̂?𝑗,𝑡+1  The predicted value of the j-th process output by the j-th recursive single-step 
emulator, 𝑓𝑗 , at the next time step 𝑡 + 1 
𝑈𝑡 𝑚𝑖𝑛 ∶   𝑈𝑡 𝑚𝑎𝑥  Allowable control limits  
[ 𝑌𝑡 𝑚𝑖𝑛 ∶   𝑌𝑡 𝑚𝑎𝑥] Variation domain of the process outputs  
3) Bioreactor 
𝐶𝑚 Concentrations of the microorganisms inside the reactor 
𝐶𝑠 Concentrations of the substrate inside the reactor 
𝑈 Reactor outlet flowrate 
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4) Three-tanks system   
𝐴 Cross section area of the tanks 
 𝑎1, 𝑎3 and  𝑎0 Flow coefficients  
𝑔 Gravitational acceleration 
ℎ1, ℎ2  and ℎ3 Liquid levels in tank 1, tank 2 and tank 3, respectively 
𝑄1 and 𝑄2 Inlet flowrates to tank 1 and tank 2, respectively 
𝑠13, 𝑠23 and 𝑠0 Cross section area of connecting pipes  
𝑠𝑔𝑛 Sign function 
5) Oil Shale Pyrolysis 
  
𝐶𝐾𝑟 Concentration of kerogen 
𝐶𝑃𝑏 Concentration of pyrolytic bitumen 
𝐶𝑂𝑔, Concentration of oil and gas 
𝐶𝐶𝑟 Concentration of the organic carbon residue 
𝑘𝑖 The i-th reaction rate 
𝑘𝑖0 Initial value of the i-th reaction rate 
𝐸𝑖 The activation energy 
𝑅 The gas constant 
𝑇 Manipulated temperature  
 
In process engineering area, a reliable dynamic model of the process is necessary for its optimal 
operation, control and management. In particular, a dynamic model able to accurately predict the 
future values of the process outputs in  reasonable computational times is the base of most online 
applications, e.g. Real Time Optimization (RTO), Model Predictive Control (MPC), Dynamic Data 
Reconciliations, Fault Detection and Diagnosis. 
Although analytical models (hereafter also called “First Principle Models” – FPMs) are available to 
describe the dynamics of many chemical processes, practical limitations often hinder their usage, 
especially in applications, such as RTO and MPC, which require the online repetitive solution of an 
optimization problem which, in itself, requires the evaluation of the model several times [1, 2]. This 
may result in an unaffordable computational effort, especially for large-scale or fast dynamic systems 
[3], due to the complexity of the solution procedure –e.g. iterative schemes and/or integration 
techniques- used to solve such mathematical models [4, 5].   
Furthermore, the available FPMs are often developed under the assumption of favorable (ideal) 
working conditions, which are typically not encountered at the industrial scale, that is characterized by 
uncontrolled disturbances, different operating conditions, continuously varying parameters (e.g. heat 
transfer coefficients) and, possibly, different  units/reactors geometries, etc. [6, 7]. Also, since process 
FPMs typically do not take into account the physical characteristics of mechanical and electrical 
components, connections and piping, which remarkably influence the real process, the accuracy of the 
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FPMs predictions are reduced [8, 9]. In other cases, the development of a detailed analytical FPM is 
conceptually difficult or even unaffordable, due to the limited knowledge about the nonlinear 
behaviors and complex phenomena characterizing the process, such as reaction kinetics, thermo-
dynamic relationships, heat and mass transfer, etc. [10, 8]. In these situation, on another hand, real 
data  collected from the process are available, but there is no support of a well-founded 
conceptual/mathematical model for describing the process based on first principles [11, 12, 13].  
In all these cases, system identification or data-driven dynamic modeling methods can be used to 
construct empirical dynamic models for predicting the future values of the process outputs [11]. Many 
methods have been developed for linear dynamic system modelling, but their application to nonlinear 
processes provides unsatisfactory results [1]. This is due to the fact that linear approximations severely 
simplify the nonlinear behavior of the process, resulting in poor prediction accuracy [1, 14]. Advanced 
data-driven nonlinear modelling techniques, such as Artificial Neural Networks (ANNs) (e.g. Radial 
Basis-ANNs, Recurrent-ANNs etc.) [15, 16], Fuzzy models [11], Neuro-fuzzy models [17] and 
recently Gaussian Process (GP) models [18, 19], have been widely proposed to capture nonlinear 
dynamic relations between the nonlinear process inputs and outputs. These techniques, which are also 
referred to as metamodels or surrogate models, establish nonlinear relationships between inputs and 
outputs variables, using input-output training data, which can be either generated from complex FPM 
simulations or measured from the real process [7].  
1.1 Review on Data-driven dynamic modelling in chemical processes  
ANNs have become a popular choice for nonlinear dynamic modeling and identification [16, 20, 21], 
due to their universal approximation abilities [14, 22]. Although they exhibit very powerful 
capabilities, their usage has two main practical drawbacks: i) large effort is required to select a good 
network structure (numbers of layers and the included neurons) and configurations (type of activation 
function, training algorithm, cost/error function, etc.) [7], and ii) the curse of dimensionality, i.e. the 
increase of the number of inputs causes the growth of the number of the ANN neurons, and 
consequently, of the number of parameters (weights and biases) to be set: then, the quantity of data 
needed for training the ANN grows exponentially with the number of inputs [3].  
Although different algorithms have been developed to automatically select ANNs structures and 
configurations [22], their application requires additional computational effort, since they solve a 
complex optimization problem, in which the network configuration and its parameters are treated as 
decision variables to be tuned to minimize an objective associated to the output prediction error [23, 
24, 25]. As a result, their application to cases involving high dimensional systems, large-scale 
databases and/or online fitting and updating has been quite limited. 
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In spite of these difficulties, a significant number of successful applications of ANNs for dynamic 
modelling are reported over a wide spectrum of fields [11, 26, 20, 27]. Especially in the process 
engineering area, ANNs have been extensively used as Nonlinear AutoRegressive eXogenous 
(NARX) models for dynamic system identification of both univariate (single output) [28, 1, 29, 30, 31, 
21] and multivariate (multi-output) problems  [16, 32, 17, 33, 14, 34]. In the literature, multivariate 
systems are usually approximated either using a multi-output ANN model or an ensemble of single-
output ANNs models, where, in the latter case, a set of independent single-output ANN models, each 
approximating one  output as a function of the inputs, is built.   
On the other hand, Gaussian Process (GP) models have been proposed in the Bayesian inference area 
by O’Hagan et al. [35, 36] for the approximation of complex static computer codes, representing a 
generic class of non-parametric probabilistic models. GP models have shown promising accuracy and 
ability to reduce the previously mentioned problems of ANNs [3, 37, 38]. This is due to their 
nonparametric nature: they do not approximate the system by fitting the parameters of a selected 
structure or functional shape but, instead, they search for relationships among the measured data 
through a correlation function/model. Therefore, the number of the metamodel parameters to be 
identified is significantly low compared to other parametric models (e.g. ANNs models) and, 
consequently, the size of the required set of training data is significantly reduced, too [3]. Besides, GP 
models offer high approximation accuracy, tuning flexibility and ability to estimate a measure of 
uncertainty about the prediction in the form of prediction error or variance [12, 39].  
Thanks to the pioneer works of Murray-Smith, et al. [40], Kocijan, et al. [41] Girard, et al. [42], and 
Rasmussen & Deisenroth [43], among others, GP models have gained a wide popularity for dynamic 
modeling and identification of nonlinear systems, and shown performances comparable and 
competitive to other state-of-art techniques. The main limitation of the GP models is the large 
computational cost for optimizing/fitting their parameters, especially when considering large amount 
of training data and/or addressing high dimensional systems [3, 9]. With respect to the problem of 
performing multi-step ahead predictions, some works have been able to successfully propagate the GP 
estimated error when it is used in recursive prediction [42]. But, again, the computational cost 
associated to the uncertainty propagation is still significant. 
The Ordinary Kriging (OK) techniques can be considered specific form of GP models [12] and share 
similar  advantages, such as accurate approximation capabilities, required small number of training 
data, flexible tuning of the model parameters [44] and ability of estimating a prediction error. Also, 
alike to the GP model, OK suffers from the high computational training effort. Thanks to the works of 
Davis and Ierapetritou [4] and Caballero and Grossmann [2], the OK surrogate models has been 
introduced to the chemical process engineering area and, since this time, it is attracting increasing 
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attention for surrogate-based optimization and analysis of complex nonlinear static processes [7, 45, 
46, 47].  
Nowadays, the GP and OK models have been proposed for univariate dynamic modeling of nonlinear 
chemical processes  [3, 18], where they are employed as NARX models to estimate the future value - 
over one step-ahead - of an output of interest, as a function of the process current inputs and output 
values. The developed model is, then, used to perform multistep-ahead prediction via recursive 
calculation, where the predicted output at the current time is fed-back to the model as a part of its input 
for the next prediction step.  
To the best of the authors’ knowledge, few works have extended the GP and OK capabilities to 
multivariate dynamic modeling of chemical processes: Hernandez and Grover [48] developed a 
method for multivariate dynamic modeling based on a set of GP models, each one representing a 
discrete-time state space model predicting the time evolution of one process output; they also proposed 
a sequential sampling technique to select the training data to be used for training the GP-based 
dynamic models; the method was successfully applied to approximate a stochastic zero-input/multi-
output dynamic model describing  nanoparticle size evolution. In an area more related to process and 
system engineering, Boukouvala et al. [12] proposed a similar approach based on a set of Kriging 
metamodels, each one predicting the future values of one process output through recursive prediction 
over several time steps, and applied it to the simulation of a powder-roller-compaction pharmaceutical 
process. The approach has shown good accuracy in the identification of the dynamic behavior of the 
process outputs (ribbons density and roll gap) that are influenced by three control inputs (roll speed, 
roll pressure, feed speed); they proposed the use of a full factorial design for selecting the initial 
training dataset, and a sequential procedure to update the trained models during their online usage by 
adding to the initial training set the predicted instances for which the summation of the OKs estimated 
variances/errors was lower than a specific threshold.   
However, these two works share some common limitation: 1) they  have been validated considering 
processes characterized by very smooth/steady dynamics, without any influencing control/external 
inputs [48] or with very simple changes in them [12], 2) both works provided simple Markovian state-
space models and they have not illustrated the ability of their methodologies to develop dynamic 
models with delayed/lagged inputs, 3) they presumed that a FPM is always available, which is 
combined with DOCE methods to produce optimized data for training, and 4) the robustness of their 
methodologies to handle different cases studies, and their flexibility to integrate different metamodel 
types are not explored. Finally, the methodology proposed by Boukouvala et al. [12] has not been 
proven to provide one compact set of models able to simulate the future behavior of the system 
outputs corresponding to simultaneous changes in the process inputs, since, in this method, a new set 
of dynamic models should be fitted several times, each time to approximate the system behavior 
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corresponding to a simple step change in one of the control input variables, keeping the rest of the 
control input variables fixed.  
The aforementioned limitations obstacle the use of these methodologies for the dynamic modelling of 
real processes or systems, where remarkable challenges are posed: i) in real processes,  many external 
inputs exist, which control or disturb the process causing significant changes in its outputs behavior, 
ii) incorporating lags or delays in the model inputs is a basic requirement in data-driven dynamic 
modeling, in order to capture the possible delayed behavior of the process itself and/or to compensate 
for missing repressors of the model [49, 50], iii) in many practical situations, data collected from the 
process can be the only source of information available (i.e. no FPM). 
Shokry and Espuña [51] and Shokry et al. [52] proposed a multivariate dynamic modeling 
methodology in which OK models have been used as NARX models. The method was successfully 
applied to model different batch processes for the purpose of dynamic optimization [51] and 
continuous processes [52] for the purpose of Fault Detection and Diagnosis (FDD). Shokry et al. [53] 
successfully applied the same methodology to the univariate dynamic modelling of a real batch 
process operated under different initial conditions and involving missing measurements. The obtained 
model is used as a dynamic observer for the online supervision of the process and the detection of 
possible faults. These works focused on the specific application (e.g., open loop optimal control and 
FDD) for which these dynamic models were constructed, and lacked of generality and robustness with 
respect to the considered metamodels type. 
More recently, Bradford et al., 2018 presented a similar method for multivariate dynamic modeling 
that relies on a set of GP-based NARX models. The method was applied to model the multivariate 
behavior of a real Algal lutein production batch process that involves two control inputs and three 
process outputs.  Although the method provided good prediction accuracy, the addressed case study is 
characterized by  simple dynamics, since one control input is kept constant in all the different batches, 
while the second is allowed to vary from one batch to another, but its value within the same batch is 
kept constant. Hence, practically, the control inputs became constant parameters and, consequently, 
the set of dynamic models are validated by predicting the simple behavior of zero-input batches. Also, 
when the validated set of GP dynamic models is further used for dynamic optimization, the predicted 
optimal “offline” profiles of the process outputs are not compared to those of the real batch system.   
This work extends and generalizes the works presented in [51, 52, 53] by presenting a generic 
multivariate dynamic modeling and multi-step ahead prediction methodology. The methodology is 
based on training a set of OK-based NARX models; each model predicts the upcoming value of one 
process output over a constant time step as a function of the preceding values of the process inputs and 
outputs, over a suitable time lag. The obtained models represent discrete state-space models (also 
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called single-step or one-step ahead simulators) that mimic the incremental evolution of the process 
outputs. The trained dynamic models interact through a recursive scheme to predict the system outputs 
over several time steps (multistep-ahead prediction),  
The main contributions of this work are:  
1) the development of a novel, generic and robust methodology for multivariate dynamic 
modeling and multi-step ahead prediction of complex nonlinear chemical processes using 
surrogate models. The properties of generality and robustness are fundamental in order to 
address the main limitations currently attributed to the existing approaches in terms of a) the 
ability to provide accurate data-driven dynamic models for general multi-input/multi-output 
processes that may involve complex dynamic behaviors (complex control input profiles, 
delayed behaviors, etc.), b) the ability to simulate the process future outputs over large time 
horizons, c) the capability to accommodate different types of data modeling techniques and d) 
the ability of handling different situations, either when a limited set of input-output data 
signals are available, or when the training data can be optimally generated using a FPM and 
design for computer experiment techniques.  
2) the introduction of the use of OK models for the multivariate dynamic modeling in the 
chemical process field in a robust and flexible manner, and the comparison of its capabilities 
with most popular techniques (i.e. ANNs).  
3) the development of a novel Design Of Computer Experiments procedure for dynamic 
modeling, considering the purpose of the simplification and complexity reduction of 
expensive dynamic FPMs. 
The rest of the paper is structured as follows. Section 2 gives a general view over the considered 
DOCE and surrogate modeling techniques (i.e.: OK and ANN), including their mathematical/statistical 
basis and implementations details. Section 3 presents the proposed dynamic metamodeling method, 
and the new procedure proposed for the design of computer experiments in the case of dynamic 
modelling. Section 4 shows the method application to three different case studies (different natures, 
i.e. continuous and batch and, different areas, i.e. biochemical, industrial and petrochemical) and 
discusses the obtained results. Finally, Section 5 concludes the work, stresses its advantages and 
discusses its limitations, which would be further investigated in future works.   
2 Surrogate models building techniques 
Surrogate models are data-driven techniques which are used to build empirical relations describing the 
mapping between input and response variable(s) [44, 54]. Although this definition can involve a very 
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wide range of data-based models, including the simplest types (e.g.: linear or polynomial regressions), 
the term is usually associated to nonlinear multivariate models, like ANNs, GPs, OK, Support Vector 
Regression  (SVR), etc. [55]. Surrogate models can be trained using real data collected by sensors 
from the physical systems or using simulation data generated from a complex FPMs, for the purpose 
of its simplification. The following subsections review most common DOCE techniques used for 
training data selection in cases where a FPM is available, highlight the basics of the two common 
nonlinear data-driven modeling techniques, namely OK and ANNs, which have been used in this 
work, and review basics of common DOCE methods.   
2.1 Design Of Computer Experiments (DOCE) 
Design Of Computer Experiments (DOCE) techniques [56] aim at selecting the best combinations of 
the input variables values -within specific domain or bounds- that can be used for the simulation of the 
complex FPM providing the most representative information/knowledge about the output behavior 
[57]. The set of combinations of the input variables values is called “sampling plan”, [𝑋]𝑛, where 𝑛 is 
the number of sample points or instances. Since the main objective is to collect as much information as 
possible about the output behavior over all the local sub-regions in the input domain, and most 
computer simulation models are deterministic, the DOCE techniques consider samples selection 
criteria different than those of the DOE. These criteria are, mainly, the space-fillingness and the 
stratification of the sampling plan [44, 57], and both lead to increasing the uniformity of the sampling 
plan over all the local sub-regions of the input domain to be covered.   
Many DOCE techniques have been developed basically for static surrogate modeling. The most 
common techniques include Latin hypercube sampling [44], low discrepancy sequences as the 
Hammersley technique [58] and space-filling designs like max-min techniques and space-filling Latin 
hypercube design [59]. Alternatively, sequential or adaptive sampling are special type of DOCE 
techniques that are typically related to the use of OK/GP models [7]. In these sequential techniques, 
the total number of training points are not selected at once: the surrogate model is initially fitted with a 
relatively small number of training points, and it is iteratively updated by adding new training points 
of interest (infill or update points) to the initial training dataset so as to enhance a desired criterion of 
the metamodel performance, which is highly dependent on the eventual use of the metamodel (global 
approximation, surrogate-based optimization, etc.); then, the metamodel is refitted. The iterative 
procedure stops when the metamodel performance criterion reaches a satisfactory level or tolerance 
[44, 56].  
Most of these DOCE techniques show both desired and limiting characteristics in terms of the 
uniformity of the generated sampling plan and demanded computational cost. For example, Latin 
hypercube and low discrepancy sequence designs provide sampling plans of good uniformity with 
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very low computational cost [58]. Space-filling designs are able to provide sampling plans with very 
high uniformity, although the associated computational cost is relatively high [2, 59]. Because, these 
techniques usually encompass a complex optimization problem [55], in which the locations of the 
input combinations (i.e., instances) within the k-dimensional input space of the model are manipulated 
to maximize a certain space-filling criterion [44]. Sequential sampling designs have also shown very 
high uniformity and high efficiency, since they take maximum advantages of each point in the 
sampling plan, but the computational cost of such techniques is extremely high, since each iteration 
involves an optimization problem seeking for the point that optimally enhances the metamodel 
accuracy, in addition to the subsequent fitting of the metamodel with the updated training set [60]. For 
the previous reasons, the iterative DOCE procedures are favorable when dealing with very expensive 
FPM (i.e., computational fluid dynamic models) where the cost of one simulation run using the FPM 
is much higher than one iteration of the sequential sampling procedure. A more detailed analysis about 
the different DOCE techniques can be found in [57, 58] 
This work considers the Hammersley design technique, due to its ability to provide sampling plans of 
good uniformity and stratification properties with very low computational cost [57, 58]. In each case, 
the optimal selection of the number of sample points (𝑛) required to capture the output behavior 
depends on the input dimensionality of the surrogate model (k), the size of the input space and, also, 
on the intricacy and nonlinearity of the considered output behavior. In general, as 𝑛 increases, the 
effort (time/cost) required not only for executing the experiments, but also to design the sampling plan 
and for the surrogate model fitting increases. Then, the modeler should carefully balance the trade-offs 
between the required surrogate model accuracy, the computational cost and the eventual application 
benefits of the surrogate model. 
2.2 Ordinary Kriging (OK) 
Given a set of n input-output training data [xi,wi], i=1,2,..n, 𝑥 ∈ 𝑅𝑘, 𝑤 ∈ 𝑅, the OK assumes the 
predictor ŵ(x)= 𝜇𝑜𝑘 +Z(x), where the constant term 𝜇𝑜𝑘 represents the main trend of the system to be 
approximated, and Z(x) is a deviation/residual from that trend, which accounts for the detailed 
complex behavior of the system that could not be captured via the main trend 𝜇𝑜𝑘. The residual Z(x) is 
modeled as a stochastic Gaussian process with expected value E(Z(x))= 0  and  covariance between 
two residuals cov(Z(xi),Z(xj)) that only depends on their corresponding inputs xi, xj. Thus, it can be 
calculated as: cov(Z(xi),Z(xj)) =𝜎𝑜𝑘
2  R(xi,xj), being 𝜎𝑜𝑘
2  the process variance and R(xi,xj) a correlation 
function, 𝑅(𝑥𝑖, 𝑥𝑗) = 𝑒𝑥𝑝(−∑ 𝜉𝑙|𝑥𝑖,𝑙−𝑥𝑗,𝑙−|
𝑝𝑙𝑘
𝑙=1 ) + 𝛿𝑖𝑗 𝜆,  where, 𝜉𝑙 are the model hyper-parameters, 
δij is the Kronecker delta, 𝑝𝑙 are smoothing parameters and λ is a regularization constant [61].  
The parameters [𝜇𝑜𝑘, 𝜎𝑜𝑘
2 , ξl, pl, λ] are estimated via maximizing the likelihood function of the 
observed ouput data [W]n×1. Then, the OK final predictor and estimated error are obtained in Eq. (1) 
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and in Eq. (2), respectivly. Where x* is a new interpolating point (i.e. not in the training data), [r]n×1 is 
the vector of correlations between the new point to be predicted x* and the original training data 
points, and calculated as R (xi, x
*), [R]n×n is the correlation matrix between the training inputs and 
[1]n×1 is the identity vector [60, 2]. 
 






2 (1 + 𝜆 − 𝑟𝑇𝑅−1𝑟 + (1 − 𝟏𝑇𝑅−1𝑟)
−1
(𝟏𝑇𝑅−1𝟏)⁄ ) (2) 
The OK implementation proposed by Forrester et al. [44] is considered in this paper due to its high 
effectiveness, generality and ease of implementation. The “fmincon” algorithm of the Matlab 
optimization toolbox library is used for tuning the OK parameters by maximizing the concentrated 
likelihood function. The parameters pl are usually set to value of  2, which guarantees smooth 
differentiable correlation functions [44].   
2.3 Artificial Neural Networks (ANNs) 
An ANN is a lattice of nodes, termed as neurons, which are placed in this lattice through a certain 
number of layers, and are fully interlinked together to be capable of the nonlinear processing of the 
information. A weight value is assigned to each link connecting each couple of neurons in successive 
layers; additionally, a bias is considered as an independent input to each neuron. The output of each 
neuron in a hidden layer is computed as the weighted sum of its inputs received from the neurons in 
the previous layer plus the bias. The computed value is, then, processed by a transfer function and is 
sent to the next layer in the network, and so on until the output layer [26, 1] . The training of the ANN 
is accomplished by solving a nonlinear optimization problem, in which an objective function (related 
to the errors between the predicted outputs by the network and the target outputs of the training 
dataset) is minimized by tuning the optimization variables values represented in the weights and the 
biases of the neurons [26, 1]. 
Amongst the various kinds of ANNs, we consider the Multi-Layer Perceptron ANN (MLP-ANN), 
which is the most popular kind used in engineering practice, as it offers high efficiency, accuracy and 
straightforward applicability [55, 1]. The “feedforwardnet” function of the Matlab ANN toolbox is 
used in this work to build MLP-ANN; a trial and error technique is employed for selecting the suitable 
number of layers and neurons and the training algorithm achieving a compromise between the 
structure simplicity and the prediction accuracy.  
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It deserves highlighting that this paper does not aim at comparing specific techniques for data-driven 
modelling, but it investigates the robustness and flexibility of the proposed multivariate dynamic and 
multi-step ahead predictions methodology by handling different data-based modelling techniques. 
 
3 Dynamic modelling based on surrogate models 
This part presents i) an overview on the most common approaches considered in the literature [62, 3] 
for the univariate dynamic modeling and multi-step ahead prediction using black box models (Section 
3.1), ii) the proposed methodology for multivariate dynamic modeling and multi-step ahead prediction 
of chemical processes based on surrogate models (Section 3.2), iii) the proposed DOCE procedure for 
training data generation in dynamic modeling in cases when the purpose is the simplification and 
complexity reduction of expensive dynamic FPMs (Section 3.3) and iv) the procedure for training data 
generation that mimics practical situations where a FPM of the process is not available and, only 
input-output signals, measured and collected from the process by the physical sensors network are 
available (Section 3.2).   
3.1 Univariate dynamic modelling and multi-step ahead prediction 
Let us consider a univariate dynamic system or process, characterized by Du control inputs 𝑼 ∈ 𝑅𝐷𝑢 
and one process output 𝒀 ∈ 𝑅, where both can be real data collected from actual plant or simulated 
data generated by a FPM over discrete, successive and uniform time intervals or sampling periods 
∆𝑡 = (𝑡𝑖 − 𝑡𝑖−1 ): [𝑡0, 𝑡1, 𝑡2, 𝑡3, . . . 𝑡𝑖, … 𝑡𝑓−1, 𝑡𝑓], where 𝑡0 and 𝑡𝑓 are the first and the final time 
instances, respectively. Hence, the measured control input and process output signals become 𝑼 =
[𝑈0, 𝑈1, 𝑈2, . . . 𝑈𝑖 , …𝑈𝑓−1, 𝑈𝑓] and 𝒀 = [𝑌1, 𝑌2, 𝑌3, . . . 𝑌𝑖 , …𝑌𝑓−1, 𝑌𝑓]. 
Using this input-output training information, it is required to construct a data-driven or black-box 
model that is able to forecast the future values of the output over q time steps-ahead from the current 
generic time instance 𝑡, i.e., [?̂?𝑡+1, ?̂?𝑡+2, … ?̂?𝑡+𝑞]. For this purpose, three main dynamic modeling 
approaches have been usually considered [62, 3]:  
i) The first approach is the “Multi-Output” (MO) emulator that considers a q-output data-
driven model, where each output of this model corresponds to the process output value at 
the j-th time step, 𝑗 = 1,2, 𝑞. In this case, the model input, x, must include the previously 
measured values of the process outputs and the corresponding control inputs over a 
specific time lag L, i.e. [?̂?𝑡+1, ?̂?𝑡+2, … ?̂?𝑡+𝑞] = ₣(𝑌𝑡 , 𝑌𝑡−1, . . 𝑌𝑡−𝐿 , 𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿), where ₣ 
14 
 
is the multi-output black-box model. In this case, a multi-output surrogate model must be 
used, e.g. multi-output ANN.    
ii) A second alternative is the “Ensemble of Single-Output” models (ESO) approach in which 
q single-output black box models are considered: each model predicts the single output at 
each of the q required times, hence ?̂?𝑡+1 =
𝕗1(𝑌𝑡, 𝑌𝑡−1, . . 𝑌𝑡−𝐿 , 𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿),…,  ?̂?𝑡+𝑞 =
𝕗𝑞(𝑌𝑡 , 𝑌𝑡−1, . . 𝑌𝑡−𝐿, 𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿),   where 𝕗1,… 𝕗𝑞  are single-output black-box models. 
iii) The third approach is the recursive single-step emulator, which employs one black box 
model to approximate the evolution of the process output over a single time increment or 
step ∆𝑡, such that  ?̂?𝑡+1 = 𝑓(𝑌𝑡 , 𝑌𝑡−1, . . 𝑌𝑡−𝐿 , 𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿).  
                                     
The single-step emulator approximates the future value of the process output as a function of the 
process previous control input and output values, considering a specific time lag L. However, it is used 
in a recursive way for forecasting the output value along 𝑞 intervals of time. Hence, at every 
prediction step, the forecasted value of the process output is sent back to the model acting as a part of 
its input for the next time step prediction, jointly with the new values of the process control inputs.  
The single-step emulator is also known as autoregressive model, and it has proved to be much more 
efficient than the two previous approaches, because of its capability to predict the output variable 
values over any number of time steps through a recursive procedure. This capability is not obtainable 
when using the other two approaches (MO and ESO), because they are designed and trained to predict 
the output value over a fixed or rigid number of time steps. Thus, if it is required to change the 
prediction horizon (i.e. number of prediction time steps), a completely new model (MO case) or set of 
models (ESO case) must be constructed. Additionally, the single step emulator approach is more 
simple/practical in terms of the computational effort required for its implementation, since only one 
single-output model is constructed and used, instead of the construction/training of a MO model or 
ESO models. And, finally, it is worth noting that, when considering a multivariate (i.e. multi-output) 
process, the effort and time required for the construction of data-driven dynamic models based on the 
MO or ESO approaches will be dramatically magnified. For all the aforementioned reasons, the single-
step emulator scheme is considered in this study.  
15 
 
3.2 Proposed multivariate dynamic modelling and multi-step ahead 
prediction methodology 
Assuming a general multivariate dynamic process involving the inputs 𝑼 ∈ 𝑅𝐷𝑢 and outputs 𝒀 ∈ 𝑅𝐷𝑦, 
and keeping the same assumption that all the process inputs and outputs are either measured (real 
process) or simulated (computer code) at constant, successive and equal time intervals 
[𝑡0, 𝑡1, 𝑡2, 𝑡3, . . . 𝑡𝑖 , … 𝑡𝑓−1, 𝑡𝑓], the proposed method is based on the construction/training of a set of 𝐷𝑦 
NARX models (see Eqs. (3)) in order to capture the incremental evolution of the process 
outputs,  ?̂?𝑡+1, over one step-ahead time interval. Thus, each model 𝑓𝑗, 𝑗 = 1,2,… 𝐷𝑦 approximates the 
future value of the j-th process output at the next time step 𝑡 + 1, i.e.  ?̂?𝑗,𝑡+1, as a function of the 
previous process inputs and outputs, considering a specific time delay L. In this way, any possible 
correlation between the upcoming value of a certain output ?̂?𝑗,𝑡+1 and any of the process previous 
input and output can be captured.  
   
?̂?1,𝑡+1  = 𝑓1 [?̂?𝑡 , . . ,  ?̂?𝑡−𝐿 ,  𝑈𝑡 , . . , 𝑈𝑡−𝐿],                                        
⋮
?̂?𝑗,𝑡+1  = 𝑓𝑗 [?̂?𝑡 , . . ,  ?̂?𝑡−𝐿 ,  𝑈𝑡 , . . , 𝑈𝑡−𝐿],                                        
⋮






After the models group (in Eq. (3)) is trained, they are used to forecast the evolution of the process 
outputs over longer period of time associated to a “totally new” and known profile of the process 








𝑣 ] that affects the process over the “totally new” time 
sequence [𝑡0
𝑣 , 𝑡1
𝑣 , … . , 𝑡𝑖
𝑣 , … . . 𝑡𝑓−1
𝑣 , 𝑡𝑓
𝑣] (the superscript v refers to “validation”), i.e. performing multi-
step ahead prediction. The latter goal is achieved through recursive prediction, assuming that the first 
𝐿 values of the outputs are known, ( 𝑌𝑡0𝑣
𝑣 , …  𝑌𝑡𝑛𝐿𝑣
𝑣 ), 𝑛𝐿 = 𝐿. The recursive prediction starts using the 
known inputs 𝑥1
𝑣 = [ 𝑌𝑡0𝑣
𝑣 , …  𝑌𝑡𝑛𝐿𝑣
𝑣 ,  𝑈𝑡0𝑣
𝑣 , …  𝑈𝑡𝑛𝐿𝑣
𝑣  ] to predict the process output values at the next time 
step, ?̂?𝑡𝑛𝐿+1𝑣
𝑣 . These predicted output values are used, jointly with the new control input values, as the 
new models input, 𝑥2
𝑣 = [𝑌𝑡1𝑣
𝑣 , …  𝑌𝑡𝑛𝐿𝑣
𝑣 ,  ?̂?𝑡𝑛𝐿+1𝑣
𝑣 ,  𝑈𝑡1𝑣
𝑣 , …  𝑈𝑡𝑛𝐿𝑣
𝑣 ,  𝑈𝑡𝑛𝐿+1𝑣
𝑣 ], for the next time step, so as to 
predict the output values,  ?̂?𝑡𝑛𝐿+2𝑣
𝑣 . The recursive prediction continues until the last time step, at which 
the prediction input 𝑥𝑛𝑣
𝑣 = [ ?̂?𝑡𝑓−1−𝐿
𝑣




𝑣 , … , 𝑈𝑡𝑓−1
𝑣
𝑣 ] are used to predict the output ?̂?𝑡𝑓
𝑣
𝑣 . 
Notice that 𝑛𝑣 = 𝑡𝑓
𝑣 − 𝑛𝐿 is the number of prediction steps or times recursively performed by the 
models in order to predict the future outputs behavior of the validation signals.   
The dynamic models performance can be assessed considering an accuracy metric (e.g., Normalized 
Root Mean Square Error – NRMSE - Eq.(5)) that computes the difference between the exact and the 
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predicted values of each of the 𝐷𝑦 output signals, respectively,   𝑦𝑗,𝑡𝑖
𝑣
𝑣 ∈  𝑌𝑡𝑖
𝑣
𝑣   and  ?̂?𝑗,𝑡𝑖
𝑣
𝑣 ∈   ?̂?𝑡𝑖
𝑣
𝑣  , 𝑖 =
𝑛𝐿 + 1, . . . , 𝑓, 𝑗 = 1,2, …𝐷𝑦. 









𝑖=𝑛𝐿+1                                                    (4) 




𝑣 ) − min ( 𝑦𝑗,𝑡𝑖
𝑣
𝑣 ))
   (5) 
It is worth to highlight that the mathematical structure/design of the proposed modeling approach 
(Eq.(3))  does not directly or explicitly assume any correlation between the outputs of the single-step 
emulator [?̂?1,𝑡+1, … ?̂?𝑗,𝑡+1, ?̂?𝐷𝑦,𝑡+1], since each dynamic model is constructed and trained 
independently. However, the information about the eventual correlations among the dynamic model 
outputs is introduced by two mechanisms: i) the fact that each model output ?̂?𝑗,𝑡+1 is computed as a 
function of the whole set of former values of the process state (inputs and outputs), and ii) the 
recursive nature of the prediction scheme (Figure 1), which makes each dynamic model fj to contribute 
with its prediction ?̂?1,𝑡+1 to the overall prediction of the process output ?̂?𝑡+1 = 
[?̂?1,𝑡+1, ?̂?2,𝑡+1, … , ?̂?𝑗,𝑡+1, … , ?̂?𝐷𝑦,𝑡+1] which, at the end, will constitute the prediction/model input at the 
next time step. In other words, the output of each dynamic model at the current time step depends on 
the delayed outputs predicted by other dynamic metamodels at previous time steps, interacting among 
them during the recursive calculations, so every sole model benefits from the knowledge supplied by 
the other models in former time steps.  
On another hand, it is unlikely that each process output will be dependent of the complete set of the 
process input and output variables -including their lagged values-, see Eq. (3). But, since there is no 
prior knowledge about the process behavior, it is useful to allow for all the possible correlations 
between the process variables, and to let the training task to extract the knowledge about the strength 
of the allowed correlations. However, this may be also a limitation when a large-scale process is 
considered, since this will increase the input dimensionality, complicate the model structure and, 
consequently, increase the number of model parameters. Therefore, this might pose many challenges 
to the training task: not only the computational effort will increase, but also a higher number of 
training data will be required in order to face the tuning of the additional model parameters. In this 
case, previously to the modeling task, an initial analysis can be carried out in order to reduce the 
models input dimensionality. Although this is not in the scope of this work, it is worth to mention that 
this can be achieved either based on the knowledge about the system variables and their relations, or 
using computational techniques as cross-correlation, sensitivity analysis, feature selection and 




Figure 1. Scheme of the proposed multistep-ahead prediction using the fitted multivariate dynamic 
models. 
 
Another factor to be selected at this stage is the model lag/order, 𝐿, which will affect the resulting 
model quality and complexity (and, obviously, will also determine the effort required for model 
training/tuning). Several methods can be found in the literature for making this selection. For linear 
dynamic models, the cross-correlation between the model output and input has been used [11, 50]. 
This technique exploits the linear relationships assumed by choosing a linear model. Thus, the cross-
correlation between the model output, 𝑌𝑡+1, and the input including different delayed information, 
𝑌𝑡 , 𝑌𝑡−1, … , 𝑌𝑡−𝐿 , 𝑈𝑡 , 𝑈𝑡−1, … , 𝑈𝑡−𝐿, would give an indication about the delay within which the model 
input mostly influences its output. Similarly, the correlation between the model inputs and the model 
prediction error, 𝑒 =  𝑌𝑡+1 − ?̂?𝑡+1,   based on a test set, can reveal the missing regressors, i.e. delayed 
inputs. Another technique that has been commonly used for the inference/selection of the time lag 
associated to a linear dynamic model is based on the use of Akanke’s information criterion. More 
details can be found in [49].  
For nonlinear dynamic models, a common technique for the estimation of a suitable lag is the 
calculation of the Lipschitz index from the training data only without any dependence or assumption 
about the model nature [50, 63, 64]. The method is based on the continuity property of the nonlinear 
functions that represent input-output models of continuous dynamic systems. The Lipschitz index is 
Dynamic metamodels 
   
?̂?1,𝑡+1  = 𝑓1   ൤
?̂?𝑡, . . ?̂?𝑡−𝐿 ,  
𝑈𝑡, . . 𝑈𝑡−𝐿
൨ 
?̂?𝑗,𝑡+1  = 𝑓𝑗   ൤
?̂?𝑡, . . ?̂?𝑡−𝐿 ,  
𝑈𝑡, . . 𝑈𝑡−𝐿
൨ 
            ⁞                                     ⁞ 
?̂?𝐷𝑦,𝑡+1 = 𝑓𝐷𝑦 ൤
?̂?𝑡, . . ?̂?𝑡−𝐿 ,  





















computed considering different lags or delays starting from 𝐿 = 0, and the best embedding dimension 
is obtained when the index stops decreasing. 
Most of the techniques proposed for estimating the data-driven dynamic models order consider only 
univariate cases. When dealing with multivariate dynamic models,  defining a specific different lag for 
each input with respect to each output is an optimal, but utopic, objective, and to the authors’ 
knowledge, a way for achieving this is not yet available in the literature because it is 
practically/numerically complicated, mainly due to the eventual combined interactions. A practical 
and simple approach is to consider a model structure with the same lag for all the input variables [1, 
38, 10], see Eq.(3). Although this may seem restrictive, as each process variable, in fact, will present a 
different physical behavior, the idea is that the importance of the lagged inputs will be 
adjusted/balanced during the model training according to their significance with respect to the model 
output, through the manipulation of the values of the weights and biases in the ANN model, or of the 
parameters 𝜉𝑙 in the OK model. 
 In this work, a simple and common try and cut procedure is considered for this selection. So, different 
sets of multivariate dynamic models are built with different lag values, and the lag that achieves the 
minimum prediction error of all the 𝐷𝑦 models - over a new test set - is selected.   
3.3 Design of Computer Experiments for Dynamic Modelling 
As mentioned in Section 2.1, different techniques for the DOCE have been commonly used for 
determining the most convenient training set in the case of data-driven modeling with the purpose of 
approximating static complex computer models. But these techniques are rarely applied to situations 
where the purpose is the approximation of “dynamic” computer models. 
As indicated before, the few methods already proposed for DOCE in dynamic modeling [48, 12] show 
different limitations: 1) their capabilities to handle general dynamic processes that often include 
control inputs and lagged behavior are not illustrated, 2) their robustness to handle different case 
studies, and their flexibility to integrate different metamodel types are not explored, 3) these sampling 
procedures are based on the estimated prediction error of the GP/OK metamodels and, therefore, their 
application with important metamodelling techniques that do not possess this characteristic (e.g. ANN, 
SVR, etc.) is not feasible, and 4) the sequential nature of these sampling procedure would easily lead 
to a high computational burden, especially if it is applied to cases characterized by high dimensionality 
(e.g., several control inputs and process outputs with lagged behavior) and/or include high numbers of 
training data, see Section 2.1 . 
In this section, a DOCE is proposed for data-driven multivariate dynamic modeling of complex 
processes, assuming the availability of a reliable and accurate FPM. The method is based on the use of 
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Hammersley sampling design, which is the one selected in this work, as previously justified. However, 
any efficient alternative can be also used (e.g. optimized Latin hypercube designs, etc.). The proposed 
procedure is aimed at alleviating the limitations just mentioned at the beginning of this section. 
As an important principle of the proposed sampling procedure, it must be taken into account the 
different nature of the dynamic model (or metamodel) inputs, when compared to steady-state 
model/metamodel inputs. Since the inputs of a steady-state model are assumed to be independent (e.g. 
temperature, pressure, volume etc.), the selection of their values combinations [𝑋]𝑛 within their 
specific bounds is a straightforward task. However, in the case of a dynamic model (Eq. (3)), the 
model inputs 𝑥 = [𝑌𝑡 , 𝑌𝑡−1, . . 𝑌𝑡−𝐿 ,  𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿] can not be considered independent since, in 
general, 𝑥 must include some model inputs (𝑌𝑡 , 𝑌𝑡−1, . . 𝑌𝑡−𝐿) which actually correspond to previous 
outputs (over a certain time lag). Thus, the DOCE technique can freely select any possible 
combination of values for the process control inputs and their delayed 
counterparts, 𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿 , since these values correspond to external actions applied to the system 
and, as a consequence, they can be considered neither correlated nor dependent over time (i.e. 𝑈𝑡−1 
does not depend on 𝑈𝑡−2). But, in contrast, it is not possible to freely select any arbitrary combination 
of values for the process outputs and their delayed counterparts, 𝑌𝑡 , 𝑌𝑡−1, . .  𝑌𝑡−𝐿, because the process 
outputs may be correlated among others (i.e., 𝑦𝑗 depends on 𝑦𝑗′ , 𝑗 𝑎𝑛𝑑 𝑗
′, = 1,2, . . 𝐷𝑦, 𝑗 ≠ 𝑗
′), they 
will probably depend on their delayed values (i.e. 𝑦𝑗,𝑡−1 will probably depend on 𝑦𝑗,𝑡−2) and, of 
course, they will depend on the process inputs and their lagged values also (i.e. 𝑌𝑡−𝑖 =
𝑓(𝑌𝑡−(𝑖+1), 𝑈𝑡−(𝑖+1), … ).  Thus, 𝑌𝑡−𝐿 are the only output values that can be freely selected, since they 
are the initial values in the generated profile.  
So, the proposed procedure harnesses the Hammersley technique to design a sampling plan that 
includes n combinations of values of independent models inputs, [𝑌𝑡−𝐿,  𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿], over the 
expected operational domain of the process variables [𝑈𝑡 𝑚𝑖𝑛 ∶   𝑈𝑡 𝑚𝑎𝑥,  𝑌𝑡 𝑚𝑖𝑛 ∶   𝑌𝑡 𝑚𝑎𝑥]. Each 
combination (row of the sampling plan matrix) consists of the 𝐷𝑦  initial process output values, 𝑌𝑡−𝐿, 
besides the 𝐷𝑢 × (𝐿 + 1) values of the process control inputs and their lagged 
counterparts, [𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿]. The rest of the dynamic metamodel inputs, [𝑌𝑡 , 𝑌𝑡−1, . . 𝑌𝑡−𝐿+1], 
together with the dynamic metamodel output, 𝑌𝑡+1, are obtained by the simulation of the process 
model considering the initial process outputs, 𝑌𝑡−𝐿, and the control input profile 
value, [𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿], previously selected by the DOCE technique (Figure 2). Finally, the input–
output training data, [𝑋]𝑛 = [𝑌𝑡 , 𝑌𝑡−1, . . 𝑌𝑡−𝐿 ,  𝑈𝑡 , 𝑈𝑡−1, . . 𝑈𝑡−𝐿]𝑛, [𝑊]𝑛 = [𝑌𝑡+1]𝑛, are used to train the 
set of 𝐷𝑦 dynamic metamodels (Eq. (3)).  
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Figure 2. Scheme of the proposed dynamic DOCE. 
The sampling procedure becomes simpler when no lag exists (i.e. Markovian process, L=0,). Hence, 
the DOCE technique is used to directly select/design a sampling plan [𝑋]𝑛 = [𝑌𝑡 ,  𝑈𝑡]𝑛. After that, n 
simulation runs are carried out using the process FPM in order to obtain the dynamic model output 
values [𝑊]𝑛 = [𝑌𝑡+1]𝑛. 
3.4 Input-Output signals generation 
In common practical situations, a FPM of the process may not be available and, consequently, the 
selection of the best training data through the application of the proposed DOCE procedure is not 
possible. Therefore, this work also considers cases where only input-output signals, measured and 
collected from the process by the physical sensors network are available. We mimic this situation 
through considering the process FPM as a real plant that generates these input-output data signals.   
The first step in the generation of input-output signals is the synthesis of a piecewise-constant set of 
the process control inputs 𝑈𝑡 ∈ 𝑅
𝐷𝑢, which are composed by random step changes of the control input 
values along the time within the allowable control limits 𝑈𝑡 𝑚𝑖𝑛 ∶   𝑈𝑡 𝑚𝑎𝑥. Each step change is 
expected to hold for some intervals, ∆𝑡, to catch the entire dynamic conduct of the process outputs 
corresponding to this step change. At the same time, the number of sampling periods over which the 
control input values hold should not be large, in order to avoid gathering redundant information about 
the steady-state mode of the process. The synthesized control input signals are, then, simulated by the 
process plant (i.e., model) in order to obtain the corresponding process output signals, to which 
Gaussian noise is added to emulate the sensors noise. The initial values of the process output signals 
are selected to be in the middle of their estimated variability domain, in order to maximize the 
likelihood that during their evolution they could span the sub-regions of the whole domain. These 
input-output signals, 𝑈𝑡 , 𝑌𝑡, are used to train the system of dynamic surrogate models considering a 
suitable lag, L.  
Usually, the domain within which the process control inputs are allowed to be manipulated 𝑈𝑡 𝑚𝑖𝑛 ∶
  𝑈𝑡 𝑚𝑎𝑥  is known from the process operational specification. However, the variation domain of the 
process outputs [ 𝑌𝑡 𝑚𝑖𝑛 ∶   𝑌𝑡 𝑚𝑎𝑥] should be also checked in front of the recorded process historical 
data. In the case of the considered simulated case studies, the domain  𝑌𝑡 𝑚𝑖𝑛 ∶   𝑌𝑡 𝑚𝑎𝑥 has been 
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estimated through several trial and error simulations, using control profiles within the specified limits 
of the process control inputs. Also, it is worth to mention that the time step length  ∆𝑡 is conditioned 
by the subsequent application of the multivariate dynamic models. For example, if these dynamic 
models are to be employed for monitoring, fault detection and diagnosis, or model predictive control 
applications,  ∆𝑡 will be the sampling period over which the process must be supervised or controlled. 
In this work, we have considered the same ∆𝑡 previously used in the literature for each one of the 
addressed case studies. 
4 Applications  
In this section, three benchmark models from the chemical process engineering literature are used to 
evaluate the proposed modeling methodology, including the sampling procedure, and to compare 
different metamodels types. These benchmarks are representative examples of nonlinear dynamic 
systems from three different sub-domains, namely, biochemical, industrial and petrochemical 
engineering. 
The first case involves the model of a continuous bioreactor system that has been considered in 
different dynamic modeling and control studies, e.g., for data-driven univariate dynamic modeling 
[38], Quasi-sliding model control [63], and for the design of nonlinear observers [65].  The second 
application considers the model of a three-tank system that has been commonly used as a benchmark 
in different monitoring, control and fault detection and diagnosis studies [66, 67, 68, 69]. The third 
case study involves the model for a shale-oil pyrolysis batch system that has been frequently addressed 
as example of batch processes dynamic optimization [70, 71]. 
As previously mentioned, in all these case studies two application scenarios will be considered: the 
first one would mimic a realistic situation where only input-output signals are available for training the 
models (see Section 3.4) and, thus, the FPM is used as the process plant from which these signals are 
collected. The second scenario assumes that the FPM is available for the application of the proposed 
DOCE procedure in order to optimally select the training data (see Section 3.3). Finally, in both 
scenarios, the trained dynamic models are tested with a set of totally new data, independently 
generated in the form of input-output signals. The dynamic models are harnessed for forecasting the 
process output values, given the values of the validation control inputs, by interacting in a coordinated 
way through the recursive time integration process proposed (Section 3.2). Finally, the NRMSE (Eq. 




A bioreactor consists in a system inside which microorganisms grow by feeding on the substrate in 
order to produce the desired product. The difficulties to model the biochemical dynamics associated to 
the involved processes, usually depending on many factors and conditions not easy to control, convert 
such systems in challenging situations where to test nonlinear dynamic modeling methods and their 
applications [65, 63, 38]. 
A second-order discrete dynamic model of the bioreactor is considered to describe the evolution of the 
concentrations of the microorganisms, 𝐶𝑚, and the substrate, 𝐶𝑠, inside the reactor, which are affected 
by the reactor outlet flowrate, 𝑈, as detailed by Eqs.(6): 
 
𝐶𝑚(𝑡+1) = 𝐶𝑚(𝑡) + 0.5 
𝐶𝑚(𝑡) 𝐶𝑠(𝑡)
𝐶𝑚𝑡 +  𝐶𝑠(𝑡)
𝐶 − 0.5 𝑈(𝑡)𝐶𝑚(𝑡)
𝐶𝑠(𝑡+1) =  𝐶𝑠(𝑡) − 0.5 
𝐶𝑚(𝑡) 𝐶𝑠(𝑡)
𝐶𝑚(𝑡) +  𝐶𝑠(𝑡)







The objective is building a group of data-driven models (Eqs. (7)), which are able to accurately 
approximate the bioreactor output evolution, [𝐶𝑚(𝑡+1), 𝐶𝑠(𝑡+1)]: 
 
?̂?𝑚(𝑡+1) = 𝑓1(𝐶𝑚(𝑡), … 𝐶𝑚(𝑡−𝐿),  𝐶𝑠(𝑡) … ,  𝐶𝑠(𝑡−𝐿), 𝑈(𝑡), … , 𝑈(𝑡−𝐿))
?̂?𝑠(𝑡+1)  = 𝑓2(𝐶𝑚(𝑡), … 𝐶𝑚(𝑡−𝐿),  𝐶𝑠(𝑡), … ,  𝐶𝑠(𝑡−𝐿), 𝑈(𝑡), … , 𝑈(𝑡−𝐿))
} (7) 
As previously mentioned, the situation where only signals measured from the process plant are 
available [𝑈(𝑡), 𝐶𝑚(𝑡), 𝐶𝑠(𝑡)] is first considered for model training. Thus, a flowrate signal, 𝑈(𝑡), is 
synthesized by arbitrary changing its amplitude along the time, where every change lasts over 20 
sampling intervals (Figure 3-left). The amplitude values of the step changes are randomly chosen 
within the known operating range [0:0.7] of the outlet flowrate, 𝑈(𝑡). 
 
Figure 3. Training signal (bioreactor). 
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This outlet flowrate signal is introduced to the process FPM (Eq. (6)) in order to obtain the 
corresponding process output signals: concentrations of microorganisms, 𝐶𝑚(𝑡), and substrate, 𝐶𝑠(𝑡). 
To these calculated values, 𝐶𝑚(𝑡), 𝐶𝑠(𝑡), a Gaussian noise 𝒩(𝜇 = 0, 𝜎 = 0.0025%) is added to 
emulate the kind of information which would be available in this case (Figure 3-(middle, right)), 
where 𝜎 is a percentage of the variability domain ([0: 0.15, 0:0.15]) of these variables, 𝐶𝑚(𝑡), 𝐶𝑠(𝑡) . 
As previously mentioned in Section 3.4, the variation ranges of the output, 𝐶𝑚(𝑡) and 𝐶𝑠(𝑡) are 
estimated by carrying out different trial and error simulations using random values of the outlet 
flowrate, whose variation range is already specified, [0:0.7]. Besides, the initial values of the substrate 
and microorganisms concentrations, [𝐶𝑚(0),𝐶𝑠(0)], are selected to be in the middle of their variation 
ranges. 
In parallel, a second situation where the training data is generated by means of the proposed sampling 
procedure for the dynamic modeling has also been considered. Hence, the Hammersley technique is 
used to sample over the expected variation domain of the dynamic models input, [0: 0.15, 0: 0.15, 0: 
0.7], so as to generate a sampling plan which includes 300 sample points (input values combinations), 
as described in Section 3.3. It should be noted that a different sampling plan is designed for each one 
of the different lag values considered, since a different lag implies a different number of the dynamic 
model inputs (i.e. model delayed input). 
The procedure application becomes straightforward when no lag is considered (𝐿 = 0): the DOCE is 
used to design a sampling plan over the dynamic models input variables [𝐶𝑚(𝑡), 𝐶𝑠(𝑡), 𝑈(𝑡)] and, then, 
the FPM is used to simulate the model output [𝐶𝑚(𝑡+1), 𝐶𝑠(𝑡+1)]; after that, the input-output training 
data matrices, [𝐶𝑚(𝑡), 𝐶𝑠(𝑡), 𝑈(𝑡)]300 − [𝐶𝑚(𝑡+1), 𝐶𝑠(𝑡+1)]300, are used to train the models.  However, if 
a lag is considered, just for example, 𝐿 = 1, the Hammersley technique used to design a sampling plan 
should only consider the independent inputs of the dynamic model, [𝐶𝑚(𝑡−1), 𝐶𝑠(𝑡−1), 𝑈(𝑡−1), 𝑈(𝑡)], and 
the FPM is employed to simulate the dependent inputs, [𝐶𝑚(𝑡), 𝐶𝑠(𝑡)], of the dynamic model and also 
the model output, [𝐶𝑚(𝑡+1), 𝐶𝑠(𝑡+1)], as described in Section 3.3. Similarly, in this case, a Gaussian 
noise with the same mean and standard deviation is added to the all process output data. Finally, the 
input-output training data matrices, [𝐶𝑚(𝑡), 𝐶𝑚(𝑡−1), 𝐶𝑠(𝑡), 𝐶𝑠(𝑡−1), 𝑈(𝑡), 𝑈(𝑡−1) ]300 − [𝐶𝑚(𝑡), 𝐶𝑠(𝑡)]300, 
are obtained. 
Both training datasets (input-output signals or DOCE) have been used to train different groups of the 
multivariate models in Eqs.(7), considering the OK and ANNs techniques and various lags (𝐿 =
0, 1, 2 𝑜𝑟 3).  
In case of the ANN, its structure has been selected by a search procedure, trying to balance the 
accuracy and simplicity of the resulting network. Specifically, for any of the models in Eqs.(7), four 
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different ANNs-based dynamic models, corresponding to four different lags (𝐿 = 0, 1, 2 𝑜𝑟 3), have 
been fitted. Since in each case the number of the model inputs will be different, a single fixed ANN 
structure is not likely to be suitable for all these different dynamic models. In this case, a two layer 
ANN is used, where the number of neurons in each layer equals to double of the number of input 
variables of the dynamic model. Besides, a log-sigmoid transfer function is used for the hidden layer 
neurons, whereas a linear transfer function is used for the output layer. The network training is trained 
by mean of Bayesian regularization backpropagation algorithm, which updates the weights and biases 
according to Levenberg-Marquardt optimization. This training algorithm usually provides the ANNs 
with good generalization properties. Again, it is worthy to stress that the selection of the ANN 
structure and configurations is a time and effort consuming task, even when addressing a low 
dimensional problem, as the case in hands. This challenge will be magnified as the problem 
dimensionality and/or the number of training data increases.  
Regarding the OK-based models, the “fmincon” algorithm for nonlinear optimization of the Matlab 
optimization toolbox is used to tune the parameters [ξl, λ] (see Section 2.2). Unlike the ANN, all the 
OK parameters are automatically optimized. However, a main obstacle which complicates the fitting 
of the OK is the choice of proper initial values necessary for starting the optimization search: a 
derivative-based optimization algorithm is relatively fast but it can, readily, end up at a local optima, 
because of the intricacy of the likelihood function. In this work, few optimization runs (each departing 
from distinct initial values of the parameters) are considered, to ensure effective training of the OK. 
Although derivative-free optimizers (e.g., genetic algorithms, swarm intelligence-based algorithms) 
guarantee global search, their search mechanism may demand a huge computational burden 
considering the expensive evaluation of the likelihood function (see Section 2.2).For assessing the 
trained models performance, two validation signals have been randomly generated in the same 
previously mentioned manner (Section 3.4), where the amplitude value of the control scenarios 
(reactor outlet flowrate, 𝑈) has been randomly selected within the specified domain [0:0.7]. However, 
the time length over which each amplitude value holds has been selected differently for each control 
scenario. The objective is to assess the accuracy and robustness of the multivariate metamodels under 
different operational conditions and dynamics (Figure 5-top solid black lines) and also to avoid any 
correspondence with the training conditions. 
The dynamic metamodels are harnessed to emulate the evolution of the microorganisms concentration, 
𝐶𝑚(𝑡+1), and substrate concentration, 𝐶𝑠(𝑡+1) , alonf the entire time period (five hundred steps) of each 
of the two validation scenarios of the output flowrate, 𝑈, (Figure 5) through the recursive procedure 
illustrated in Section 3.2. Table 1 and Figure 4 illustrate the NRMSE of the multivariate dynamic 
models  ?̂?𝑚(𝑡+1) and ?̂?𝑠(𝑡+1) when they are trained using the considered techniques (i.e.: ANN, OK), 
lags (𝐿=0, 1, 2, 3) and procedures for training data selection (input-output signals, DOCE). 
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Table 1. NRMSE (%) of the multivariate dynamic metamodels (bioreactor). 
Training data type Lag 
?̂?𝒎(𝒕+𝟏)  ?̂?𝒔(𝒕+𝟏) Average  (?̂?𝒎(𝒕+𝟏)& ?̂?𝒔(𝒕+𝟏)) 
OK ANN OK ANN OK ANN 
Signal  
0 4.0 2.9 3.1 3.0 3.5 3.0 
1 3.4 4.6 3.0 2.7 3.2 3.6 
2 2.9 3.7 3.0 3.0 2.9 3.4 
3 2.9 4.4 3.0 2.9 3.0 3.6 
 𝝁 = 𝟑. 𝟐, 
𝝈 = 𝟎. 𝟐 
𝝁 = 𝟑. 𝟒, 
𝝈 = 𝟎. 𝟑 
DOCE 
0 2.3 1.2 0.4 0.3 1.4 0.8 
1 0.7 2.1 0.8 2.3 0.7 2.2 
2 1.6 1.2 0.4 0.3 1.0 0.8 
3 2.3 1.0 0.9 0.4 1.6 0.7 
 
𝝁 = 𝟏. 𝟐, 
𝝈 = 𝟎. 𝟒 
𝝁 = 𝟏. 𝟏, 
𝝈 = 𝟎. 𝟕 
 
Figure 4. NRMSE of the multi-step-ahead predictions of the output variables (𝐶𝑚, 𝐶𝑠) of the 
Bioreactor system versus the considered lag of the dynamic models: (a,b,c) training using signals data 





Notice that, generally, all the models trained with the different training data types (signals, DOCE), 
techniques (ANN, OK) and lags (𝐿 = 0,1,2,3) achieved very good performances. In particular, the 
DOCE further enhances the performance of the multivariate dynamic models, even when only 300 
data points have been used for training in these cases, in comparison to the 500 training points used in 
the cases using input-output signals, (see the overall mean, 𝜇, and standard of deviation , 𝜎 , of the 
different sets of models built with different lags). Also, it is worth to highlight that, regarding the 
signals-based training procedure, the set of multivariate dynamic models based on ANNs with 𝐿=0, 
and OK with 𝐿=2 achieved the best performances, respectively NRMSE of 3.0 %, and 2.9 %. In 
relation to the DOCE training procedure, dynamic models based on ANNs with 𝐿= 3, and OK with 𝐿= 
1 provided the best performance, respectively NRMSE of 0.7 %, and 0.7 %. 
 
 
Figure 5. Multi-step ahead prediction of the Bioreactor output variables (𝐶𝑚, 𝐶𝑠) in two validation 
scenarios (left and right), predicted by different sets of OK-based dynamic models, trained using 
different data selection procedures and considering different lags of the dynamic models: solid black 
line is the exact behavior of the process, blue and brown dashed lines are, respectively, the best and 
worst predictions of the metamodels set trained using input-output signals and the green and red 
dashed lines are, respectively, the best and worst predictions of the metamodels set trained using the 
data selected by the proposed DOCE.  
 
Figure 5 shows the step-ahead predictions of the microorganisms, 𝐶𝑚(𝑡+1), and substrate, 𝐶𝑠(𝑡+1) , 
concentrations, corresponding to two validation scenarios by means of the multivariate dynamic 
models set based on the OK technique. The Figure compares -in terms of the prediction accuracy, see 
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Table 1- the best and the worst models in both training cases: using the input-output signal (blue and 
brown dashed lines for worst and best respectively) and the DOCE (red and green dashed lines for 
worst and best, respectively). Similar Figures for the dynamic models based on ANN techniques are 
illustrated in the Appendix. These Figures not only emphasize the very high prediction accuracy of the 
best multivariate metamodels, but also show that even in the worst modeling trials (e.g.: blue and red 
dotted lines) quite satisfactory levels of accuracy are achieved for both the OK and ANN cases. The 
step-ahead prediction of the multivariate dynamic models set based on the ANN technique are shown 
in Figure S1.  
Azman et al. [38] have used the same case study to illustrate their proposal of  univariate dynamic 
modeling based on GP models, where a single-input-single-output system, 𝑈 − 𝐶𝑚, was considered. 
They used an input-output training signal of 602 samples with added normal random noise to the 𝐶𝑚 
data (𝜇 = 0, 𝜎 = 0.0025), and a random validation scenario that involves 60 time steps. In their work, 
a dynamic model with a lag 𝐿 = 2 achieved the best prediction accuracy, with a RMSE of 3.44×10-3. 
Using the methodology proposed in this work, extended prediction capabilities have been achieved 
with equal (600 samples for the input-output signals training set) or much less (300 samples for the 
DOCE training set) training data sizes, since all the system outputs (𝐶𝑚 and 𝐶𝑠) have been considered 
and equivalent RMSEs have been achieved (3% NRMSE that corresponds to a RMSE of 3.1×10-3) 
over much larger prediction horizons (500 steps-ahead predictions). 
 
Figure 6. Computational times required for the: (a) generation of the training datasets using the 
proposed DOCE, (b) training of the multivariate dynamic models sets based on OK and ANN and for 
(c) the prediction of the testing scenarios of the bioreactor case study. (Intel core i5-6200U 
CPU@2.3GHz.) 
Figure 6-(a) shows that the computational effort required for training data generation using the 
proposed DOCE procedure increases with the considered lags in the dynamic models: larger 
considered lags require more integration steps in the analytical model simulation runs (Section 3.3 and 
Figure 2). Notice that the time required  for generating the other type of training data (signals) is not 
illustrated since it is independent of the model lag (an average of 5.6 sec for generating input-output 
28 
 
signal as in Figure 3).  Figure 6-(b) shows that, generally, 1) the increase in the dynamic models lag 
escalates the training time due to the increase in dynamic model input dimensions and, consequently, 
the growth of the model parameters to be identified, 2) the training time of the OK-based dynamic 
models (mauve color) are much larger compared with that of the ANN (green color), because of the 
very expensive evaluation of the objective function involved in its parameters tuning task (the 
concentrated likelihood function that implies the expensive calculations of the invers of the correlation 
matrix [𝑅]𝑛×𝑛, where 𝑛 is the number of the training data). Nevertheless, given the fact that the 
training of the multivariate dynamic models is aimed to be an offline task, the high training 
computational efforts should be affordable. Figure 6-(c) shows the average prediction time of the 
entire 500 steps ahead of one testing profile (as in Figure 5) required by the multivariate dynamic 
models sets with different lags. Notice that the prediction time of the OK-based models are much 
lower than those of the ANN-based ones, due to the very simple predictor formula associated to OK 
(see Eq.(1)) compared with the relatively expensive calculations required by the ANN to perform the 
prediction, which include multiplication of matrices of inputs and weights at each layer besides 
processing their result by the transfer functions. In general, the prediction time is quite suitable for any 
online application, as one-step ahead prediction requires an order of magnitude of 10−3 sec in a simple 
Personal Computer. 
It is worth noticing that, in this case study, as well as in the next ones, the analysis of the 
computational time are perturbed by different uncontrolled uncertainties and randomness, which lead 
to some outliers and noise in the trends of the curves in Figure 6. These uncertainties include the 
random initial values of the parameters of the metamodels (OK and ANN), the possible change of the 
behavior of the objective function involved in the parameter tuning task with the increase of the model 
lags (i.e. increase in the model input dimensions) and, also, the online availability of the processors 
and RAM of the computer while performing the calculations. 
Finally, it should be emphasized that the performance of the proposed methodology in all cases will be 
affected by the general limitations and criticalities of any data-driven / machine-learning technique, 
including the one that refers to the size and the quality of the training data: to ensure a satisfactory 
prediction accuracy level, sufficient number of training data should be available, including enough 
information about the different dynamic conditions/states/scenarios that the process will face. Also, 
the quality of the training data in terms of the measuring error/noise (unavoidable in real systems) is 
an important factor affecting the model performance, as the excess of noisy measurements could lead 
to poor model performance.  
Figure 7 shows two experiments that address the effects of the training dataset size and noise over the 
model prediction accuracy in this case, based on the OK model, trained with data generated via the 
DOCE procedure and considering lag =1 (best overall prediction accuracy in this case). Figure 7-(a) 
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shows how the size of the training dataset (fixing the noise standard deviation to 0.0025%) affects the 
average prediction accuracies of the model. Considering the overall accuracy (black stars) the initial 
positive effect of increasing the size of the training dataset achieves an optimum situation and, from 
this point, an increase of the training data does not necessarily enhance further the accuracy (as usually 
happens with these techniques).  Figure 7-(b) shows how the noise/error in the data also affects the 
average prediction accuracy of the models (fixing the number of training data to 300, which was the 
best value for the nominal conditions, with a noise standard deviation of 0.0025%). The Figure also 




Figure 7. Effect of the training dataset size (a) and the amount of noise (b) on the performance of the 
multivariate dynamic models set based on the OK technique, trained by data selected via the DOCE 
procedure and considering lag=1. 
 
4.2 Three-tanks system 
The second application is based on the three-tank system illustrated in Figure 8. It is a well-known 
nonlinear process that has been commonly used as a benchmark in different monitoring, control and 
fault detection and diagnosis studies [66, 67, 68]. Its popularity stems from the fact that it involves 
characteristics of fluid distribution systems (tanks, pumps, and pipelines) often encountered in real 
plants [69, 72], as cooling water circuits of distillation columns and feed water systems in power 
stations, etc.  
30 
 
                            




















The system model (in Eqs.(8)) describes the dynamic relations among the levels of the tanks, 
ℎ1, ℎ2,ℎ3, (the process outputs) and the inlet flowrates, 𝑄1, 𝑄2, (the control input), whose limiting 
value is 0.005 𝑚3/𝑠 . The values of the cross section area of the tanks, A, the cross section areas of the 
connecting pipes 𝑠13, 𝑠23, 𝑠0, and the flow coefficients 𝑎1, 𝑎3, 𝑎0, can be found in [72].  
A set of multivariate dynamic models is to be constructed, which describes the step-ahead evolution of 
the tanks levels ℎ1(𝑡+1), ℎ2(𝑡+1), ℎ3(𝑡+1), see Eqs.(9). The same general procedure described in Section 
3 and the application details illustrated in Section 4.1 are systematically followed in this case, too. 
ℎ̂1(𝑡+1) = 𝑓1(ℎ𝑖(𝑡), ℎ𝑖(𝑡−1), . . ℎ𝑖(𝑡−𝐿), 𝑄𝑗(𝑡) , 𝑄𝑗(𝑡−1), . . 𝑄𝑗(𝑡−𝐿))
ℎ̂2(𝑡+1) = 𝑓2(ℎ𝑖(𝑡), ℎ𝑖(𝑡−1), . . ℎ𝑖(𝑡−𝐿), 𝑄𝑗(𝑡) , 𝑄𝑗(𝑡−1), . . 𝑄𝑗(𝑡−𝐿))
ℎ̂3(𝑡+1) = 𝑓3(ℎ𝑖(𝑡), ℎ𝑖(𝑡−1), . . ℎ𝑖(𝑡−𝐿), 𝑄𝑗(𝑡) , 𝑄𝑗(𝑡−1), . . 𝑄𝑗(𝑡−𝐿))





  (9) 
The first training set is obtained by means of the generating input-output signals including 750 
instances (Figure 9). Thus, piecewise constant signals of the fluid inlet flowrate, 𝑄1 𝑎𝑛𝑑 𝑄2, are 
composed, where the signal amplitude values are randomly selected along the time in a constant 
piecewise manner within the ranges of [0.0 : 0.005] 𝑚3/𝑠, and each amplitude change holds for 20 
sampling periods. The corresponding output signals, ℎ1, ℎ2 and ℎ3, are obtained by the process FPM 




Figure 9. Input-output signal of the three-tanks system used for training the set of multivariate 
dynamic models. 
A second training set is again generated following the proposed dynamic DOCE procedure to include 
300 samples over the expected variation domain [0: 0.8, 0: 0.8, 0: 0.8, 0: 0.005, 0: 0.005] of the 
process variables, respectively, ℎ1, ℎ2 ℎ3, 𝑄1 and 𝑄2. Gaussian noise with the same mean and standard 
deviation is added to the process output data and, finally, the input-output training matrices are 
obtained, [ℎ𝑖(𝑡), … . , ℎ𝑖(𝑡−1),  𝑄𝑗(𝑡), … . , 𝑄𝑗(𝑡−1) ]300
− [ℎ𝑖(𝑡+1)]300, 𝑖 = 1,2,3 and 𝑗 = 1,2.  
The set of dynamic models in Eq.(9), [ℎ̂1(𝑡+1), ℎ̂2(𝑡+1), ℎ̂3(𝑡+1)], is trained using each type of the 
training datasets, based on the different considered techniques (i.e. OK and ANNs) and different lags. 
The same setting and guidelines used in Section 4.1 for selecting the ANN structure, for customizing 
its configurations and for tuning the OK models are also considered here. 




?̂?𝟏(𝒕+𝟏)  ?̂?𝟐(𝒕+𝟏)  ?̂?𝟑(𝒕+𝟏)  
Average 
(?̂?𝟏(𝒕+𝟏) , ?̂?𝟐(𝒕+𝟏) , ?̂?𝟑(𝒕+𝟏) )  
OK ANN OK ANN OK ANN OK ANN 
Signal 
0 2.7 1.9 1.8 1.4 2.4 2.0 2.3 1.7 
1 6.6 2.1 2.9 1.9 5.1 2.2 4.9 2.0 
2 5.7 2.8 2.7 2.1 4.4 2.9 4.3 2.6 
3 4.7 2.9 2.5 3.7 3.8 3.0 3.7 3.2 
 
𝝁 = 𝟑. 𝟖, 
𝝈 = 𝟏. 𝟏 
𝝁 = 𝟐. 𝟒, 
𝝈 = 𝟎. 𝟕 
DOCE 
0 1.7 0.4 0.7 0.2 1.6 0.3 1.3 0.3 
1 0.6 0.2 0.3 0.2 0.5 0.2 0.4 0.2 
2 0.9 0.5 0.4 0.4 0.9 0.5 0.7 0.5 




𝝁 = 𝟎. 𝟖, 
𝝈 = 𝟎. 𝟒 
𝝁 = 𝟎. 𝟕, 
𝝈 = 𝟎. 𝟔 
 
 
Figure 10. NRMSE of the multi-step-ahead predictions of the output variables (ℎ1, ℎ2, ℎ3) of the 
three-tanks system versus the considered lag of the dynamic models: (a,b,c) training using input-
output signals data and (d,e,f) training using DOCE data. 
Again, two validation signals, generated as described in Sections 3.4 and 4.1, are used to assess the 
fitted dynamic models (Figure 11). It deserves to emphasize that the amplitude values of the validation 
control scenarios (inlet flowrates, 𝑄1 and 𝑄2) have been randomly chosen within the specified domain 
[0, 0.005] 𝑚3/𝑠 and the time length over which amplitude values hold has been selected differently 
for each scenario (see Figure 11 top four subplots). Table 2 and Figure 10 show the low NRMSE of 
the multivariate dynamic models  ℎ̂1(𝑡+1) , ℎ̂2(𝑡+1) and ℎ̂3(𝑡+1) when they are trained using the 
considered techniques, lags and procedures for training data selection. Also, the evolution of the tanks 
levels along the time predicted by the multivariate dynamic models sets based on the OK and the ANN 





Figure 11. Multi-step ahead prediction of the three-tanks system output variables (ℎ1, ℎ2, ℎ3) in two 
validation scenarios (left and right), predicted by different sets of OK-based dynamic models, trained 
using different data selection procedures and considering different lags of the dynamic models: solid 
black line is the exact behavior of the process, blue and brown dashed lines are, respectively, the best 
and worst predictions of the metamodels set trained using input-output signals and the green and red 
dashed lines are, respectively, the best and worst predictions of the metamodels set trained using the 




Figure 12. Computational times required for the: (a) generation of the training datasets using the 
proposed DOCE, (b) training of the multivariate dynamic models sets based on OK and ANN and for 
(c) the prediction of the testing scenarios of the three tanks case study. (Intel core i5-6200U 
CPU@2.3GHz.) 
 
Figure 12-(a) shows the computational effort required for the training data generation using the 
proposed DOCE procedure. As in the previous case, the time required for generating the other type of 
training data (input-output signal, see Figure 9) is constant (now equals to an average of  9.0 sec.), and 
the rest of conclusions are also equivalents: Figure 12-(b) illustrates the escalation of the training time 
with the increase of the dynamic models lag and that the training time of the OK-based dynamic 
models (mauve color) are much larger relative to the ANN (green color). Figure 12-(c) shows the 
average prediction time of the entire 500 steps ahead of one testing profile. It emphasizes again the 
capabilities of the dynamic models for real time predictions, requiring an order of magnitude from 
10−3 to  10−2 sec for one-step ahead prediction. 
 
4.3 Oil Shale Pyrolysis 
Oil shale pyrolysis is an industrial process that aims at extracting shale oil through the decomposition 
of the shale. Pyrolysis approximates the natural processing of the organic material in the shale, i.e. 
kerogen, using higher temperatures to compensate for the geological time frame [71]. Upon heating, 
kerogen decomposes by consecutive reactions into a benzene-soluble material (pyrolytic bitumen), 
which, in turn, decomposes to form the final products of oil, gas, and carbonaceous residue on the 





       𝑘1       
→      𝑃𝑏
𝑃𝑏
       𝑘2       
→      𝑂𝑔
𝐾𝑟 + 𝑃𝑏
       𝑘3       
→      𝑃𝑏 + 𝑃𝑏
𝐾𝑟 + 𝑃𝑏
       𝑘4       
→      𝑂𝑔 + 𝑃𝑏
𝐾𝑟 + 𝑃𝑏
       𝑘5       







The series of reactions taking place during the process are illustrated in Eqs.(10), where 𝐾𝑟 is the 
kerogen, 𝑃𝑏 is the pyrolytic bitumen, 𝑂𝑔 is oil and gas and 𝑂𝑐 is the organic carbon residue [71].  The 
mathematical model in Eqs.(11) describes the evolution of the concentrations, 𝐶𝐾𝑟, 𝐶𝑃𝑏 , 𝐶𝑂𝑔, 𝐶𝐶𝑟, 
where 𝑘𝑖 is the specific reaction rate, 𝑘𝑖0 is its intial value, 𝐸𝑖   is the activation energy, 𝑅  is the gas 




=  −𝑘1 𝐶𝐾𝑟 − (𝑘1 + 𝑘4 + 𝑘5 ) 𝐶𝐾𝑟𝐶𝑃𝑏
𝑑𝐶𝑃𝑏
𝑑𝑡
=       𝑘1 𝐶𝐾𝑟 − 𝑘2𝐶𝑃𝑏 + 𝑘3 𝐶𝐾𝑟𝐶𝑃𝑏       
𝑑𝐶𝑂𝑔
𝑑𝑡
=       𝑘2𝐶𝑃𝑏 − 𝑘4 𝐶𝐾𝑟𝐶𝑃𝑏                         
𝑑𝐶𝐶𝑟
𝑑𝑡
=       𝑘5 𝐶𝐾𝑟𝐶𝑃𝑏                                          
















This model has been commonly used for the dynamic optimization of the process [70], aiming at 
maximizing the pyrolytic bitumen production at the end of the batch, i.e.  𝐶𝑃𝑏(𝑡𝑓).  With this 
objective, the optimal batch time, 𝑡𝑓, and the optimal temperature profile over the batch time [ 𝑡0: 𝑡𝑓] 
are to be identified, considering the initial conditions [𝐶𝐾𝑟(𝑡0), 𝐶𝑃𝑏(𝑡0), 𝐶𝑂𝑔(𝑡0), 𝐶𝐶𝑟(𝑡0)]= [1, 0, 0, 0]. 
In this application, we illustrate the development of a set of dynamic models (Eqs.(12)) which is able 
to accurately approximate the future behavior of the oil shale pyrolysis process. Six different batch 
runs are simulated, such that each batch corresponds to a different control profile of the temperature, 
composed as previously mentioned within the known limits [698.15 𝐾: 748.15𝐾] and,  random initial 
conditions [𝐶𝐾𝑟(𝑡0), 𝐶𝑃𝑏(𝑡0), 𝐶𝑂𝑔(𝑡0), 𝐶𝐶𝑟(𝑡0)] between the range  [0.95 : 1.05 , 0 : 0.05, 0 : 0.05 , 0 : 
0.05]. Also, a random Gaussian noise of the aforementioned order of magnitude is added to the output 
values. It is worthy to mention that the batch time is set to its optimal value identified in the literature 
[71], i.e. 𝑡𝑓 = 9.3 𝑚𝑖𝑛 , while the sampling period is set to 0.093 𝑚𝑖𝑛. 
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?̂?𝐾𝑟(𝑡+1) = 𝑓1(𝐶𝐾𝑟(𝑡), . . , 𝐶𝐾𝑟(𝑡−𝐿), 𝐶𝑃𝑏(𝑡), . . , 𝐶𝑃𝑏(𝑡−𝐿), 𝐶𝑂𝑔(𝑡), . . , 𝐶𝑂𝑔(𝑡−𝐿), 𝐶𝐶𝑟(𝑡), . . , 𝐶𝐶𝑟(𝑡−𝐿), 𝑇(𝑡), . . , 𝑇(𝑡−𝐿))
?̂?𝑃𝑏(𝑡+1) = 𝑓2(𝐶𝐾𝑟(𝑡), . . , 𝐶𝐾𝑟(𝑡−𝐿), 𝐶𝑃𝑏(𝑡), . . , 𝐶𝑃𝑏(𝑡−𝐿), 𝐶𝑂𝑔(𝑡), . . , 𝐶𝑂𝑔(𝑡−𝐿), 𝐶𝐶𝑟(𝑡), . . , 𝐶𝐶𝑟(𝑡−𝐿), 𝑇(𝑡), . . , 𝑇(𝑡−𝐿))
?̂?𝑂𝑔(𝑡+1) = 𝑓3(𝐶𝐾𝑟(𝑡), . . , 𝐶𝐾𝑟(𝑡−𝐿), 𝐶𝑃𝑏(𝑡), . . , 𝐶𝑃𝑏(𝑡−𝐿), 𝐶𝑂𝑔(𝑡), . . , 𝐶𝑂𝑔(𝑡−𝐿), 𝐶𝐶𝑟(𝑡), . . , 𝐶𝐶𝑟(𝑡−𝐿), 𝑇(𝑡), . . , 𝑇(𝑡−𝐿))








Figure 13. Training (blue) and validation batches (red). 
Four batches (blue lines in Figure 13) are considered as the input-output training set, while two 
batches (red lines in Figure 13) are used for the testing purpose. On the other side, a second training 
set including 400 samples or instances is generated by the proposed procedure for dynamic DOCE, 
considering the expected variation domain of the process variables 𝐶𝐾𝑟, 𝐶𝑃𝑏 , 𝐶𝑂𝑔, 𝐶𝐶𝑟, and 𝑇: [0  : 1.2, 
0 : 0.6, 0 : 1.2, 0 : 0.6, 698.15 : 748.15 ] 
Both types of training data, input-output signals and DOCE, are utilized for fitting the models set in 
Eqs.(12), considering also the different techniques and lags as in the previous sections. The trained 
sets of models are used to predict the evolution of the process outputs, 𝐶𝐾𝑟, 𝐶𝑃𝑏 , 𝐶𝑂𝑔, 𝐶𝐶𝑟, over 100 
time steps, corresponding to each validation scenario of the temperature, 𝑇 (red lines in Figure 13). 
The performance of each one of the dynamic models is illustrated in Table 3 and Figure 14, where the 
prediction NRMSE is shown for each model independently and for the set of dynamic models. It can 
be noticed that the multivariate dynamic models possess quite satisfactory level of accuracy (Figure 
14-(c, f) and the last two column in Table 3), specially taking into account the complex nature of the 
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considered case. This complexity is expressed by the higher dimensionality of the output, the complex 
reactions mechanisms (see Eqs.(10)), the high nonlinear relations in the system (see Eqs.(11)) and by 
the nature of the process as a batch type that often included transient dynamics and sophisticated 
reaction kinetics and stoichiometry. Besides, the kerogen concentration, 𝐶𝐾𝑟, seems to be the easiest 
output to be modeled (Figure 15, red lines), however, the organic carbon residue, 𝐶𝐶𝑟, represents the 
most difficult behavior to be captured (Figure 15, yellow lines). 




?̂?𝑲𝒓(𝒕+𝟏)  ?̂?𝑷𝒃(𝒕+𝟏)  ?̂?𝑶𝒈(𝒕+𝟏)  ?̂?𝑪𝒓(𝒕+𝟏)  
Average  
(?̂?𝑲𝒓(𝒕+𝟏), ?̂?𝑷𝒃(𝒕+𝟏),  
?̂?𝑶𝒈(𝒕+𝟏) , ?̂?𝑪𝒓(𝒕+𝟏) ) 
OK ANN OK ANN OK ANN OK ANN OK ANN 
Signal 
0 3.7 2.5 5.4 4.6 3.7 2.5 8.4 6.9 5.3 4.1 
1 2.6 2.6 4.5 8.0 1.6 4.9 8.0 7.4 4.2 5.8 
2 1.7 4.0 3.4 7.4 1.5 4.8 7.9 9.4 3.6 6.4 
3 1.7 1.8 2.9 5.9 1.5 4.0 7.8 6.8 3.5 4.6 
 
𝝁 = 𝟒. 𝟐, 
𝝈 = 𝟎. 𝟖 
𝝁 = 𝟓. 𝟐, 
𝝈 = 𝟏. 𝟏 
DOCE 
0 3.6 1.4 5.6 3.9 4.2 3.0 5.2 5.9 4.6 3.6 
1 4.2 0.4 7.2 0.9 6.0 0.6 8.5 2.9 6.5 1.2 
2 1.4 0.7 3.4 1.1 3.0 0.5 5.2 1.0 3.3 0.8 
3 1.7 0.1 3.0 0.2 3.9 0.2 1.5 0.7 2.5 0.3 
 
𝝁 = 𝟒. 𝟐, 
𝝈 = 𝟏. 𝟕 
𝝁 = 𝟏. 𝟓, 





Figure 14. NRMSE of the multi-step-ahead predictions of the output variables (𝐶𝐾𝑟, 𝐶𝑃𝑏, 𝐶𝑂𝑔, 𝐶𝐶𝑟) of 
the oil shale pyrolysis process versus the considered lag of the dynamic models: (a,b,c) training using 
input-output signals data and (d,e,f) training using DOCE data. 
The best performances (input-output training signal) have been achieved by the sets of dynamic 
models based on ANNs with 𝐿=0 and OK with 𝐿=3, finding NRMSE of 4.1 %, and 3.5 %, 
respectively. The dynamic models sets (DOCE training) based on ANNs with 𝐿= 3 and OK with 𝐿= 3 
have provided the best performances, finding NRMSE of 0.3% and 2.5%, respectively. Again, the 
models trained using data generated by the proposed DOCE procedure exhibit enhanced performance 
with respect to those trained by the data generated using the input-output signal. 
Figure 15 shows the evolutions of the kerogen, 𝐶𝐾𝑟(𝑡+1), pyrolytic bitumen, 𝐶𝑃𝑏(𝑡+1), oil and 
gas, 𝐶𝑂𝑔(𝑡+1), and the organic carbon residue, 𝐶𝐶𝑟(𝑡+1), concentrations in two validation batches, 
predicted by the set of OK-based dynamic models.  Similarly, the worst and best performances with 
respect to each training data type are highlighted by the aforementioned colors. The Figure shows that 
even in the worst modeling trials (blue and red dotted lines) quite satisfactory levels of accuracy are 
achieved, especially for the OK and ANN cases. The step-ahead prediction of the ANN-based 





Figure 15. Multi-step ahead prediction of the output variables of the oil shale pyrolysis process 
(𝐶𝐾𝑟, 𝐶𝑃𝑏, 𝐶𝑂𝑔, 𝐶𝐶𝑟) in two validation batches (left and right), predicted by different sets of OK-based 
dynamic models, trained using different data selection procedures and considering different lags of 
the dynamic models: solid black line is the exact behavior of the process, blue and brown dashed lines 
are, respectively, the best and worst predcions of the metamodels sets tained using aribiraray inpu-
output signals, respectively, and the green and red dashed lines are, respectively, the best and worst 
predcions of the metamodels sets tained using data selected by the proposed DOCE.  
Figure 16 shows the training data collected by the input-output signal generation (red crosses) and the 
proposed dynamic DOCE (cyan circles) procedures projected onto some of the metamodels input 
dimensions. The Figure shows that when the methodology is used for approximating a complex FPM, 
it is capable of efficiently generating all the possible combinations of the process variables values by 
the proposed DOCE procedure, in order to collect dataset covering the entire domain of the models 
input and, consequently, to enhance its prediction accuracy. However, when the methodology is meant 
to be applied to a real process, the FPM model is considered as a process plant, but with only few 
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input-output datasets available, which have been generated following the procedure in Section 3.4 
(one/few signal(s) or “profile(s)” evolving through the complete set of feasible situations). See Figure 
16, where the training data in the latter case (red crosses) represent a small local subset within the 
entire domain of variability of the model input variables. In this case, these “profiles” have been 
generated in a random way (see Section 3.4) since we do not know the control mechanism (problem) 
of each specific process and, moreover, this is the typical procedure used in the literature [38, 1]. 
For real situation, where a database of the process variables measurements history is available, the 
training data selection should cover as much as possible the dynamic conditions of the process, in 
order to feed model with sufficient information about the process [53].  
 
Figure 16. Comparison between the training data selected by the proposed DOCE procedure (cyan 
circles) and the training data in the case of using input-output signals (red crosses), both projected 
over arbitrary selected pairs of the dynamic models input dimensions: (a,b) bioreactor,(c,d) three-






Figure 17. Computational times required for the: (a) generation of the training datasets using the 
proposed DOCE, (b) training of the multivariate dynamic models sets based on OK and ANN and for 
(c) the prediction of the testing scenarios of the oil shale pyrolysis case study.  (Intel core i5-6200U 
CPU@2.3GHz.) 
Figure 17-(a) shows the computational time required for the training data generation using the 
proposed DOCE procedure. The time required for generating the other type of training data (input-
output signal, see Figure 13) is (again) constant and equals to an average of  9.0 sec. Figure 17-(b) 
illustrates the escalation of the training time with the increase of the dynamic models lag and that the 
training times of the OK-based dynamic models (mauve color) are (again) larger relative to the ANN 
(green color) escalation. Figure 17-(c) shows the average prediction time of the entire 100 steps ahead 
of one testing profile. It emphasizes again the capabilities of the dynamic models for real time 
predictions, requiring an order of magnitude from 10−2 to  10−1 sec for one-step ahead prediction. 
Finally, it should be mentioned that in all the analyzed cases but, especially, in situations where only 
few input-output signals are available for the training and/or they may represent a biased or partial 
view of the process (as in the last case study, see Figure 16-(e,f), red crosses), the resulting dynamic 
models may be very sensible to the eventual evolution of the real process behavior through the time, 
which may drive it to unexpected/unexplored conditions, either due to the natural evolution of the 
process (e.g.: heat exchanger fouling, process aging, drifting, etc.), or because a wrong/incomplete 
selection of the training dataset. In such situations, the dynamic models can perform poorly, because 
they are going to be applied outside the domain of knowledge/information on which they have been 
trained. An online updating mechanism that continuously feeds/updates the dynamic models with new 
data (information) collected from the process would be the solution for such problem.  
In this sense, the practical application of the proposed methodology needs to account for the 
uncertainty or confidence about the model prediction, which should be more reliable when the model 
is to be used for control and optimization (e.g.: in order to assess how the control actions will tolerate 
the model predictions errors, or in order to detect that the process is evolving into a new or not well 
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described working area). Ensemble and Monte-Carlo-based methods are suitable for the uncertainty 
quantification of data-driven models. 
5 Conclusions 
This work presents a robust and generic methodology for data-driven multivariate dynamic modelling 
and multi-step ahead prediction of nonlinear chemical processes using surrogate models. The proposed 
methodology utilizes surrogate models for building a group of NARX models, each of them able to 
predict the evolution of one output as a function of the other inputs and outputs of the process. The set 
of multivariate dynamic models are, then, used to forecast the process outputs along larger time 
intervals, through a recursive and inter-coordinated prediction scheme. The methodology also offers a 
new procedure for training data selection for dynamic modeling, based on the “design of computer 
experiments” technique when a FPM of the process is available.  
The application of the proposed methodology is illustrated through three case-studies of nonlinear 
dynamic processes selected from the process engineering literature, including a bioreactor, three-tanks 
and an oil-shale pyrolysis batch reactor. The results make explicit the promising capabilities of the 
developed multivariate dynamic models in terms of: 1) a high prediction accuracy, 2) the capability of 
simulating complex dynamic profiles over large prediction time horizons, and 3) the generality and 
robustness required to handle cases of different nature (biological, industrial and chemical systems), 
integrating different metamodel types (ANN and OK), managing situations based on either FPM 
approximations or where only a  limited set of process input-output signals are available, exhibiting 
very good behavior with respect to the sensitivity against the training data size and the noise in the 
training data. 
The proposal extends the capabilities of the OK techniques (until now only proposed in simpler 
dynamic situations) and efficiently introduces them to full dynamic scenarios, showing very 
competitive characteristics with respect to other leading techniques such as ANNs, in terms of 
accuracy and, more significantly, in terms of flexibility and systematic tuning of parameters. The only 
disadvantage is the relatively high computational effort required for fitting. 
The sets of multivariate dynamic models provided by the methodology fit very well with the 
requirements and needs of different engineering applications as model predictive control, dynamic 
optimization, monitoring, etc., where the future values of many process outputs must be accurately and 
rapidly predicted.  
The good results obtained with models trained with a limited quantity of input-output data justify the 
generalization of the message and the potential applicability of the proposed procedure to situations 
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when no FPM is available or the conditions from the training data may significantly change, although 
this is to be further investigated. On the other hand, the main issues which main appear during the 
application of the proposed methodology, associated to the availability, representativeness and quality 
of the training data, and common to the application of machine-learning techniques, represent 
potential lines of future research, such as the development of online updating method to overcome the 
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