ABSTRACT Dempster-Shafer evidence theory (D-S theory) is a very useful tool to solve problems in the field of information fusion. But how to determine generalized basic probability assignment (GBPA) more accurately and efficiently in D-S theory is still a matter of debate, especially in the open world. In this paper, we put forward a new method to determine GBPA in the open world. First, a minimum spanning tree (MST) is established for samples in each known class. The covering radius of every edge in MST of each class will be generated based on the formula for generating improved radius. The MST coverage of every class will be established. Combine these coverages to form the MST covering model. Each new sample should be justified the MST coverages it belongs to. Then, we put forward a formula to generate GBPA of the sample. Finally, determine whether the sum of GBPA is smaller than 1. If so, m(∅) needs to be generated. Otherwise, GBPA needs to be standardized. The experimental results on Iris dataset prove the effectiveness of our method.
I. INTRODUCTION
Information fusion is a multi-level and multi-aspect information processing technology, which is to analyze and synthesize multi-source data reasonably and finally complete the required decision-making or estimation tasks [1] , [2] . At present, information fusion is widely used in military field, monitoring system, medical diagnosis and many other fields [3] .
Although there is no unified solution to the problem of information fusion, many researchers have proposed a variety of mature and effective fusion methods according to the specific application background. Among them, one of the key methods of information fusion is the Dempster-Shafer evidence theory (D-S theory) [4] . The D-S theory establishes a one-to-one correspondence between propositions and set, and transforms the uncertainty of proposition into the uncertainty of set. The theory can also effectively reduce the degree of uncertainty of the system. The D-S theory has been widely applied to many systems such as decision-making method [5] - [13] , analysis
The associate editor coordinating the review of this manuscript and approving it for publication was Shirui Pan. model [14] - [22] , fuzzy systems [23] - [27] , complex network [28] - [33] , multi-sensor fusion [34] - [39] . However, it still has many problems to be improved. One typical problem is that the Dempster combination rule often draws conclusions contrary to common sense when the evidence is highly conflicting [40] - [42] . The other problem is how to reasonably generate basic probability assignment (BPA) [43] , [44] . If there is no effective way to generate BPA, the fusion results will most likely defy common sense.
For the first question, Yager believes that normalization of combination rules are the main reason for unreasonable fusion results [45] . He suggested that the conflict coefficients should be assigned directly to unknown items in the framework of discernment (FOD) rather than using standardized steps. Smets and Kennes noted that the assumption of a complete frame of discernment in D-S theory would lead to high degree of conflict. Then, they introduced the concepts of open world and closed world in the transferable belief model(TBM) [46] . Deng then put forward the generalized evidence theory (GET) [47] . In the case of incomplete FOD, the generalized basic probability assignment (GBPA) is proposed in [47] . Besides, in order to fuse GBPA, a generalized combination rule was proposed in GET. The GET is the extension of traditional evidence theory. If m(∅) = 0, the GET will degenerate to traditional evidence theory. Because in this case, FOD is complete.
To solve the second problem, many researchers proposed different ways to generate BPA in the case of complete FOD. However, there is still no effective method to generate GBPA up to now [48] . Jiang put forward a new method to generate GBPA in the open world according to the triangular fuzzy number [49] , [50] . According to her method, the FOD is established at first. Then, the method establishes a triangular fuzzy number (TFN) model to recognize targets in the FOD established before. A pessimistic strategy based on the magnitude of the difference between samples and the model is defined to obtain known targets' BPA. The disadvantage of this method is that the computation process is very complex and cannot meet many scenarios that require real-time computation. In addition, the recognition accuracy of this method, especially for unknown samples outside the frame of discernment, is still not satisfactory. Therefore, how to effectively generate GBPA in the case of incomplete FOD is a problem worth studying.
In this paper, a new method to generate GBPA in the open world is proposed. The rest of this article is organized as follows: preliminaries introduces some basic concepts of D-S theory, GET and the algorithm with reject option based on adaptive minimum spanning tree (MST) covering model. In the next section, we improved the algorithm proposed in preliminaries. Then, in order to generate better GBPA, we establish a formula in the case of open world according to the improved algorithm. To illustrate the effectiveness of our proposed method, several experiments were conducted based on the dataset of Iris. The last section is the conclusion of this paper.
II. PRELIMINARIES A. DEMPSTER-SHAFER EVIDENCE THEORY
D-S theory has the advantage of easy realization of algorithm. It also satisfies the commutative law and associative law [51] . Under the background that the random set theory has not been developed completely, the use of D-S theory to effectively represent uncertain information such as randomness and fuzziness is of great significance to the theory and practice of information fusion. In general, traditional evidence theory contains the following definitions.
Definition 1: Let be the exhaustive set of all possible values of the variable X . The items of are mutually exclusive. Then is called FOD which is defined as follows [52] , [53] 
2 represents the power set of , which is shown as [52] , [53] :
Definition 2: A BPA function m is a mapping of 2 to a probability interval [0, 1], which is defined by [52] , [53] :
which satisfies the following conditions:
m(A) reflects the degree to which the evidence supports proposition A. The final results can be obtained according to the Dempster's combination rule when given two BPAs, which is shown as follows [52] , [53] :
B. GENERALIZED EVIDENCE THEORY
Generalized evidence theory (GET) deletes the restriction on m(∅) = 0 which allows GET to handle situations where the FOD is incomplete. In addition, when the value of m(∅) is zero, GET will degenerate to traditional evidence theory. In another word, GET is the extension of traditional evidence theory. In the case of open world, GET is more suitable to express uncertain information than traditional evidence theory. The follows are some basic definitions of GET:
then m G is the GBPA of the FOD U . The difference between BPA and GBPA is the restriction of ∅. Note that m G (∅) doesn't have to be equal to 0 in GET. When m G (∅) = 0, the GET will reduce to traditional evidence theory. Definition 4: Given two GPBAs(m 1 and m 2 ), the generalized combination rule (GCR) is defined as follows [47] :
with
m(∅) = 1 if and only if K = 1 (10) 
C. A CLASSIFICATION ALGORITHM WITH REJECT OPTION BASED ON ADAPTIVE MINIMUM SPANNING TREE COVERING MODEL
In the case of a small number of samples in high-dimensional space, the algorithm can construct a reasonable coverage model for the complex geometry of sample distribution. The minimum spanning tree is used to describe the distribution of samples in high-dimensional space, and the edge of the graph is used as a set of new virtual samples to provide a better description of the distribution of similar samples. This model also proposes an adaptive algorithm to adjust the coverage radius to achieve the compact coverage of training classes.
The new samples can be rejected or accepted according to the coverage boundary. The follows are definitions of the algorithm [54] , [55] :
In a given undirected graph G = (V , E), (i, j) represents the edge connecting vertex i and vertex j and W (i, j) represents the weight of this edge. If E is a subset of E and G = (V , E ) is a non-cyclic graph that minimizes W (E ), then G is the minimum spanning tree for G.
∈ R N represents the set of w k training samples. The coverage area of each type of training samples is denoted as { k , k = 1, 2, · · · , C}. Then, to determine whether a new test sample x belongs to the class w k , a formula is proposed as follows [54] :
In Eq. (12), r k is the covering radius of k . d(x, X k tr ) represents the distance between the test sample and class w k . g(•) represents a correspondence.
The formula to determine whether x should be rejected or not is shown as follows [54] :
In Eq. (13), w r represents the class that the rejected samples belong to and w a represents the class that the accepted samples belong to.
Definition 7: Define that the distance d(x, X k tr ) between the class {w k } C k=1 and the test sample x is shown as follows [54] : (14) EMST is the set of (n k −1) edges in MST of class {w k } C k=1 . According to geometry, the definition of projection Pr(x, e ij ) of the test sample x onto an edge e ij belongs to EMST is shown as follows [54] :
The definition of d(x, e ij ) in Eq. (14) is shown as follows [54] :
Definition 8: For each edge of class w k , the covering radius r ij is defined as follows [54] :
In Eq. (17), r 0 is the maximum length and d mean is the average length of remaining edges of MST after the top 10% are removed. h is the radius attenuation control parameters which can be calculated as follows [54] :
In Eq. (18), the parameter β is determined by data's dispersion degree. The data's dispersion degree can be represented by d max and d mean , which is defined as follows [54] : adaptive radius. Therefore, we proposed the modified equation which is shown as follows:
In Eq. (20), d max represents the maximum length of edges in MST. r 0 is the maximum length and d mean is the average length of remaining edges in MST after the top 10% are removed. The parameter β is determined by data's dispersion degree.
As
B. A NEW METHOD TO DETERMINE GBPA IN THE OPEN WORLD
In generalized evidence theory(GET) proposed by Deng, the distinction between classic BPA and GBPA is that the latter removes the limit of m(∅) = 0. And in the generation stage of GBPA, GET allows that m(∅) = 0. Its physical significance is relatively easy to understand: that is, the system may have other propositions or assumptions other than those in the framework of discernment, and m(∅) intuitively reflects the probability that the system is an open world.
GBPA generated for a new sample firstly depends on the location in the MST coverage according to our method. If the new sample is not in the MST coverage of every known class, then m(∅) = 1. In this case, we consider that the new sample is completely outside the FOD of the system.
In the other case, if the new sample is in the MST coverage of known class w k , our method will generate the distance d between the sample and known class w k . Then, according to the relation between d and covering radius r, m(w k ) can be obtained.
Definition 9: According to the principle of generating m(w k ) mentioned above, when the new sample is only in the MST coverage of a single class, the formula for generating m(w k ) is as follows:
In Eq. (21), e ij is the edge connecting vertex i and vertex j of class w k . r ij is the covering radius of e ij . d(x, e ij ) is the distance between sample x and e ij . d mean is the mean value of the length of edges after top 10% are removed in MST of w k . When d(x, e ij ) is less than several covering radius of e ij at the same time, the method will set the maximum normalized value to m(w k ). This equation is completely consistent with common sense.
When sample x is in MST coverage of several classes at the same time, our method will generate the distance d between x and known samples of every class firstly. Then, according to the relation between d and covering radius r, GBPA of multisubset proposition will be generated. 
If the cumulative sum of the GBPA generated above exceeds 1, GBPA need to standardize and the value of m(∅) will be set to 0. If the cumulative sum of the GBPA doesn't exceed 1, m(∅) will be generated. The formulas are shown as follows:
A flowchart is used to illustrate the three main steps of the method we proposed, as shown in Fig.2 . The following is the detailed explanation of the three steps.
STEP 1 Firstly, a minimum spanning tree is established for samples in each known class w k . At present, there are two commonly used algorithms to establish the minimum spanning tree, namely Prim algorithm and Kruskal algorithm. Here we present the pseudocode of Kruskal algorithm.
STEP 2 The covering radius r of every edge in MST of class w k will be generated based on the formula for generating improved radius put forward in Eq. (20) . The MST coverage of each class w k will then be established. Combine these coverages to form the MST covering model. Choose the least costly edge e from E; 3: Delete e from E; 4: if Adding e to T does not form a loop then 5: Add e to T ; 6:
Abandon e; 8: end if 9: end while 10: if |T | < |V − 1| then 11: There is no minimum spanning tree; 12: end if 13: return T ; STEP 3 Finally, GBPA of new sample x will be generated according to method proposed in Section 3.2. When the new sample is not in MST coverage of every known class, m(∅) = 1. When sample x is only in MST coverage of one known class, GBPA of monadic proposition will be generated. When sample x is in MST coverage of several classes at the same time, GBPA of monadic and multisubset proposition will be generated. Then, determine whether the sum of GBPA is smaller than 1. If so, m(∅) needs to be generated. Otherwise GBPA needs to be standardized.
IV. EXPERIMENT
In this section, we will take Iris dataset to show that our method can effectively generate GBPA in the open world. An example will be given to illustrate in detail how to generate GBPA in the open world, according to the steps in Section 3.3.
In the experiment, Versicolor are selected as unknown class and Setosa and Virginica are selected as known classes. Among the 50 samples of Setosa and Virginica, 30 samples are randomly selected to be the training set. The test set consists of 50 samples of Versicolor and the remaining 40 samples of Setosa and Virginica. STEP 1 Firstly, for two known classes Setosa and Virginica, the minimum spanning trees m 1 and m 2 are established respectively. Because the Iris dataset has four attributes, each sample corresponds to a point in a four-dimensional space. From the definition of MST, we can easily know that m 1 and m 2 consists of 30 vertexs and 29 edges.
STEP 2 The covering radius r of every edge in m 1 and m 2 will be generated based on the formula for generating improved radius put forward in Section 3.1.
In the previous step, we randomly established the train set and the test set. Therefore, we will use one of the experimental results to illustrate the validity of our method. After getting the attribute values of m 1 and m 2 , we can generate the covering radius r of each edge. In this way, the MST coverage of m 1 and m 2 is also established.
STEP 3 In order to generate the GBPA of new samples, we will use the method that has been put forward in Section 3.2.
In this step, a test sample belonging to class Setosa (known class) and a test sample belonging to class Versicolor (unknown class) will be presented to illustrate the calculation.
First of all, for test sample that belongs to Setosa class, we can see that there exists at least one edge in m 1 , the distance between the test sample and the edge is less than d mean /2. As a result, m(Se) = 1. As for m(Vi), we can see that there exists an edge in m 2 , the distance between the edge and the sample is less than r ij but greater than d mean /2. Secondly, for the test sample that belongs to Versicolor class, we can see that for each edge in m 1 , the distance between each edge and the sample is much greater than r ij . The same is true for m 2 . Therefore, according to Eq.(21), both m(Se) and m(Vi) generated by our method are equal to 0 and m(∅) = 1.
After standardization, final generated GBPA of the two test samples are shown as the following table: We did the same thing with the 50 unknown samples and 40 known samples according to STEP 3 to generate the GBPA of them. By comparing the generated GBPA with the test sample's class, we finally get the accuracy rate of our method to recognize known samples (recognition accuracy) and the accuracy rate of our method to reject the unknown samples (rejection accuracy).
Here we believe that for a sample of known class w k , when m(w k ) generated by our method is greater than 0.5, the system will identify the known sample. For a sample of unknown class w j , if the generated m(∅) is equal to 1, then our method reject the unknown sample.
We repeated the experiment a hundred times, and GBPA generated by one experiment and average of accuracy of one hundred trials can be obtained, which are illustrated by Fig.5, Fig.6 and Fig.7 . In Fig.5 , we can see that for test samples of known class Setosa, only two samples' m(Se) is less than 0.5 which means our method doesn't consider the two samples to be of class Setosa. m(Se) of most other samples is much larger than 0.5, which means that our method recognizes most test samples belong to class Setosa. From Fig.6 , it can be seen that the m(Vi) of all test samples of class Virginica is larger than 0.5. That is, our method consider the twenty test samples belong to class Virginica.
The opposite is true in Fig.7 . We can see that m(∅) of most test samples that belong to class Setosa is equal to 1, which indicates that our method believes these test samples belong to an unknown class.
From the above experiments, it can be seen that the average accuracy of our method in identifying the samples of known classes reaches 77.55% and identifying the samples of unknown classes is up to 80.32%, indicating that our method is more accurate than the existing methods. Moreover, during the process of recognition, the number of training samples is small (only 30 samples in each class), and test samples are totally separated from training samples. It scientifically proves the effectiveness of proposed method and our method could work well with GET.
V. CONCLUSION
D-S theory is a very useful tool to solve problems in the field of information fusion. But how to determine GBPA more accurately and efficiently in D-S theory is still a matter of debate. In this paper, we put forward a new method to determine GBPA in the open world. Compared with the existing methods, our method has lower computational complexity. In this way, our method can be applied in transportation, military and many other fields that needs high real-time performance.
It can be seen from the results of experiment whether the accuracy of our method in identifying the samples of known classes or unknown classes is very high. Repeated tests ensure the accuracy of the experimental results. This fully shows that our method is not only perfectly applicable to GET, but also applicable to traditional D-S theory under the condition of closed world. Besides, we only use 60% of the samples to form the training set, showing that our method could work well under the condition that the system has little information.
