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UNDER- AND OVER-INDEPENDENCE IN MEASURE
PRESERVING SYSTEMS
TERRY ADAMS, VITALY BERGELSON, AND WENBO SUN
Abstract. We introduce the notions of over- and under-independence for
weakly mixing and (free) ergodic measure preserving actions and establish
new results which complement and extend the theorems obtained in [BoFW]
and [A]. Here is a sample of results obtained in this paper:
• (Existence of density-1 UI and OI set) Let (X,B, µ, T ) be an invertible
probability measure preserving weakly mixing system. Then for any
d ∈ N, any non-constant integer-valued polynomials p1, p2, . . . , pd such
that pi − pj are also non-constant for all i 6= j,
(i) there is A ∈ B such that the set
{n ∈ N : µ(A ∩ T p1(n)A ∩ · · · ∩ T pd(n)A) < µ(A)d+1}
is of density 1.
(ii) there is A ∈ B such that the set
{n ∈ N : µ(A ∩ T p1(n)A ∩ · · · ∩ T pd(n)A) > µ(A)d+1}
is of density 1.
• (Existence of Cesa`ro OI set) Let (X,B, µ, T ) be a free, invertible, ergodic
probability measure preserving system and M ∈ N. Then there is A ∈ B
such that
1
N
N+M−1∑
n=M
µ(A ∩ TnA) > µ(A)2
for all N ∈ N.
• (Nonexistence of Cesa`ro UI set) Let (X,B, µ, T ) be an invertible prob-
ability measure preserving system. For any measurable set A satisfying
µ(A) ∈ (0, 1), there exist infinitely many N ∈ N such that
1
N
N−1∑
n=0
µ(A ∩ TnA) > µ(A)2.
1. introduction
The classical Poincare´ Recurrence Theorem [P] states that for any probability
measure preserving system (X,B, µ, T ), any A ∈ B, and almost every x ∈ A, there
exists n ∈ N such that T nx ∈ A. 1 This result is derived in [P] from the fact (usually
also called Poincare´ Recurrence Theorem) that if µ(A) > 0, then µ(A∩T−nA) > 0
for some n ∈ N. The correlation sequence µ(A ∩ T−nA), n ∈ N is one of the most
basic objects of ergodic theory. For example, the classical notions of ergodicity,
weak mixing and mixing can be formulated as follows:
Date: July 12, 2018.
The second author was supported by NSF under grant DMS-1500575.
1In this paper we will, as a rule, assume that the measure spaces we deal with are standard,
that is, isomorphic mod 0 to a disjoint union of a finite number of atoms with an interval equipped
with the Lebesgue measure.
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• (X,B, µ, T ) is ergodic if and only if for all A ∈ B,
lim
N→∞
1
N
N−1∑
n=0
µ(A ∩ T−nA) = µ(A)2; (1.1)
• (X,B, µ, T ) is weakly mixing if and only if for all A ∈ B, there exists a set
E ⊆ N with d(E) := limN→∞ |E∩{0,1,...,N−1}|N = 1 such that
lim
n→∞,n∈E
µ(A ∩ T−nA) = µ(A)2; (1.2)
• (X,B, µ, T ) is mixing if and only if for all A ∈ B,
lim
n→∞
µ(A ∩ T−nA) = µ(A)2. (1.3)
While in each of the above formulas the limit on the right is µ(A)2, it is apriori not
clear whether the quantities in the left parts of the formulas may stay for all n 6= 0
below or above this limit. The following question was asked by the second author
in [B1]:
Question 1.1. Is it true that for any invertible probability measure preserving
mixing system (X,B, µ, T ), there exists A ∈ B with µ(A) > 0 such that for all n 6= 0,
µ(A ∩ T nA) < µ(A)2? How about the reverse inequality µ(A ∩ T nA) > µ(A)2?
We will be referring to the phenomena alluded to in the above question as under-
and over-independence (and use the abbreviation ”UI” and ”OI” when dealing with
sets possessing these properties).2 After staying dormant for about 20 years, the
subject of under- and over-independence came to life in the recent paper [BoFW]
where the authors showed that
• not all mixing systems have UI sets;
• all ergodic systems with positive entropy have UI sets;
• there exist mixing systems which have both UI and OI sets.
In [A], it was shown that actually every mixing system has an OI set; it is also proved
in [A] by a method different from that in [BoFW] that not every mixing system
has a UI set. Analyzing the above results, one arrives at the natural conclusion
that over-independence occurs more readily than under-independence. In spite of
this trend, a positive result for under-independence is obtained, when it is shown
that every weakly mixing system has density-1 UI sets. Thus, we are motivated
by improving our intuition for under- and over-independence, as well as expanding
results from the classic Z-action case to more general situations.
1.1. Under- and over-independence for weakly mixing systems. First of
all, it is natural to inquire whether appropriately modified versions of under- and
over-independence hold for weakly mixing systems. Taking into account the natural
mode of convergence to independence in weakly mixing systems (see (1.2) above),
we have the following analogue of Question 1.1:
Question 1.2. Let (X,B, µ, T ) be an invertible probability measure preserving
weakly mixing system.
(i) Is there a set A ∈ B with µ(A) > 0 such that for some E ⊆ N with d(E) = 1,
we have that µ(A ∩ T nA) < µ(A)2 for all n ∈ E?
2In [BoFW], under- and over-independence are called under- and over-recurrence.
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(ii) Is there a set A ∈ B with µ(A) > 0 such that for some E ⊆ N with d(E) = 1,
we have that µ(A ∩ T nA) > µ(A)2 for all n ∈ E?
We show in this paper that the answers to both (i) and (ii) are YES. Moreover,
we obtain a general result pertaining to under- and over-independence for multiple
recurrence in weakly mixing systems. We formulate first a relevant version of the
polynomial weakly mixing theorem which was obtained in [B2]:
Theorem 1.3 ([B2]). An invertible probability measure preserving system (X,B, µ, T )
is weakly mixing if and only if for any d ∈ N, any non-constant integer-valued poly-
nomials p1, . . . , pd such that pi − pj are also non-constant for all i 6= j, and any
A ∈ B, there exists a set E ⊆ N with d(E) = 1 such that
lim
n→∞,n∈E
µ(A ∩ T p1(n)A ∩ · · · ∩ T pd(n)A) = µ(A)d+1.
Here is now the formulation of our result pertaining to over- and under-independence
in weakly mixing systems:
Theorem 1.4 (Existence of density-1 UI and OI set). Let (X,B, µ, T ) be an in-
vertible probability measure preserving weakly mixing system. Then for any d ∈ N,
any non-constant integer-valued polynomials p1, p2, . . . , pd such that pi−pj are also
non-constant for all i 6= j,
(i) there is A ∈ B such that the set
{n ∈ N : µ(A ∩ T p1(n)A ∩ · · · ∩ T pd(n)A) < µ(A)d+1}
is of density 1;
(ii) there is A ∈ B such that the set
{n ∈ N : µ(A ∩ T p1(n)A ∩ · · · ∩ T pd(n)A) > µ(A)d+1}
is of density 1. 3
Part (i) of Theorem 1.4 is proved in Section 3 and Part (ii) is proved in Section
2. We also have a ”relative” version of Part (ii) of Theorem 1.4, which we will prove
in Section 4.
Remark 1.5. Theorem 1.4 is also of interest when one considers the phenomenon
of under-independence in mixing systems. While, as was mentioned above, mixing
systems do not always have UI sets, they always have, so to say, almost UI sets.
In principle, it is conceivable that any weakly mixing system has an OI set, but
we were not able to establish this. The following question is open.
Question 1.6. Let (X,B, µ, T ) be an invertible probability measure preserving
weakly mixing system. Is there a set A ∈ B such that
µ(A ∩ T nA) > µ(A)2
for all n ∈ Z?
3 In fact, the polynomial functions p1(n), . . . , pd(n) in Part (ii) of Theorem 1.4 can be replaced
with any functions a1(n), . . . , ad(n) satisfying the ”multiple weakly mixing theorem”, meaning
that for all A ∈ B, there exists E ⊆ N with d(E) = 1 such that
lim
n→∞,n∈E
µ(A ∩ Ta1(n)A ∩ · · · ∩ Tad(n)A) = µ(A)d+1.
In particular, one can take ai(n) to be tempered functions or functions from a Hardy field. See
[BeH].
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1.2. Under- and over-independence for ergodic systems. We say that a
system (X,B, µ, T ) is free (or the action T is free) if T n 6= id for all n 6= 0. It is also
natural to study modified versions of under- and over-independence for free ergodic
systems. Taking into account the natural mode of convergence to independence in
ergodic systems (see 1.3 above), we have the following analogue of Question 1.1:
Question 1.7. Let (X,B, µ, T ) be a free, invertible, ergodic probability measure
preserving system and M ∈ N.
(i) Is there a set A ∈ B with µ(A) > 0 such that 1N
∑N+M−1
n=M µ(A∩T nA) < µ(A)2
for all N ∈ N?
(ii) Is there a set A ∈ B with µ(A) > 0 such that 1N
∑N+M−1
n=M µ(A ∩ T nA) >
µ(A)2 for all N ∈ N?
We remark that the assumption that (X,B, µ, T ) is free can not be dropped due
to the following simple observation. Assume that T k = id for some k ∈ N. Let
A ∈ B, 0 < µ(A) < 1. By ergodic theorem, we have
1
kN
kN+M−1∑
n=M
µ(A ∩ T nA) = 1
k
k+M−1∑
n=M
µ(A ∩ T nA) = µ(A)2
for all N ∈ N. This implies that there exist infinitely may N > 0 such that
1
N
N+M−1∑
n=M
µ(A ∩ T nA) = µ(A)2,
and so the answer to either part of Question 1.7 is negative for such a system.
We show in this paper that the answer to (ii) is YES while the answer to (i) is
NO if M = 0.
Theorem 1.8 (Existence of Cesa`ro OI set). Let (X,B, µ, T ) be a free, invertible,
ergodic probability measure preserving system and M ∈ N. Then there is A ∈ B
such that
1
N
N+M−1∑
n=M
µ(A ∩ T nA) > µ(A)2
for all N ∈ N.
Proposition 1.9 (Nonexistence of Cesa`ro UI set for M = 0). Let (X,B, µ, T ) be
an invertible probability measure preserving system. For any measurable set A
satisfying µ(A) ∈ (0, 1), there exist infinitely many N ∈ N such that
1
N
N−1∑
n=0
µ(A ∩ T nA) > µ(A)2.
We remark that Question 1.7 (i) for M > 0 remains open. We prove Theorem
1.8 in Section 2 and Theorem 1.9 in Section 3.
1.3. Over-independence for mixing of higher orders. The mentioned above
prevalence of over-independence manifests itself in a variety of additional situations.
We say that an invertible probability measure preserving system (X,B, µ, T ) is
mixing of order d+1 if for all A ∈ B, all integer sequences (ci,n)n∈Z, 1 ≤ i ≤ d such
that lim|n|→∞ |ci,n| = lim|n|→∞ |ci,n − cj,n| =∞ for all 1 ≤ i < j ≤ d, we have
lim
|n|→∞
µ(A ∩ T c1,nA ∩ · · · ∩ T cd,nA) = µ(A)d+1.
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Methods similar to those used in the proofs of Theorems 1.4 Part (ii) and 1.8
allow us to establish the following theorem:
Theorem 1.10. Let (X,B, µ, T ) be an invertible order-(d+ 1) mixing probability
measure preserving system. Let (ci,n)n∈Z, 1 ≤ i ≤ d be integer sequences such that
lim|n|→∞ |ci,n| = lim|n|→∞ |cj,n − ci,n| = ∞ for all 1 ≤ i < j ≤ d. Then there is
A ∈ B such that
µ(A ∩ T c1,nA ∩ · · · ∩ T cd,nA) > µ(A)d+1
for all n ∈ Z.
The proof of this theorem is given in Section 2.
1.4. Over- and under-independence for action of amenable groups. The
definitions of ergodicity, weak mixing and mixing given at the beginning of the
introduction can be naturally extended to the setup of amenable group actions.
We deal with amenable group actions in Section 5, where we show that any mixing
measure preserving action of an amenable group has an OI set, and also formulate
results which are analogous to Theorems 1.4 Part (ii) and 1.8.
1.5. Organization of the paper. We prove the over-independence results (i.e.
Part (ii) of Theorem 1.4, 1.8 and 1.10) in Section 2, and the under-independence
results (i.e. Part (i) of Theorem 1.4 and Proposition 1.9) in Section 3. In Section
4, we present the analogue of Part (ii) of Theorem 1.4 for relatively weakly mixing
extensions. Finally, we deal with amenable group actions in Section 5.
2. Existence of over-independence sets
We prove Theorem 1.4 Part (ii), 1.8 and 1.10 in this section.
Lemma 2.1. Let (X,B, µ, T ) be a free, invertible, ergodic probability measure
preserving system. For every C ∈ B, N ∈ N, ǫ > 0, 0 < a < 1 − µ(C), and every
ci,n ∈ Z, 1 ≤ i ≤ d, |n| ≤ N , there exists A ∈ B such that µ(A) = a,A∩C = ∅, and
µ((C ∪ A) ∩ T c1,nA ∩ · · · ∩ T cd,nA) > (1− ǫ)µ(A)
for all |n| < N .
Proof. Let M ∈ N be such that
M > max{ 1
ǫa
, d max
1≤i≤d,|n|≤N
|ci,n|}.
Let B be the base of a Rohlin Tower of height M2 such that
µ(
M2−1⋃
i=0
T iB) > 1− ǫ.
Choose a subset I ⊆ B1 such that the set
A = {T ix : 0 ≤ i < M2, x ∈ B, T ix /∈ C}
has the property µ(A) = a (this can be achieved since X is ergodic and free and
thus atomless). Obviously A ∩ C = ∅. Moreover, for all |n| < N , we have that
µ((C ∪A)∩T c1,nA∩· · ·∩T cd,nA) > µ(A)−
∑d
i=1 |ci,n|
M2
> µ(A)− 1
M
> (1− ǫ)µ(A).

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Proof of Theorem 1.10. The proof is similar to that of Theorem 3.1 in [A].
Let 0 < ai, ǫi < 1, i ∈ N to be chosen later. Since T is order-d mixing, for every
B ∈ B, we have
lim
|n|→∞
|µ(B ∩ T c1,nB ∩ · · · ∩ T cd,nB)− µ(B)d+1| = 0.
Let A1 be an arbitrary set with µ(A1) = a1. There exists N1 ∈ N such that
|µ(A1 ∩ T c1,nA1 ∩ · · · ∩ T cd,nA1)− µ(A1)d+1| < ǫ1µ(A1)d+1
for all |n| > N1.
Suppose Ai, Ni are chosen for all i ≤ k. Denote Cj =
⋃j
i=1Ai. Let Ak+1 be
such that µ(Ak+1) = ak+1, Ak+1 ∩Ck = ∅, and
µ((Ck ∪ Ak+1) ∩ T c1,nAk+1 ∩ · · · ∩ T cd,nAk+1) > (1− ǫk)µ(Ak+1)
for all |n| < Nk. Since every mixing system is free and ergodic, the existence of
Ak+1 is guaranteed by Lemma 2.1 if 0 <
∑∞
i=1 ai < 1. Let Nk+1 > Nk be such that
|µ(Ck+1 ∩ T c1,nCk+1 ∩ · · · ∩ T cd,nCk+1)− µ(Ck+1)d+1| < ǫk+1µ(Ck+1)d+1
for all |n| > Nk+1.
Set ai =
a
i(i+1) , with a sufficiently small. We claim that A =
⋃∞
i=1 Ai satisfies
the condition of the theorem. If |n| < N1, then
µ(A ∩ T c1,nA ∩ · · · ∩ T cd,nA) ≥
∞∑
k=2
µ(A ∩ T c1,nAk ∩ · · · ∩ T cd,nAk)
≥
∞∑
k=2
(1 − ǫ1)µ(Ak) = (1− ǫ1)a/2 > ad+1 = µ(A)d+1,
provided that a is sufficiently small and ǫ1 < 1/2. Now suppose that Nk ≤ |n| <
Nk+1 for some k ≥ 1. Then
µ(A ∩ T c1,nA ∩ · · · ∩ T cd,nA)
≥ µ(Ck ∩ T c1,nCk ∩ · · · ∩ T cd,nCk) +
∞∑
i=2
µ(Ck+i ∩ T c1,nAk+i ∩ · · · ∩ T cd,nAk+i)
> (1− ǫk)µ(Ck)d+1 +
∞∑
i=2
(1− ǫk+i)µ(Ak+i)
= (1− ǫk)(a1 + · · ·+ ak)d+1 +
∞∑
i=2
(1− ǫk+i)ak+i.
If ǫi decreasing to 0 sufficiently fast, then
(1− ǫk)(a1 + · · ·+ ak)d+1 +
∞∑
i=2
(1− ǫk+i)ak+i
> (1− ǫk)((a− a
k + 1
)d+1 +
a
k + 2
) > ad+1 = µ(A)d+1.

As an immediate corollary, we have:
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Corollary 2.2. Let (X,B, µ, T ) be an invertible order-d mixing probability mea-
sure preserving system. Then there is A ∈ B such that
µ(A ∩ T nA ∩ · · · ∩ T dnA) > µ(A)d+1
for all n ∈ Z.
The following lemma is straightforward:
Lemma 2.3. Let (X,B, µ, T ) be an invertible weakly mixing probability measure
preserving system. Let p1, p2, . . . , pd be non-constant integer-valued polynomials
such that pi− pj are also non-constant for all i 6= j. Given a measurable set C and
ǫ > 0, there exists N ∈ N such that for any n ≥ N and measurable set B,
|{i ∈ Z : |i| ≤ n, |µ(B ∩ T p1(i)C ∩ · · · ∩ T pd(i)C)− µ(B)µ(C)d| ≥ ǫ}| < ǫn.
Proof. Since ‖1B‖L2(µ) ≤ 1, this lemma is an immediate corollary of Theorem D
of [BeL]. 
Proof of Theorem 1.4 Part (ii). Let 0 < ai, ǫi < 1, i ∈ N to be chosen later with
0 <
∑∞
i=1 ai < 1. Since T is weakly mixing and all of pi, pi−pj are also non-constant
for all i 6= j, by [B2], for every B ∈ B, we have
lim
N→∞
1
N
N−1∑
n=0
|µ(B ∩ T p1(n)B ∩ · · · ∩ T pd(n)B)− µ(B)d+1| = 0.
So for every ǫ > 0, there are infinitely many N ∈ N such that the set
|{n ≤ N : |µ(B ∩ T p1(n)B ∩ · · · ∩ T pd(n)B)− µ(B)d+1| > ǫµ(B)d+1}| < ǫN.
Let A1 be an arbitrary set with µ(A1) = a1. Let N1 ∈ N be such that the
cardinality of
E1,N := {n ≤ N : |µ(A1 ∩ T p1(n)A1 ∩ · · · ∩ T pd(n)A1)− µ(A1)d+1| > ǫ1µ(A1)d+1}
is at most ǫ1N for all N > N1.
Suppose Ai, Ni are chosen for all i ≤ k. Denote Cj =
⋃j
i=1Ai. Since every
weakly mixing system is ergodic and free, by Lemma 2.1, there exists a set Ak+1
with µ(Ak+1) = ak+1, Ak+1 ∩ Ck = ∅ and
µ((Ck ∪Ak+1) ∩ T p1(n)Ak+1 ∩ · · · ∩ T pd(n)Ak+1) > (1− ǫk)µ(Ak+1)
for all n ≤ Nk. For convenience, let p0(n) = 0 for all n. Let Nk+1 > Nk be such
that the cardinality of
Ek+1,N := {n ≤ Nk+1 : |µ(
d⋂
i=0
T pi(n)Ck+1)− µ(Ck+1)d+1| > ǫk+1µ(Ck+1)d+1}
(2.1)
is at most ǫk+1N for all N > Nk+1.
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We claim that A =
⋃∞
i=1Ai satisfies the condition of the theorem. Suppose that
Nk ≤ N < Nk+1. If n /∈ Ek,N , then
µ(A ∩ T p1(n)A ∩ · · · ∩ T pd(n)A)
≥ µ(Ck ∩ T p1(n)Ck ∩ · · · ∩ T pd(n)Ck) +
∞∑
i=2
µ(Ck+i ∩ T p1(n)Ak+i ∩ · · · ∩ T pd(n)Ak+i)
> (1 − ǫk)µ(Ck)d+1 +
∞∑
i=2
(1 − ǫk+i)µ(Ak+i)
= (1 − ǫk)(a1 + · · ·+ ak)d+1 +
∞∑
i=2
(1− ǫk+i)ak+i.
If we pick ai =
a
i(i+1) , a sufficiently small, and ǫi decreasing to 0 sufficiently fast,
then
(1 − ǫk)(a1 + · · ·+ ak)d+1 +
∞∑
i=2
(1− ǫk+i)ak+i
> (1− ǫk)((a− a
k + 1
)d+1 +
a
k + 2
) > ad+1.
Since |Ek,N | < ǫkN and ǫk → 0, the set
{n ∈ N : µ(A ∩ T p1(n)A ∩ · · · ∩ T pd(n)A) > µ(A)d+1}
is of density 1. 
We now prove the following theorem which is a more general form of Theorem
1.8:
Theorem 2.4 (Cesa`ro over-independence). Let (X,B, µ, T ) be a free, invertible,
ergodic probability measure preserving system and M ∈ N. Then there is A ∈ B
such that for all k ∈ N, there exists Lk ∈ N such that
1
N
N+M−1∑
n=M
µ(A ∩ T knA) > µ(A)2
for all N ≥ Lk.4 Moreover, we can further require that Lk = 0 for finitely many
k ∈ N.
Proof. Let k0 ∈ N be arbitrary and we will require that Lk = 0 for all k ≤ k0
in the proof. Let 0 < ai, ǫi < 1, i ∈ N to be chosen later. Let I(T k) denote the
T k-invariant σ-algebra of X . By the ergodic theorem, for every B ∈ B, we have
lim
N→∞
1
N
N+M−1∑
n=M
µ(B ∩ T knB) =
∫
X
E(1B|I(T k))2 dµ,
4The condition N > Lk is necessary unless µ(A ∩ T
nA) > µ(A)2 for all n ∈ N (by Part (i) of
Theorem 1.4 below, such a set does not always exist). To see this, suppose that µ(A ∩ TnA) ≤
µ(A)2 for all n ∈ N. Then for N =M = 1 and k = n, we have
1
N
N+M−1∑
n=M
µ(A ∩ T knA) = µ(A ∩ TnA) ≤ µ(A)2.
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which in turn, implies that
lim
N→∞
1
N
N+M−1∑
n=M
µ(B ∩ T knB) ≥ µ(B)2.
Let A1 be an arbitrary set with µ(A1) = a1. There exists N1 ∈ N such that
1
N
N+M−1∑
n=M
µ(A1 ∩ T nA1) > (1− ǫ1)µ(A1)2
for all n > N1.
Suppose Ai, Ni are chosen for all i ≤ k. Denote Cj =
⋃j
i=1Ai. Let Ak+1 be
such that µ(Ak+1) = ak+1, Ak+1 ∩Ck = ∅, and
µ((Ck ∪ Ak+1) ∩ T nAk+1) > (1− ǫk)µ(Ak+1)
for all n < (k+ k0)(Nk + |M |). The existence of Ak+1 is guaranteed by Lemma 2.1
if 0 <
∑∞
i=1 ai < 1. Let Nk+1 > (k + k0)(Nk + |M |) be such that
1
N
N+M−1∑
n=M
µ(Ck+1 ∩ TmnCk+1) > (1− ǫk+1)µ(Ck+1)2
for all n > Nk+1 and 1 ≤ m ≤ k + 1.
Let A =
⋃∞
i=1Ai, Lk = Nk if k > k0 and Lk = 0 if k ≤ k0. We claim that such
A and Lk satisfy the condition of the theorem. Fix m ∈ N. We first assume that
m > k0. Let N > Lm = Nm and suppose that Nk ≤ N < Nk+1 for some k ≥ m.
Then
1
N
N+M−1∑
n=M
µ(A ∩ TmnA)
≥ 1
N
N+M−1∑
n=M
µ(Ck ∩ TmnCk) + 1
N
N+M−1∑
n=M
∞∑
i=2
µ(Ck+i ∩ TmnAk+i)
> (1− ǫk)µ(Ck)2 +
∞∑
i=2
(1 − ǫk+i)µ(Ak+i)
= (1− ǫk)(a1 + · · ·+ ak)2 +
∞∑
i=2
(1− ǫk+i)ak+i.
If we pick ai =
a
i(i+1) , a sufficiently small, and ǫi decreasing to 0 sufficiently fast,
then
(1 − ǫk)(a1 + · · ·+ ak)2 +
∞∑
i=2
(1 − ǫk+i)ak+i
> (1− ǫk)((a− a
k + 1
)2 +
a
k + 2
) > a2 = µ(A)2.
(2.2)
Now suppose m ≤ k0 and N ≥ Lm = 0. If N < N1, then
1
N
N+M−1∑
n=M
µ(A ∩ TmnA) ≥ 1
N
N+M−1∑
n=M
∞∑
k=2
µ(A ∩ TmnAk)
>
∞∑
k=2
(1− ǫ1)µ(Ak) = (1− ǫ1)a/2 > a2 = µ(A)2.
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If Nk ≤ N < Nk+1 for some k ≥ 1, then
1
N
N+M−1∑
n=M
µ(A ∩ TmnA)
≥ 1
N
N+M−1∑
n=M
µ(Ck ∩ TmnCk) + 1
N
N+M−1∑
n=M
∞∑
i=2
µ(Ck+i ∩ TmnAk+i)
> (1− ǫk)µ(Ck)2 +
∞∑
i=2
(1 − ǫk+i)µ(Ak+i)
= (1− ǫk)(a1 + · · ·+ ak)2 +
∞∑
i=2
(1− ǫk+i)ak+i.
The proof is finished by invoking (2.2). 
The following proposition contrasts with the positive results on under- and over-
independence by showing that ergodic translations on a compact group do not
contain UI nor OI sets.
Proposition 2.5. Let X be a compact group with the normalized Haar measure µ
and the σ-algebra of the Borel set B. Let T be an ergodic translation on X . Then
the measure preserving system (X,B, µ, T ) does not contain non-trivial UI or OI
sets.
Proof. Note that any translation on a compact group is rigid, meaning that there
exist a sequence of integers (ni)i∈N such that for all A ∈ B,
‖T−ni1A − 1A‖L2(µ) → 0. (2.3)
It follows from (2.3) that for all A ∈ B, µ(A ∩ T niA) → µ(A) as i → ∞, which
clearly implies that (X,B, µ, T ) contains no non-trivial UI sets.
Note that for any A ∈ B and ǫ > 0, there exists a syndetic set E ⊂ N such that
|µ(A ∩ T nA)− µ(A)| < ǫ for all n ∈ E. Now suppose that A ∈ B, 0 < µ(A) < 1, is
an OI set. Then
lim
N→∞
1
N
N−1∑
n=0
µ(A ∩ T nA)
= lim
N→∞
1
N
( ∑
0≤n<N,n∈E
µ(A ∩ T nA) +
∑
0≤n<N,n/∈E
µ(A ∩ T nA)
)
≥ lim
N→∞
1
N
( ∑
0≤n<N,n∈E
(µ(A)− ǫ) +
∑
0≤n<N,n/∈E
µ(A)2
)
= d∗(E)(µ(A) − ǫ) + (1− d∗(E))µ(A)2.
Since ǫ is arbitrary and d∗(E) > 0, we have
lim
N→∞
1
N
N−1∑
n=0
µ(A ∩ T nA) > µ(A)2,
which contradicts the ergodic theorem. So (X,B, µ, T ) does not contain OI sets. 
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3. Positive and negative results for under-independence sets
In this section we prove Part (i) of Theorem 1.4 and Proposition 1.9.
3.1. Proof of Part (i) of Theorem 1.4. We start with a general procedure for
constructing the candidate set A. A sequence of parameters is used to construct
A. Then we show how to choose the parameters such that A is a density-1 UI set.
3.1.1. Set Engineering. Let d ∈ N and polynomials p1, . . . , pd be fixed. We may
assume without loss of generality that when n > 0, all pi(n) are monotone increasing
and 0 < p1(n) < p2(n) < · · · < pd(n). Let q be any prime number such that for all
j ∈ N, we have that ∣∣∣{0 ≤ n < qj : qj |p1(n)}
∣∣∣ ≤ deg(p1)
(this can be achieved by picking q such that p1(x) 6≡ 0 mod q as an element in
(Z/qZ)[x], then p1 has at most deg(p1) roots in (Z/q
j
Z)[x]).
Denote c = d+1d and S =
∑∞
p=1
1
pc . Let a ∈ (0, S/100qd) be a real number.
Define ap = a/Sp
c for p ≥ 1. Observe that
∞∑
p=1
ap = a.
Let α ∈ N be such that α > (d+1)dd+1Sd
ad
. For i ≥ 0, define cαp+j = ap+1/α for
0 ≤ j ≤ α− 1. Also, define bi such that
bn = q
mcn
for α((q + 1)dm − 1) ≤ n < α((q + 1)d(m+1) − 1). Note that
∞∑
n=1
cn =
∞∑
p=1
ap = a
and
∞∑
n=1
bn =
∞∑
m=0
(q+1)d(m+1)−1∑
p=(q+1)dm
qma
Spc
≤ a
S
∞∑
m=0
qm
∫ (q+1)d(m+1)
(q+1)dm
1
xc
dx (3.1)
=
ad
S
∞∑
m=0
qm
q
(q + 1)m+1
= qda/S. (3.2)
Let ℓn = q
m = bncn if α((q+1)
dm− 1) ≤ n < α((q+1)d(m+1)− 1) for some m ≥ 0
and denote mn = logq ℓn. Let (ǫn)n∈N be a sequence of positive numbers tending
to 0 sufficiently fast. (ǫn)n∈N depends only on (an)n∈N and its choice will be clear
in the proof.
3.1.2. Construction of the density-1 UI set. Let (X,B, µ, T ) be a probability mea-
sure preserving system. For L0 ∈ N and ǫ > 0, we say that a set D ∈ B
is (L0, ǫ)-uniform if for every Rohlin tower
⋃L
i=0 T
iB of height L ≥ L0 with
µ(
⋃L
i=0 T
iB) > 1− ǫ and every I ⊆ B, we have that
∣∣∣µ(
L⋃
i=0
T iI ∩D)− µ(D)µ(
L⋃
i=0
T iI)
∣∣∣ < ǫµ(D)µ(
L⋃
i=0
T iI).
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Lemma 3.1. Let (X,B, µ, T ) be a probability measure preserving system. For all
D ∈ B with µ(D) > 0 and ǫ > 0, there exists L0 ∈ N such that D is (L0, ǫ)-uniform.
Proof. Fix D and ǫ. By ergodic theorem, there exists L0 ∈ N such that for all
L > L0, we have that
∥∥∥ 1
L+ 1
L∑
i=0
1D ◦ T i − µ(D)
∥∥∥
L2(µ)
< ǫµ(D).
So for all Rohlin tower
⋃L
i=0 T
iB, we have that
∣∣∣µ(
L⋃
i=0
T iI ∩D)− µ(D)µ(
L⋃
i=0
T iI)
∣∣∣
=
∣∣∣
L∑
i=0
∫
X
1D(x)1I(T
−ix) dµ − (L+ 1)µ(D)µ(I)
∣∣∣
=
∣∣∣
L∑
i=0
∫
X
1D(T
ix)1I(x) dµ − (L+ 1)µ(D)µ(I)
∣∣∣ ≤ (L + 1)ǫµ(D)µ(I),
which finishes the proof. 
We construct inductively a sequence of disjoint sets An with µ(An) = cn, and
then show that the set A = ∪∞n=1An is what we want.
Let h1 = 1, r1 = k1 = 0. Let A1 be an arbitrary set with µ(A1) = c1. Let
D1 = X\A1, E1 = F1 = A1 and B1 = C1 = X (in fact the only useful information
is that µ(A1) = c1, and all other parameters are just chosen for convenience).
Denote An = ∪ni=1Ai and dn = µ(
⋂n
i=1Di) (write d0 = 1). Suppose that the
following have been defined:
hj , rj , kj , Aj , Bj , Cj , Dj , Ej , Fj
for all j < n for some n ≥ 2 such that for all j < n, we have the following conditions:
(1) µ(Aj) = cj and A1, . . . , Aj are pairwise disjoint;
(2) Cj = ∪hj−1i=0 T iBj is a Rohlin tower of height hj and base Bj such that
µ(Cj) > 1− ǫj and Cj is the disjoint union of Dj and Fj ;
(3) µ(Ej) < 2bjµ(Bj)/dj−1, µ(Fj) ≤ 10bj and dj > 1− 10qad/S;
(4) if j > 1, then for all measurable set G and all k > kj ,∣∣∣{i : 0 ≤ i < k, |µ(H0 ∩ T p1(i)H1 ∩ · · · ∩ T pd(i)Hd)− µ(G)µ(A¯j−1)d| > ǫj}
∣∣∣ < ǫjk
whenever at most one of H0, . . . , Hd equals to G and all the others equals
to A¯j−1;
(5) if j > 1, then for all I ⊆ {1, 2, . . . , j−1}, the set ⋂i∈I Di is (rj , ǫj)-uniform;
(6) rj > max1≤i≤d pi(kj) if j > 1.
It is easy to check that h1, r1, k1, A1, B1, C1, D1, E1, F1 satisfy all the properties
above. We now define inductively
hn, rn, kn, An, Bn, Cn, Dn, En, Fn
such that they satisfy the same properties above with j replaced with n.
By Lemma 2.3, there exists kn ∈ N such that for all k ≥ kn, conditions (4) hold
for j = n. By Lemma 3.1, we may pick rn > max1≤i≤d pi(kn) such that condition
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(5) holds for j = n. Then condition (6) also holds for j = n. Let Cn be a Rohlin
tower of height hn (hn ≫ℓn rn to be chosen later) with base Bn such that
µ(
hn−1⋃
i=0
T iBn) > 1− ǫn.
For every E ⊆ Bn, denote
R(E) :=

T iℓnx : rn ≤ i < hn − rn, x ∈ E, T iℓnx ∈
n−1⋂
j=1
Dj

 .
Since
⋂n−1
j=1 Dj is (rn, ǫn)-uniform, if hn is sufficiently large and ǫn is sufficiently
small (but ǫn depends only on an), µ(R(E)) is approximately
dn−1µ(E)
ℓnµ(Bn)
. Since
dn−1
ℓn
> 1−3qaℓn >
bn
ℓn
= cn, since every weakly mixing system is ergodic and free and
thus atomless, there exists En ⊆ Bn such that the set
An :=

T iℓnx : rn ≤ i < hn − rn, x ∈ En, T iℓnx ∈
n−1⋂
j=1
Dj


is of measure cn and
µ(En) <
2cnℓnµ(Bn)
dn−1
=
2bnµ(Bn)
dn−1
,
provided that hn is sufficiently large and ǫn is sufficiently small. For this An,
obviously condition (1) holds for j = n.
Now Let Fn = ∪hn−1i=0 T iEn and Dn = ∪hn−1i=0 T i(Bn \ En). Thus, Cn = Fn ∪Dn
and (2) is satisfied. Moreover, µ(Fn) = hnµ(En) <
2bn
dn−1
< 2bn1−10qad/S < 10bn, and
dn = µ(∩ni=1Di) ≥ 1−
n∑
i=1
10bi > 1− 10qad/S.
So condition (3) holds for j = n. This finishes the construction for j = n.
3.1.3. End of the proof. We now show that the set A constructed in the previous
section is what we want. We start with the following lemma:
Lemma 3.2. Let the notations be as in the previous section. Then for all i2 > i1
and 0 ≤ j < ri1 , we have that
µ(T jAi1 ∩ Ai2) = 0.
Proof. Note that Ai2 ⊂ Di1 and Ai1 ⊂ Fi1 . Since 0 ≤ j < ri1 , by the choice of Ai1 ,
we have that T jAi1 ⊂ Fi1 and so
µ(T jAi1 ∩Ai2 ) ≤ µ(T jAi1 ∩Di1) ≤ µ(Fi1 ∩Di1) = 0.

Given sufficiently large k ∈ N, let n be such that kn ≤ k < kn+1. Also, choose p
such that αp ≤ n < α(p+ 1). WLOG, assume p > 0. Denote
Un = A\An−1 = ∪∞i=nAi.
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By condition (4), there exists W ⊆ {0, 1, . . . , k} with |W | > (1 − ǫn−1)k such that
for all i ∈W
|µ(H0 ∩ T p1(i)H1 ∩ · · · ∩ T pd(i)Hd)− µ(Un)µ(An−1)d| < ǫn−1
whenever at most one of H0, . . . , Hd equals to Un and all the others equals to A¯n−1.
So for all i ∈W , we have that
µ(A ∩ T p1(i)A ∩ · · · ∩ T pd(i)A)− µ(A)d+1
< µ(Un ∩ T p1(i)Un ∩ · · · ∩ T pd(i)Un)− µ(Un)d+1 + (d+ 1)ǫn−1.
(3.3)
Since pi(k) < pi(kn+1) < rn+1, by Lemma 3.2, we have that
µ(Aj0 ∩ T p1(i)Aj1 ∩ · · · ∩ T pd(i)Ajd) = 0
if ja > jb > n for some 0 ≤ a, b ≤ d. So
µ(Un ∩ T p1(i)Un ∩ · · · ∩ T pd(i)Un)
≤
∞∑
j=n+1
µ(Aj ∩ T p1(i)Aj ∩ · · · ∩ T pd(i)Aj) + (d+ 1)µ(An)
≤
∞∑
j=n+1
µ(Aj ∩ T p1(i)Aj) + (d+ 1)µ(An).
By the construction of Aj , µ(Aj ∩ T p1(i)Aj) = 0 unless ℓj = qmj divides p1(i). Let
W ′ =W\ℓn+1Z. Then by the choice of q, we have that
|W ′| > (1− ǫn−1 − deg(p1)
ℓn+1
)k
and for all i ∈W ′, since ℓi|ℓi+1, we have that
µ(Un ∩ T p1(i)Un ∩ · · · ∩ T pd(i)Un) ≤ (d+ 1)µ(An). (3.4)
Combining (3.3) and (3.4), we have that for all i ∈ W ′,
µ(A ∩ T p1(i)Un ∩ · · · ∩ T pd(i)A)− µ(A)d+1
≤ (d+ 1)µ(An) + (d+ 1)ǫn−1 − µ(Un)d+1
≤ (d+ 1)ap+1/α+ (d+ 1)ǫn−1 − (
∞∑
n=p+2
ap)
d+1.
Since
(
∞∑
n=p+2
ap)
d+1 = (
∞∑
n=p+2
a
Snc
)d+1 ≥ (
∫ ∞
p+1
a
Sxc
dx)d+1 = (
da
S(p+ 1)
1
d
)d+1
= (da/S)d+1 · (p+ 1)− d+1d > (d+ 1)a
Sα
· (p+ 1)− d+1d = (d+ 1)ap+1/α,
and |W ′|/k → 1 as k →∞ (and so n→∞), we have that the set of i ∈ N with
µ(A ∩ T p1(i)Un ∩ · · · ∩ T pd(i)A) < µ(A)d+1
is of density 1 provided ǫn → 0 sufficiently fast (since αp ≤ n < α(p + 1), ǫn can
be chosen to be dependent only on a and d). This finishes the proof of Part (i) of
Theorem 1.4.
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3.2. Proof of Proposition 1.9. We now prove Proposition 1.9.
Proof of Proposition 1.9. Assume the proposition is not true. Then there exist
ǫ > 0, A ∈ B and n ∈ N such that for m > n,
1
m
m−1∑
i=0
µ(A ∩ T iA) ≤ µ(A)2.
By the Cauchy-Schwarz inequality, for any N ∈ N,
∫
X
( 1
N
N−1∑
i=0
IT iA(x)
)2
dµ ≥ µ(A)2. (3.5)
The left-handside of (3.5) may be decomposed into the following four parts:
1
N2
N−1∑
i=0
N−1∑
j=0
µ(T iA ∩ T jA) = 1
N2
n−1∑
i=0
i∑
j=0
µ(A ∩ T jA) (3.6)
+
1
N2
N−1∑
i=n
i∑
j=0
µ(A ∩ T jA) (3.7)
+
1
N2
n−1∑
i=1
i∑
j=1
µ(A ∩ T jA) (3.8)
+
1
N2
N−1∑
i=n
i∑
j=1
µ(A ∩ T jA) (3.9)
Note that quantity (3.9) above satisfies:
1
N2
N−1∑
i=n
i∑
j=1
µ(A ∩ T jA) = 1
N2
N−1∑
i=n
i∑
j=0
µ(A ∩ T jA)− 1
N2
N−1∑
i=n
µ(A)
≤ 1
N2
N−1∑
i=n
(i + 1)µ(A)2 − (N − n
N2
)µ(A)
=
1
N2
(N(N + 1)
2
− n(n+ 1)
2
)
µ(A)2 − (N − n
N2
)µ(A).
Also, terms (3.6) and (3.8) satisfy:
(3.6) + (3.8) ≤ ( n
N
)2µ(A).
Term (3.7) satisfies:
1
N2
N−1∑
i=n
i∑
j=0
µ(A ∩ T jA) ≤ 1
N2
N−1∑
i=n
(i + 1)µ(A)2
=
1
N2
(N(N + 1)
2
− n(n+ 1)
2
)
µ(A)2.
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Adding up the terms:
(3.6) + (3.7) + (3.8) + (3.9) ≤ 1
N2
(
N(N + 1)− n(n+ 1))µ(A)2 + ( n
N
)2µ(A)
− (N − n
N2
)µ(A)
=
(
1 +
1
N
− ( n
N
)2 − n
N2
)
µ(A)2 − (N − n− n
2
N2
)µ(A).
(3.10)
However, for sufficiently large N , the value of (3.10) is less than µ(A)2. This
contradicts (3.5). 
4. Relative over-independence for weakly mixing extensions
In this section, in order to be safe when dealing with some measure-theoretical
constructions, we will be assuming that measure spaces are regular, that is, isomor-
phic to spaces of the form (X,B, µ), where X is a compact metric space, B is the
σ-algebra of Borel sets and µ is a probability measure on X .
Let π : (X,B, µ, T )→ (Y, C, ν, T ) be the factor map between two invertible prob-
ability measure preserving systems. For τ > 0, we say a set C ∈ B is a τ-regular if
E(1C |C)(y) equals to either 1 or τ for ν-a.e. y ∈ Y .
We say that (X,B, µ, T ) is a relatively weakly mixing extension of (Y, C, ν, T ) if
X is an extension of Y and for all f, g ∈ L∞(µ), we have that
lim
N→∞
1
N
N−1∑
n=0
∫
X
∣∣∣E(f · T ng|C)− E(f |C)T nE(g|C)
∣∣∣ dµ = 0,
We have the following ”over-independence” result for the relative case:
Proposition 4.1. Let (Y, C, ν, T ) be a free, invertible, ergodic probability measure
preserving system, and let (X,B, µ, T ) be a nontrivial relatively weakly mixing
extension of (Y, C, ν, T ). Let p1, p2, . . . , pd be non-constant integer-valued polyno-
mials such that pi − pj 6≡ const for all i 6= j. Then there exists A ∈ B such that for
f = 1A, the set
{
n ∈ N :
∫
X
d∏
i=0
T pi(n)f dµ >
∫
X
d∏
i=0
E(T pi(n)f |C) dµ
}
(4.1)
is of density 1. In particular, for any τ > 0 such that (d + 1)τd < 1, A can be
chosen to be a τ -regular set.
In order to prove Proposition 4.1, we need first some lemmas.
Lemma 4.2. Let (Y, C, ν, T ) be a free, invertible, ergodic probability measure
preserving system, and let (X,B, µ, T ) be a nontrivial relatively weakly mixing
extension of (Y, C, ν, T ). Let µ = ∫
Y
µy dν(y) be the disintegration of µ with respect
to ν. Then µy is atomless for ν-a.e. y ∈ Y .
Proof. For ν-a.e. y ∈ Y , there is a unique way to write µy = µy,c+µy,d, where µy,c is
an atomless measure and µy,d is an atomic measure (meaning that µy,d is supported
on at most countable many atoms). Let µc =
∫
Y µy,c dν(y) and µd =
∫
Y µy,d dν(y).
Since for all A ∈ B, the map y → µy(A) is measurable with respect to C, the maps
y → µy,c(A) and y → µy,d(A) are also measurable with respect to C (see Theorems
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2.1 and 2.12 in [DF]). This implies that every A ∈ B is both µc- and µd-measurable
(we caution the reader that µc and µd are not normalized, i.e. µc(X) and µd(X)
may be not equal to 1).
We claim that both µc and µd are T -invariant. Let (T )∗ denote the pushfor-
ward of measures under T . Since ν is T -invariant, (T )∗µc =
∫
Y
(T )∗µy,c dν(y) =∫
Y (T )∗µT−1y,c dν(y) :=
∫
Y µ
′
y,c dν(y), where µ
′
y,c := (T )∗µT−1y,c is a measure sup-
ported on π−1(y). Since the pushforward of T maps any atomless measure on
B to an atomless measure, µ′y,c is atomless. Similarly, since the pushforward of
T maps any atomic measure on B to an atomic measure, we have that (T )∗µd =∫
Y
µ′y,d dν(y), where µ
′
y,d := (T )∗µT−1y,d is an atomic measure supported on π
−1(y).
Since µ is T -invariant, we have that (T )∗µc(A) + (T )∗µd(A) = (T )∗µ(A) =
µ(A) = µc(A) +µd(A) for all A ∈ B. This implies that µy,c+µy,d = µ′y,c+µ′y,d for
ν-a.e. y ∈ Y . By the uniqueness of the decomposition, we have that µy,c = µ′y,c =
(T )∗µT−1y,c, which implies that
(T )∗µc =
∫
Y
(T )∗µy,c dν(y) =
∫
Y
µTy,c dν(y) =
∫
Y
µy,c dν(y) = µy,c.
Similarly, µd is also a T -invariant measure. This proves the claim.
Since (Y, C, ν, T ) is ergodic and (X,B, µ, T ) is a weakly mixing extension of
(Y, C, ν, T ), (X,B, µ, T ) is also ergodic. Since µ = µc + µd and all of the three
measures are T -invariant and µ is ergodic, we have that µc = kµ and µd = (1−k)µ
for some 0 ≤ k ≤ 1.
If k 6= 0, then µy = k−1µy,c is atomless for ν-a.e. y ∈ Y and we are done.
Now we assume that k = 0 and so µd = µ. Since µy = µy,d is atomic for ν-a.e.
y ∈ Y (as all the spaces considered in this paper are standard), every point in
π−1(y) is an atom for µy for ν-a.e. y ∈ Y . By the Measurable Choice Theorem
(see, for example, [Au]), for ν-a.e. y ∈ Y , there exists an atom xy ∈ X such
that π(xy) = y and the set C := {xy ∈ X : y ∈ Y } is a measurable set. Let
f = 1C . Then E(f |C)(y) = µy({xy}) and T nE(f |C)(y) = µTny({xTny}). Moreover,
E(f · T nf |C)(y) equals to µy({xy}) if T nxy = xTny and equals to 0 otherwise.
Suppose that there exist ǫ > 0 and B ∈ C with ν(B) > 0 such that for all y ∈ B,
ǫ < µy({xy}) < 1 − ǫ. Let n ∈ N be such that ν(B ∩ T−nB) > ν(B)/2. Then for
all y ∈ B ∩ T−nB, the difference
|E(f · T nf |C)(y)− E(f |C)(y) · T nE(f |C)(y)|
is either µy({xy})µTny({xTny}) or µy({xy})(1− µTny({xTny})), both of which are
at least ǫ2. This implies that for such n ∈ N,∫
Y
∣∣∣E(f · T nf |C)(y)− E(f |C)(y) · T nE(f |C)(y)
∣∣∣ dν(y)
≥ ǫ2µ(B ∩ T−nB) > ǫ2ν(B)/2 > 0.
Since the set of n ∈ N such that ν(B ∩ T−nB) > ν(B)/2 has positive density in
N, this is a contradiction to the fact that X is a weakly mixing extension of Y .
Since µy({xy}) > 0 for ν-a.e. y ∈ Y , this contradiction implies that µy({xy}) = 1
for ν-a.e. y ∈ Y . It follows that for ν-a.e. y ∈ Y , µy is supported on a single
point, which contradicts to the fact that X is a non-trivial extension of Y . We are
done. 
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Lemma 4.3. Let (Y, C, ν, T ) be a free, invertible, ergodic probability measure
preserving system, and let (X,B, µ, T ) be a nontrivial relatively weakly mixing
extension of (Y, C, ν, T ). For every τ -regular set C ∈ B with µ(C) < τd+1 , every
N ∈ N, ǫ > 0 and every 0 < a < 1 − τ−1µ(C), there exists a τ -regular set A ∈ B
such that
• µ(A) = τa;
• A ∩ C = ∅;
• A ∪ C is τ -regular;
• µ(A ∩ T−p1(n)A ∩ · · · ∩ T−pd(n)A) > (1 − ǫ)
(
1 − (d+1)µ(C)τ
)
µ(A) for all
0 ≤ n < N .
In this case, we say A is (C, a, ǫ,N)-τ-good.
Proof. Let µ =
∫
Y
µy dν(y) be the disintegration of µ with respect to ν. By Lemma
4.2, µy is atomless for ν-a.e. y ∈ Y .
We may assume without loss of generality that p1(n), . . . , pd(n) are monotone
for n > 0. Denote L =
∑d
i=1 |pi(N)|. Let M > ⌈ 1ǫ ⌉ be such that π(C) is (ML, ǫ)-
uniform on Y , whose existence is guaranteed by Lemma 3.1. Let B be the base of
a Rohlin tower on Y of height ML such that
ν(∪ML−1i=0 T−iB) > 1− ǫ.
Let π : X → Y be the factor map. Let I ⊆ B be such that the set
A′ = {T−iy : y ∈ I, 0 ≤ i < ML, T−iy /∈ π(C)}
is of measure ν(A′) = a (this can be achieved since Y ergodic and free and thus
atomless). Denote
Ii = {y ∈ I : T−iy ∈ π(C)}.
Let J ∈ B be an arbitrary τ -regular set with π(J) = I (we can do so since µy is
atomless for ν-a.e. y ∈ Y ) and let Ai = T−i(J\π−1(Ii)).
We claim that the set A =
⋃ML−1
i=0 Ai is (C, a, ǫ,N)-τ -good. By the construction
of Ai, Ai ∩C = ∅ and so A ∩ C = ∅ (in fact we have that π(A) ∩ π(C) = ∅). Since
J is τ -regular, so are J\π−1(Ii) and Ai. Since π(J) = I, all of Ai are pairwise
disjoint. So A is τ -regular. Since π(A)∩π(C) = ∅ and C is τ -regular, we have that
A ∪ C is τ -regular.
Note that
ν(π(A)) =
ML−1∑
i=0
ν(π(Ai)) = ν(A
′).
Since A is τ -regular, µ(A) = τ · ν(π(A)) = τa.
Let W =
∑ML−1
i=0 T
iJ . We have that
µ(W\A) = τ · ν(π(W )\π(A)) = τ · ν
(
(
ML−1⋃
i=0
T−iI)\π(A)
)
= τ · ν
(
(
ML−1⋃
i=0
T−iI ∩ π(C)
)
≥ (1 − ǫ)τν(π(C))ν(
ML−1⋃
i=0
T−iI) = (1 − ǫ)µ(C)µ(W )/τ,
where in the last inequality we used the fact that π(C) is (ML, ǫ)-uniform. So
µ(A) ≤ (1− (1− ǫ)µ(C)
τ
)µ(W ).
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For 0 ≤ n < N ,
µ(A ∩ T−p1(n)A ∩ · · · ∩ T−pd(n)A)
> µ(W ∩ T−p1(n)W ∩ · · · ∩ T−pd(n)W )− (d+ 1)(1− ǫ)µ(C)µ(W )
τ
> (µ(W )−
∑d
i=1 |pi(n)|
ML
)− (d+ 1)(1− ǫ)µ(C)µ(W )
τ
> (1− ǫ)µ(W )− (d+ 1)(1− ǫ)µ(C)µ(W )
τ
= (1− ǫ)
(
1− (d+ 1)µ(C)
τ
)
µ(W ) ≥ (1− ǫ)
(
1− (d+ 1)µ(C)
τ
)
µ(A).

Proof of Proposition 4.1. Let 0 < ai, ǫi < 1, i ∈ N to be chosen later. Since X is a
weakly mixing extension of Y , for every f ∈ L∞(µ), by Proposition 2.3 of [BeL],
we have that
lim
N→∞
1
N
N−1∑
n=0
∣∣∣
∫
X
d∏
i=0
T pi(n)f dµ−
∫
X
d∏
i=0
E(T pi(n)f |C) dµ
∣∣∣
= lim
N→∞
1
N
N−1∑
n=0
∣∣∣
∫
X
d∏
i=0
E(T pi(n)|C) dµ−
∫
X
d∏
i=0
E(T pi(n)f |C) dµ
∣∣∣
≤ lim
N→∞
1
N
N−1∑
n=0
∫
X
∣∣∣
d∏
i=0
E(T pi(n)f |C) dµ−
∫
X
d∏
i=0
E(T pi(n)f |C)
∣∣∣ dµ = 0.
Since ∣∣∣
∫
X
d∏
i=0
E(T pi(n)f |C) dµ
∣∣∣≥ ‖f‖d+1∞ ,
for every ǫ > 0, the set
∣∣∣
{
n ≤ N :
∣∣∣
∫
X
∏d
i=0 T
pi(n)f dµ∫
X
∏d
i=0 E(T
pi(n)f |C) dµ
− 1
∣∣∣ > ǫ
}∣∣∣ < ǫN
when N is sufficiently large.
Let ai =
a
i(i+1) , where a <
1
d+1 . Let A1 be an arbitrary τ -regular set with
µ(A1) = τa1. The existence of A1 is guaranteed if π is non-trivial. Let f1 = 1A1 .
Let N1 ∈ N be such that the cardinality of
E1,N :=
∣∣∣
{
n ≤ N : |
∫
X
∏d
i=0 T
pi(n)f1 dµ∫
X
∏d
i=0 E(T
pi(n)f1|C) dµ
− 1| > ǫ1
}∣∣∣
is at most ǫ1N for all N > N1.
Suppose Ai, Ni are chosen and fi = 1Ai for all i ≤ k. Denote Cj =
⋃j
i=1 Ai and
gj = 1Cj =
∑j
i=1 fi. Let Ak+1 be a (Ck, ak+1, ǫk, Nk)-τ -good set. The existence of
Ak+1 is guaranteed by Lemma 4.3 since 0 <
∑∞
i=1 τai =
τ
d+1 . Let Nk+1 > Nk be
such that the cardinality of
Ek+1,N :=
∣∣∣
{
n ≤ N : |
∫
X
∏d
i=0 T
pi(n)fk+1 dµ∫
X
∏d
i=0 E(T
pi(n)fk+1|C) dµ
− 1| > ǫk+1
}∣∣∣
is at most ǫk+1N for all N > Nk+1.
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Let A =
⋃∞
i=1Ai. We claim that g = 1A = limi→∞ gi =
∑∞
i=1 fi satisfies the
condition of the theorem. Suppose that Nk ≤ N < Nk+1 for some k ∈ N with
(d+ 1)τd < k+1k+2 . If n /∈ Ek,N , then
∫
X
d∏
i=0
T pi(n)g dµ = µ(A ∩ T−p1(n)A ∩ · · · ∩ T−pd(n)A)
≥ µ(Ck ∩ T−p1(n)Ck ∩ · · · ∩ T−pd(n)Ck) +
∞∑
i=2
µ(Ak+i ∩ T−p1(n)Ak+i ∩ · · · ∩ T−pd(n)Ak+i)
> (1 − ǫk)
∫
X
d∏
i=0
E(T pi(n)gk|C) dµ+
∞∑
i=2
(1− ǫk+i)
(
1− (d+ 1)µ(A)
τ
)
µ(Ak+i)
> (1 − ǫk)
∫
X
d∏
i=0
E(T pi(n)gk|C) dµ+ (1− ǫk+1)
(
1− (d+ 1)a
) ∞∑
i=2
µ(Ak+i)
= (1 − ǫk)
∫
X
d∏
i=0
E(T pi(n)gk|C) dµ+ (1− ǫk+1)
(
1− (d+ 1)a
) a
k + 2
.
By the constructions, Ck+1 is τ -regular and so 0 ≤ E(gk+1|Y )(y),E(g|Y )(y) ≤ τ
for ν-a.e. y ∈ Y . So
∫
X
d∏
i=0
E(T pi(n)g|C) dµ−
∫
X
d∏
i=0
E(T pi(n)gk|C) dµ
≤
d∑
j=0
∫
X
E(T pj(n)(g − gk)|C)
∏
i6=j
E(T pi(n)g|C) dµ
≤
d∑
j=0
τd
∫
X
E(g − gk|C) dµ
= (d+ 1)τd
∫
X
(g − gk) dµ = (d+ 1)τd · a
k + 1
So
∫
X
d∏
i=0
T pi(n)g dµ−
∫
X
d∏
i=0
E(T pi(n)g|C) dµ
≥ (1− ǫk+1)
(
1− (d+ 1)a
) a
k + 2
− (d+ 1)τd · a
k + 1
− ǫk
∫
X
d∏
i=0
E(T pi(n)g|C) dµ.
The right hand side is positive if we pick a sufficiently small, ǫk decreasing to 0
sufficiently fast, and k large enough (since (d+ 1)τd < k+1k+2 ).
Since |Ek,N | < ǫkN and ǫk → 0, the set
{
n ∈ N :
∫
X
d∏
i=0
T pi(n)g dµ >
∫
X
d∏
i=0
E(T pi(n)g|C) dµ
}
is of density 1. 
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5. Over-independence for amenable actions
In this section we address the over-independence phenomenon for measure pre-
serving actions of countable amenable groups.
A countable group G is amenable if there exists a sequence of finite sets (FN )N∈N
(called a Følner sequence) such that for any finite set K ⊆ G, we have that
lim
N→∞
|KFN∆FN |
|FN | = 0.
Let G be a countable amenable group and (X,B, µ, (Tg)g∈G) be a probability
measure preserving system.
• (X,B, µ, (Tg)g∈G) is mixing if for all A ∈ B, we have
lim
g→∞
µ(A ∩ TgA) = µ(A)2
(meaning that for any ǫ > 0, the set {g ∈ G : |µ(A ∩ TgA)− µ(A)2| > ǫ} is
finite);
• (X,B, µ, (Tg)g∈G) is weakly mixing if for anyA ∈ B and any Følner sequence
(FN )N∈N,
lim
N→∞
1
|FN |
∑
g∈FN
|µ(A ∩ TgA)− µ(A)2| = 0;
• (X,B, µ, (Tg)g∈G) is ergodic if for any A ∈ B and any Følner sequence
(FN )N∈N, we have
lim
N→∞
1
|FN |
∑
g∈FN
µ(A ∩ TgA) = µ(A)2.
We have the following results:
Theorem 5.1 (Over-independence). Let G be a countable amenable group and
(X,B, µ, (Tg)g∈G) be a mixing probability measure preserving system. Then there
exists A ∈ B such that
µ(A ∩ TgA) > µ(A)2
for all g ∈ G.5
Theorem 5.2 (Density-1 over-independence). Let G be a countable amenable
group and (FN )N∈N be a Følner sequence of G. Let (X,B, µ, (Tg)g∈G) be a weakly
mixing probability measure preserving system. Then there exists A ∈ B such that
the set
{g ∈ G : µ(A ∩ TgA) > µ(A)2}
is of density 1.
We say that a system (X,B, µ, (Tg)g∈G) is free if Tg is not the identity map for
all g ∈ G, g 6= eG. For Cesa`ro over-independence we have:
5A generalization of Theorem 1.10 also holds for actions of amenable groups which are mixing
of order d. We omit the proof.
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Theorem 5.3 (Cesa`ro over-independence). Let G be a countable amenable group
and (FN )N∈N be a Følner sequence of G. Let (X,B, µ, (Tg)g∈G) be an ergodic and
free probability measure preserving system. Then there exists A ∈ B such that
1
|FN |
∑
g∈FN
µ(A ∩ TgA) > µ(A)2
for all N ∈ N.
Theorems 5.1, 5.2 and 5.3 can be proved by adjusting the method in the previous
sections. The main novelty is the use of the more sophisticated Ornstein-Weiss
Rohlin tower theorem for amenable actions instead of the classical Rohlin’s result.
Since the proofs of Theorems 5.1, 5.2 and 5.3 are similar to those of Theorems
1.10, 1.4 Part (ii) and 1.8, respectively, we will only prove Theorem 5.1 in this paper
and leave the proofs of Theorem 5.2 and 5.3 to the interested reader.
5.1. Ornstein-Weiss Rohlin tower theorem for amenable actions. We start
with recalling some definitions from [OW]. Let G be a countable amenable group.
Let K ⊂ G be finite and let δ > 0. We say that a finite subset A ⊂ G is (K, δ)-
invariant if
|{g ∈ G : Kg ∩A 6= ∅ and Kg ∩ (G\A) 6= ∅}|
|A| < δ.
The set {g ∈ G : Kg ∩A 6= ∅ and Kg ∩ (G\A) 6= ∅} is called the K-boundary of A.
For H,B ⊆ G, if the sets hB, h ∈ H are pairwise disjoint, we say that HB is an
H-tower with base B.
A collection of subsets A1, . . . , Ak of G is ǫ-disjoint if there exist A
′
i ⊆ Ai such
that |A′i| > (1− ǫ)|Ai|, A′i ∩A′j = ∅ for all 1 ≤ i ≤ k, i 6= j. We say that a collection
of subsets A1, . . . , Ak of G α-cover a subset D of G if |D ∩ (∪ki=1Ai)| ≥ α|D|.
We say that a finite collection of subsets {G1, . . . , GN} of G ǫ-quasi-tile G if
eG ∈ G1 ⊂ G2 ⊂ · · · ⊂ GN and for any finite set D ⊆ G, there exist sets Ci, 1 ≤
i ≤ N such that
• for fixed i, all the sets Gic, c ∈ Ci, are ǫ-disjoint;
• for i 6= j, GiCi ∩GjCj = ∅;
• the sets GiCi, 1 ≤ i ≤ N , (1 − ǫ)-cover D.
Theorem 5.4 ([OW], p.24). Given ǫ > 0, there is an N = N(ǫ) such that for
every countable amenable group G, every finite K ⊆ G and δ > 0, there are subsets
{T1, . . . , TN} of G that are (K, δ)-invariant and ǫ-quasi-tile G.
Theorem 5.5 ([OW], p.59). Let G be a countable amenable group and ǫ > 0.
Then there exist a finite set K0 = K0(ǫ) ⊆ G and δ0 = δ0(ǫ) > 0 such that for any
finite set K0 ⊆ K ⊆ G and 0 < δ < δ0, and any {G1, . . . , Gk} which are (K, δ)-
invariant subsets of G that ǫ-quasi-tile G, there exist V ji ∈ B, 1 ≤ j ≤ Li, 1 ≤ i ≤ k
such that
• each Rji := GiV ji , 1 ≤ j ≤ Li is a Gi-tower;
• For each 1 ≤ i ≤ k, the sets {R1i , . . . , RLii } are ǫ-disjoint;
• For i 6= i′ and every j, j′, we have that Rji ∩Rj
′
i′ = ∅;
• µ(⋃ki=1⋃Lij=1Rji ) > 1− ǫ.
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5.2. Over-independence for mixing actions of amenable groups.
Lemma 5.6. Let G be a countable amenable group and (FN )N∈N be a Følner
sequence of G. Let (X,B, µ, (Tg)g∈G) be an ergodic and free probability measure
preserving system. For every C ∈ B, N ∈ N, 0 < a < 1−µ(C), if ǫ > 0 is sufficiently
small depending only on a, then there exists A ∈ B such that µ(A) = a,A∩C = ∅,
and
µ((C ∪ A) ∩ Tc1A ∩ · · · ∩ TcdA) > (1− ǫ)µ(A)
for all ci ∈ FN .
Proof. Fix ǫ > 0 and let K0(ǫ) and δ0(ǫ) be chosen as in Theorem 5.5 for this
ǫ. Pick any K0(ǫ) ⊆ FN and δ > δ0(ǫ). By Theorem 5.4, there exist (FN , δ)-
invariant sets {G1, . . . , Gk} which ǫ-quasi-tile G. By Theorem 5.5, there exists
V ji ∈ B, 1 ≤ j ≤ Li, 1 ≤ i ≤ k such that
• each Rji := GiV ji , 1 ≤ j ≤ Li is a Gi-tower;
• For each 1 ≤ i ≤ k, the sets {R1i , . . . , RLii } are ǫ-disjoint;
• For i 6= i′ and every j, j′, we have that Rji ∩Rj
′
i′ = ∅;
• µ(⋃ki=1⋃Lij=1Rji ) > 1− ǫ.
SinceX is ergodic and free, it is also atomless. So there exists a set I =
⋃k
i=1
⋃Li
j=1 I
j
i
with Iji ⊆ V ji for all i, j, such that the set
A =
( k⋃
i=1
Li⋃
j=1
GiI
j
i
)
\C
has the property that µ(A) = a. We claim that this set satisfies the requirements
stipulated in the formulation of Lemma 5.6.
Obviously A∩C = ∅. Let Ui denote the FN -boundary of Gi for 1 ≤ i ≤ k. Note
that if x ∈ giIji ∩ A for some i, j and gi ∈ Gi\Ui, then Tgx ∈ GiIji ⊆ A ∪ C for all
g ∈ FN . So
µ((C ∪ A) ∩ Tc1A ∩ · · · ∩ TcdA) > µ(A)− µ(A′)
for all ci ∈ FN , where
A′ :=
k⋃
i=1
Li⋃
j=1
UiI
j
i .
Since for each 1 ≤ i ≤ k, the sets {R1i , . . . , RLii } are ǫ-disjoint, by the fact that
Gi are (FN , ǫ)-invariant, we have that µ(A
′) ≤ 10ǫ. Therefore,
µ((C ∪ A) ∩ Tc1A ∩ · · · ∩ TcdA) > µ(A) − 10ǫ > (1−
√
ǫ)µ(A)
if ǫ is sufficiently small depending only on µ(A). This finishes the proof. 
Proof of Theorem 5.1. Let (FN )N∈N be a Følner sequence of G, and 0 < ai, ǫi <
1, i ∈ N to be chosen later. Let A1 be an arbitrary set with µ(A1) = a1. Since the
system is mixing, there exists N1 ∈ N such that
|µ(A1 ∩ TgA1)− µ(A1)2| < ǫ1µ(A1)2
for all g /∈ FN1 .
Suppose Ai, Ni are chosen for all i ≤ k. Denote Cj =
⋃j
i=1Ai. Let Ak+1 be
such that µ(Ak+1) = ak+1, Ak+1 ∩Ck = ∅, and
µ((Ck ∪ Ak+1) ∩ TgAk+1) > (1− ǫk)µ(Ak+1)
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for all g ∈ FNk . The existence of Ak+1 is guaranteed by Lemma 5.6 if ǫk ≪ ak+1
and 0 <
∑∞
i=1 ai < 1. Let Nk+1 > Nk be such that
|µ(Ck+1 ∩ TgCk+1)− µ(Ck+1)2| < ǫk+1µ(Ck+1)2
for all g /∈ FNk+1 .
We claim that A =
⋃∞
i=1Ai satisfies the conditions of the theorem. If g ∈ FN1 ,
then
µ(A ∩ TgA) ≥
∞∑
k=2
µ(A ∩ TgAk) ≥
∞∑
k=2
(1 − ǫ1)µ(Ak) = (1− ǫ1)a/2 > a2 = µ(A)2,
provided that a is sufficiently small and ǫ1 < 1/2.
Now suppose that g ∈ FNk+1\FNk for some k > 0. Then
µ(A ∩ TgA) ≥ µ(Ck+1 ∩ TgCk+1) +
∞∑
i=2
µ(Ck+i ∩ TgAk+i)
> (1− ǫk+1)µ(Ck+1)2 +
∞∑
i=2
(1− ǫk+i)µ(Ak+i)
= (1− ǫk+1)(a1 + · · ·+ ak+1)2 +
∞∑
i=2
(1− ǫk+i)ak+i.
If we pick ai =
a
i(i+1) , a sufficiently small, and ǫi decreasing to 0 sufficiently fast,
then
(1 − ǫk+1)(a1 + · · ·+ ak+1)2 +
∞∑
i=2
(1 − ǫk+i)ak+i
> (1− ǫk+1)((a− a
k + 2
)2 +
a
k + 2
) > a2 = µ(A)2.
This finishes the proof. 
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