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Electrofacies are used to determine reservoir rock properties, especially permeability, to simulate ﬂuid
ﬂow in porous media. These are determined based on classiﬁcation of similar logs among different
groups of logging data. Data classiﬁcation is accomplished by different statistical analysis such as
principal component analysis, cluster analysis and differential analysis. The aim of this study is to predict
3D FZI (ﬂow zone index) and Electrofacies (EFACT) volumes from a large volume of 3D seismic data. This
study is divided into two parts. In the ﬁrst part of the study, in order to make the EFACT model, nuclear
magnetic resonance (NMR) log parameters were employed for developing an Electrofacies diagram
based on pore size distribution and porosity variations. Then, a graph-based clustering method, known
as multi resolution graph-based clustering (MRGC), was employed to classify and obtain the optimum
number of Electrofacies. Seismic attribute analysis was then applied to model each relaxation group in
order to build the initial 3D model which was used to reach the ﬁnal model by applying Probabilistic
Neural Network (PNN). In the second part of the study, the FZI 3Dmodel was created bymulti attributes
technique. Then, this model was improved by three different artiﬁcial intelligence systems including
PNN, multilayer feed-forward network (MLFN) and radial basis function network (RBFN). Finally, models
of FZI and EFACT were compared. Results obtained from this study revealed that the two models are in
good agreement and PNN method is successful in modeling FZI and EFACT from 3D seismic data for
which no Stoneley data or NMR log data are available. Moreover, they may be used to detect hydro-
carbon-bearing zones and locate the exact place for producing wells for the future development plans.
In addition, the result provides a geologically realistic spatial FZI and reservoir facies distribution which
helps to understand the subsurface reservoirs heterogeneities in the study area.
Copyright © 2016, Southwest Petroleum University. Production and hosting by Elsevier B.V. on
behalf of KeAi Communications Co., Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In geology, facies is deﬁned as a body of rock with speciﬁc
characteristics [1]. Ideally, a facies is a distinctive rock unit which
is formed under certain conditions of sedimentation relating to atroleum University.
ier on behalf of KeAi
niversity. Production and host
creativecommons.org/licenses/bparticular process or environment. The term facies was ﬁrst
proposed by Amanz Gressly in 1838. This concept was part of his
signiﬁcant contribution to the foundations of modern stratig-
raphy which soon replaced the earlier notions of Neptunism [2].
But the most recent deﬁnition of facies is proposed by Richard C.
Selley (1978). In this deﬁnition, a sedimentary facies is a body of
sediments or sedimentary rocks with special petrophysical
properties, geometrical shape, fossils, sedimentary units and
ﬂow paths which is distinguishable from other sedimentary
units based on these properties [3]. Moreover, electrofacies is a
concept which is deﬁned based on the concept of facies. Elec-
trofacies are obtained from well logs which are of principal
sources of petrophysical information.ing by Elsevier B.V. on behalf of KeAi Communications Co., Ltd. This is an open
y-nc-nd/4.0/).
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well log data have been introduced for estimation of physical
characteristics of reservoir rocks like porosity, permeability, etc.
[4e6]. Recently, Dezfoolian et al. presented an intelligent model
based on probabilistic neural networks (PNN) to produce a
quantitative formulation between seismic attributes and hy-
draulic ﬂow units (HFUs) in Kangan and Dalan carbonate reser-
voirs [7]. Rastegarnia and Kadkhodaie-Ilkhchi used seismic
attribute analysis to predict FZI using seismic and well log data.
They showed that it is an effective technique to apply FZI pre-
diction in an oil reservoir [8]. Also, Yarmohammadi at el delin-
eated high porosity and permeability zones by using the seismic
derived ﬂow zone indicator data at the Shah Deniz sandstone
packages [9]. Researchers are still searching for new methods to
shed light on ambiguous aspects of the subject [10,11].
The aim of this study is to predict 3D FZI (ﬂow zone index) and
electrofacies (EFACT) volumes from a large volume of 3D seismic
data. This may increase exploration success rates and reduce costsFig. 1. Location of Cheshmehthrough the application of more reliable output results in hydro-
carbon exploration programs. The present research can be divided
into two parts. First, nuclear magnetic resonance (NMR) log pa-
rameters which were employed for developing an electrofacies
diagram based on pore size distribution and porosity variations. In
fact, l/pSgv factor was obtained according to NMR log to determine
the permeability index and tortuosity of ﬂow path as well as
geometric conﬁguration of pore spaces. The samples or intervals of
a formation or reservoir with similar NMR characteristics were
considered in a similar relaxation group. This concept is used for
deﬁnition of electrofacies in the studied reservoir. Then, a graph-
based clustering method, known as multi resolution graph-
based clustering (MRGC), was employed to classify and obtain
the optimum number of electrofacies. Seismic attribute analysis
was then applied to model each relaxation group in order to build
the initial 3D model which was used to reach the ﬁnal model by
applying probabilistic neural network (PNN). So, the model based
inversion has been selected as themain seismic attribute (acousticKhosh Oil ﬁeld in Iran.
Table 1
Reservoir characteristics of facies 1e 5.
Name Color Porosity (v/v) Permeability (mD)
Facies_5 Red 0.19 2030
Facies_4 Olive-Drab 0.12 46
Facies_3 Green 0.08 0.9
Facies_2 Deep-sky-blue 0.023 0.01
Facies_1 Blue 0.01 0.002
M. Rastegarnia et al. / Petroleum 2 (2016) 225e235 227impedance attribute) along which other attributes were selected
using stepwise regression and cross validation techniques. Then,
the createdmodel bymulti attribute method used a trend guide in
constructing a 3D model by PNN method to improve the facies
prediction. In the second part of the study, the technique of cross-
validation was used to show which attributes are signiﬁcant to
build the improved FZI 3Dmodel by multi-attribute method. Once
the most appropriate seismic attributes have been found, the
relationship between them and FZI of reservoir in the well loca-
tions has then been determined to be used for property calculation
by sets of appropriate seismic attributes throughout the reservoir
volume. A multi-regression analysis is a simple and practical
method to ﬁnd the strongest inputs for predicting a target
parameter. Accordingly, the multi-attributes to be used in the
construction of the neural network (NN) models were chosen
based on the trend obtained from regression analysis. Three types
of neural network techniques were used in this study including
multi-layer feed forward neural network (MLFN), radial basis
function network (RBFN) and PNN. The results of study show that
the PNN with root mean squares error (RMS) of 1.9% and corre-
lation coefﬁcient (R2) of 91%, is the bestmethod for FZI estimation.
2. Study area
Data used in this study came from ﬁve logged wells pene-
trated into the Asmari reservoir in the Cheshmeh Khosh ﬁeld
(Fig. 1). The FZI, electrofacies (EFACT) logs data and 3D seismic
data were available for wells.
Rastegarnia et al. in their previous studies employed nuclear
magnetic resonance (NMR) log parameters introducing the
concept of relaxation group which was equal to the hydraulic unit
concept [8,12,13] In order to do this, they used below equation
logT2 ¼ logð4zÞ þ log
"
1
rSgv

#Where T2 is the observed transverse relaxation time and 4z
is the porosity group which is obtained from ð1 4Þ=4. l/pSgv,
is often recognized as relaxation factor representing the
relaxation power and textural attributes of the formation.
They employed multi resolution graph-based clustering
(MRGC) method to classify and obtain the optimum number of
electrofacies. Facies obtained during clustering by MRGC was
taken into consideration to be predicted by Support Vector
Machine (SVM) in wells for which NMR data were not present.
Reservoir characteristics of each facies are listed in Table 1
[13].
Rastegarnia and kadkhodaei also obtained ﬂow zone index
(FZI) from Stoneley wave parameters obtained from full wave
sonic tools. They designed a support vector regression model to
estimate the Stoneley wave slowness from conventional logs
data in wells where Stoneley wave data were not present [12].
Figs. 2e4 show FZI-ST and electrofacies (EFACT) logs for wells
investigated in this study.
3. Methodology
The aim of this study is to predict 3D FZI and electrofacies
(EFACT) models by using seismic attributes and neural network
methods in Asmari reservoir.
Rastegarnia and kadkhodaeicreated a 3D FZI model by multi
attribute method [8] which is improved in this study using
neural network as shown in below procedure:
Fig. 2. Well No.8 on the left and well No.7 on the right.
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Fig. 3. Well No.3 on the left and well No.5 on the right.
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Fig. 4. FZI-ST (four tracks) and Electrofacies (three tracks) logs for Well No.6.
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EFACT models, ﬁrst of all the best seismic attributes must be
selected by using stepwise linear regression method. Then
multivariate linear regression equations and correlation co-
efﬁcients with target logs must be determined. Finally, three
different artiﬁcial intelligence systems including probabilistic
neural network (PNN), multilayer feed-forward network (MLFN)
and radial basis function network (RBFN) must be designed and
optimized. Results of correlation coefﬁcients between real and
predicted logs and also prediction error in the blind test will
show which method perform the best among other methods.
3.1. Constructing a 3D model by multi attribute method
Multi attribute method relate target log with seismic attri-
butes by utilizing stepwise regression analysis and cross vali-
dation techniques. For this, the initial dataset must be divided
into training dataset and a validating dataset. In this method,
attributes are nonlinear, a fact that strengthens the power of
prediction. The optimum number of attributes in this method is
determined by step-wise regression that calculates the RMS er-
ror for each attribute. The attribute having the lowest amount of
error must be selected as the single best attribute. Then the
second best attribute is searched to make a pair of attribute. The
search for next best attributes is then continued. This process is
performed by try and error. The result obtained from this anal-
ysis is depicted in Fig. 5 for FZI and EFACT logs respectively.Fig. 5. Determination of the number of optimum attribute by utilizing stepwise
regression analysis and cross validation techniques for FZI (upper shape) and Efact
(Lower shape).In Fig. 5, the Validation Error is denoted with red (upper)
curve helping to distinguish the optimum number of attribute
when toomany attributes are added. Each point in the validation
error has been calculated by “hiding” each of the wells and
predicting its values using the operator calculated from the other
wells. In this study, the value of optimum attribute obtained 4
and 7 for FZI and EFACT respectively.
According to prediction errors, the used seismic attributes are
shown in Table 2 for both target logs. The values of training and
validation error in each row correspond with all the attributes
above it. Also, Acoustic impedance attribute is selected as the
ﬁrst attribute that conﬁrm the accuracy of results since this
attribute has an inverse relationship between reservoir facies
and FZI that is used as an external attribute.
The values of training and validation error used for creating
FZI and facies models are shown in Fig. 6. Wells CK-5, CK-6 and
CH-8 are used in constructing a 3D model of FZI and wells CK-
3, CK-7 and CH-5 are used in creating a 3D model of
electrofacies.3.2. Constructing a 3D models by neural network method
Neural network is used to improve the FZI and facies pre-
diction. To get this purpose, the created model by multi attribute
method used a trend guide in constructing a 3D model by neural
network method. The basic idea behind neural network is to use
set of one or more measured values (independent variables) to
predict the value of single dependent variable. In practice, use of
NNs can be divided into four steps:
a) Stepwise multi linear regression analysis and its validation
b) Training neural networks to establish the nonlinear rela-
tionship between seismic attributes and reservoir prop-
erties at well locations
c) Apply trained neural networks to the 3D seismic data
volume.
d) Validate results on wells by dropping one well at a time
and predicting it from other wells.
In this study the probabilistic neural network (PNN) is used
for both target logs (FZI and EFACT). Moreover, multi-layer feed
forward (MLFN) and radial basis function (RBF)methods are used
in constructing a 3D FZI model. Only the results are provided in
this paper.Table 2
Seismic attributes for target logs.
Target Final attribute Training
error (mm)
Validation error (mm)
FZI Acoustic impedance 3.155 4.172
FZI Quadrature trace 2.773 3.285
FZI Amplitude envelope 2.484 3.171
FZI Cosine instantaneous phase 2.34 2.803
No. Target Final attribute Training
error
Validation
error
1 EFACT Acoustic impedance 1.136 1.17
2 EFACT Amplitude envelope 1.086 1.13
3 EFACT Derivative instantaneous amplitude 1.061 1.1
4 EFACT Filter 5/10e15/20 1.031 1.08
5 EFACT Instantaneous phase 1.016 1.07
6 EFACT Second derivative instantaneous 1.005 1.067
7 EFACT Dominate frequency 0.997 1.06
8 EFACT Integrated absolute amplitude 0.923 1.15
9 EFACT Cosine Iinstantaneous phase 0.911 1.23
10 EFACT Instantaneous frequency 0.895 1.19
Fig. 6. Error of training and validation achieved for creating FZI (upper shape) and
facies (lower shape) models in used wells.
Fig. 7. Schematic representation of a radial basis function neural network [15].
M. Rastegarnia et al. / Petroleum 2 (2016) 225e2352323.2.1. Probabilistic neural network
Probabilistic neural network (PNN) is an alternative kind of
neural network. PNN assumes that each new output log value
can be created as a linear combination of the log values for
training data. For a new data samplewith attribute values x¼ {A1
j, A2 j, A3 j}, the new log value is estimated as
L∧ðxÞ ¼
Pn
i¼1 Li expð  Dðx; xiÞÞPn
i¼1 expð  Dðx; xiÞÞ
where
Dðx; xiÞ ¼
X3
j¼1
 
xj  xij
sj
!2
D (x, xi) in this formula is the distance between the input
point and each of the training points xi which is measured in
multidimensional space spanned by the attributes and is
scaled by the quantity sj, which may differ for each of the
attributes.
For training the network, one must determine the optimal set
of smoothing parameters, sj, so that the resulting network hav-
ing the lowest validation error. Validation result for the mth
target sample is deﬁned as
L∧mðxmÞ ¼
P
ism
Li expð  Dðxm; xiÞÞP
ism
expð  Dðxm; xiÞÞThis quantity gives the predicted value of the mth target
samplewhen that sample is left out of the training data. Then the
prediction error for that sample can be calculated. By repeating
this process for each of the training samples, the total prediction
error for the training data can be deﬁned as
EV ðs1;s2; s3Þ ¼
XN
i¼1

Li  L∧i
2
Total prediction error depends on the parameters sj. This
error is minimized using a nonlinear conjugate gradient algo-
rithm described in Masters (1995).3.2.2. Radial basis functions
A particular RBFNN (radial basis function neural network)
consists of three layers namely: input layer, hidden layer(s)
and output layer. The input layer is a buffer that presents
data to the network and contains the input variables while
the hidden layer is composed of a number of RBF nodes
with radial Gaussian activation functions. The output layer
is the following layer in the network, which presents the
output response to a given input and is connected to
the previous nodes in the hidden layer by linear weights
[14].
Fig. 7 shows the typical RBF neural network architecture used
in this study. In this Figure, X1, X2,…, XN represents the number
of input nodes. 41, 42, 43, …, 4M represents the basis function
nodes, w0 is the weight of the bias node (optional), and w1, w2,
…, wm are connection weights between hidden nodes and
output node.
The net output from hidden layer (y) will be:
yðxÞ ¼
XM
j¼1
wj4jðxÞ þw0
The Gaussian function in this study is employed as commonly
used basis function (4j) and can be expressed as:
4j ¼ exp
 

x mj2
2s2j
!
where mj and sj are the center and width parameter,
respectively.
In the learning process, the network is presented with a pair
of patterns and network computes its own output. Then, the
Table 3
Sigma values of attributes for electrofacies.
Attribute Sigma
Global sigma 0.39
Acoustic impedance 0.522
Amplitude envelope 0.342
Derivative instantaneous amplitude 0.703
Filter 5/10e15/20 0.158
Instantaneous phase 0.488
Second derivative instantaneous 0.638
Dominate frequency 0.856
M. Rastegarnia et al. / Petroleum 2 (2016) 225e235 233actual output is compared with target values or the desired
output. So, the error can be calculated at any output in layer j as
follows.
E ¼ yj  tj
where tj is the desired output and yj is the actual output. The
total error function is given by:
ε ¼ 1
2
XN
i¼1
XN
j¼1
h
yjðxiÞ  tij
i2Fig. 8. Application of PNN for training and validation data for prediction of
classiﬁcations.3.2.3. Multi-layer feed forward neural network (MLFN)
In order to use the MLFN, it should be trained on a pair input/
output set of data to learn to associate the inputs with the cor-
responding outputs. During the training process, each example in
the training set is presented to the neural network, and a learning
algorithm modiﬁes the weights of the network in order to mini-
mize the error between the desired and observed outputs. Mean
squared error (MSE) is a commonly used metric to evaluate the
difference. Each evaluation of all examples in the training set is
called an epoch. In fact, the goal of the network training is not to
learn an exact representation of the training data itself, but rather
to build a model of the process which generates the data. The
generalization capability of the neural network can be estimated
by predicting the class of events that are not seen during training.
Therefore, after training, the performance and generalization
ability of the network has to be evaluated on an independent set
of input/output examples, called data test set.4. Results and discussion
The sigma values of attributes obtained from PNN analysis for
electrofacies are shown in Table 3.
The target log for each well along with the “predicted” log
by PNN is displayed in Figs. 8 and 9 for reservoir facies and FZI.
The target logs are displayed with black curves and theFig. 9. Application of PNN to predict FZI log using training and validation data.
Table 4
Results obtained from different types of neural network methods.
3D FZI Volume Training data Validation data
Correlation Error Correlation Error
MULTI ATTRIBUTE 0.839 2.44 0.698 3.8
MLFN 0.95 1.44 0.41 6.26
RBFN 0.85 2.37 0.71 3.22
PNN 0.91 1.9 0.76 2.96
M. Rastegarnia et al. / Petroleum 2 (2016) 225e235234“predicted” logs are displayed with red curves. In addition to
PNN method other neural network (NN) methods were also
used to predict 3D FZI volume including RBF and MLFN
methods. By comparing the results obtained from different
types of NN method, PNN was selected as the ﬁnal method
since it has the least amount of Error (training and validation)
and the highest correlation coefﬁcient as well. Results are
shown in Table 4 for 3D FZI model.
In order to ﬁnd the best model, we used this model to esti-
mate FZI and electrofacies for the entire seismic volume. The
result of PNN analysis is compared for FZI and electrofacies that
are shown in Figs. 10, 11 and 12.
As one can see from these ﬁgures, FZI is larger where
permeable facies exist. At greater depths, the number of classi-
ﬁcations is reduced and reservoir facies are permeable which are
predicted to be sandstone intervals. Upper intervals are car-
bonates having less permeability value. Unlike sandstones in
which petrophysical properties are usually a function of porosity,
in carbonate rocks there is not a simple relationship between
these parameters and porosity. But rather petrophysicalFig. 10. Time slice 15 ms under Asmari formation in electrofacies (EFACT) and FZI
3D models.properties depend mostly on heterogeneous distribution of
voids, interconnection between pores and on grain size.
Results obtained from this study revealed that the two
models are in good agreement and PNN method is successful
in modeling FZI and EFACT from 3D seismic data for which no
Stoneley data or NMR log data are available. Also, they may be
used to detect hydrocarbon-bearing zones and locate the
exact place for producing wells for the future development
plans. In addition, the result provides a geologically realistic
spatial FZI and reservoir facies distribution which helps to
understand the subsurface reservoirs heterogeneities in the
study area.5. Conclusions
In this study, a 3D FZI model is constructed using seismic
attribute methods like multi attribute method, multi-layered
feed forward neural network (MLFN), probabilistic neural
network and neural network based on radial basis function
network (RBFN). Model constructed with PNN method having
the correlation coefﬁcient of 91% and error percent of 1.9% for
training data and correlation coefﬁcient of 76% and error
percent of 2.96% for validation data, was assumed to be the
best model. This model was constructed with multi attribute
method. Moreover, acoustic impedance attribute is used to
reach the ﬁnal model for facies and FZI. 3D Electrofacies were
also modeled using PNN method with 11% error for training
data and 24% error for validation data. Based on our study,Fig. 11. Time slice 50 ms under Asmari formation in electrofacies (EFACT) and FZI
3D models.
Fig. 12. Time slice 95 ms under Asmari formation in electrofacies (EFACT) and FZI
3D models.
M. Rastegarnia et al. / Petroleum 2 (2016) 225e235 235PNN method could be used as an efﬁcient and precise method
to determine reservoir characteristics. In this study, mapping
analysis of PNN method is used for predicting 3D FZI
models and classiﬁcation analysis of PNN method is used for
predicting 3D electrofacies which were in good agreement.
Based on the results of this study one can use similar models
to detect hydrocarbon-bearing zones, determine perforation
depth and locate the exact place for injection and production
wells for the future development plans. We used 3D seismicdata in our study which unlike other statistical methods have
the advantage of being precise even when wells are widely
spaced.
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