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Abstract
is thesis discusses original experiments performed in the context of solid-state
cavity quantum electrodynamics (cQED). e manipulation of the resonance con-
dition of a photonic crystal membrane nanocavity coupled to self-assembled InAs
quantum dots by a coherent beam of acoustic phonons is demonstrated. Photonic
Figure 0.1 – Spectrally tuning the L3 nanocavity mode of a photonic crystal mem-
brane to the wavelength of the quantum dot (QD) photoluminescence
(PL). At resonance, the InAs QD, an artificial two-level atom, and the L3
photonic cavity mode form a coherent superposition of quantum states.
crystals (PC) are artificial materials designed to control the propagation of light
and spontaneous emission properties of embedded emiers[1]. e PCs studied
here are created by paering a thin membrane of GaAs with a hexagonal array
of holes as shown in Fig. 0.1. A defect in the hole array constitutes a nanocavity
which confines light. In analogy to a drum, the resonance of the cavity is de-
fined by its geometry/dimensions and the propagation velocity of light/sound of
its medium. Successful approaches of tuning the resonance of a PC cavity include
variation of the PC temperature or adsorption of inert gas. ese are slow pro-
cesses, which change the optical properties on a timescale of seconds. For cQED,
tuning of the resonance wavelength can be required to match the resonance of an
optical emier. e timescale of intended coupled system is determined by the
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spectral lifetime of the emier ranging in the picosecond regime and the Q-factor
of the cavity. e Q-factor is the measure of the optical confinement quality of
the cavity. Here, a fast and efficient tuning mechanism of the PC cavity resonance
is presented and investigated enabling high frequency tuning rates while main-
taining the cavity Q-factor. Electrically generated surface acoustic waves (SAW)
deforming the PCmembrane are shown to shi the resonance wavelength bymore
than 8 times its linewidth at a rate of more than 1.7 GHz. Using finite-difference
time domain (FDTD) simulation the implications of SAW wavelength and ampli-
tude are investigated focusing on spectral tuning range, spatial mode profile and
Q-factor. A comparison to a simple model of a Fabry-Perot resonator with vari-
able resonator length is made. Additionally to the fundamental mode of the cavity
the effect on higher order cavity modes is studied. Tuning the fundamental mode
resonantly pumped through a higher-order mode is evaluated. e simulations
show that spectral overlap of a higher order mode with the exciting laser can be
maintained while the fundamental mode oscillates over several nanometers.
Experimentally, the SAW tuning mechanism is investigated in time-integrated and
time-resolved measurements. In time-integrated measurements the spectral tun-
ing range and optical properties of a cavity for different SAW wavelengths and
SAW amplitudes are studied. e experiments show in accordance with the simu-
lation that the spectral tuning range increases linearly with the hole displacement.
Moreover, the increased spectral tuning range of shorter SAW wavelengths and
the preservation of theQ-factor are confirmed. Time-resolved investigations show
that the coupling of the emier and the cavity mode can be tuned within the spec-
tral lifetime of the emier. e optical density of states available to the emier is
efficiently controlled in the experiments.
Serving as an outlook as well as concluding this thesis the final chapter treats SAW-
controlled coupling of two cavities. Evaluating the merits of solid-state cQED in
an implementation of on-chip quantum computation[2] the control of the coupling
strength of two cavities could serve for routing quantum information. Worldwide
research groups are working on the goal of a quantum computer which will dra-
matically increase computation speed and facilitate new applications.
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Introduction
In 2012 the semiconductor chip maker Intel started selling processors for personal
computers with an average half-pitch of 22 nm, i.e. the distance between identi-
cal features. e Tri-Gate transistor[3] introduced for this processor generation
ensures well defined switching behavior by connecting on three sides to the con-
ducting channel. In an ideal field effect transistor the current between source and
drain is controlled via the gate voltage depending on the capacitance of the chan-
nel. is capacitance is determined by the distance between source and drain and
the dielectric properties and thickness of the layer insulating the gate electrode
from the conducting channel. e planar transistor has been the standard for mass
production of integrated circuits for more than 50 years. Shrinking the lateral size
of the transistor causes the switching behavior to be increasingly affected by the
drain voltage as the capacitance of the drain becomes comparable to the gate ca-
pacitance. e Tri-Gate transistor uses a channel protruding from the surface in a
ridge which can be connected by the gate on three sides for beer control of the
conducting channel between source and drain. Smaller feature size not only allows
more transistors to be placed on a wafer but also increases the switching frequency
and improves power consumption. e International Technology Roadmap for
Semiconductors projects a half-pitch of 14 nm to be established by 2014. Com-
pared to the 130 nm technology, which was state of the art in 2000-2001 this is
a size reduction of almost an order of magnitude in less than 15 years. As the
dimensions decrease in pursue of Moore’s law quantum-mechanical effects will
be become more important. One path which can be taken to face this challenge
embraces the quantum-mechanical nature by encoding information in quantum-
mechanical states of photons or atoms. antum computing, initially proposed by
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Richard Feynman 1982 for simulating quantum systems, and the broader field of
quantum information processing have unique properties which are not inherent
in classic systems[4]. e classical bit is represented by a switch, e.g. a transistor,
either in the ’0’- or ’1’-position. A quantum bit or qubit is realized by a physical
system with two orthogonal states, j0i and j1i. Examples are a photon’s orthog-
onal linear polarizations, the spin up and spin down of an electron, or the ground
and excited state (jgi and jei) of an atom. e state of the qubit is defined by the
system’s wavefunction jYi with amplitude coefficients c0 and c1:
jYi = c0j0i+ c1j1i (0.1)
Coherent superposition of the two states allows the qubit to be in both states at
the same time. When looking at a system of two interacting qubits the system
can be in a superposition of all four states. To describe the state of this system
four amplitude coefficients are needed which store the quantum information. e
information needed to describe a system with N interacting qubits is given by 2N.
is exponential increase in information storage is contrary to the linear increase
of a classical register. Unfortunately, this wealth of data cannot be read out directly
since measurement on any qubit can change the states of the others. e oppor-
tunity given by this interaction is massively parallel computing, i.e. ’quantum
parallelism’[5]. Consequently, quantum computation can transform tasks which
scale exponentially with the number N of inputs on a classical computer into tasks
that increase polynomially (N x) with size. e Deutsch-Jozsa algorithm[6] is a
good example for the efficiency of a quantum computer. e task is to determine
whether a binary function f(x) is constant, i.e. returns the same result for either bi-
nary input, or whether it is balanced. A balanced function will return f(0) 6= f(1).
A classical computer needs to perform two calls whereas a quantum computer is
able to answer aer a single measurement on the superposition of both inputs.
Another example is Grover’s algorithm[7] which enables a quantum computer to
perform a search in a database with N entries much more effective than a classical
computer. Grover shows that a quantum computer would need  pN operations
while the classical counterpart finds the desired entry aer  N/2 operations.
A practical implementation of a quantum computer would need to fulfill the fol-
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lowing criteria by D. DiVincenzo[8]:
1. A scalable network of well-defined qubits.
2. Reliable state preparation.
3. e decoherence time needs to be longer than the quantum gate operation
time.
4. Demonstration of single- and two-qubit quantum gates.
5. Reliable measurement of the output-state of each qubit.
Single- and two-qubit operation have been demonstrated in several systems, in-
cluding NMR systems[9], ion traps[10], superconducting systems[11], all-optical
systems[12] and solid-state cavity QED systems[13]. Photons easily fulfill the
qubit decoherence criterion. e field of astronomical interferometry lives on
the fixed phase-relation of light that traveled hundreds of light years. In prin-
ciple integrated optics, i.e. on-chip photonic devices connected by a network of
waveguides[14][15], can be arbitrarily scaled. Furthermore, if light is confined in a
cavity with cubic-wavelength volume light-maer interaction is greatly enhanced.
Strong interaction between qubits is a prerequisite for working two-qubit gates. As
a result semiconductor quantum dot emiers coupled to a photonic crystal mem-
brane nanocavity form a promising platform for quantum information networks
and computing[16].
To control theQD-cavity interaction different approaches have been demonstrated.
Examples are temperature tuning[17], gas adsorption[18] and by means of electri-
cal fields[19]. A control mechanism for the interaction between emier and the
cavity needs to be effective, i.e. it should detune the cavity and the emier reso-
nance by several linewidths of the cavity resonance. Moreover, the tuning needs
to be fast compared to the timescale of processes in the system, i.e. the radiative
lifetime of the excited emier. In addition, the optical confinement of the cavity
should not decrease at best. While striving for efficient spectral tuning the spatial
electromagnetic distribution of the cavity mode should not change. Spatial overlap
of the emier and an anti-node of the cavity mode has a strong influence on the
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coupling. Clearly, temperature tuning and adsorption of gas can be regarded as
quasi-static processes in respect to a radiative emier lifetime of less than 150 ps
corresponding to a spontaneous emission rate of more than 6.5 GHz[20]. In [19] a
pair of lateral electrodes integrated around the cavity demonstrated control of the
QD emission wavelength via the quantum confined stark effect. A maximum tun-
ing rate of 150 MHz was established limited by the RC constant of the device. In
this thesis a tuning mechanism based on surface acoustic waves is introduced ful-
filling previouslymentioned requirements and demonstrating tuning rates of more
than 1.7 GHz. is tuning mechanism is based on mechanical deformation of the
photonic crystal membrane by the SAW. e tuning rate has been chosen accord-
ing to the results of finite-difference time-domain (FDTD) electromagnetic field
simulations of the deformed nanocavity and is not limited to this frequency. SAW
frequencies of more than 24 GHz are feasible and have been demonstrated[21].
If mechanical modes of the photonic crystal membrane are excited resonantly by
the SAW even more pronounced effects are expected. is approach can be ex-
tended to coherently control optomechanical crystals[22] based on photonic crys-
tal membranes[23] with SAW. Recent experiments have demonstrated the confine-
ment of optical and mechanical localized modes inside a planar photonic crystal
nanocavity[24].
is thesis is structured in the following way: Aer an introductory part which
covers the basic theory on cQED, photonic crystals, self-assembled InAs quantum
dots and surface acoustic waves - time-integrated measurements and FDTD simu-
lations will demonstrate the potential of a surface acoustic wave tuning approach.
Subsequently, the results of full time domain stroboscopic and time-resolved mea-
surements are presented. Furthermore, an outlook and motivation to potential
future experiments with single quantum dots and coupled nanocavities is given.
Detailed information on sample preparation and the experimental setup is found
in the appendix.
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1 Theory: Cavity QED and SAW
1.1 Motivation
Electrodynamics - in a classical picture drawn with the famous Maxwell equations
an electromagnetic wave can be pictured having any energy value, i.e. two waves
can be found with infinitesimal small difference in frequency. In the quantum pic-
ture the granularity of the energy scale of light is defined by h¯. A photon’s energy
is given by an integer multiple of the Planck constant. e quantum nature of
light is even more prominent for light being confined to a resonator. Similar to a
musical instrument the geometry of the body, i.e. the acoustic cavity, defines and
limits the range of tones which can be produced. Likewise, the electromagnetic
modes of an optical cavity show a geometry-dependent frequency spectrum, i.e.
the density of optical modes depends on the size of the resonator. e density
of optical modes differs from the free space distribution. Consequently, the de-
cay dynamics, i.e. the rate of spontaneous emission, of an emier (e.g. an atom)
inside a cavity change proportionally. At the resonance energy of the cavity the
density of modes exceeds the free space state. Hence, the spontaneous emission
rate increases if the transition energy of the emier coincides. For the description
of the spontaneous emission dynamics of an emier it is necessary to describe
the emier within its environment. As the optical emier returns to its ground
state inside the cavity the emied photon can be confined for several optical pe-
riods and ultimately re-excite the emier. is reversible and coherent process
occurs when the emier-light coupling strength exceeds the loss rate of the cavity
and the non-radiative decay rate of the emier. is is the prerequisite for the
so-called strong-coupling regime of cavity quantum electrodynamics (cQED). e
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frequency with which cavity and emier exchange energy, the vacuum Rabi os-
cillations, is referred to as the Rabi frequency. It is the difference of the quantum
entangled atom-cavity eigenfrequencies and will be described in more depth in the
next chapter. e multitude of different systems in which these effects are investi-
gated stem from research efforts of the past decades. Initial observation of strong
coupling of single Cs atoms to a mode in high finesse macroscopic Fabry-Perot
resonators[25] were followed by solid-state systems with atom-like emiers, i.e.
InAs quantum dots (QD), in nanometer-scale cavities. Fabry-Perot type cavities
implemented by epitaxially grown distributed Bragg reflectors or highly reflective
mirrors for coupling of ultra-cold atoms, etched microdiscs, microspheres, micro-
toroids and photonic crystal nanocavities are notable examples (see Fig. 1.1).
Figure 1.1 – Strong coupling and cQED applications are investigated in various im-
plementations. This figure, taken from [26], displays prominent variants
of optical microresonators, i.e. micropost, microdisk, polymer add/drop
filter, photonic crystal cavity (upper row) and Fabry-Perot bulk optical
cavity, microsphere, microtoroid (lower row). The Q-factor and the fi-
nesse F are proportional to the number of oscillations of the electromag-
netic field while the cavity confines a photon. For smaller cavity volumes,
expressed in multiples of the cubic resonance wavelength in the medium,
light-maer interaction is intensified.
Targeting integrated implementations of combined photon generation and manip-
ulation using light-maer interaction photonic crystal membrane (PCM) nanocav-
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ities have been chosen by many research groups as the preferred platform. PCM
processing is compatible with established planar wafer processing methods. Fur-
thermore, the resonance wavelength of photonic crystal nanocavities is easily tai-
lored to match the desired wavelengths, e.g. those relevant for optical transmis-
sions used in telecommunication. Combined with InAs QDs grown in a GaAs-
matrix emiing in the near-infrared part of the electromagnetic spectrum this plat-
form offers promising potential. QDs are two-level emiers with optical properties
also observed for single atoms (see Chap. 1.4). Accordingly, in the following gen-
eral description of cQED the term ’QD’ is used interchangeably with the concept of
a single two-level emier. is thesis as well as the experiments and simulations
performed in its context focus on this platform. e description of the proper-
ties and prospects of a tunable and highly dynamic optical resonator using surface
acoustic waves (SAW) is preceded by the introduction of cQED and the individual
building blocks, i.e. photonic crystals and QDs as well as SAW.
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1.2 Cavityantum Electrodynamics
e ”Dressed-Atom-Model” or ”Jaynes-Cummings-Model”[27] presented in the
following chapter not only applies to the system studied here but can be applied
to all emiers inside a resonator, e.g. an ultra-cold atom optically trapped. e
photonic crystal cavity membrane (PCM) nanocavity mode and the two-level sys-
tem of a quantum dot are both quantum mechanical systems. us a combination
of both exhibits new qualities which are not just the sum of the individual contri-
butions.
1.2.1 Emier-cavity coupling
An excited two-level emier inside an optical cavity returns to the ground state
by emiing a photon. e emier is perfectly aligned with an anti-node of the
electric field inside the cavity. If the emier’s transition energy is not in resonance
with one of the cavities resonant modes the photon is lost. In case of resonance
the photon is either confined inside the cavity long enough for the emier to be
excited again. In this scenario the system is in the regime of strong coupling. In
the weak coupling regime the photon is not confined long enough to re-excite the
emier and eventually escapes the cavity.
e coupling regime of the system depends following parameters:
• k: the cavity decay rate
• g: the non-resonant emier decay rate
• g0: emier-photon coupling rate
eses parameters determine how fast energy is dissipated from the emier-cavity
system and how the photon emission rate of the emier is altered due to the pres-
ence of the cavity (see Fig. 1.2).
e cavity photon decay rate k quantifies the losses of the cavity. For a planar
cavity consisting of two opposing mirrors this rate is equal to the spectral width
of the mode Dw. k is inversely proportional to the quality factor Q. e Q-factor
16
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Figure 1.2 – Schematic depiction of the loss rates of cavity and emier: Cavity decay
rate k and the non-resonant emier decay rateg. g0 is the emier-photon
coupling rate quantifying the interaction between emier and the light
field with mode volume Vmode.
is proportional to the number of oscillations of the electromagnetic field while the
cavity confines a photon.
Q = w
Dw
=
w
k
(1.1)
Here, w denotes the angular frequency of the mode. A cavity with a high Q-
factor will exhibit a low loss rate. e non-resonant decay rate of the emier g
quantifies any transition of the emier from an exited state jei to its ground state
jgi not affected by the cavity. ese processes include the non-radiative decay and
transitions which are not in resonance with cavity mode. Emission in a direction
of low cavity confinement will also contribute to the non-resonant decay rate.
e emier-photon coupling rate g0 is a measure of the interaction between the
emier and the vacuum field inside the cavity. It is therefore dependent on the
alignment of electric dipole moment m in respect to the cavities electromagnetic
mode profile[28]:
g0 =

(meg)2w
2e0erh¯Vmode
 12
(1.2)
meg =  ehejxjgi is the electric dipole matrix element of the emier’s transition
from the excited state to the ground state for the cavity polarization. e0 and er are
the electric constants of the vacuum and the cavity material. Vmode is the mode
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volume of the mode with angular frequency w. Essentially g0 describes the inter-
action of the emier with the vacuum energy of the electro-magnetic field inside
the cavity Evac. e interaction energy is given by:
DEvac = h¯g0 µ
1
Vmode (1.3)
A small mode volume Vmode is required for strong light-maer interaction. e
mode volume is given by[29]:
Vmode =
R
e(~r)jE(~r)j2 d 3~r
max(e(~r)jE(~r)j2) (1.4)
where E(~r) is the electric field and e(~r) the refractive index at the position~r. e
mode volume is measured in cubicmode half-wavelengths in the solid, i.e. (lc/n)3
with n being the refractive index of the cavities medium. WithQ being determined
by the cavity loss rate (see Eq. 1.1), the ratio of Q/Vmode quantifies the cavity in-
teraction strength. A high Q/Vmode ratio is therefore the key goal of cavity design
and processing.
e emier-photon coupling rate g0 will have to exceed the non-resonant emier
decay rate and the cavity loss rate for a photon to re-excited the resonant emier
coherently. is condition distinguishes the system’s coupling regimes:
(i) g0 > g, k: strong coupling
(ii) g0 < g, k: weak coupling
e emier-cavity system investigated experimentally in this thesis is in the weak
coupling regime since condition (ii) applies: g0 < k. Under these conditions the
emier’s relaxation is irreversible. e Purcell effect[30] is a consequence of the
weak coupling regime. is effect describes an increased recombination rate, i.e. a
shortened spectral lifetime, of an emier inside a resonator. According to Fermi’s
Golden Rule (see Eq. 1.5), the excited two-level emier can only return to the
ground-state if photonic states D(w)dw are available for the photon with energy
h¯w generated in this process. D(w) is the photonic density of states (DOS) which
is µ w2 in free space. e transition rateWcav is[28]:
W = 2ph¯ jMg ej
2D(w) (1.5)
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Mg e = hejH0jgi is the matrix element of the transition between the ground and
the excited state caused by perturbation H0, i.e. the interaction of the emier and
a photon in the cavity. No states are available for transistion frequencies which
are not in resonance with the cavity modes[31]. A Lorentzian describes the DOS
around the cavity mode’s angular frequency wc:
D(w) = 2
pDwc
Dw2c
4(w wc)2 + Dw2c
(1.6)
If the emier’s angular frequency wQD coincides with the mode the density of
states is:
D(wQD) = 2
pDwc
=
2Q
p wQD
(1.7)
e number of states available in resonance is proportional to the Q-factor. e
Purcell factor Fp is the rate of spontaneous emission of the emier inside the cavity
Wcav in respect to the rate in vacuumWvac [28]:
Fp = WcavWvac =
3Q
4p2V0
j~p ~Ej
j~pjj~Ej
Dw2c
4(wQD  wc)2 + Dw2c
(1.8)
e Purcell factor’s dependence on the alignment of the emier’s dipole and the
vacuum field E is expressed by the normalized dipole orientation factor x:
x =
j~p ~Ej
j~pjj~Ej (1.9)
In the case of resonance and perfect alignment of dipole along the field Eq. 1.8
becomes:
Fp = 3Q4p2VMode (1.10)
A fast recombination rate of the emier can thus be achieved by optimizing the
cavity’s quality factor and reducing the mode volume. e Purcell effect can al-
low an emier, i.e. a QD (see Chap. 1.4), to recombine faster than its dephasing
time which is important for the efficiency of the emier as a light source, e.g. sin-
gle photon sources[32]. Likewise, laser application benefit from the control over
the spontaneous emission. By suppressing spontaneous emissions which are not
coupled to the lasing mode ultra-low lasing thresholds are realized[33]. Another
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benefit from placing the emier inside a cavity is that the losses are direction-
dependent. Suppression of light propagation in the horizontal plane of the cavity
causes the emission to be redistributed in the vertical direction. e control of the
emission direction allows for optimized LEDs and solar cells.
Figure 1.3 – The formation of the dressed states, i.e. the Jaynes-Cummings ladder, is
the consequence of the strong coupling between QD and cavity.
When the losses of the cavity and the emier are smaller than the coupling con-
stant g0 they are strongly coupled. e coupled system is described as that of
two coupled harmonic oscillators. e bare states of the uncoupled system Y =
jYQD, ni are defined by the state of the emier YQD and the number of photons n.
e ground state Y0 = jg; 0i of the coupled system describes a QD in the ground
state and no photons in the cavity. e ground state has the energy of E0 = h¯w2
because of the zero-point energy of the vacuum field in the cavity. w describes
the cavity resonance frequency as well as the transition energy h¯w of the QD. e
excited states are doubly degenerate. e excited states of the first manifold of
the Jaynes-Cummings ladder are jg; 1i and je; 0i with one photon in the cavity
and a QD in the ground state and no photon in the cavity and an excited emier
respectively (see Fig. 1.3). e first excited dressed state is:
Y = 1p2(jg; 1i  je; 0i) (1.11)
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With the eigenenergies of:
E1 =
3
2 h¯w h¯g0 (1.12)
e term dressed refers to the coupling of the single systems’ bare states. e
Jaynes-Cummings model[27] describes the formation of a quasi-particle, i.e. a po-
lariton. In the strong coupling regime with emier and the cavity mode in perfect
resonance their individual states can no longer be distinguished. e system is
in a state of coherent superposition, it oscillates between two new states with an
energy difference of DEn = 2
p
(n)h¯g0, the vacuum Rabi spliing[34]. Spectrally
the strongly coupled system features a double peak with a spliing of DEn. If ei-
ther of the two, i.e. mode or emier, is spectrally tuned through the resonance of
the other the emission lines will not cross (see Fig. 1.18). is anti-crossing is an
indicator of the strong coupling regime.
1.2.2 The planar cavity
Figure 1.4 – The one dimensional cavity consists of two mirrors M1 and M2 with re-
flectivity R1 and R2 separated by LCAV. The medium inside the cavity has
the refractive index n.
e Fabry-Perot resonator or planar cavity depicted in Fig. 1.4 not only serves
as a good example of a generic cavity. Moreover, the findings of tuning photonic
crystal membrane nanocavities with surface acoustic waves can be related to such
a resonator with oscillating length LCAV(t) µ sin(wSAWt) which will be discussed
21
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in Chap. 3.2. Light inside a planar cavity with cavity length LCAV is reflected at
either side by mirrorsM1 and M2 with reflectivity R1 and R2.
If integer multiplesm of the half-wavelength l2 of the light fit inside the cavity the
resonance condition ml2 = nLcav is fulfilled. m is the index of the mode whereas
n denotes the refractive index of the cavity medium. e modes (m = 1, 2, 3, ..) of
the lightfield are in phase aer every round-trip in the cavity. erefore, the light
of these resonant modes interferes constructively. Light which does not fulfill
the resonance condition will have significant lower amplitudes. A prime example
of such an optical resonator is found in every laser in which the resonator length
determines the energy of the photons emied. e transmission through the cavity
is given by the Airy function[35]:
T = 11+ (4F 2/p2)sin2(F/2) (1.13)
in which F is the finesse of the cavity depending on the mirror reflectivity R1 and
R2.
F = p(R1R2)
1/4
1 pR1R2 (1.14)
e transmission will be unity if the resonance condition is met, i.e. the round-trip
phase shi is:
F =
4pnLcav
l
= 2pm (1.15)
Light not fulfilling the resonant condition will interfere deconstructively. In this
case the probability of leaving the cavity is small. Fig. 1.5 depicts the transmis-
sion spectrum of the cavity with finesse F = 40. e full width at half maximum
DFFWHM of the maxima of the transmission spectrum depends on the finesse:
DFWHM = 2p/F (1.16)
e angular frequency of the resonant modes wm = m pcnLCAV are given by the dis-
persion relation 2pc = lw with c being the speed of light inside the cavity. e
spectral width Dw relates to the properties of the cavity, i.e. the finesse and cavity
length LCAV via:
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Figure 1.5 – Transmission through a Fabry-Perot resonator. The finesse F depends on
the reflectivity of cavity mirrors.
Dw =
pc
nFLCAV (1.17)
Dw is a measure of how fast photons are lost from the cavity equal to the cavity
decay rate k[28]. An equivalent and common figure of merit for the optical quality
of a cavity is the Q-factor (Eq. 1.1).
Figure 1.6 – Silica microtoriod resonators exhibit whispering gallery modes with
ultra-high Q-factors (Q  108). (Picture from [36])
Different implementations of optical cavities have been investigated experimen-
tally. A Fabry Perot resonator is created by stacking layers of different semicon-
ductors by molecular beam epitaxy (MBE). Distributed Bragg reflectors (DBR) are
grown on either side of the cavity layer. DBRs work based on reflections at the
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interface of materials with different refractive index (see next chapter). Light of
wavelength inside the stop bands of the DBR is confined in the cavity for cQED
experiments[37]. e use of microdiscs and microtoroids follows a different de-
sign. ese disc-shaped resonators made of a dielectric material (e.g. SiO2) with
diameters one order of magnitude larger than the wavelength of the confined light
circulate photons bymeans of total internal reflection (see Fig. 1.6). ese photonic
whispering gallery modes are excited by coupling the microdisk or microtoriod to
the evanescent light of a tapered fiber placed next to the resonator[36].
A sophisticated approach to control the propagation of light in solids are the pho-
tonic crystals introduced in the next section.
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1.3 Photonic crystals
Proposed in the late 1980’s by Eli Yablonovic and Sajeev John ([1], [38]), photonic
crystals are created by the periodic variation of the refractive index in one or more
dimensions. Bragg-reflections at material interfaces and the resulting interference
restrict the propagation of light to certain wavelengths and directions. Nature of-
fers many examples where colorful appearance is created by constructive and de-
structive interference of light. ese colors are not perceived because of absorbing
dyes or pigments but stem from variations of the refractive index in stacked lay-
ers or complicated three dimensional periodic structures. Abalone shells, peacock
feathers, beetles and buerflies[39] are prominent examples. Here, the refractive
index varies on the order of the light’s wavelength. e perceived colors are de-
pendent on the angle of observation. in films of fluids show a beautiful display
of colors when looking for example at oil spills or soap bubbles (Fig. 1.7(a)).
(a) (b)
Figure 1.7 – (a) Vivid colors reflected by the thin film of a soap bubble. (b) Destruc-
tive interference of monochrome light reflected by a high index material
(n1 < n2).
Fig. 1.7(b) illustrates how monochromatic light interferes destructively. When the
light wave is reflected by the high index material it experiences a phase shi of
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p. e light which enters the film and is reflected on the other side of the film
has to travel a longer optical path d depending on the angle of incidence. If the
wavelength of the light corresponds to the optical path difference d = l the light
interferes destructively with light reflected directly at the surface. If the thin film
is irradiated with white light the observer will perceive a red-orange color when
blue light cancels itself out. Blue is perceived when observing the film under a
different angle under which red light interferes destructively. Structural colors
can be created by arranging nanoparticles or -structures in a periodic fashion. An
elegant way has been demonstrated by [40] which allows for magnetic control of
the distance between nanoparticles (see Fig. 1.8).
Figure 1.8 – Structural colors produced by magnetically arranged magnetite
nanocrystals capped with silica shells ((ii), (iii) scale bars are 100 mm; (i)
and (iv) 250 mm; from [40])
In a dielectric medium without free charges and zero current density the macro-
scopic Maxwell equations describe the propagation of light:
r H(r, t) = 0
r  [e(r)E(r, t)] = 0
r E(r, t) + m0 ¶H(r, t)
¶t = 0
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rH(r, t)  e0e(r)¶E(r, t)
¶t = 0 (1.18)
E and H are the macroscopic electric and magnetic fields, e0 is the permiivity
of vacuum. Considering linear materials the electric field E is related to the dis-
placement field via D(r) = e0e(r)E(r) omiing higher order terms. e dielec-
tric constant e(r,w) is assumed to be constant over the range of frequencies to
be considered. Another approximation is made by seing the relative magnetic
permeability m(r) = 1 so that the magnetic induction field B = m0H. When ex-
panding E and H into a set of harmonic modes the spatial and time dependence
can be separated:
H(r, t) = H(r)eiwt
E(r, t) = E(r)eiwt (1.19)
While the first two equations in Eq. 1.18 demand that the electromagnetic waves
are transverse the remaining two can be combined to result in:
r
 1
e(r)
rH(r)

= (
w
c )
2H(r)
QH(r) = (
w
c )
2H(r) (1.20)
e task of determining the electromagnetic fields in a dielectric material with a
given dielectric constant e(r,w) is being reduced to this eigenvalue problem[41].
e solutions of thismaster equation are the electromagnetic harmonicmodes for a
dielectric medium. e dielectric structures investigated in this work will exhibit
dielectric constants with values alternating in two dimensions. is periodicity
causes the master equation to have no real solutions for a finite range of frequen-
cies referred to as the photonic bandgap. In a solid state crystal the atoms are
periodically arranged in a laice constituting a periodic potential landscape V(r).
e periodicity is on the same order of magnitude as the de Broglie wavelength of
the electron. At the boundaries of the Brillouin zone, i.e. k = p/a (a is the laice
constant of the crystal) the solution of the Schrödinger equation for an electron
are standing waves, i.e. waves that do not propagate. e result of V(r) are gaps
in the electronic band structure w(k). For certain wave vectors k exist no solution
with angular frequencyw. Such gaps are also found in the photonic band structure
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of light for dielectric materials with a periodic variation of the dielectric constant
e(r). e periodicity of e(r) determines the center-frequency of the bandgap, as
the laice constant does in the case of a crystal. In analogy to solid state crystals
these materials are referred to as photonic crystals. e center-frequency can be
scaled with the dimensions of the photonic crystal. In one dimensional (1D) pho-
tonic crystals the dielectric constant varies in one dimension, e.g. a multi-layered
film of alternating materials. Light within the photonic bandgap cannot propagate
along this direction and will be reflected. Such structures have found applications
as optical filters and high reflectivity mirrors for example in vertical cavity surface
emiing lasers (VCSELs).
e photonic crystal’s equivalents to the conduction and valence band of the solid
state crystal are the air band and the dielectric band, respectively. e modes
in the dielectric band below the photonic bandgap are more concentrated in the
material with high refractive index lowering their frequency in respect to the air
band modes. Detailed descriptions on the formation of the optical bandgap can
be found in [29] and [41]. A 2D photonic crystal has alternating high and low
refractive index in two dimensions and is homogeneous in the third. is is for
example realized by growing columns of a non-absorbing material or by etching
holes into a dielectric material, e.g. in a hexagonal laice as shown in Fig. 1.9.
e refractive index of the dielectric material relative to the refractive index of air
determines the width of the photonic bandgap. e optical modes can be distin-
guished by their polarization. Transverse-magnetic (TM) modes have E normal to
the plane of periodicity and H in the plane. For transverse-electric (TE) modes H
is normal to the plane and E is parallel. A square array of dielectric columns will
only exhibit a photonic bandgap for TMmodes whereas a triangular air hole array
has a photonic bandgap for both polarizations.
In order to control light propagating in arbitrary directions, the refractive index
has to change in every dimension. 3D photonic crystals like the inverse opal struc-
ture (see Fig. 1.10) or the woodpile structure [43] have a complete bandgap in all
directions. ese 3D structures require advanced processing techniques[44] and
cannot be easily realized with standard planar processing/lithography. For achiev-
28
1 eory
(a)
(b)
Figure 1.9 – (a) 2D array of dielectric columns in air. (b) Triangular laice of air holes
(n1 = 1) with radius r and laice constant a in a dielectric material with
refractive index n2.
Figure 1.10 – SEM picture of a titania inverse opal from [42].
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ing 3D confinement in a 2D photonic crystal total internal reflection (TIR) is used.
A photonic crystal membrane (PCM) is a 2D air hole array fabricated on a thin
membrane which serves as a planar waveguide (see Fig. 1.11). Light will be con-
fined inside the membrane (refractive index n2) if it hits the interface to the air
cladding (n1 = 1) at an angle below the critical angle qc = sin 1(n1/n2) described
by Snell’s law. In other words, due to the conservation of the wavevector com-
ponent parallel to the membrane kk light with an inplane-wavevector component
kk > (2p/lair) is confined to the membrane by TIR. Photonic crystal membranes
Figure 1.11 – Photonic crystal membrane: Cubic air hole laice in a thin membrane
for index guiding.
do not exhibit a complete photonic bandgap. Similar to light escaping from sharply
bent optical fibers light impinging on the membrane-air interface at an abrupt an-
gle couples to extendedmodes propagating in air. Consequently, the modes guided
by TIR only exist outside the so called light cone (w  ckk). In analogy to 2D pho-
tonic crystals the modes of the dielectric and air band are distinguished into two
polarizations. For TE-like modes the electric field is mostly parallel to a symme-
try plane while being mostly perpendicular for TM-like modes depending on the
distance normal to the plane[41]. In the experiments and simulations presented
in this thesis photonic crystal membranes with a hexagonal laice of airholes are
investigated. is kind of PCM exhibits a photonic bandgap for TE-like modes
but not for TM-like modes. As the light of the solid state emiers (see Chap. 1.4
on InAs quantum dots) incorporated into the membrane is primarily TE-polarized
it will be subject to the photonic bandgap. PCMs have been successfully used in
order to realize photonic devices controlling spontaneous emission[20] for low-
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threshold laser applications[33]. ey have also been investigated in the context
of cavity quantum electrodynamics[18] described in Chap. 1.5. e PCM devices
investigated in this thesis are based on GaAs. e next chapter covers important
aspects on an optical quantum emier compatible with this material system, the
InAs quantum dot.
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1.4 InAs quantum dots
A antum Dot (QD) is a semiconductor nanostructure with three-dimensional
confinement for charge carriers. e length scale to which the charge carriers
are confined to is smaller than the de Broglie wavelength resulting in quantum ef-
fects. Most prominent is the complete discretization of the density of states also
observed in single atoms. is property accounts for QDs being referred to as ar-
tificial atoms. QDs can be created electro-statically by applying a voltage across
a two dimensional electron gas, by self-assembly using colloidal synthesis or epi-
taxial growth. For the samples used in this work the laer is employed to grow
InAs islands by molecular beam epitaxy (MBE) embedded in a GaAs matrix creat-
ing chemically stable quantum emiers. Due to the laice mismatch of 7% relative
to GaAs the layers of InAs are strained when grown on a GaAs substrate. For a
(a)
(b)
Figure 1.12 – (a) Schematic of a self-assembled InAs QD and weing layer (WL) em-
bedded in GaAs (z is the growth direction). (b) TEM image of two QDs
stacked in growth direction (from [45]).
critical thickness of InAs (approx. 1-4 monolayers[46] depending on the composi-
tion) a relaxation of this strain is energetically favorable by forming small islands
in comparison to the surface free energy of a full layer. is Stranski-Krastanov
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growth mode creates small islands which have a lateral size of 20   25 nm and
are 2  5 nm in the growth direction[46][47] (see Fig. 1.12). Due to the bandgap
offset and bandgap difference between GaAs (Eg(T = 300 K) = 1.43 eV) and InAs
(Eg(T = 300 K) = 0.36 eV) a three-dimensional aractive potential for charge
carriers is created inside the GaAs matrix as depicted in Fig. 1.13.
e lateral dimensions and thickness of the QDs as well as the thickness of the
weing layer are controlled during growth (e.g. by temperature andmaterial flow).
e weing layer is a thin InAs antum Well (QW) of few monolayers which
adheres to the GaAs substrate aer the formation of the InAs islands. To avoid
coupling to optically active InAs surface states the QDs are capped with GaAs.
e charge carriers are most effectively confined in the z-direction. e single
particle energy states are equidistant as for an electron in a QW (i.e. a particle in a
box). In the simple model used here this state can be treated as an energetic offset.
e confinement in the plane is comparably weaker. For electrons and holes using
Figure 1.13 – Bandgap diagram of self-assembled InAs QDs in GaAs. The transi-
tion wavelengths are indicated. For the WL and the QD these de-
pend on the actual thickness and size. In the experiments the QDs
are non-resonantly excited via the weing layer by a diode laser with
llaser = 855 nm.
single band approximation the energy levels are that of a two dimensional radial
symmetric harmonic oscillator with quantum numbers m and n (m, n = 0, 1, 2, ...).
e electron eigenstates are jmni and angular momenta are given by Lmn = m  n.
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e energy levels are:
Em,n = h¯w(m+ 1/2) + h¯w(n+ 1/2) (1.21)
e energy levels are degenerate and labeled by adding the quantum numbers m
and n. In analogy to atomic physics the energy levels are referred to as shells and
labeled s,p,d,f(…). e Pauli exclusion principle allows two charged particles with
opposite spin to occupy each level. e s-shell can therefore be populated by two
electrons resulting in two dipole-allowed transitions. e energy spacing between
s- and p-shell depends on size, strain, and In-content of the dots. For strained
In0.5Ga0.5As an energy difference of 41 meV has been reported[48]. In the pho-
toluminescence experiments performed for this work the QDs are populated with
charge carriers by non-resonant optical excitation with a laser creating free charge
carriers in the weing layer. e experiments are executed at cryogenic temper-
atures in order to avoid non-radiative decay. e charge carriers will dissipate
Figure 1.14 – Schematic depiction of the capture of charge carries into the parabolic
potential of the QD. The charge carriers relax via phonon emission into
the free quantum level with the lowest energy. Aer the spectral life-
time the charge carriers recombine emiing a photon.
excess energy by coupling to phonons in order to occupy the lowest free energy
level in the QD within a few ps[49] as schematically illustrated in Fig. 1.14. With
increasing excitation power density more charge carriers are generated populating
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higher energy shells. Aer the spectral lifetime the charge carriers recombine by
spontaneous emission of a photon with energy h¯w = Ei  Ef, i.e. the energetic dif-
ference between the initial state Ei and the final state Ef. e lifetime depends on
the number of photonic states available and adheres to Fermi’s Golden rule[28]. In
the experiments presented here, the spectral lifetime is measured to be t = 1  2
ns (see Chap. 4.2). As in bulk semiconductors electron and hole are bound by the
Coulomb interaction. When one electron and one hole are present in the QD a
so called neutral exciton (X0 = 1e+ 1h) is formed. e QD system will return
to its ground state by emission of a photon with the energy of the single neutral
exciton EX0 which is the energy difference of electron and hole in the s-shell minus
the exciton binding energy. Due to the confining potential of the QD these quasi-
particles are bound more strongly compared to the bulk semiconductor. us, if
the QD is excited once more within the exciton’s lifetime, another exciton with
orthogonal polarization is generated and the QD is in the biexcitonic state (XX).
e consequence is that the photon emied from this charge configuration has a
different energy EXX. Depending on a previous charge of the QD photons can be
emied at EX+ or EX  for a positively or negatively charged exciton respectively.
Due to the three-dimensional confinement theQD’s resonances are spectrally sharp
justifying the term ’artificial atom’. Another feature common with single atoms is
the QD’s emission of single photons. In contrast to classical light sources emiing
several photons instantaneously (bunched) single photon sources generate indi-
vidual (anti-bunched) and indistinguishable photons[28]. e samples which are
used in the experiments presented here contain a high density of QDs nucleated at
random positions. A large number of QDs with randomly distributed properties,
e.g. size and strain, emits photons in a homogeneously broadened emission band
of  50 nm with a center wavelength of 935 nm.
On samples with a low density of InAs islands only a small number of QDs are
found per mm2 which can be individually addressed. A QD is a two-level quantum
system with ground state j0i and the excitonic state j1i storing quantum informa-
tion. Moreover, the biexciton state enables two qubit operation as a controlled-
NOT gate. Unless the control bit (first exciton) is set the target bit (second ex-
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citon) cannot be rotated[50]. Building a network of electronically coupled QDs
(quantum dot molecules) quantum information processing can be performed on a
scalable architecture[51]. QDs have a much larger dipole moment in comparison
to single atoms due to their lateral size. is ensures efficient coupling to flying
qubits (photons). Moreover, the biexcitonic state can be used to generate entan-
gled photon pairs[52]. Photons are ideal for the transmission of quantum informa-
tion, e.g. for quantum communication, traveling at the highest possible velocity.
Compared to solid state qubits, they interact weakly with their environment and
are consequently ideal for storing quantum information. For two-qubit operations
and quantum information processing on the other hand, good coupling strength
of qubits is imperative. Combining both types of qubits, i.e. photons and quantum
emiers, will be the topic of the following chapter on cavity quantum electrody-
namics facilitating strong light-maer interaction in photonic crystals employing
InAs QDs.
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1.5 PCM nanocavities and cQED
e nanocavities used in the experiments presented in this work are defect type
cavities inside two-dimensional photonic crystal membranes. Such defects are
created by omiing one or more holes and thus breaking the periodicity of the
photonic crystal membrane. Examples are the H1-cavity[53] (see Fig. 1.17), a sin-
gle hole defect in a hexagonal laice, and the L3-cavity which is formed by three
missing holes (see Fig. 1.15). H1 and L3 are both defects in a hexagonal laice.
An optimized L3 cavity design is used in the experiments presented in this the-
sis. Displacement and/or reduction of the diameter of the holes on either end of
the cavity enhances the confinement due to TIR of the electromagnetic mode by
avoiding an abrupt change of the spatial mode profile[54].
(a)
(b)
Figure 1.15 – (a) L3 nanocavity layout: The optical properties are set by the laice
constant a, air hole radius r, membrane thickness d (not shown), refrac-
tive index of the surrounding medium n1 and the refractive index of the
membrane n2. (b) SEM picture of a L3 defect cavity used in the experi-
ments.
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To populate the cavitywith photons, the photonic crystals were processed onGaAs
wafer material with an embedded ensemble of InAs QDs. When optically excited
by a laser, a broad spectrum is emied due to the statistically distribution of the
QD size. is photoluminescence (PL) background shown in Fig. 1.16 is decorated
with the fundamental mode of the nanocavity if emier position and wavelength
coincide with the resonance wavelength of the cavity and an anti-node of the cav-
ity mode profile.
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Figure 1.16 – Broad emission band of QDs and a L3 nanocavity resonance with a Q-
factor of Q  8300 at cryogenic temperatures T = 7.5K. Laice con-
stant a = 260 nm, hole radius r = 80 nm. The membrane thickness d is
134 nm with the refractive index of GaAs being n2 = nGaAs  3.4. The
surrounding medium is vacuum with n1 = 1.
By choosing the laice constant a and the hole radius r, i.e. the air-fill factor r/a,
the mode resonance can be tuned to the desired wavelength as shown in Fig. 1.17
taken from [20].
In 2004, the vacuum Rabi spliing in a planar cavity-QD system was observed
for the first time using a L3-defect nanocavity[34]. e observed spliing was
DE1 = 170 meV. e energy was reversibly exchanged at a Rabi frequency W =
DE1/2h¯ = 30 GHz between the QD and the cavity with a Q-factor of 13300.
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Figure 1.17 – Series of H1-cavities with different air-fill factors r/a shown in the SEM
images in the inset (from [20]). The PL spectra recorded for the varying
geometry show that the position of the two cavity modes can be tuned
through QD emission band (Bulk PL). With the change of r/a the mode
position within the photonic bandgap changes.
Figure 1.18 – Demonstration of the anti-crossing behavior of a single QD and the L3
cavity mode resonance taken from [55]. The mode resonance is spec-
trally shied by adsorption of nitrogen to coincide with the QD emis-
sion. Dlc0 denotes the spectral shi in respect to the uncoupled mode
wavelength in nm.
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Fig. 1.18 shows a series of PL spectra of a single QD and a L3 cavity measured
with a changing dielectric environment. By adsorption of nitrogen onto the cold
membrane the refractive index of the photonic crystal changes. is causes the
mode resonance to shi. is behavior is used to spectrally tune the mode into
resonance with the QD emission. As this condition is fulfilled, the QD and the
mode are strongly coupled. e spectral position of the empty cavity cannot be
observed instead a clear anti-crossing of the QD and the mode is measured with a
spliing of DE1 = 132 meV.
With a single photon in the cavity, the system is no longer transparent for another
photon with h¯wphoton = E1 (Eq. 1.12). is ’photon blockade’ behavior sensitive
to single photons has been proposed to be used as a single-photon transistor [56].
Photons at the frequency of the bare cavity photons can tunnel through the cavity
in a network of optical waveguides aer the absorption of a ’gate’ photon. is
photon tunneling can be used for routing information in the form of photonic
(flying) qubits for quantum information processing.
Furthermore, omission of a whole line of holes creates a waveguide allowing light
inside the photonic bandgap to propagate along the line-defect. ese have found
applications in interconnecting defect cavities[14]. Strong confinement inside a
line-defect within a 2D photonic crystal is achieved by locally changing its width
(Fig. 1.19(a)). Here, the holes are shied a few nanometers away from the waveg-
uide center. A gap is introduced in the waveguide mode by this local width mod-
ulation efficiently confining light. Gaps in the modes of waveguides can also be
introduced by locally changing the laice constant and radius for a few columns of
the photonic crystal (Fig. 1.19(b)), i.e. creating a double-heterostructure nanocavity[57].
Ultra-high-Q cavities with Q factors of more than Q > 800000 have been demon-
strated in Si-photonic crystal waveguide cavities [58]. Vacuum Rabi spliing has
been observed in photonic crystal waveguide cavities with DE1 = 140 meV[59].
e strong coupling regime requires a spectral and spatial overlap of the emier
and the mode wavelength as well as the position of the emier at an anti-node
of the mode profile. ese conditions are in principle defined during the process-
ing of the device. e passive nature of these optical devices has to be overcome
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(a) (b)
Figure 1.19 – (a) Line-defect with locally modulated width (from [58]) and (b) double-
heterostructure (from [57]) effectively confine light (Q > 5  105).
for fast and dynamic routing and filtering of photons and quantum information
processing. Spectral manipulation is aained by changing the dielectric environ-
ment of the cavity. is is either done globally by changing the temperature, by
adsorption of inert gases, or locally by means of irreversibly etching certain areas
close to the cavity[60]. Another approach addresses the emier. By incorporat-
ing the device into a lateral PIN-diode structure an electrical field can be applied.
is field causes the emission wavelength of the QD to change due to the confined
Stark effect. In recent experiments, a tuning rate of 150 MHz was thus achieved
[19]. Compared to the spectral lifetime of the InAs QDs of less than 1 ns [20]
when coupled to the continuum states of the vacuum most these techniques can
be considered static. e surface acoustic waves enabling reversible tuning with
GHz-rates are introduced in the next chapter.
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1.6 Surface acoustic waves
ecoupling of a quantum emier to a photonic nanocavity is a promising building
block for quantum gates in a scalable quantum information processing network.
Multiplexing of streams of qubits requires a dynamic change or switching of the
photonic building blocks of the network. e underlying time scale is determined
by decay rates of the emier and the rate of the cavity losses. erefore, photonic
crystal devices require a tuningmechanismwith a high tuning rate and fine control
of the coupling. is can be achieved with surface acoustic waves (SAW).
Figure 1.20 – Depiction of the SAW generated by an IDT deforming a photonic crystal
membrane.
Surface acoustic waves are vibrational modes propagating over the surface of a
solid. emode used here is the Rayleigh surface acoustic wave. It is fairly popular
for its application in cell- and smartphones as a bandpass filter for radio frequencies
with wavelengths in the order of mm. It also causes destruction as seismic waves
of an earthquake with wavelengths in the order of kilometers. ese waves have
been first mathematically described by Lord Rayleigh 1885[61]. Fig. 1.21 gives an
overviewwhich frequencies of surface acoustic waves overlap with the decay rates
of InAs QDs inside a photonic crystal membrane nanocavity. Generation of SAW
with frequency fSAW = 24 GHz and more have been demonstrated [21]. ese
frequencies are sufficiently high to provide a tuning mechanism for manipulation
of a strongly coupled cavity-QD system within its coherence time. e following
chapter will present basic information on SAW. For more information on SAW and
their application the reader is referred to [62],[63],[64] and [65].
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Figure 1.21 – Experimentally available SAW frequencies fSAW and the respective SAW
period TSAW are compared to the coupling regime-dependent spectral
lifetimes of an InAs QD.
1.6.1 Bulk elastic vibrations
In a homogeneous elastic medium the three elastic bulk eigenmodes (one longi-
tudinal and two transverse) are described by the elastic wave equation with the
stress tensor bT and the displacement field u(r):
r  bT = r¶2u(r)
¶t2 (1.22)
e diagonal elements of bT are non-zero for normal stress, i.e. tension or compres-
sion, whereas the off-diagonal elements describe shear stress. r is the density of
the material. e wave equation is solved for a piezoelectric material like GaAs
using the constitutive relations:
bT = bcbS  bpE
D = beE+ bpbS (1.23)
e first equations is Hooke’s law linking the stress tensor bT to the strain tensorbS via the 4th order elastic tensor bc. For a piezoelectric material Hooke’s law is
modified. bp is denoting the piezoelectric tensor and E(r) =  rF the resulting
electric field. In a strained solid the atoms in the crystal and their dipole moments
are displaced. Due to the asymmetry in a piezoelectric crystal this will cause a net
polarization, i.e. an electric field. Likewise, exposed to an electric field the piezo-
electric material will be polarized and generate strain. e displacement is linearly
proportional to the electric field. e second constitutive relation describes the
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electric displacement field D(r) due to the electric field and the deformation of
the material with be denoting the dielectric tensor. Compared to the speed of light
the propagation velocities of acoustic phonons are much lower by a factor of 105.
is justifies the use of quasi-electrostatic equations. Given a displacement field
periodic in time, i.e. u(t) = u0 e iwt, and no free charges present (r D = 0) the
following equations describe the wave propagation:
rw2ui + cijkl ¶uk
¶xj¶xl + pijm
¶F
¶xj¶xm = 0
pjml
¶um
¶xj¶xl   ejm
¶F
¶xj¶xm = 0 (1.24)
Compared to bulk vibrations in non-piezoelectric materials the wave phase veloc-
ity v is increased by a small factor. is increase is also referred to as piezoelectric
stiffening. For a longitudinal bulk wave the increase is given by:
v+ Dv =
s
c(1+ K 2)
r
K 2 = p
2
ce (1.25)
K is the electromechanical coupling constant. In general, bK is a 4th order tensor. It
is depended on the components of the elastic, piezoelectric and dielectric constants
in the direction of the wave propagation.
1.6.2 The Rayleigh surface mode
At the surface of a crystal (zsurface = 0) the components of the stress tensor Txz =
Tyz = Tzz vanish. ere is no stress at the surface in the z direction which is
perpendicular to the surface plane spanned by x and y. Another boundary condi-
tion imposed is the continuity of the z-component of the displacement field at the
surface:
Txz = Tyz = Tzz = 0 jz = 0
Dz(z = dz) = Dz(z =  dz) (1.26)
If an elastic wave propagates along the surface the displaced volume of material
is less strained since the halfspace with z > zsurface is comprised of vacuum. Con-
sequently the phase velocity is lower. is difference in velocity compared to the
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bulk confines the SAW to the surface. e surface acoustic wave decays expo-
nentially into the bulk. is is analogous to the index guiding of light in optical
fibers. e solution of the wave equation using the boundary condition imposed
by the surface yields different surface acoustic wave modes. In the following, only
the Rayleigh mode which is a superposition of a longitudinal and a transverse dis-
placement normal to the surface are of importance and referred to as SAW. Hence,
a point of mass is moving on an elliptical path in the plane defined by the direction
of SAW propagation and perpendicular to the surface of the solid (Sagial plane).
Fig. 1.22 depicts the mechanical displacement and the electric potential for a SAW
Figure 1.22 – Normalized potential and displacement in the direction of propagation
ux and normal to the surface uz. The distance from the surface is given
in multiple wavelengths (taken from [66]).
on (001) GaAs propagating in the piezoelectric [110] direction. e amplitude of
the mechanical displacement normal to the surface can be up to a few nanometers.
e cross section in Fig. 1.22 is not to scale since the actual vertical displacement is
much smaller than the SAW wavelength. For non-piezoelectric materials the dis-
placement components derived from the wave equation (Eq. 1.22) at the surface
using the boundary conditions for stress and displacement field are [67]:
ux = C

e Wkz if + c.c.

ei(kx wt)
iuz = C

ge Wkz if + c.c.

ei(kx wt) (1.27)
W, g and f are explicit functions of the materials properties, i.e. elastic properties
and phase velocity with complex values. C is the amplitude which has the dimen-
sion of length. k is the wavevector which is parallel to x. A simplified real form of
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the propagating wave is given by [62]:
ux = Axsin(kx  vSAWt)
uz = Azcos(kx  vSAWt) (1.28)
Ax and Az denote the amplitudes of ux and uz of the displacement as ploed in
Fig. 1.22. e phase velocity vSAW in a crystal with cubic symmetry like GaAs
is determined by the elastic properties, i.e. the independent components of the
elastic tensor c11, c12 and c12. For an isotropic material vSAW is given by the lowest
velocity given as solution of the following cubic equation in X = rvSAW 2/c11 [67]:
1  c11c44 X
c11c11 0   c12 2
c11 2   X
2
= X 2
c11 0
c11   X

(1.29)
with c11 0 = 12(c11 + c12 + 2c44). On the (001) surface of GaAs in the [110] direc-
tion the SAW velocity is vSAW = 2864m/s [68] at room temperature. At cryogenic
temperatures the velocity increases slightly to vSAW = 2960m/s. e phase veloc-
ity is frequency independent with a linear dispersion relation:
vSAW = lSAW  fSAW (1.30)
In case of deviations from the [110] direction, the phase velocity differs and the
SAW can couple to bulk waves. Moreover, the propagation in the [110] direction
provides the strongest piezoelectric coupling for GaAs. is direction is important
for the efficient electric generation of the SAW.
Figure 1.23 – Interdigital transducer (IDT) with finger period p and aperture A. The
IDT generates SAW propagating perpendicular to its long finger axis.
is is achieved by applying an alternating voltage with frequency f to a pair of
comb-shaped electrodes with intersecting fingers at spatial period p = vSAW/f
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shown in Fig. 1.23. ese interdigital transducer (IDT) have been proposed by
White and Voltmer 1965 [69]. e inverse piezoelectric effect causes the material
beneath each finger pair to be either compressed or stretched depending on the
sign of the voltage. Initially the displacement is a superposition of surface acoustic
waves with many different wavevectors, i.e. a surface acoustic white noise. Aer
the time f 1 the displacement with wavelength lSAW = vSAW/f = p is in phase
with the surface acoustic wave generated at the next finger pair and amplified.
Acoustic waves with wavelengths deviating from the finger period will interfere
destructively. e frequency spectrum of the generated vibrations is determined
by the finger shape, i.e. the Fourier transform of a rectangular function in the
spatial domain with period p - the sinc function. Moreover, the finite size of the
IDT has to be taken into account, i.e. the total number of finger pairs is convoluted
with finger period p. Consequently, the number of fingers affects the width of the
resonance.
Higher harmonics of the fundamental resonance will also interfere constructively.
All other contributions to the initial wave packet will cancel out. A coherent beam
of acoustic phonons is excited and emied on either side of the IDT. e aperture
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Figure 1.24 – SAW transmission of a split4-IDT delayline on LiNbO3 measured with a
network analyzer. The measurement shows the fundamental and third
harmonic at fSAW = 115 MHz and fSAW = 345 MHz.
A of the IDT determines over which area the applied RF-power is distributed and
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affects the impedance of the device. e IDTs used in the experiments presented
here are single finger IDTs with an aperture A = 200 mm and 80 pairs of fingers.
For a single finger IDT, successive fingers are on a different potential. is is the
simplest type of IDT. For split-IDTs every finger is split into two. is second-
order grating is advantageous for the generation of higher harmonics. Other IDT
designs include tapered IDTs with a gradually changing finger period and focus-
ing IDTs. A transmission measurement between two opposing split4-IDTs in Fig.
1.24 shows the resonance at the frequency of the surface acoustic wave fSAW and
3fSAW. IDTs are commercially available in devices for filtering radio-frequencies,
delaying signals, resonators and sensors. e SAW transmission on a delayline is
very sensitive to any change of the elastic properties at the surface, e.g. the den-
sity. SAW devices with activated surfaces are employed to selectively sense the
adsorption of gases. Lab-on-a-chip applications employ SAW devices for driving
droplets and mixing small volumes of fluids.
SAWhave proven relevance in fundamental research, e.g. the quantumHall effect[70]
or spin transport[71]. Two aspects of the SAW affect the electric properties of a
QD, i.e. the strain field and electric field. e effects are referred to as deformation
potential coupling and acousto-electric coupling. Both are modulated with the
SAW period but exhibit a relative phase shi of p. At low power, SAW transmis-
sion is a sensitive probe of the sheet conductivity due to the laer effect ([72],[73]).
Moreover, at high power the SAW can transport charge carriers by modulating the
conduction and valence band of semiconductors. Electrons and holes are separated
by lSAW/2 due to the electric field wave which accompanies the SAW ([74],[75]).
is can be used to sequentially inject charge carriers into QD thereby creating
a clocked single photon source [76]. e deformation potential coupling affects
the wavefunctions and eigenstates of the charge carriers confined in the QD. is
results in a spectral shi of the emission energy depending on the size and the
composition of the InGaAs-QDs. Reportedly, under uniaxial stress the energy is
assumed to shi to higher or lower energies depending on the Ga content. Mea-
surements on adjacent QDs in the sample revealed different signs of the tuning
slope[77]. Due to its arbitrary nature this shi is neglected in the following.
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1.6.3 Photonic modulation with SAW
Materials exhibiting a strong variation of their refractive index due to strain are
favorable for acousto-optical applications. A surface acoustic wave represents a
propagating diffraction grating which will diffract light depending on the SAW
wavelength, phase and amplitude. Light with wave vector k0 and angular fre-
quency w0 will couple to the coherent acoustic phonons of the SAW in Stokes ( )
and anti-Stokes (+) processes:
k1 = k0  kSAW
w1 = w0 wSAW (1.31)
e relative change of the refractive index is in the order of 10 4 [78] requiring
a long interaction path of SAW and light. It has found applications in acousto-
optical modulators or Bragg-cells facilitating indirect electrical control of the fre-
quency and phase of the diffracted light using materials with a high piezoelectric
coupling strength like LiNbO3. If the SAW propagates over a one-dimensional lat-
eral diffraction grating, umklapp scaering between the mini-Brillouin zones of
the superlaice allows for more effective light diffraction[78]. is effect is fur-
(a) (b)
Figure 1.25 – (a) Schematic of a one dimensional photonic crystal cavity (C) created
by two Bragg reflectors. Cavity length and refractive index are modu-
lated by the SAW. (b) The cavity reflectivity R0 is periodically shied by
Dw by the SAW (from [79]).
ther investigated for SAW propagating on vertically stacked layers, i.e. two Bragg
reflectors creating a one dimensional photonic crystal nanocavity[80]. Here, the
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modulation of the cavity resonance depends more on the variation of the vertical
extent of the optical resonator than on the change of the refractive index. e
dynamic superlaice (SL) created by the SAW folds the original photon disper-
sion. In Fig. 1.25 the optical resonance is shown to be shied periodically by the
SAW[79]. Since the acoustic amplitude decays exponentially within the order of
lSAW from the surface this setup is not suited for high SAW frequencies, i.e. short
wavelengths. is can be overcome by using bulk acoustic waves[81]. Here, a
(a) (b)
Figure 1.26 – (a) Schematic of the Fabry-Perot resonator deformed by a bulk acoustic
wave generated by local heating with a laser pulse. (b) The deformation
causes the cavity resonance and thus the reflectivity to be dynamically
shied (circles and squares) in respect to the undeformed cavity (solid
line). The inset in (b) shows the dependence on the laser pulse power,
i.e. the amplitude of the displacement (from [81]).
short pressure pulse propagates normal to the layers of a 1D photonic crystal cav-
ity, i.e. a Fabry-Perot resonator shown in Fig. 1.26. e longitudinal component
of the acoustic wave shis the interfaces of the individual layers. e effect can
be described by the simple model of a Fabry-Perot resonator with a dynamically
changing length LCAV(t). It is discussed for photonic crystal membrane nanocav-
ities in Chap. 3.2. Planar photonic crystal designs have proven to be successful in
controlling spontaneous emission for laser applications with ultra-low threshold
[33] which can be electrically driven[82]. Strongly coupled cavity-emier systems
and photonic crystal networks based on planar structures are widely regarded as
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a promising approach for quantum information processing tasks ([83],[18]). For
these planar photonic structures, we have demonstrated the feasibility of high-
frequency tuning using surface acoustic waves.
In the experiments presented in the context of this thesis, the SAW is used to
mechanically deform the photonic crystal membrane to tune the resonance of a
nanocavity as illustrated in Fig. 1.20. In the following chapters experimental data
and FDTD simulations will be presented.
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2 Implementation and
time-integrated experiments
emanipulation of the resonance condition of a photonic crystalmembrane nanocav-
ity at frequencies exceeding 1 GHz is demonstrated. In this chapter the general
experimental implementation and the results of time-integrated experiments are
described. ese results motivate and instigate the need for stroboscopic and time-
resolved experimental investigations as well as finite-difference time domain sim-
ulations presented in the chapters following hereaer.
2.1 Sample preparation and experimental setup
e targeted spectral tuning mechanism requires a sophisticated and elaborate
sample production process. e functionality and performance hinges on the cor-
rect implementation, interaction and interoperability of the three building blocks
by means of:
• MBE-growth of the heterostructure with embedded InAs QDs
• Photonic crystal membrane processing
• IDT processing
High quality optical properties of QDs and PCM nanocavity in respect to low non-
radiative losses and good optical confinement in case of the laer are required.
Moreover, interaction depends upon spectral overlap of the QD emission wave-
length and the nanocavity resonance wavelength. Optical verification of the qual-
ity of this challenging manufacturing process is followed by IDT processing. Here,
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Figure 2.1 – Schematic cross-section of a PCM aer electron beam lithography, reac-
tive ion etching and hydrofluoric acid (HF) etching of the AlGaAs sacri-
ficial layer.
particular aention has to be payed as not to degrade the optical quality of the PCM
nanocavities. A more process parameter-specific and detailed documentation can
be found in the Appendix. e following is intended to give a general overview of
sample preparation and experimental implementation.
e semiconductor heterostructure shown in Fig. 2.1 includes the top-most GaAs
layer with embedded InAs QDs grown on top a of Al0.7Ga0.3As sacrificial layer.
ese layers are built upon a linking GaAs layer on a bulk GaAs wafer. e wafers
used here were grown at the UCSB Materials Department MBE facilities of Pierre
Petroff by either Hyochul Kim or Tuan Anh Truong. Following a verification of
the QDs optical properties (emission wavelength and spontaneous emission rate),
the PCMs were processed in three-step procedure. Using a Electron Beam Lithog-
raphy System with an acceleration voltage of 100 kV the PCM air hole array is
paerned into electron beam resist. e exposed resist is removed using the ade-
quate developer. Subsequently, an inductively coupled plasma (ICP) reactive ion
etch process transfers the hole array to the wafer. Care has to be taken that the
top-most layer is etched through. e sacrificial layer needs to be etched to some
extent. is is mandatory for the final production step in which the sacrificial layer
is removed below the PCMs by hydrofluoric acid.
In the theoretical part of this thesis surface acoustic waves are described as de-
formations propagating on the surface of a solid. e time-scale of the investi-
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Figure 2.2 – Sample layout with six arrays of PCMs and pairs of single finger IDTs fea-
turing different SAW wavelengths. Each PCM array comprises 30 PCMs.
gated SAW tuningmechanism is established by the SAW frequency fSAW. e SAW
wavelength lSAW and fSAW are connected via the dispersion relation using speed
of sound (see Eq. 1.30). ree different IDT geometries were processed and used in
the experiments presented in this thesis: lSAW = 7.28 mm, 3.64 mm and 1.82 mm.
ese SAW wavelengths correspond to 28a, 14a and 7a for a photonic crystal lat-
tice constant of a = 260 nm. e sample layout featuring the PCM arrays enclosed
by a pair of IDTs is shown in Fig. 6.4. e IDTs are processed using electron beam
lithography and electron beam physical vapor deposition of 5 nm titanium and 50
nm aluminum. Measured at cryogenic temperatures, the IDT resonance frequen-
cies fSAW were found to be 414 MHz, 850 MHz, and 1703 MHz resulting in SAW
periods of 2.4, 1.2, and 0.6 ns respectively. e experimental setup is presented
in Fig. 2.3. e sample with PCMs and IDTs sits inside an evacuated continuous
helium flow cooled cryostat. A RF signal generator is connected to the IDT pro-
viding the RF signal with the IDT resonance frequency fSAW at RF power PRF. e
RF signal generator output is gated by a pulse generator signal. SAW-pulsing is
needed to alleviate temperature tuning of the cavity resonance due thermal energy
dissipation during SAW generation. e SAW pulse repetition rate has a typical
value of fPulse = 8 kHz. e SAW duty cycle DCSAW was chosen to be less than
1 %. e InAs QDs are excited by an IR laser emiing at lLaser = 855 nm. e
QD photon emissions are dispersed by a spectrometer and either registered by a
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Figure 2.3 – Experimental setup used for mPL-experiments. The schematic features
the cryostat, the exciting laser and the RF equipment for generation and
timing of the SAW pulses. Equipment used for dispersion and detection
of the collected photons emied by the sample include a spectrometer,
CCD and fast single photon detector. For differentiation, parts of the
setup used for full time domain stroboscopic and time-resolved measure-
ments are slightly greyed out.
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CCD array detector or an avalanche photo diode (APD). Fig. 2.3 also includes the
setup used for full time domain stroboscopic and time-resolved measurements de-
scribed in Chap. 4.1 and 4.2. ese measurements require a SAW phase-locking of
the laser pulse to the SAW phaseFSAW. A detailed description of the experimental
setup and methods is found in the Appendix.
2.2 Time-integrated experiments
e proposed tuning mechanism of the interaction between emier and the cavity
needs to proof its effectiveness. It should spectrally detune the cavity and the
emier by several linewidths of the cavity resonance. e spectral information in
the measurements presented in this chapter is acquired using a monochromator
and a CCD array detector. e acquisition over several seconds will average the
spectral dynamics of the cavity mode actuated by the surface acoustic wave. e
experiments discussed in this chapter are published in [84].
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Figure 2.4 – Time-integrated measurement of the nanocavity mode with and without
a surface acoustic wave. With moderate RF power the spectral feature
exhibits a more than five-fold broadening. PRF = 17 dBm, fSAW = 1703
MHz.
e experimental data shown in Fig. 2.4 displays in black a PL spectrum with
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the resonance of a L3 nanocavity fundamental mode at lc = 911 nm. e pho-
tonic crystal GaAs-membrane is populated by an ensemble of InAs QDs which are
pumped by a diode laser via the weing layer (see Chap. 1.4). e spectral width
of the cavity mode Dlc,0 = 0.11 nm corresponds to a quality factor of Q = 8300.
is is regarded as a high value[26] for this cavity design and dielectric material.
Due to absorption in the bulk material and the on the surface of GaAs Q-factors are
limited to 104 [85]. e quality-factor depends on different fabrication aspects, e.g.
side-wall roughness and circularity of the holes[86]. A seemingly pristine photonic
crystal nanocavity when looked at in a scanning electron microscope (SEM) will
exhibit a small Q-factor if light is Rayleigh-scaer on rough membrane-sidewalls.
Upon applying the RF signal to the IDT at moderate power of PRF = 17 dBm the
surface acoustic wave is generated which deforms the photonic crystal membrane
and the L3 cavity. As a consequence, the time-integrated spectrum of the mode
changes as shown in Fig. 2.4. e observed spectral feature has a width of Dlc =
0.57 0.1 nm centered around the peak position of the undisturbed mode. During
the acquisition time of the time-integrated measurement the PCM is deformed the
SAW in a periodic manner. is causes the nanocavity resonance wavelength to be
tuned over a certain spectral tuning range. As the time-integrated measurement
does not provide the mode dynamics the spectral shi is obscured. Fig. 2.5 shows
the normalized result of the numerical integration of a Lorentzian with oscillating
mean x0(t) = A sin( 2pT t) for different amplitudes A (0 FWHM A  10 FWHM
of the Lorentzian).
F(x) =
Z 2p
0
dF 1
p
h
(x  sin(F))2 + 1
i (2.1)
With increasing amplitude the spectral bandwidth which is covered by the in-
tegrated Lorentzians increases. In the time-integrated measurements presented
here, the width of the spectral feature is a measure for the spectral tuning range
dependent on the SAW amplitude. e spectral tuning range Dlc extends from
the furthest blue-shied mode position to the red-shied position when the cavity
is largest as depicted in Fig. 2.6.
Hence, in Fig. 2.4 the SAW tuning facilitates a spectral tuning range of 5 times
the full-width-half-maximum of the mode. For the resulting lineshape a fit using a
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Figure 2.5 – Result of a numerical integration of a Lorentzian with oscillating mean
x0 with increasing amplitude up to 10 FWHM of the original function. In
a time-integrated measurement the spectrum will be a superposition of
all mode positions during the period TSAW.
Figure 2.6 – The spectral tuning range Dlc is established by the spectral shi of the
mode wavelength during the SAW period TSAW.
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single Lorentzian is not possible. Consequently, for the uncertainty of the spectral
tuning range value Dlc the spectral linewidth of unperturbed cavity is used.
916.8 917.4 918.0
0
5
10
15
20
25
Wavelength (nm)
R
F 
po
w
er
 (d
B
m
)
414 MHz
913.2 913.8 914.4 915.0
0
5
10
15
20
25
Wavelength (nm)
R
F 
po
w
er
 (d
B
m
)
850 MHz
910.2 910.8 911.4 912.0
0
5
10
15
20
25
Wavelength (nm)
R
F 
po
w
er
 (d
B
m
)
1.7 GHz
(a) (b)
(c)
Figure 2.7 – Contour plots of RF power sweep measurements for SAW frequencies:
(a) 414 MHz, (b) 850 MHz and (c) 1703 MHz.
For higher RF power, the spectral tuning range increases. As shown for the three
investigated SAW frequencies in Fig. 2.7, the effect of the SAW is significant. For
fSAW = 1703 MHz, the mode traverses a spectral distance of Dlc > 1.5  0.1
nm. is spectral tuning range corresponds to more than 13.5 times the spectral
linewidth of the unperturbed mode. e integrated spectrum of the oscillating
Lorentzians in Fig. 2.5 exhibits a higher intensity at the maxima at (lc,0  A)
where the tuning rate dlc(t)dt is minimum. is intensity increase is also visible in
the experimental data.
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Considering a Fabry-Perot resonatorwith oscillating cavity length (see Chap. 1.2.2)
the spectral shi of the nanocavity mode wavelength can be related to:
lFP(t) = 2nm LCAV(t) (2.2)
with m: mode index and n: effective refractive index of the membrane. Adopting
this relationship allows for an estimation of the SAW amplitude via:
LCAV(t) µ ASAW sin(wSAWt) (2.3)
with mode index m = 5 and n = 2.75 according to the L3 cavity design (de-
scribed in the following chapter). is assumption infers that the cavity length
is deformed proportional to the SAW amplitude. Accordingly, the spectral tuning
range of Dlc = 1.5 nm from Fig. 2.7(c) results from a SAW amplitude of ASAW =
m
2nDlc = 1.4 nm. is SAW amplitude is consistent with realistic values[79]. e
achieved spectral tuning range is more than sufficient for cQED experiments with
single QDs. Other methods used for this kind of experiments as for example gas
adsorption[55] or heating[16] suffice to a spectral tuning range of < 1 nm.
Moreover, the Fabry-Perot resonator model implies a linear dependency of the
spectral tuning range on the SAW amplitude. e spectral tuning range extracted
from the measurements in Fig. 2.7 should therefore increase linearly with the
amplitude of the surface acoustic wave ASAW.
In Fig. 2.8 the spectral tuning range Dlc is ploed against the square-root of the
applied RF power PRF which is proportional to ASAW. e spectral tuning range
is given in multiples of the undisturbed spectral width of the cavity mode Dlc,0.
For all three SAW frequencies the experimental data shows a linear increase of
the spectral tuning range proportional to ASAW. Besides a confirmation of the
linear increase of Dlc as a function of the SAW amplitude the data also exhibits a
difference regarding the magnitude of Dlc in respect to the surface acoustic wave
frequency fSAW. e SAW tuning mechanism is most efficient for fSAW = 1703
MHz achieving a Dlc which is more than 8 the spectral width of the undisturbed
mode. At this frequency the SAW wavelength lSAW = 7a is approximately twice
the cavity length and therefore yielding the highest distortion of the L3-cavity.
is is in accordance with FDTD simulation results presented in Chap. 3.2.
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Figure 2.8 – Linear increase of the spectral tuning range with SAW amplitude as im-
plied by the Fabry-Perot resonator model is confirmed. Dlc is ploed
against pPSAW µ ASAW.
e differences in the spectral tuning range Dlc for different SAW wavelengths
indicates that the effect on the mode wavelength is caused by a mechanical defor-
mation by the SAW. If the mode was broadened by a deformed or stressed mem-
brane due to the heat generated by SAW transduction this would not be visible.
Furthermore, Dlc depends on the radio frequency applied to the IDT. As described
in the theoretical section on interdigital transducers these devices exhibit a very
narrow frequency response, i.e. a bandpass filter. Here, this frequency response
is measured using a Network Analyzer by comparing the amount of power which
is reflected at each RF frequency (red line in Fig. 2.9). By sweeping the IDT driv-
ing frequency over the center frequency of the IDT resonance the resulting SAW
intensity is varied. Consequently, the spectral tuning range Dlc reveals the same
profile as the frequency response of the IDT measured with the Network Analyzer.
Fig. 2.9 compares this measurement for the three investigated SAW frequencies.
Indeed, the resonance wavelength of the nanocavity mode is altered only if a SAW
is generated. is confirms that the mode wavelength is tuned by a mechanical
deformation of the photonic crystal membrane due to SAW.
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Figure 2.9 – Broadening of the nanocavity emission as a function of the applied RF
frequency (symbols). The red line is the measurement of the power re-
flected by the IDT using a Network Analyzer : (a) 415 MHz, (b) 850 MHz
and (c) 1703 MHz.
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e presented time-integrated experiments demonstrate the effectiveness of the
spectral tuning mechanism using SAW. e experimental results are related to a
simple Fabry-Perot resonator model with variable cavity length. is comparison
implies that for a higher SAW amplitude the mode resonance shi is increased
due to an increased cavity size. Clearly, the spectral tuning range varies with the
SAW wavelength used. To further investigate the ramifications a more elaborate
modeling taking the geometry into account is required. To gather a deeper in-
sight into the SAW tuning mechanism finite-difference time domain simulations
are presented in the following chapter.
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3 Simulating nanocavity modes
manipulated by SAW using the
Finite Difference Time Domain
method
3.1 Introduction: FDTD simulation of PCM
nanocavities
e aim of this thesis is to demonstrate the feasibility and effectiveness of high
frequency tuning of a photonic crystal nanocavity with surface acoustic waves.
e experiments are complemented by simulating the effect of the SAW. ese
simulations are not only intended to reproduce the experimental data, but also
to provide new information which is not accessible in the experiments, e.g. the
in-plane E-field distribution. is is also referred to as the spatial mode profile
of the photonic mode. Moreover, since the electric generation of SAW requires a
special IDT for each SAW wavelength (disregarding higher SAW harmonics and
tapered IDTs) a SAW wavelength dependent characterization was done prior to
the fabrication of samples.
Electromagnetic radiation is described by the well-known Maxwell equations (see
Eq. 1.18 in Chap. 1.3). ese equations describe the propagation and field inten-
sities in time and space. In 1966, K. Yee published a paper demonstrating the nu-
merical solution to a scaering problem of an electromagnetic pulse by a perfectly
conducting cylinder[87]. e time-dependent partial differential Maxwell equa-
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tions are solved numerically for discrete points in space and time by introducing
a set of finite difference equations. Following Yee’s publication, A. Taflove et al.
published their work on the numerical stability of the method in 1975[88]. e
name ”finite-difference time domain” (FDTD) for this method was also coined by
Taflove[89]. e former two publications are regarded as the seminal papers seed-
ing widespread research and use of the finite-difference time domain method for
computation of electromagnetic problems. A multitude of commercial and open-
source applications are available today. Using the finite-difference time domain
method, the steady-state and transient solution of an electromagnetic problem is
aained in a leap-frog manner, i.e. alternately for the electric and magnetic field
components. e simulation volume containing the photonic crystal and electro-
magnetic fields is discretized in a mesh of small sub-volumes named Yee cells. In
each discrete time step the finite-difference equations approximating Maxwell’s
equations are solved based on the solutions obtained in previous time step. e
time step is defined by the mesh size and the speed of light. FDTD calculations,
as opposed to pure frequency-domain calculations, provide information on time-
dependent properties in particular the Q-factor. Consequently, FDTD simulations
are the ideal tool for fast prototyping of photonic crystals and optimization by
parametric search since sample processing is expensive and time consuming. is
section describes the setup of a FDTD simulation of a photonic crystal membrane
nanocavity and the results obtained for an unperturbed cavity. It is followed by
the effects of a deformation by surface acoustic waves on the principal and higher
order modes of the nanocavity. For more information on the FDTD method the
reader is referred to [90].
e work flow of seing up a simulation is described for a L3 cavity design. For
the simulations presented here a commercial soware product (Lumerical FDTD
Solutions) has been used[91]. It allows seing up the device geometry similar to
the workflow of CAD soware. e program supports the import of GDSII files
used by electron beam lithography applications. e geometry of the L3 cavity
is depicted in Fig. 3.1. e photonic crystal consists of a hexagonal air hole lat-
tice with a laice constant of a = 260 nm and radius r = 80 nm (r/a  0.31).
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Figure 3.1 – Design parameters of the L3 cavity layout: Laice constant a = 260
nm, air hole radius r = 80 nm, air hole radius at the cavity edges r1 =
0.85r, membrane thickness d = 130 nm, refractive index of air n1 = 1.00,
refractive index of GaAs n2 = 3.54. L0 denotes the length of the cavity.
Light is confined in the z-direction by TIR in a membrane of thickness d = 130
nm. To improve this confinement, the air holes at the cavity edges have a smaller
radius of r1 = 0.85r [54]. First, the modes which can be excited for this cavity
design are determined. Dipole sources are placed in a random fashion regarding
their polarization and lateral position within the cavity at the center of membrane
at z = 0 nm. As described in Eq. 1.9, efficient excitation of the mode requires
that the source is at the position of an antinode of the spatial electromagnetic field
distribution. e source properties are set up in time-domain. e dipole source
emits a pulse with a Gaussian envelope set to a center frequency of 330 THz and 6
ps pulse length resulting in a FWHM of 80 THz. is broadband pulse is necessary
in order to excite any mode confine in the cavity. So called ’time monitors’ record
the electromagnetic field components in the time domain for the duration of the
simulation at a user defined single point, plane or volume element. For the sim-
ulations presented here, the sampling rate is set to 3800 THz. e time monitors
are set up to record aer the source pulse. e total time of the simulation is 600
fs. A tradeoff between accuracy and computation time is necessary determining
the size of the simulation mesh and the simulation volume, i.e. the size of the
photonic crystal around the cavity. Here, the simulation volume spans over 15x15
rows/columns of holes to achieve good accuracy. e simulation mesh should be
of small enough to accurately resolve the airholes but be as coarse as possible to
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reduce the computation time. e relation between computation time and mesh
step dx is µ (1/dt)4. Here, the minimum mesh step was set to 0.25 nm. Addi-
tionally, the soware accounts variations occurring within a single Yee cell. e
”Conformal Mesh Technology” of the soware resolves subcell features by solving
the integral Maxwell equations at the materials’ interface. Light that is propa-
gating out of the simulation volume is absorbed by so-called ’Perfectly Matched
Layers’ (PML). ese PMLs are calculated to be impedance matched to the sur-
rounding material avoiding reflections. e first run of the simulation provides
the frequency spectrum of the excited cavity resonances by Fast Fourier transfor-
mation of the signal of the time monitor.
To identify the modes, the next simulation contains monitors which collect the
spatial information of the light field at the resonance frequencies of the cavity
identified in the previous step. e spatial mode profiles are shown in Fig. 3.2
and Fig. 3.3. e fundamental mode M1 of the L3 nanocavity has an antinode
at the center of the cavity. is allows the emier to be placed at good distance
from GaAs surfaces avoiding non-radiative emission[92]. Clearly, this is a reason
why the L3 cavity design is popular for cQED applications. e calculated mode
Figure 3.2 – Spatial profile E(r)2 at z = 0 nm of the fundamental L3 mode M1.
profiles and the resonance frequency of the fundamental mode M1 and higher
order modes M2 and M3 are in good agreement with the literature [93].
From the spatial mode profiles resulting from this simulation the modes and their
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(a) (b)
Figure 3.3 – Spatial mode profiles E(r)2 of higher order modes: (a)M2, and (b) M3
symmetries are identified. Any symmetry the desired modes exhibit can be used
to reduce the computation time by introducing symmetry boundary conditions. A
symmetry plane parallel to the membrane at z = 0 nm and another plane normal
to the membrane along the x direction are used to reduce the computation time by
a factor of 4. e mode profile itself allow for another symmetry plane parallel to
the y-axis. However, this symmetry is broken by the SAW propagation along the x
direction and therefore cannot be considered. e next task is to determine the Q-
factor for a particular mode. Consequently, a single dipole source emiing at the
mode’s frequency with a narrow bandwidth (9 THz) is positioned at an antinode
to excite the mode resonantly. e simulation time is increased to 1500 fs since a
narrow band pulse has a longer duration (50 fs). Moreover, the simulation needs to
be long enough to gather information on the cavity losses forQ-factor calculations.
e simulation time should therefore be at least as long as half a cycle of the light
field inside the cavity in addition to the emier’s pulse length.
ere are different ways to determine theQ-factor. In order to establishQ from the
mode’s resonance linewidth the simulation time has to be as long as it takes for the
field in the cavity to decay. is is impractical even for low-Q designs. Another
way would be to monitor the energy loss from the cavity in the halfspace over
the cavity as this defines Q-factor[94]. Here, the reduction of the field amplitude
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measured at the resonant frequency of the mode fres inside the cavity is calculated
(ring-down simulation). e Q-factor is determined by the slope of the temporal
decay of the electromagnetic field’s envelope. e Q factor is calculated from the
mean value of the slope calculated for each pair of data points of the envelope. e
standard deviation determines the error ofQ. e results obtained forM1,M2, and
M3 are given in Table3.1.
Mode lc Q-factor Q0 Polarization
M1 954.963 0.005 nm 7958 7 y
M2 899.539 0.005 nm 713 1 y
M3 880.977 0.005 nm 488 3 x
Table 3.1 – Calculated wavelength, Q-factor and polarization of the first three modes
of the L3 cavity.
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Figure 3.4 – Variation of the mode wavelength lc (circles) and Q-factor (line) with
the position of the airholes at the cavity edges. The black double-arrow
indicates the investigated design.
e Q-factor of the fundamental mode M1 can be optimized by changing the po-
sition of the airholes at the cavity edges. is locally changes the Bragg reflection
condition which in turn confines the mode more gently and improves the confine-
ment in the z-direction by TIR[54]. e FDTD simulations show that the Q-factor
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increases up to 68  103 as shown in Fig. 3.4. e chosen cavity geometry for the
simulations improves the confinement of higher order modes[93] is marked by a
double-arrow. Moreover, it facilitates a clear analysis of the cavity distortion by
the SAW since the cavity mode wavelength exhibits a linear dependency on the
hole position change. Additionally, this geometry is less susceptible to fabrication
imperfections in respect to the Q-factor.
e accuracy of the simulation results depends on the sampling rate of the mon-
itors and the simulation time. Clearly, a simulation time long enough for the
electromagnetic fields to decay improves the accuracy of the frequency domain
information calculated by Fast Fourier transformation of the time domain signal.
Other factors include the simulation volume, i.e. the size of the photonic crystal
which is simulated, and the modeling of material’s optical parameters. e focus
of the following calculations is on relative changes of the resonance wavelength
and the Q-factor. Accordingly, the accuracy of the absolute values is not crucial
for the sake of argument. e minimum error for the simulated resonance wave-
lengths is given by the resolution of spectral data of 0.01 nm calculated by Fast
Fourier transformation. is value is chosen as the uncertainty for the resonance
wavelengths.
In the next chapter the influence onM1 for a photonic crystal membrane deformed
by SAWs is discussed.
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3.2 Tuning of the fundamental mode of a L3
nanocavity
e SAW mode consists of a longitudinal and a transversal component normal to
the surface (see Chap. 1.6.2). Propagating on a photonic crystal membrane, the
longitudinal component changes the periodicity of hexagonal air-hole laice as
well as the shape of the air-holes which become elliptical. is affects the Bragg
condition for light propagating in the plane. e transversal displacement SAW
component varies the TIR waveguiding properties of the membrane. is effect
is neglected in the simulations since the effect on the waveguided mode is weak.
Additionally, the variation of the refractive index of the GaAs due to strain is not
considered since its relative change is in the order of 10 4. is is a negligible
variation compared to the index contrast of GaAs to air. A SAW propagates at
the speed of sound of the solid which is 5 orders of magnitude lower than the
speed of light. As described in the previous section, the simulation time sufficient
to collect information on the dynamic properties of the cavity is half a cycle of
the mode light field ( 1500 fs). us, disregarding the propagation of the SAW
during the simulation time, i.e. assuming a static deformation of the membrane,
is a valid approximation. Consequently, the deformation of the photonic crystal
membrane was superimposed prior to the FDTD simulation. e deformation of
the membrane for SAW propagating in the x-direction is calculated using:
ux(x, t) = ASAW sin

2p
 x
lSAW
+
t
TSAW

(3.1)
Input parameters are the wavelength of the SAW lSAW and the SAW amplitude
ASAW. e period of the SAW TSAW = fSAW  1 relates to the SAW wavelength
via the dispersion relation using a phase velocity in GaAs of vSAW = 3100 m/s.
As a result, Eq. 3.1 describes the dynamic deformation of a nanocavity stretched
at t = 0.25 TSAW and compressed half a SAW period later. In the following, the
effects of the deformation on the mode resonance wavelength and Q-factor are
investigated for different SAW wavelengths propagating in the x- and y-direction
(see schematic in Fig. 3.1). Fig. 3.5 shows the deformation of the cavity design
introduced in Chap. 3.1 with a = 260 nm, lSAW = 7a = 1.82 mm with kSAW k
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Figure 3.5 – Cavity deformation at different times t during the SAW period TSAW for
lSAW = 7a and ASAW = 50 nm.
x. For the deformation to be perceivable an unrealistically high SAW amplitude
ASAW = 50 nm is used.
e effects of a realistic amplitude of ASAW = 1 nm on the mode wavelength and
its Q-factor are presented in Fig. 3.6 and Fig. 3.7 for (kSAW k x) and (kSAW k y)
respectively. e resulting change of the mode resonance is given relative to the
value of the undeformed cavity lc,0. In Fig. 3.6 the SAWwavelengths investigated
are lSAW = 7a = 1.82 mm, lSAW = 14a = 3.64 mm, and lSAW = 28a = 7.28
mm. e shortest of the above wavelengths causes the greatest shi of the reso-
nance wavelength. In fact, lSAW = 7a is distinguished due to the geometry of
the L3 cavity, i.e. the length of the cavity, L0  3.5a, in the x-direction (see Fig.
3.1). For this SAW wavelength the cavity is deformed to its fullest extent, since
the SAW half-wavelength fits into the cavity. e other two SAW wavelengths
are chosen for comparison. All three are used in the experiments discussed in the
previous chapter and Chap. 4. Fig. 3.7 displays the results of these SAW wave-
lengths and additionally lSAW = 3.2a = 832 nm which is twice the cavity length
in the y-direction assessed from the data shown in Fig. 3.10(b). Clearly, the mod-
ulation of the mode follows the sinusoidal deformation of the photonic crystal.
is is a common feature found for all SAW wavelengths simulated. For the SAW
wavelengths given in Fig. 3.6(a) and Fig. 3.7(a) the mode exhibits the maximum
red-shi at time t = 0.25TSAW when the cavity is stretched to its highest extend.
Half a SAW period later, at t = 0.75TSAW the mode is blue-shied. A comparison
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Figure 3.6 – FDTD simulation results for lSAW = 7a, lSAW = 14a and lSAW = 28a
withASAW = 1 nm for SAWpropagating in the x-direction: (a) Shi of the
modewavelength lc(t) lc,0. (b) RelativeQ-factor changeDQ(t)/Q0 =
(Q(t) Q0)/Q0.
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Figure 3.7 – FDTD simulation results for lSAW = 3.2a, lSAW = 7a, lSAW = 14a
and lSAW = 28a with ASAW = 1 nm for SAW propagating in the y-
direction: (a) Shi of the mode wavelength lc(t)   lc,0. (b) Relative
Q-factor change DQ(t)/Q0 = (Q(t) Q0)/Q0.
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to the Fabry-Perot (FP) resonator model (see Chap. 1.2.2) with variable resonator
length DLCAV(t) µ ux(x, t) is apparent and results in the same phase dependence
of the mode wavelength change:
lFP(t) = 2nm LCAV(t) µ ux(x, t) µ sin

2p
 x
lSAW
+
t
TSAW

(3.2)
Here, n is the refractive index andm is the index of the resonant mode. For lSAW =
7a in Fig. 3.6(a) the mode exhibits a spectral tuning range Dlc > 1.6 nm for a SAW
amplitude of 1 nm. e spectral tuning range is a measure of the combine blue-
and redshi of the mode calculated by:
Dlc = lc(t = 0.25TSAW)  lc(t = 0.75TSAW) (3.3)
For lSAW = 7a the spectral tuning range exceeds more than 13 the calculated
spectral width of the resonance. Accordingly, the simulation shows in accordance
with the experimental results that the SAW-tuning mechanism is efficient and well
suited for the manipulation of the cavity-QD coupling. For longer SAW wave-
lengths the cavity deformation is smaller resulting in a smaller spectral shi of the
mode. For the cavity being deformed along its short side (kSAW k y) the spectral
tuning range for lSAW = 3.2a has a value of Dlc > 2.2 nm. Comparing the re-
sults of lSAW = 7a, 14a and 28a for both propagation directions, kSAW k y yields
a slightly pronounced shi for 7a and a slightly smaller effect for the longer two
SAW wavelengths.
Fig. 3.6(b) and Fig. 3.7(b) show the change of theQ-factorDQ(t) = Q(t) Q0 rela-
tive to the originalQ-factorQ0, i.e. DQ(t)/Q0. A highQ-factor is a prerequisite for
aaining strong coupling conditions in cQED experiments. e FDTD simulations
show that the deformation of the photonic crystal by SAW decreases the Q-factor
by less than 4% for both directions of SAW propagation. Notably, the change of
the Q-factor over the SAW period is not consistent for all SAW wavelengths. Ad-
ditionally, the Q-factor change differs for different modes of the L3-cavity as will
be presented for M2 and M3 in the next chapter. For lSAW = 3.2a (kSAW k y)
the Q-factor of M1 increases slightly at t = 0.25TSAW and t = 0.75TSAW. Whereas
for all other SAW wavelengths the compressed cavity has an increased Q while
decreasing for cavity expansion.
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is contrasts the calculation shown in Fig. 3.4 where theQ-factor increases when
the cavity length is extended in the x-direction by shiing the position of the
two outer air-holes. As the SAW not only changes the position of two air-holes
the principle of locally changing the condition of Bragg reflection for improved
confinement[54] does not apply here. A comparison with the Fabry Perot model
is not useful here since for this model the Q-factor is independent of the cavity
length but depends on the reflectivity of the mirrors, i.e. the finesse (see Eq. 1.14).
For a photonic crystal membrane the lateral mode profile, the confinement and
thus the Q-factor are strongly affected by the overlap of the mode profile with
GaAs/air-interfaces. is has been used to improve the coupling to a single mode
fiber (SMF) by changing the position of 18 holes and thereby matching the mode
profile to that of the SMF[95]. Similarly, the SAW shis the position of every
hole which results in an improved confinement for a decreased cavity length at
t = 0.75TSAW. Moreover, the SAW not only changes the dimension of the L3 cav-
ity but alters the hole shape and the laice constant for the entire photonic crystal.
e air-fill factor r/a effects the width of the photonic bandgap and the spectral
distance of the mode to the photonic bandgap edges [41][20] (see Fig. 1.17). An
oscillation of the air-fill factor as a function of time and space could thus improve
the confinement for a smaller cavity.
e spatial mode profile of the deformed cavity is shown in Fig. 3.8. For both SAW
propagation directions the lateral distribution of the electric field for the stretched
(le/lower half of the plot) and the compressed cavity (right/upper half of the plot)
are compared for lSAW = 7a (kSAW k x) and lSAW = 3.2a (kSAW k y) at ASAW = 1
nm. Apparently, the change of the cavity geometry changes the spatial mode pro-
file just slightly. Moreover, the positions of the anti-nodes of the mode profile
do not shi. Since, the coupling of emier and cavity relies on good spatial align-
ment of emier and anti-node of the field this is an important property of the SAW
tuning mechanism.
With increasing SAW amplitudeASAW, the deformation of the photonic crystal and
consequently the spectral tuning range increase. e simulation results shown in
Fig. 3.9 confirm a linear increase for all investigated SAW wavelengths and both
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(a)
(b)
Figure 3.8 – Spatial mode profile is practically unaffected by the deformation: E(r)2
ofmodeM1 at t = 0.25TSAW (le/upper half of the plot) and t = 0.75TSAW
(right/lower half of the plot) for ASAW = 1 nm: (a) SAW propagating in x-
direction, lSAW = 7a. (b) SAW propagating in y-direction, lSAW = 3.2a.
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Figure 3.9 – FDTD simulation results: Linear increase of the spectral tuning range
Dlc with increasing SAW amplitude. Black lines are linear fits: (a) SAW
propagating in x-direction, (b) SAW propagating in y-direction
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directions of SAW propagation. A linear fit was used to quantify the change of
the spectral tuning range depending of the SAW amplitude and SAW wavelength
(see Tab. 3.2). is linear behavior is in concordance with the effect on the FP
resonator mode for a linearly increased cavity length. Longer SAW wavelengths
exhibit a smaller slope of Dlc(ASAW). is accounts for a smaller change of the
cavity length.
lSAW b for kSAW k x b for kSAW k y
7a 1.59 0.02 1.88 0.01
14a 1.21 0.02 1.04 0.01
28a 0.71 0.01 0.53 0.01
Table 3.2 – FDTD simulation results: Linear fit with Dlc = b ASAW to the simulation
results of Dlc(ASAW) for SAW propagating in the x and y-direction.
eSAWwavelength dependence of the spectral tuning rangeDlc(lSAW) is shown
in Fig. 3.10(a) and (b) for ASAW = 1 nm. With kSAW k x, the spectral tun-
ing range Dlc increases exponentially with decreasing SAW wavelength down to
lSAW  7a. Here, Dlc exhibits a local maximum where the SAW half-wavelength
equals the cavity length L0 = 904 nm 3.5a. L0 measures the distance between
the opposing air/GaAs-interfaces at either cavity edge as depicted in Fig. 3.1. Fig.
3.10(a) also depicts the relative variation of the cavity length DL(lSAW)/L0 at
t = 0.25TSAW. e cavity length changes for different lSAW according to ux(x, t)
(Eq. 3.1). e relative change of the cavity length shown in Fig. 3.10(a) is calculated
with the following equation for ASAW = 1 nm:
fL(lSAW) =
DL
L0 =
1
L0
ux  L02 , TSAW4
+ ux L02 , TSAW4

(3.4)
is constitutes are direct comparison of the simulated results with the enhanced
Fabry-Perot model (see. Eq. 3.2) where the change of the cavity length fL(lSAW)
is directly proportional to the change of the resonance wavelength. e calculated
change of the cavity length is in excellent agreement with the change of the spec-
tral tuning range for lSAW  L0. Furthermore, the variation of the cavity length
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Figure 3.10 – FDTD simulation results: Variation of the spectral tuning range Dlc as
function of the SAWwavelength forASAW = 1 nm: (a) SAWpropagating
in x-direction; lSAW = 7a, 14a and 28a are marked by arrows. The black
line is the relative change of the cavity length DL(lSAW)/L0 calculated
for t = 0.25TSAW and ASAW = 1 nm using Eq. 3.4. (b) Variation of
Dlc as in (a) for SAW propagating along the y-axis of the cavity. Data
points in black are calculated with lSAW being a multiple of a, whereas
for the data in red the SAWwavelength is a multiple of a2, i.e. the laice
constant in the y-direction. The black line shows the relative change of
the cavity length with LFit = 1.6a (1.9a2) obtained by a fit to Eq. 3.4.
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exhibits a phase shi of p at lSAW = 3.5a, i.e. for L0/2 < lSAW < L0 the cav-
ity length is compressed at t = 0.25TSAW. is phase shi is reproduced by the
simulation. At t = 0.25TSAW the mode is now blue-shied resulting in a negative
spectral tuning range. With shorter SAWwavelengths DL and fL change signs and
are predominantly in phase. e extrema of fL(lSAW) at lSAW = 43L0  2.3a and
lSAW = 4L0/5  1.4a are either not reproduced by the FDTD simulation or less
pronounced for the laer. For lSAW  L0 the change of the cavity length accounts
well for the change of the mode wavelength.
e results for SAW propagating in the y-direction ploed in Fig. 3.10(b) exhibits
the same qualitative change of the spectral tuning rangewith the SAWwavelength.
e data ploed in red in Fig. 3.10(b) is intended to check for effects of a SAW
wavelength commensurable with the laice constant of the photonic crystal, e.g.
the formation of a photonic superlaice. Clearly, for lSAW being a multiple of the
laice constant in the y-direction a2 =
p3
2 a the values of spectral tuning range
fit to the results aained for lSAW being a multiple of a. Starting from long SAW
wavelengths Dlc increases strongly until reaching a local maximum for lSAW 
3.5a. Notably, this maximum does not correspond to lSAW = 2  Ly0 = 2.2a,
i.e. twice the short length of the L3 cavity. As shown in Fig. 3.11, the lateral
distribution of the electric field in the y-direction expands into the area between
the air-holes. It also overlaps with adjacent holes at a relative field strength of up
to 63% relative to the central maximum. is may account for an effective cavity
length larger than Ly0. In the x-direction themaximum relative field strength of the
mode within the adjacent air-hole is only 14%. Fiing Eq. 3.4 with Ly0 as variable
parameter to the data establishes a cavity length of LFit = 1.6a. e cavity length
resulting from the fit is in good agreement with the extent of the mode profile as
shown in Fig. 3.11. e change of the spectral tuning range for long and short
lSAW corresponds well with the variation of the relative cavity length fL(lSAW)
with LFit = 1.6a.
For long SAWwavelengths (lSAW > 7a), the spectral tuning of the cavity is equally
efficient for both propagation directions. For shorter SAW wavelengths the short
length of the L3 cavity exhibits a greater relative change compared to the effect of
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Figure 3.11 – Spatial mode profiles E(r)2 of mode M1 with measures for the length
of the L3 cavity in the y-direction Ly0 = 1.1a and LFit = 1.6a derived
from a fit of fL(lSAW) to the simulation results Dlc(lSAW) shown in
Fig. 3.10(b).
SAW propagation in x-direction. is results in a larger spectral shi of the mode
wavelength. For lSAW = 2 LFit and (kSAW k y) the spectral tuning range Dlc is
2.2 nm whereas for lSAW = 2 L0 and (kSAW k x) the mode wavelength shis by
1.6 nm.
Fig. 3.12(a) and (b) shows the relative variation of the Q-factor for different SAW
wavelengths at t = 0.25TSAW and t = 0.75TSAW. For long SAW wavelengths
lSAW > 6a propagating in the x-direction the Q-factor varies slightly by less than
5%. Clearly, the Q-factor changes more dramatically for lSAW < L0. At lSAW =
2a, Q increases by more than 20% at t = 0.75TSAW and decreases by more than
14% at t = 0.25TSAW. For this SAW wavelength the highest change of laice
constant a occurs. For lSAW = 1a the position of the air-holes remain fixed and
only the hole radii change. eQ-factor increases slightly by 5.4% at t = 0.75TSAW
and decreases by 2.7% at t = 0.25TSAW. is change supports the notion that the
cavity confinement is not only controlled by the position of every hole adjacent
to the cavity[95] but also the air-fill factor r/a[20]. In Fig. 3.12(b) the Q-factor
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Figure 3.12 – FDTD simulation results: Relative variation of the Q-factor
DQ(lSAW)/Q0 at t = 0.25TSAW and t = 0.75TSAW for ASAW = 1
nm. Ploed with error bars: (a) SAW propagating in x-direction. (b)
SAW propagating in y-direction.
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change for SAW propagating in the y-direction is ploed which does not exceed
1.5%. e changes are smaller compared to the values resulting from the SAW
propagation along x. For lSAW > 5a the variation of Q is less by a factor of  2.
Moreover, the drastic change for smaller SAW wavelength is not reproduced. is
result implies that theQ-factor is less affected by variations of the hole position and
size along the y-axis. e origin of this discrepancy between the two propagation
directions is not accounted for and contrasts the strong spectral shi aained with
(kSAW k y).
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3.3 Tuning of higher order cavity modes
e fundamental mode M1 of the L3 cavity is widely recognized as the best choice
for cQED experiments for its high Q-factor. Non-resonant excitation of the fun-
damental mode via an ensemble of QDs pumped through the weing-layer will
result in a strong PL-background signal. is can be significantly reduced by
resonant-pumping through a higher-order mode[96] as depicted in Fig. 3.13. is
is achieved by resonantly pumping the higher order mode with a narrow-band
laser. If anti-nodes of this pump mode and the fundamental mode overlap the
fundamental mode is excited[97].
Figure 3.13 – Fundamental Mode is excited via a higher order pump mode.
Fig. 3.14 compares the mode profile of the fundamental mode M1 of the L3 cavity
with those of its higher harmonics M2 and M3. Convoluting the respective mode
profiles with that of M1 displays a spatial overlap with both which is more pro-
nounced for M3. As shown in Tab. 3.3 M1 is spectrally well separated by more
Mode lc Q-factor Q0
M1 954.963 0.005 nm 7958 7
M2 899.539 0.005 nm 713 1
M3 880.977 0.005 nm 488 3
Table 3.3 – FDTD simulation results: Wavelength and Q-factor of the first three
modes of the L3 cavity.
than 50 nm from M2 and M3. is allows the fundamental mode to be pumped
through M2 or M3 with a good spectral separation between the pump laser and
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Figure 3.14 – Normalized cross sections through the spatial mode profiles E(r)2 at
y = z = 0 of M1, M2 and M3. The panels of M2 and M3 also show the
respective cross section convoluted with that of M1 (black line).
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the mode. To successfully combine this resonant excitation scheme with the SAW
tuning mechanism it is important to investigate how the higher order modes are
shied spectrally by the SAW in respect to a pump laser’s fixed wavelength. e
higher order modes are spectrally broad providing sufficient spectral overlap with
the exciting laser. Consequently, a small spectral shi of the pump mode induced
by the SAW does not affect the pumping efficency significantly. For the unde-
formed cavity the linewidths at half maximum are Dlc0 = 1.3 nm and 1.8 nm for
M2 and M3 respectively.
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Figure 3.15 – FDTD simulation results for lSAW = 7a and ASAW = 1 nm: Relative
change of the mode wavelength lSAW(t)   lc0 of (a) M2 and (b) M3
with error bars in grey. The error bars in black display the spectral full
width at half maximum DlSAW(t) of each mode.
e calculated spectral shi of the modesM2 andM3with lSAW = 7a and ASAW =
1 nm is shown in Fig. 3.15 (kSAW k x). For both modes the shi follows the sinu-
soidal deformation of the membrane in the same fashion as already seen for the
fundamental mode. For M2 the tuning is very effective. e mode wavelength is
red-shied by more than 1.2 nm in the case of the expanded cavity whileM3 only
shis by 0.3 nm. Fig. 3.15 also displays the spectral linewidth during the SAW
period. It shows that for M2 the overlap of a narrow pump laser tuned to lc0 is
expected to vary substantially. M3 is much less affected by the SAW providing a
perpetual laser overlap ideal for pumping the fundamental mode via this mode.
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Figure 3.16 – FDTD simulation results for lSAW = 7a and ASAW = 1 nm: Relative
change of the Q-factor for the modesM2 and M3.
e Q-factor change of M2 during the SAW period presented in Fig. 3.16 shows
only a negligible change of less than 1.5%. Whereas the Q of M3 changes sinu-
soidally with an amplitude of> 10%. e Q-factor change ofM3 is shied by half
a SAW period in respect to that of the fundamental mode, i.e. the Q of M3 has its
maximum at t = 0.25TSAW and its minimum at t = 0.75TSAW. is could account
for the different spectral position of each mode within the photonic bandgap and
the ramifications of an oscillating air-fill factor r/a.
Fig. 3.17 displays the spatial mode profile of M2 and M3 of the deformed cavity
at same SAW wavelength and amplitude. For both modes the position of the anti-
nodes of the expanded cavity does not differ from the position of the compressed
cavity. is consistency ensures constant spatial overlap with the anti-nodes of
the fundamental mode which is a key requirement for resonant pumping.
For the fundamentalmodeM1 an increase of the SAWamplitude resulted in a linear
increase of the spectral tuning range. e higher order modes exhibit a consistent
behavior (Fig. 3.18). A linear fit to the simulation results shows that the slope of
spectral tuning range of M2 exceeds that of M1 and M3 for lSAW = 7a, 14a and
28a (see Tab. 3.4).
Investigating a broader range of SAW wavelengths shows that M2 exhibits the
strongest spectral shi of all three mode for lSAW > 6a (see Fig. 3.19). M3 is
89
3.3 Tuning of higher order cavity modes
(a) (b)
Figure 3.17 – Spatial mode profiles jE2(r)j at t = 0.25TSAW (le half of each plot) and
t = 0.75TSAW (right half of each plot) with lSAW = 7a and ASAW = 1
nm: (a)M2 and (b)M3.
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Figure 3.18 – FDTD simulation results: Dependence of the spectral tuning range Dlc
on the SAW amplitude for lSAW = 7a, 14a and 28a: (a) M2 and (b) M3.
The black lines are linear fit curves.
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Mode lSAW = 7a 14a 28a
M1 1.59 0.02 1.21 0.02 0.71 0.01
M2 2.13 0.03 1.74 0.03 1.04 0.04
M3 0.60 0.03 0.50 0.02 0.30 0.01
Table 3.4 – Fit parameter b of the linear fit Dlc = b  ASAW to the simulation results
of Dlc(ASAW) in Fig. 3.18.
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Figure 3.19 – FDTD simulation results: Variation of the spectral tuning range Dlc
as function of the SAW wavelength at ASAW = 1 nm. The black line
is the relative change of the cavity length DL(lSAW)/L0 calculated for
t = 0.25TSAW and ASAW = 1 nm as described in Eq. 3.4.
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Figure 3.20 – FDTD simulation results: Relative variation of the Q-factor change
(DQ = Qc(t)  Qc,0) at t = 0.25TSAW and t = 0.75TSAW for ASAW = 1
nm. Ploed with error bars: (a)M2 and (b)M3.
significantly less susceptible to deformations thanM2 andM1. Moreover, the slope
of Dlc(lSAW) for M3 deviates from M1 and M2. is difference in the spectral
tuning range is proportional to the extent of the spatial mode profile in the x-
direction. ForM3 the anti-nodes are at a distance ofmore than 200 nm from the air-
holes at the cavity edges (see Fig. 3.14). Consequently, a shi of these holes by up
toASAW has a smaller effect onM3 thanM2where themode profile spreads over the
entire cavity length. All modes exhibit an increased spectral shi at smaller SAW
wavelengths. In respect to the proposed remote pumping of the fundamental mode
via M3 it is evident that the spectral tuning range does not exceed the linewidth
of M3 for lSAW > 3a.
e change of the linewidth, i.e. the change of the Q-factor, is ploed in Fig. 3.20.
For M2 the relative difference of the Q-factor is small for long SAW wavelengths
(lSAW > 5a) for the compressed and the cavity. DQ increases proportional to the
spectral tuning range. At shorter wavelength the variation is slightly pronounced
with a maximum of less than 6% at lSAW = 0.9a. M3 on the other hand shows a
different behavior in this respect depicted in Fig. 3.20(b). Here, a strong increase of
theQ-factor at t = 0.25TSAW is calculated inversely proportional to the SAWwave-
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length which peaks at DQ > 30% for lSAW = 2a. For shorter SAW wavelengths
this relation breaks abruptly. e Q-factor decrease at t = 0.75TSAW shows the
same dependence on long SAW wavelengths but saturates for 1a < lSAW < 8a.
On the whole, resonant pumping the fundamental mode via a higher order mode
of the L3 cavity while manipulatingM1 with SAW is feasible. M3 shows excellent
qualities in this aspect. e spectral tuning range exceeding the mode linewidth
occurs only for short SAW wavelengths lSAW < 3a and high SAW amplitudes.
93

4 Experimental results
4 Stroboscopic and time-resolved
experiments
4.1 Full time domain stroboscopic experiments
To resolve the full dynamics of the spectral mode shi, a SAW phase-locked full
time domain stroboscopic measurement technique is used[75]. Here, the laser
pulse repetition rate is adjusted for the SAW frequency to be an integer multi-
ple. e laser pulses are triggered to be generated at a fixed time within the SAW
period for each time-integrated measurement (see Fig. 6.3 in the appendix). is
delay time is subsequently swept over the entire SAW period phase-resolving the
change of the mode position. e following experimental results are published in
[84]. e result of this measurement technique at fSAW = 414 MHz and PRF = 32
dBm ploed in Fig. 4.1 shows the full dynamics of the mode shi. e sinusoidal
shi of the mode resulting from the FDTD simulations is excellent accordance
with the experiment (see. Fig. 4.2). Moreover, the extracted mode wavelengths
confirm the sinusoidal oscillation around the wavelength of the unperturbed cav-
ity lc = 917.45 nm. A total spectral shi of Dlc = 1.2 nm is achieved. e
mode dynamics are in excellent agreement with FDTD calculations using a SAW
amplitude ASAW = 1.9 nm.
According to the FDTD simulation, the Q-factor is expected to vary by 6%. is is
in good agreement for t = 0.25TSAW and t = 0.75TSAW shown in Fig. 4.3 where the
Q-factor change is within a few percent. Nevertheless, the experiment exhibits a
strong decrease of Q for t = 0TSAW and t = 0.5TSAW. e Q-factor extracted
from the measurements shows a periodic degradation of up to 60% from the value
95
4.1 Full time domain stroboscopic experiments
0.0 0.2 0.4 0.6 0.8 1.0
20
40
60
916.5
917.0
917.5
918.0
918.5
Intensity (a.u.)
W
av
el
en
gt
h 
(n
m
)
Time (T
SAW
)
Figure 4.1 – Stroboscopic measurement of the sinusoidal variation of the mode wave-
length at fSAW = 414 MHz and PRF = 32 dBm.
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Figure 4.2 – Extracted mode position and FDTD simulation of the spectral shi for
lSAW = 28a and ASAW = 1.9 nm.
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of the unperturbed cavity of Q0  5000. At these times, the deformation of the
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Figure 4.3 – Q-factor change extracted from the measurement in Fig. 4.2. The nom-
inal Q-factor variation depends on the temporal resolution of the stro-
boscopic measurement denoted by t. FDTD-calculations exhibit a small
Q-factor variation < 6% (red line).
cavity and the Q-factor variation should be minimum according to the simulation.
e additional broadening of the mode is an artifact of the time-integrated strobo-
scopic measurement. e timescale of the experimental setup and radiative decay
processes define the maximum temporal resolution t of the measurement. ese
resolution limitations stem from the laser pulse duration and the Purcell-enhanced
radiative decay of the QDs. e time dependent spectral shi-rate of the mode is
given by: dlcdt
 = 2pfSAWA0jcos(2pfSAWt)j (4.1)
A0 is 50% of the spectral tuning range. e spectral shi of the mode within the
temporal resolution t will additionally broaden the measured lineshape. Con-
sequently, for a high spectral shi rate the mode will appear spectrally broad-
ened compared to times of a low rate within the SAW period. On small timescales
< TSAW/4 a linear interpolation is valid and gives the resulting broadening dlc:
dlc 
dlcdt
 t (4.2)
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With theQ-factor of the unperturbed cavityQ0 = lc,0/dlc,0 the nominalQ-factor
modulation is:
Q Q0
Q0 =
 dlc
dlc,0 + dlc
(4.3)
e full expression ploed in Fig. 4.3 is:
Q Q0
Q0 =
 2pfSAW A0jcos(2pfSAWt)jt
dlc,0 + 2pfSAW A0jcos(2pfSAWt)jt
(4.4)
e maximum time resolution of the setup determined by the laser pulse duration
t = 90 ps results in the nominalQ-factormodulation ploed in green (Fig. 4.3. e
experimentally acquired variation of the Q-factor is well described by t = 140 ps
which includes the Purcell enhanced radiative decay of QDs coupled to the mode
of  50ps. As a results, the broadening of the mode in Fig. 4.2 can be justified
by the temporal resolution of the experimental setup. e Q-factor of the mode is
maintained.
At higher SAW frequencies and higher tuning rates jdlc/dtj the effect of this ar-
tifact becomes more pronounced. Consequently, using this stroboscopic measure-
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Figure 4.4 – Stroboscopic measurement of the mode at t = 0.25TSAW and t =
0.75TSAW at fSAW = 850 MHz and PRF = 28 dBm. An artifact of the
tuning causes the asymmetric lineshape. The cavity mode without the
SAW is ploed in black.
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ment at fSAW = 850 MHz results in asymmetric lineshapes. In Fig. 4.4 measure-
ments of the mode at t = 0.25TSAW and t = 0.75TSAW are ploed. Here, the slow
QD decays contribute to the PL signal which broadens the mode along the tuning
direction of the mode.
e sinusoidal shi of the mode is equally well resolved for low and high RF pow-
ers. Fig. 4.5 depicts the mode shi with increasing RF power 5 dBm  PRF  29
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Figure 4.5 – Stroboscopic measurement of the mode shi at fSAW = 415MHz (P0 = 5
dBm) with incremental increase of the RF power by DPRF = 2 dBm aer
each SAW period (white line).
dBm. e RF power is increased aer each SAW period by DPRF = 2 dBm.
e spectral tuning rate Dlc exhibits the same increase observed in the power-
dependent time-integrated measurements confirming the linear increase µ pPRF
(see. Fig. 2.8).
e stroboscopic measurements reveal an important property of the QDs inside
the photonic crystal nanocavity. As described in Chap. 1.2, the spectral lifetime
of the QDs decreases substantially due to the Purcell effect when spatially and
spectrally coupled to an optical mode. On the other hand, when the QDs inside
the cavity are being decoupled from a mode the absence of photonic states inside
the photonic bandgap causes the lifetime to increase (see Fig. 4.6. e mode ob-
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served in the spectra of the time-integrated PL measurements originates from the
enhanced extraction efficiency from the QDs coupled to the mode. e decay of
QDs not coupled to the mode is inhibited and returns a weak PL-signal. e rise
of the extraction efficiency by coupling the emier to a microcavity can be more
than an order of magnitude[98]. e mode resonance wavelength will oscillate
due to the mechanical deformation of the membrane by the SAW. As a result, the
QDs spectrally within lc,0Dlc/2will eventually couple to the mode during the
SAW period. Aer an initial slow decay with a spectral lifetime of several ns[20]
the decay rate will increase (see next chapter for time-resolved measurements).
Hence, every QD spatially coupled to the mode within the spectral tuning range
is expected to cause a strong signal due to the Purcell-enhanced extraction effi-
ciency with in the first SAW period aer excitation. Instead of a well-resolved
mode at lc(t) in the time-integrated spectrum of the stroboscopic measurements
a band of high PL intensity with the width of Dlc would be observed. Clearly,
this is not the case as the spectral oscillation of the mode is well resolved. e
presented stroboscopic measurements support the conclusion that the QDs spec-
trally not overlapping with the mode at the time of excitation emit into the mode
via non-resonant QD-cavity coupling. Non-resonant coupling and its mechanisms
have been under controversial discussion in the recent years. e fast dephasing
of the QDs is thought to be mediated by the emission or absorption of acous-
tic phonons[99]. Other contributions discussed are Coulomb scaering[100] and
transitions between excited multiexciton states[101].
Overall, the presented time-integrated experiments established excellent qualities
of the surface acoustic tuning mechanism for solid-state cQED experiments. With
a demonstrated spectral tuning range of 1.5 nm, the SAW can dynamically couple
and decouple the nanocavity mode to a single QD. Moreover, by changing the
sample temperature the initial mode wavelength in respect to the QD is set. us,
full control of the spectral overlap, the coupling strength and the tuning rate is
gained. e mode tuning rate jdlc/dtj determines how long the mode strongly
couples to the QD. is rate is also controlled by the RF power applied to IDT
which determines the spectral tuning range as confirmed by RF power-dependent
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measurements. Additionally, the SAWacoustic wave does not degrade theQ-factor
significantly. Only minor variations within a few percent occur. is property is
very important since a high-Q of the cavity is a prerequisite for the strong coupling
regime.
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4.2 Time-resolved experiments
In Chapt. 2.2, the properties and effectiveness of the photonic SAW-based tuning
scheme are demonstrated and investigated in time-integrated experiments. In the
previous chapter, phase-resolved stroboscopic measurements [75] confirmed the
FDTD-simulated dynamics of the mode. e time-resolved dynamic change of the
emier-cavity-coupling will be the subject of this chapter. Time-correlated sin-
gle photon counting (TCSPC) measurements using a fast photon detector disclose
the nature of the QD decay, i.e. slow decay and fast Purcell-enhanced decay. Its
manipulation is demonstrated by spectrally changing the mode wavelength with
the SAW. is tuning mechanism could be used to create a deterministic single-
photon source emiing with an arbitrary pulse period, i.e. at the period of the
surface acoustic wave. Moreover, by shiing the event of the exciting laser pulse
within the SAW period the time resolution of the TCSPC measurement can be
improved.
e presence of a photonic crystal material and a cavity has a great impact on the
local density of optical states. e spectral decay characteristics of InAs QDs at
different positions on the PCM are presented in Fig. 4.6. e spectral lifetimes es-
tablished from these measurements are given in Tab. 4.1. Fig. 4.6(a) shows the mo-
InAS QD environment t/t1 [ns] t2 [ns]
bulk GaAs 0.63 0.01 N/A
L3 cavity 2.94 0.19 0.19 0.01
photonic crystal 3.78 0.06 N/A
Table 4.1 – Spectral lifetimes of InAs QDs extracted from the decays shown in Fig. 4.6
(a),(c) and (d).
noexponential decay of a QD inside the unpaerned GaAs resulting in a spectral
lifetime of t = 0.63 0.01 ns. is plot also shows the Instrument Response Func-
tion (IRF) of the experimental setup (see appendix). Main contributions to the IRF
are the laser pulse duration of 90 ps and the time resolution of the avalanche photo
diode (< 50 ps) and the photon counting system (32 ps). For the fit curves shown
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Figure 4.6 – Time-resolved decay transients and fits deconvoluted from the instru-
ment response function (IRF): (a) QD on the unpaerned GaAs also
showing the IRF, (b) PL spectrum indicating the spectral position of
the measurements shown below, (c) Purcell-enhanced decay of QD cou-
pled to cavity mode, (d) slow decay of QD spectrally inside the photonic
bandgap (PBG).
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in this figure the IRF is deconvoluted from the decay curves. Fig. 4.6(b) indicates
the spectral position of the detector for the measurements below. For Fig. 4.6(c) a
decay transient is recorded spatially at the center of the cavity and spectrally at the
mode wavelength. Here, the decay characteristics are described by a biexponential
decay. e fast decay with a spectral lifetime of t2 = 0.19 0.01 ns is the Purcell-
enhanced decay. When weakly coupled to a cavity an increased number of optical
states becomes available to the quantum emier increasing the emission rate by
the Purcell-factor Fp = 3Q4p2VMode (Q: quality factor; VMode: mode volume; see Eq.
1.10 in Chap. 1.2). A comparison with the spectral lifetime of the QD in the un-
paerned GaAs yields an increase of the recombination rate by a factor of Fp > 3.
e long time constant t1 = 2.94 0.19 ns of the biexponential decay originates
from QD decays which are not spatially coupled to the cavity [20]. e lifetime
increases drastically if the QD is inside the photonic bandgap. As described in
Chap. 1.3, no optical states are available to the emier since the photonic density
of states is zero inside the bandgap [31]. is reduces the spontaneous emission
rate significantly resulting in a long spectral lifetime of t = 3.78 0.06 ns (Fig.
4.6(d)).
Figure 4.7 – The diagram shows the range of the two important parameters of the
time-resolved experiments. The excitation time of the InAs QDs within
the SAW period texc and the detector wavelength ldet. As the SAW tunes
the mode wavelength lc(t) a QD couples to it if lc(tcouple) = lQD.
In the following time-resolved measurements, two parameters are controlled to
investigate the dynamic coupling of the mode and a QD: the observed wavelength
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of the fast detector ldet and the occurrence of the laser pulse in respect to the be-
ginning of the SAW period, i.e. the excitation time texc. e diagram in Fig. 4.7
shows the sinusoidal course of the mode lc(t), i.e. how the surface acoustic wave
tunes the mode wavelength lc. e spectral position of quantum dot QD1 is at
the most red-shied wavelength of the mode at lc(t = 0.25TSAW) = lQD1. A
QD will have a long spectral life time due to the photonic bandgap effect unless
lc(tcouple) = lQD. us, if the detector wavelength ldet is set to lQD1 an increased
photon count will be registered at time t = 0.25TSAW. In that instance the sponta-
neous emission rate will be Purcell-enhanced as QD1 and the cavity mode couple.
A quantum dot at a maximum of lc(t) will couple once to the mode every SAW
period. antum dot QD2 does not coincide with the most blue-shied position
of the mode at lc(t = 0.75TSAW). Consequently, QD2 couples to the mode twice
during the SAW period at times t2 and t3.
Figure 4.8 – The Purcell-enhanced decay will take place during the SAWperiod when-
ever the coupling condition lc(tcouple) = lQD is fulfilled. This decay is
delayed by Dt aer the excitation at texc within the SAW period unless
tcouple = texc: Dt =
h tcouple texc
TSAW

modulo 1
i
TSAW. For a laser pulse at
texc = 0.35TSAW and a QD coupling to the mode at t = 0.25TSAW the time
interval between excitation and coupling condition is Dt = 0.9TSAW.
In the following measurements, the wavelength ldet of the fast detector is set to
a wavelength within the spectral tuning range of the mode, e.g. ldet = lc(t =
0.25TSAW). e decay rate measured by the detector will be Purcell-enhanced and
fast when the mode overlaps with the emier observed at ldet. e decay will
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be slow due to the photonic bandgap effect for the mode being spectrally detuned
from ldet. As illustrated in Fig. 4.8 the sample can be excited at an arbitrary excita-
tion time texc during the SAW period. For tcouple = 0 TSAW the mode is spectrally
overlapping with the emier at the beginning of the SAW period. For texc = tcouple
the Purcell-enhanced decay will occur right at the moment of excitation. At other
times it will take
Dt =
 tcouple   texc
TSAW

modulo 1

TSAW (4.5)
for the mode to be tuned to the emier and the spontaneous emission rate in-
creases.
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Figure 4.9 – Decay transients recorded at ldet = lc(t = 0.25TSAW) = lc,0 + 0.6 nm.
The decay transient in black is recorded under the influence of a surface
acoustic wave (fSAW = 850 MHz, PRF = 25 dBm) with texc = 0.75TSAW.
The transient in red is a reference measurement recorded without SAW.
Fig. 4.9 shows the dynamic coupling betweenQD and cavity at a rate of fSAW = 850
MHz at PRF = 25 dBm and a reference measurement without SAW. As in the stro-
boscopic measurements in the previous chapter, the SAW frequency is an integer
multiple of the arbitrary laser repetition rate, i.e. the time of the laser pulse is fixed
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in respect to the SAW period. Here, the excitation time is set to texc = 0.75TSAW.
e unperturbed cavity mode wavelength is at lc,0 = 913.8 nm and has a Q-factor
Q = 3700. e detector is spectrally set to record at ldet = lc,0 + 0.6 nm which is
the most red-shied spectral position of the mode, i.e. lc(t = 0.25TSAW). Aer the
laser excites the sample the decay of the reference measurement without SAW (red
transient) shows a monoexponential slow decay of QDs in the photonic bandgap
since the mode is at lc,0 and stationary without the SAW.e QDs have a spectral
decay time of t = 0.90 0.03 ns. When the SAW is generated the mode spectral
position is oscillatingwith a period of TSAW = 1180 ps. Initially aer the laser exci-
tation, the decay rate is equal to the reference measurement without SAW, i.e. the
spontaneous emission is being suppressed. Aer Dt = 0.5TSAW the spontaneous
emission rate increases drastically exceeding the intensity at excitation time due to
themuch higher extraction efficiency. For a time interval of 300 ps, the emission
rate is high as a large number of optical states is available since the mode is spec-
trally overlapping with the emiers. is time interval is in good agreement with
the fast decay of the biexponential decay but also depends on the spectral width
of the mode and its tuning rate jdlc(t)/dtj. e measurement demonstrates that
a spectral oscillation of the optical mode using the proposed SAW tuning mech-
anism offers a way to clock the fast recombination of a QD, i.e. the efficiency of
the emier as a single photon light source [32] at a defined frequency. By electri-
cally driving the QD single photon emission ([102],[82]) on-wafer fabrication and
full integration for quantum encrypted communication applications products are
achievable.
Aer the mode becomes spectrally detuned from the observed QDs, the rate of
spontaneous emission decreases and returns to a value comparable to the refer-
ence measurement without SAW. e photon count is lower though due to the re-
duced number of excited QDs aer the fast Purcell-enhanced decay. At Dt = TSAW
and Dt = 2TSAW aer the first coupling of the mode additional peaks of the pho-
ton count are registered. Assuming that all QDs which were spectrally coupled
to the mode have emied into the mode at the first coupling this increase results
from a decrease of the optical confinement of the cavity. is accounts for the
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small variation of the Q-factor of the mechanically deformed membrane in the
FDTD simulations and time-integrated measurements. Additionally, a lower ver-
tical confinement of light in the cavity could increase the collection of photons.
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Figure 4.10 – Decay transients recorded at ldet = lc(t = 0.25TSAW) = lc,0 + 0.9 nm,
lc,0 = 913.9 nm, Q = 3800. The SAW frequency is fSAW = 850 MHz at
PRF = 30 dBm and TSAW = 1180 ps
Detecting the photon emission at ldet = lc(t = 0.25TSAW) and exciting the QDs
at texc = tcouple = 0.25TSAW should result in a Purcell-enhanced recombination
rate at the time of the laser pulse. is is shown in Fig. 4.10 for a SAW frequency
fSAW = 850 MHz. e comparison of the decay transients for excitation times
texc = 0.25TSAW and texc = 0.75TSAW yields that the state of spectral overlap are
spaced by TSAW/2 in time. emeasurement shows conclusively that the SAW can
couple and decouple the cavity mode to and from a QD within the SAW period. It
also demonstrates that the time of the resonance condition can be arbitrarily set
within the SAW period.
is demonstration is extended in the measurement shown in Fig. 4.11. Here,
decay transients are recorded at ldet = lc(t = 0.25TSAW) while sweeping the
excitation time texc over the SAW period TSAW = 590 ps. For texc = tcouple =
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Figure 4.11 – Sweeping the excitation time texc over the SAW period TSAW = 590 ps.
Decay transients recorded for ldet = lc(t = 0.25TSAW) = lc,0 + 0.6
nm, lc,0 = 917.0 nm, Q = 2300 for fSAW = 1704 MHz and PRF = 32
dBm.
0.25TSAW, a strong luminescence signal resulting from an increased recombination
is recorded at t = 0 ps and at integer multiples of TSAW. e signal is well resolved
for four SAW periods. As texc is swept over the SAW period the time delay for the
mode to overlap with the emier changes as described in Eq. 4.5. Consequently,
when exciting the sample at texc = 0.75TSAW the increased recombination rate is
measured Dt = 0.5TSAW later. Hence, a periodical increase of the recombination
rate is observed, the onset of which can be controlled via the excitation time.
As the temporal resolution of the TCSPC measurement of the QD decay improves
aer the exciting laser pulse this temporal shi of the spectral overlap can be used
to improve the temporal resolution of fast recombination events. When the de-
tection wavelength is set to neither lc(t = 0.25TSAW) nor lc(t = 0.75TSAW),
emiers are observed which experience a spectral overlap with the mode twice
during the SAW period as depicted for QD2 in Fig. 4.7. Additionally, for ldet <
lc(t = 0.25TSAW) the tuning rate of the mode jdlc(t)/dtj is higher. Both mea-
surements with texc = 0.1TSAW and texc = 0.6TSAW in Fig. 4.12 exhibit two peaks
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Figure 4.12 – Decay transients recorded at ldet = lc + 0.3 nm exhibit two recombi-
nation rate maxima during TSAW. lc = 922.2 nm,Q = 5000, fSAW = 850
MHz, PRF = 25 dBm.
of Purcell-enhanced emission rate spaced by 0.3 TSAW in the first SAW period
(TSAW = 1180 ps). In the transient recorded with texc = 0.1TSAW the first peak is
not well resolved. Here, the time resolution is low due to the width of the laser
pulse of tlaser = 90 ps. As the mode overlaps with the QD 0.3TSAW later a sharp
peak with a width of < 130 ps is resolved. For texc = 0.6TSAW the measurement
features two sharp peaks. Both measurements demonstrate an increased temporal
resolution by delaying the spectral overlap from the excitation of the system. Ad-
ditionally, these measurements prove that the SAW tuning mechanism is capable
of decoupling and coupling the mode to a QD within a time interval that is shorter
than the Purcell-enhanced decay of t2  200 ps. Moreover, manipulation within
the inherent timescale is shown.
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Integrated optics, i.e. on-chip photonic devices can consist of a network of coupled
cavities as demonstrated in [103],[104],[105]. Here, presentation of FDTD simula-
tions of such a coupled system is intended as an outlook to further demonstrate
the potential of the SAW control for planar photonic networks. In a simple config-
Figure 5.1 – Schematic of two L3 cavity separated by a single airhole barrier.
uration two L3-cavities are separated by a single airhole (see Fig. 5.1). Due to the
lateral proximity energy transfer between the cavities is possible. e cavities are
coupled in the case of matching resonance frequencies. e energy can be fully
transferred between the cavities as shown by the calculated electric field amplitude
for cavity C1 and cavity C2 ploed in Fig. 5.2. e energy transfer is limited by
the optical confinement of the cavities which exhibit a Q-factor of Q = 1100. e
energy is alternately stored in a symmetric (MS) and antisymmetric (MA) super-
mode. Consequently, the simulated spectrum shows two modes with lMS = 948.1
nm and lMA = 949.1 nm. As a result of the cavity coupling the modes are delocal-
ized over the area of both cavities. e lateral distributions of the electric field are
shown in Fig. 5.3. e tuning of the cavity resonances are calculated for the pho-
tonic crystal being deformed by a surface acoustic wave with lSAW = 8a which is
twice the distance between the two cavity centers. At t = 0TSAW and t = 0.5TSAW
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Figure 5.2 – Absolute electric field amplitude jEy(t)j in cavity C1 (black) and cavity
C2 (red) from FDTD simulations. The energy is exchanged between the
coupled cavities limited by the losses of the cavities.
a node of the sinusoidal deformation is exactly between the two cavities. As a re-
sult, one cavity is compressed whereas the other is extended and vice versa. is
asymmetric deformation results in non-identical cavities and decouples the two
cavities. Only at t = 0.25TSAW and t = 0.75TSAW both cavities are equally de-
formed restoring the cavity coupling. Fig. 5.4 shows that only in these situations
two modes are found in the calculated spectrum. At any other time the spectrum
only features a single mode. Consequently, the surface acoustic wave can be used
to couple, decouple and re-couple two cavities within half of the SAW period.
e previous chapters have demonstrated in time-integrated and time-resolved ex-
periments that the optical mode of photonic crystal nanocavity is tuned spectrally
due to the mechanical deformation of the membrane by a coherent beam of electri-
cally generated acoustic phonons. Using this approach, it is possible to reversible
manipulate the coupling strength of a QD-cavity system within the period of the
surface acoustic wave. e dynamic coupling and decoupling of the cavity mode to
the observed QDs has been successfully demonstrated within < 130 ps. Previous
tuning approaches have to be considered static compared to the spectral lifetime
of the quantum emiers. Moreover, it has been shown that the cavity can be spec-
trally tuned over the range of 1.5 nmwithin this time interval. is corresponds to
112
5 Outlook and conclusion
(a)
(b)
Figure 5.3 – Calculated spatial mode profilesEy(r) of the delocalized supermodes: (a)
symmetric mode Ms, and (b) asymmetric mode Ma
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Figure 5.4 – Simulated spectra of the resonances in cavity C2 for a photonic crystal
membrane deformed by a SAW, lSAW = 8a.
more than 13.5 times the spectral linewidth of the unperturbed mode. In addition
to the fast tuning rate and effectiveness the SAW tuning mechanism has proven to
preserve the quality factor of the mode.
Naturally, subsequent experiments will investigate the coherent control and prob-
ing of non-classical states of light created by strongly coupling a single InAs QD
to a high-Q L3 cavity. e FDTD domain calculations show that efficient control
of the coupling can be exerted at a rate of more than 23 GHz. is SAW frequency
exceeds the emier-photon coupling rate of 18.4 GHz observed in [18]. Clearly,
this is faster than the energy transfer between the dressed states jg; 1i and je; 0i.
Such fast manipulation is not an adiabatic change of the coupling strength. It is
expected that this fast driving of the system creates entanglement. Another essen-
tial experiment is to control the photon blockade in the strong coupling regime.
As described in Chap. 1.2, the probability of the coupled QD-cavity system to ab-
sorb another photon at the energy h¯wc + g0 vanishes. Transmission of signals via
a network of interconnection optical waveguides and cavities can be controlled by
manipulating the coupling strength of QD and cavity by fast spectral detuning of
the cavity mode with SAW.
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6 Appendix: Experimental setup
and sample fabrication
6.1 Experimental setup
e setup used in the experiments described is displayed schematically in Fig. 6.1.
e experimental setup can be divided into two functional building blocks. e
first block makes up the optical setup consisting of the laser, filters, spectrometer,
etc. e second block includes the necessary equipment for the generation of the
SAW and its synchronization with the laser pulses. e sample is thermally cou-
pled to an evacuated (10 6 mbar) continuous helium flow cryostat (ST-500, Janis
Research). e experiments are performed at a sample temperature T = 7.5 K in
order to assure a high occupation probability of charge carriers in the QDs and
to minimize non-radiative decay processes. Charge carriers are non-resonantly
excited in the weing layer (see Chap. 1.4) by a pulsed diode laser (LDH-P-850,
Picoant) emiing at lLaser = 855 nm. e laser pulses have a pulse width of
t = 90 ps. e laser repetition rate is either set internally by the laser controller
(PDL-800B, Picoant) or by an external trigger with a maximum rate of 80MHz.
e excitation light passes a narrow bandpass filter centered around the laser line.
e light intensity is measured via a 50 : 50 beam splier directing half of the
laser light into a power meter. A second beamsplier with dichroic properties di-
rects the laser light toward the sample while transmiing the collected light from
the sample to the spectrometer. A wide aperture objective lens (magnification 50,
numerical aperture 0.55) focuses the excitation laser and collects the light emit-
ted by the sample. For coarse alignment of objective lens relative to the sample
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Figure 6.1 – Experimental setup used for mPL-experiments. Important building blocks
around the sample inside the cryostat are the RF equipment for genera-
tion and timing of the SAW pulses and phase-locked optical excitation as
well as the dispersion and evaluation of the light emied by the sample.
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the cryostat is mounted on a micrometer positioning stage. To obtain finer spatial
alignment a XYZ-piezostage coupled to the objective lens is used. is alignment is
facilitated by a camera and awhite light sourcewhich can be coupled into the beam
path. Before entering the spectrometer most of the laser light is filtered out by a
long pass filter (cutoff wavelength 900 nm). Aer passing the 120 mm entrance slit
the monochromator (1200 lines grating) diffracts the light which is directed onto
a Si-CCD sensor array cooled with liquid nitrogen (Spec-10:2K, Princeton Instru-
ments) to obtain time-integrated spectral information with a spectral resolution of
70meV. Time-resolved information is obtained via an avalanche photodiode (APD)
which is connected to the spectrometer by an optical fiber. e APD (PDM 50ct,
Micro Photon Devices) is able to detect single photons with a timing resolution
of < 50 ps with a dead time of 70 ns aer each event. For time-correlated single
photon counting (TCSPC) the output of the APD is connected to a PicoHarp300
by Picoant. e instrument registers the time delay between the exciting laser
pulse and the detection event of a photon by the APD. is information is binned
and by repeating the excitation/decay process several times a histogram or trace of
the decay probability is obtained. e experimental setup, e.g. laser pulse width as
well as filter and fiber characteristics, is also contained in the recorded trace. is
contribution is measured separately by detecting the laser line with the APD. is
so-called Instrument Response Function (IRF) and the decay process to be analyzed
can be deconvoluted aer the measurement.
e second conceptual building block of the experimental setup consists of the RF
equipment for SAW generation and triggering of the SAW and the laser pulses.
Up to four IDTs on a sample are accessible by coaxial connectors on the cryo-
stat. e SAW frequency fSAW is generated by a RF signal generator (SME03, Ro-
hde& Schwarz) and amplified by a wideband coaxial amplifier (ZHL-4240W, Mini-
Circuits) by 38 dBm. Due to limitations of the amplifier the RF power of the signal
generator can be set up to  5 dBm resulting in a maximum power of PRF = 33
dBm. At such high powers a continuous SAW generation would lead to substantial
heat generation on the sample. is would in turn result in sample dri and more-
over in a red-shi of the QD emission and the resonance of the PCM nanocavity.
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is problem is widely mitigated by pulsing the SAW. e RF signal generator is
gated by an external control signal provided by a pulse generator (DG535, Stanford
Research Systems). e pulse repetition rate is typically set to a value of fPulse = 8
kHz. For the presented experiments the SAW duty cycle DCSAW, i.e. the ratio of
the time the SAW is generated in respect to the pulse period 1/fPulse was less than
1%. e pulse schme of SAW and laser is depicted in Fig. 6.2. e time delay
Figure 6.2 – The laser and RF signal generating the SAW are controlled depending on
the sample geometry and the PL detection site relative to two opposing
IDTs. This is necessary to avoid measurement of the cavity resonance
when the PCM is undeformed (t < a) or deformed by the SAW interfering
with its reflection (t > b). This pulse scheme is not to scale.
between the leading edges of the signals controlling the laser and the SAW gener-
ation is determined by the time the SAW propagates from the IDT to the PCM.e
SAW covers the distance from the IDT to the detection site in t = a (as indicated
in Fig. 6.2). Accordingly, the laser pulse delay has to be larger than a in order to
avoid measuring the undeformed PCM. Typically the delay was set to a+ 150 ns.
e laser is turned off before the SAW reflected by the IDT on the opposite side of
the sample interferes at the detection site at t = b.
As described above, the excitation laser was not operating in a CW. e laser was
pulsed with either 80 MHz or with fLaser provided by an external source (33250A,
Agilent) connected to the laser controller. Here, the DG535 pulse generator con-
trols a coaxial switch gating the input of the triggering signal. For stroboscopic
measurement as shown in Fig. 4.5 each 90 ps laser pulse has to be triggered at
a fixed time relative to the SAW period. e laser pulse frequency fLaser has to
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Figure 6.3 – Timing parameters and relations important for stroboscopic SAW-phase-
locked measurements: fLaser = fSAW/n (n = 1, 2, 3...) and the SAW phase
difference DF.
be an integer fraction of the SAW frequency to satisfy this condition as shown in
Fig. 6.3. Consequently, the sample is excited by each laser pulse at the exact same
SAW phase. By scanning the SAW phaseFSAW, the dynamics of the observed sys-
tem can be investigated with the benefit of acquiring the full spectral information
provided by the CCD.
e detection scheme has been successfully used and developed for probing QDs
and antum Posts. For an extensive description see [75].
6.2 Sample design
e sample layout is depicted in Fig. 6.4. On the sample the PCMs are arrange in
arrays. Each array features 30 PCMs spaced by 50 mm. A PCM array is centered
between a pair of IDTs with at a distance of 1650 mm. Each IDT consists of 80
finger-pairs with an aperture of 200 mm. e finger periods used for presented
measurements are 7.28, 3.64 and 1.82 mm. e cross-shaped alignment markers
were processed together with the PCMs. e markers serve to align the IDTs to
the PCM arrays.
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Figure 6.4 – Sample layout with six arrays of PCMs, IDTs and alignment markers:
PCM array period 800 mm, PCM period 50 mm, shortest distance IDT-
PCM 1650 mm.
6.3 Sample fabrication
Each sample was processed at two facilities. In a first step, the PCMs were fabri-
cated in the clean room facilities (the ”Nanotech”) of UC Santa Barbara. e IDTs
were processed in a second step at the University of Augsburg.
6.3.1 PCM processing
For fabrication of the PCMs operating in the spectral range of the InAs QD emis-
sion a resolution of a few nm is necessary. Consequently, paerning is not feasible
using UV light and is achieved by electron beam lithography. e PCM paern
is transferred to the wafer material using reactive ion etching. In order create
the free-standing membranes essential for good light confinement and thus high
Q-factors an undercut is performed by etching a sacrificial layer of AlGaAs with
hydrofluoric acid (HF). In Fig. 6.5 these steps are depicted.
e sample wafer material was grown by molecular beam epitaxy (MBE) in the
MBE-Lab of Pierre Petroff (UCSBMaterials Department) by either Hyochul Kim or
Tuan Anh Truong. On top of a bulk GaAs wafer, a layer stack was built consisting
of 150 nm of GaAs, 920 nm of Al0.7Ga0.3As and 134 nm of GaAs with embedded
InAs QDs. During the growth of the QD layer the wafer rotation was stopped to
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Figure 6.5 – Fabrication of PCMs in a three step process: Electron beam lithography,
reactive ion etching and HF etching of the AlGaAs sacrificial layer.
achieve a gradient of the QD density.
Aer verification of the optical properties of QDs and QD density by mPL an ap-
prox. 15 15 mm sized piece was cleaved from the wafer (the maximum write
area is limited by the sample holder of the electron beam lithography equipment
to 12 mm).
For electron beam (EB) lithography the sample was coated with a high resolution
positive electron beam resist (ZEP-520A) by the following these steps:
• Cleansing of the wafer piece under running deionized water for 30 s.
• Mounting on resist spinner and blowing dry with N2 while spinning at 3000 rpm.
• Covering the wafer with resist while not spinning.
• Spin coating the wafer for 40 s at 3000 rpm, ramp up 1000 rpm/s, ramp down
1500 rpm/s
• Baking the resist on a hotplate at 170 ºC for 120 s.
is results in a uniform coating with resist of approx. 400 nm thickness. e
final sample layout consisting of 6 PCM arrays and alignment markers (see Fig.
6.4) were then transferred four times to the resist by EB lithography using a JEOL
JBX-6300FS Electron Beam Lithography System. With an acceleration voltage of
100 kV a minimum spot size of 2 nm can be achieved. e write was performed
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using a 25 mm aperture and 100 pA write current. Subsequently, the resist was
developed by:
• Newly mixed solution of 1 : 1 methyl isobutyl ketone (MIBK) and isopropanol
for 65 s.
• Rinsing the sample in a newly mixed solution 9 : 1MIBK and isopropanol for 15
s.
• Blowing dry with N2.
e PCM paern is transferred to the wafer by an inductively coupled plasma-
reactive ion etch (ICP-RIE E640, Panasonic) using a reactive plasma created in an
atmosphere of BCl3, Cl2 and Ar. is process provides excellent isotropic etching
properties involving:
• Chamber cleaning: 50 ccm CF4, 40 ccm O2 at 800 W ICP source power for 10
min.
• Chamber preparation: 30 ccm BCl3, 50 ccm Cl2, 60 ccm Ar at 900 W ICP source
power and 200 W RF sample bias source power for 3 min.
• Loading of the sample mounted onto a 6” wafer using a thin film of vacuum oil.
• Etching process: 3 ccm BCl3, 5.6 ccm Cl2, 12 ccm Ar at 600 W ICP source power
and 72W RF sample bias source power for 125 s.
During the ICP etch ”Shipley Microposit Remover 1165” is heated to 80 ºC in an
aluminum bowl. e amount of oil under the sample is reduced by carefully mov-
ing the sample on the supporting wafer before the sample is placed for 10 min in
the resist stripper. Subsequently, the sample is rinsed with isopropanol and blown
dry with N2. e last remains of the resist are removed by an O2-plasma etch at
300 mT, 100 W for 10 s (PE-IIA, Technics).
For the undercut of the PCM layer the sacrificial layer is etched with HF wearing a
full face shield, acid resistant gloves and apron. e sample etched in a solution of
5 : 1 deionized water and HF (49%) for 30 s while moving the sample in the etchant
using inert tweezers. e etched process is stopped by holding the sample under
running deionized water for 30 s.
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6.3.2 IDT processing
e samples were further processed at the clean room facilities of the ”Lehrstuhl
ür Experimental Physik I” at the University of Augsburg. e preparation steps
include EB lithography of the IDTs and metalization with aluminum as well as
bonding the IDTs to the RF connectors of the sample carrier.
e wafer with the PCMs is cleaved into four pieces with six PCM arrays each
(see Fig. 6.4). In order to remove any oxide grown on the PCM layer the sample
is dipped in deionized water and then in a 1 : 3 HCL acid : H2O solution for 20 s.
e sample is rinsed with water and blown dry with N2. Subsequently the sample
is coated with two layers of EB resist by the following steps:
• On a hotplate heating the sample in a glass dish to 150 ºC for 5min to evaporate
any residual water.
• Cover the glass dish and to let the sample cool down to room temperature.
• Mount the sample onto the spin coater and blow with N2 while spinning.
• e sample is coated with 2 drops of EB positive resist PMMA 150K 4% while
spinning at 500 rpm. e spin coater is than accelerated to 5000 rpm for 30s
adding 3 more drops of resist in the first seconds.
• Bake the covered sample in a glass dish on a hotplate for 90 s at 190 ºC and let it
cool down to room temperature.
• Coat the sample with EB positive resist PMMA 500K 2% in the same fashion.
• Again bake the covered sample in a glass dish on a hotplate for 90 s at 190 ºC.
e two layers of EB resist are necessary to facilitate a clean li-off of the super-
fluous metal aer metalization.
e IDT paerns are then wrien into the EB resist using a Raith eLine 100 Elec-
tron Beam Lithography System. e IDT pads requiring less resolution are wrien
with a 60 mm aperture while the IDT fingers are wrien with a 30 mm aperture.
e acceleration voltage is 10 kV. Additional parameters are:
• Area step size 0.02 mm (30 mmaperture), 0.0936 mm (60 mmaperture), using write
field size 500.
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• Area dose 100 mAs/cm2
• e IDTs with a period of 1.82 mm are wrien in ”Line mode” with a line step
size of 0.005 mm and line dose of 280 pAs/mm using write field size 200.
e exposed sample is developed in a solution of 3 : 1MIBK and isopropanol for 30
s. e sample is then rinsed with isopropanol. Subsequently the sample is cleaned
in an O2-plasma etch at 500 mT and 200 W for 12 s to remove remaining exposed
resist. Another HCl etch for 5 s is intended to remove new oxide. e sample is
then metalized with 5 nm of Ti and 50 nm of Al via electron beam physical vapor
deposition at a current of 70 and 40 nA respectively.
For the li-off process, the sample is submerged in acetone for approx. 12 h. Due
to the sensitivity of the PCMs the use of an ultra-sonic bath is not possible. Most
of the metal is removed by agitating the acetone on the sample with a pipee.
Remaining metal shortening the IDT fingers was carefully removed with a single
hair of a fine brush aached to a pair of tweezers using an optical microscope.
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