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かを計算する必要がある (vonFrisch and Lindauer， 1956)。関えば、ハエはトンネルを飛ぶ擦に両側
の壁にぶつからないために、左右に見える壁の速度(オプテイカルフロー)がほぼ同じになるように、







































カップの位量はもはや0ではなく g'~こ移る(図 3 右下)。図から明らかなように、身体に対してのカッ
プの位量は網膜上の位置と視線方向の和
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た。彼辻代表的な論文、 Intelligencewithout Representations (Brooおう 1991)の中で、
1 believe that mobility， acute visioll alld the ability to carry out suvival-related tasks in 































幾侍学の式 {:二川1十一+82) (2.1) 
yニ Llsin 81 + L2 sin( 81十82)
fJ"ら需単に求まる。ここでL1とんは長さである。この関{系を、ヨボティクスでは}I慎キネマティクス

















一 fi2hγ乃2(♂2()肉1+61鳥2)612S註in61向2+ b1D鳥1う (2.3)
乃 =(f2+m24+m2fIT2COS82)U.1十 (f2÷m24)62十m2llT2628inO2十 b202
のことである。ここでιmhhO=1今2)は各リンクの始点回りに関する慣性モーメント、質量、童
心の位置である。また粘牲の島る場合を考えて、粘性項 (b101とb2(h)を入れてある9 関節に鵠くト






























































_...-画骨骨圃--， 一司崎.._.，" 'F.冶・ー司.._圃ト，p' 『、.._ふ， -.."'-
.. 除-
~ -~~ ，' ，a・・...-ー 'ーー 骨ー噛骨・・ー田崎噛 h 鴨暗唱・ー， ~ .







J 婦...- _， 
4 咽~，------ t"''"' _- ~ .岬4・F ，'J静.- ， _，" 一一._...~ _，・F
a・同'戸-""・_，-司.- -佳-昏.虐，.""- .; ・島、.-ー・ーー、，F ，'「， ， - ---"" -曹噛歯車ー ーー・・膚瞳・.
図 8:軌道の不定性:到達運動において、始めと終わりの姿勢を決定しても、それら老どう繋げるか
については無数の可能な経路がある。
皐 B c 































歩き方や走ワ方のパターンを説明した研究 (Srinivasanand Ruina， 2005)があるので、そちらも参照
されたいc
3.1 謹夏最小モデ、jレ(MinimumJerk Model) 
心理物理実験で得られた手先の軌道をみると、始点と終点を結ぶ滑ろかな軌道を取っていることが
わかる。たとえば、手先は二点を結ぶほぽ直線沿いに、徐々に速度を上げて、真中で速度の最大値を









が最小であることを提案した120 このモデル誌躍度最小モデル (Minimu辺 jerk田odel)と呼;まれる。
ここでtfは運動時間で、心理物理実験に合わせて決めるモデ、ルのパラメタである13。運動は t=Oに
て始点 (XQぅYO)から始まり、 tこりでま冬点 (Xlぅ凱)にて終わるものとする(二点間の到達運動)0この
評髄関数を科吟とポ吟について変分すれば、運動方程式(もしくはオイラ←ーポアソン方程式14)、





















































3.2 トルク変化最小モデル (MinimumTorque皿 ChangeModel) 



































図 10:実線は擢慶最/トモデ、yしからの、破線は心理実験からの、 (a)軌跡、 (b)軌跡に沿った速度、 (c)y-





C1'vlTCイfdt (+'f十三) (3.4) 
が最小になるように、到達運動が計雷されていると提案した。これがトルク変化最小モデ、ル(Minimum
to時間一changemodel)である。始点と終点が与えられたとき、運動方程式を制約条件として、










-手先にパネをつけたときに、バネにヲ!っ張られる方向に軌跡が出がること (Unoet al. (1989)、
図的。
運動方程式が線形の場合は、たとえば肩関節を国定して肘関館周りのみの運動を考えた場合(図 14


























図 11: トルク変化最小モデルによる軌道与)と速度形状(b，c，d，e，f)oUno et al. (1989)より許可を得
て転載。







Harris and ';Volpert (1998)は、筋肉や神経細胞の活動にある生物学的なノイズのもと、それらの
ノイズの影響を最小Lこするように裂達運動が計画されているだろうと提案した。同じように到達運動
を繰り返しているつもりでも、神経細腹や筋肉の反応、は試行毎に異なるので、微妙に異なる軌道が現















豆arrisand Wolpert (1998)の提案した最小分散モデ、ル (Minimumvariance model)15では、信号依
存荘ノイズの影響下で、日罪、点の居りで、の手先の分散を最小にすることを要請する。具体的には、運
動が終わってしばろくの時賠らの問、手先の目標点居りでの分散、





























15制欝理論で、は多少違った意味で最小分散制梅 (minimumv訂 i組 cecon七ro1)をいう現語を使うことがあるので、 Harris-
vVolpertのモデルには違う用語をあてがうのが本当はよいのだが、文献ではこの名前で呼ばれることが多いのでこの解説
論文でも最小分散モデルと呼ぶことLこする。最近では ¥Vo1pertら誌最小分散モデ、ルを含むより一毅的な理論的枠組みとし


































ている (Brysonand Ho， 1975)が、ここで述べる最小持問モデルと誌異なるものである。ここで、述べるモデルは、終端誤







tf =α+ blog 
























(saccade suppressio吋(Bridgernanet al.， 1975)と呼ぶ。
サッカードには、運動角度 (8f( deg))と運動詩問。f(rns))の聞に線形の関係
tf = 2.1ef十22 (4.2) 
が島る(図17右参照)。この関係は、天文学における恒星の主系列に散って、サッカードの主系列(rnain
sequence)と呼ばれる (Bahillet al.， 1975; Carpenterぅ1988)。
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C1'HT[tf; U(t);入;μ(t);0三t三tf+ら1 = tf 
I 1 rt f十tp I 
+入 IVf - J_~ I dt Var[D(t)ll 
I up Jtf I 
rtf十tp ~ 







Lyt At T l EE=4H(tp)÷(Xf-efxz)G(ty)(xf-Jffz) (4.8) 
二つのモデルパラメタ (Kうら〉と、タスクによ芯じて決められる拐期条件 Xi、終条件xf、および Vfを
決定すれば、唯一の未定変数は運動時間りとなる。したがってこの式を解け託、運動時間を決定す
ることができる。ここで、行列G与f)の定義は、
ftf ~ eA(tf-t) BBTεAT(tf-t) 







と定義した。また H(ら)詰 ，tf十tp r主





f BT eAT(tf-t)C-1(tf)(Xf一 εAtfxi)/F(t) (0三t< tf) 



































































図 15:lndex of di缶culty (log2 (2D / ~V) )の関数としての運動時居。{左)最'J¥時間モデ、}Vのシミュレー
シヨン結果、および、(右)心理物理実験の結果 (Fitts(1954)のデータよりプロットを作成)。実験結果
























































て、中心 (primaryposition， D = 0)から離れるサッカードは中心に向かうサッカードに比べて遅い
ことが実験的に示されている。実験結果 (Pelissonand Prablanc‘1988)との比較のため、サッカード

























50 1号 室号 謹号 4:号s議ccad録 Ampli怠Jde(語e醇
図 17:サッカード振幅の関数としての運動待問。(左)最小時間モデ、Jvのシミュレーション、および
(右)心理物理実験の結果 (vander Geest and Frens (2002)より許可を得て転載)。この実験結果は、
サーチコイル(ドット)とビデオによる思琢追跡{クロス)を患いて得られた。シミュレーションでは、
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図 18:サ、ソカード振幅の関数としてのピーク速変。(左)最小時間モデんのシミュレーション、およ





。f= 20)、そして (3)20deg (Di = -20うちニ 10)を考えた。要求される分散は、
Vf = (vV +可。f-Di))2 ( 4.12) 
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図 19:盟球の初期位置を変えたときの速変形状。(左)最小尋問モデルのシミュレーション、および










































































































Zk = HXk ートω (5.4) 






































惑を推定したとすると、誤差は運動時間に依ちず一定のはずで島るo vVolpert et al. (1995)の結果は、
脳が二つの'情報源を最適に程み合わせて身体状襲を誰定していることを明らかにしたのである。





Todorov and J ordan (2002)のモデルはその一刻である。
Todorov and Jordan (2002)では運動方程式;こ信号依存性ノイズとが作用している確率的な場合
Xk+1二 AXk+ B(Uk十とた)う (5.6) 
を考え、また状襲z辻車接観測できず感覚フィードバック告号z
Zk = HXk十 ωk、 (5.7) 
そ用いて推定する状況を考えた。
Todorov and Jord鉛 (2002)とTodorov(2005)では、感覚フィードパックが与えられたとき、次の
評{面関数、
1. _ N← 1 1 
GpBニElizFQNZfサエ(XkQぬ十UkR刈 I (5.8) 














九+1=A:h+Buk十Kk(Zk -H九) (5.9) 
で状態を推定する。さらにこの誰定置を用いて最適運動指令は、フィードパックゲインLkを推定値
土に掛けたもの、
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( (0-Bi)2¥ gi(O) = g(O -Oi) = exp ( -一士τl_J (6.2) 
¥ L(ア白 / 
とおくのがよいだろう。ここでσは関数gのチューニング轄を決めるパラメタである。国24で示した
ように、この計算論的モデルは運動中の感覚入力を無視したフィードフォワード型のモデ、ルで、ある G















































































(6.5) r=玄ゐ(e)= Dg(e) 























といった諺正を受ける。これより (k+ 1)-回目の試行では、 DはD(k十 1)= D(k)十ムD(た)となる。次





りgT(eCk))g(e(k+l))~こ比例していることが分かるむ図 27 では、 le(k+l) ーがた)1 = 90degを考えて、基
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図 28:8一方向を学習した場合における適応曲線。(左)モデルのシミュレーション、および(右)心理物







































































吉ー在 時45 0 45 君o 135 18号
Target dir念ctlon(de雪)
図 30:1ー ターゲ、ツトパラダイムにおける汎化曲線。{左)モデルのシミュレーション、および(右)心理
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。
図 31:1-ぅ2-ぅ4一、および 8-ターゲ、ツトパラダイムにおける未学習方向への況住曲線o (左)モデルのシ























































の神経活動を記録した研究を発表した (Pazet al.， 2003; Paz and Vaadia， 2004)。彼らは、サルにそ
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るかもしれない。到達運動に関王子する部位は、第一次運動野 (Primarymotor cortexぅ 1¥111)、前運動
野 (PremotorcortexラPl¥旬、補足運動野 (8upplementarymotor co首位句 8M)、頭頂運動野 (Parietal
motor cortex)、小身長 (Cerebellum)など復習の領野が知られている。そしてこれらの部位では基底関
数(もしくはチューニング関数と神経科学で呼ばれるもの)がそれぞれ異なる形をしていることが知ら
れている口第一次運動野と前運動野ではコサイン型が (Georgopouloset al.， 1982; Fu et al.， 1993)、





























































































といった疑問を答える心理物理実験を行ったのは、 RezaShadmehrのグ〉レー フ。であった (Brashers-
Krug et alぺ 1996:Shadmehr and豆olcomb，1997)。彼らはロボットアームを用いて速震に依存する
粘性外力場を生成し、被験者がどのように適応するかを調べたG その結果から、学習誌単一過程では
なく、異なる時間スケールを持つ援数遅程から成り立つことが示唆され、計算論モデルが提案されて









































































1 think that the highest cognitive functions are the results of an evolutionary thrust 
toward developing this ability to reorganize action according to unforeseen events. This 
abilityアrequiresdeveloping a memory of the past， the faculty for predicting and simulat-
ing the futureうandthe metafaculty in a wayラtomobilize al these capabilities rapidly雪
201-
田中宏和
because they must integrate with a pe主ception-actioncycle that sometimes lasts only a 





















































and 1¥おore(1979)‘Crassidis and Junkins (2004)など)をお勧めしたい。










九 (k= 1うえ・ 1 離散時間ステップ)と表したとき、運動方程式は以下のように書ける。













E[ごk]= 0う E[凶 ]=0ウ (A.3) 
また共分敢行列
E[ごたごI= flC， E[ωたωIl=flへ (A.4) 
をとると板定する。これらの共分散行列flC、口ωは既知とするD
現在の時刻(ステップkpこおいて、状態ベクトルの最遥推定植九と実際の値からの分散










九十1二 E[Axk十BUk十品]=A九十Buわ (A.8) 
右辺の九と Ukは知られているものと薮定したので、左辺の事話推定{直(九+1)を計算することがで
きる。ここでは、事前推定に関する量に~をつける。間諜に、九十1の、 九十1の周りでの分散も計算
することができて、 Xk-r1 九十1= A(九 九)+ Ck ~こ注意すれば、

























































































提案された、 unscentedフィルタと呼ばれる推定方法について解説したい(Julieret al.， 2000; Julier 
and Uhlmann， 2004)。この方法は、分布の代表点を上手にサンプリングすることで、少数{匿の点で比
較的信頼できる推定を行える。脳のモデリングの手法というよりは工学の推定問題の手法であるが、
脳のモデリングにも使われ始めていること(たとえばHamiltonand vVolpert (2002)ぅLiet al. (2009) 
など)、ここでまとめておくことは多少の役に辻立っかもしれないと期待する。
例として、一般的な非線形の運動方程式、
Xk+l = f(Xk) +ごたう 、?????
および罪線形の観測方程式
Zk = h(Xk) +ωゎ (B.2) 



































れ+1=九+1十 Kk+l(Zk十1一九十1) (B.9) 
ここで、九十1は観t&U量 Zk十1の事前推定値、 Kk+l泣カルマンゲインでまうる。この式を荊いて、詩刻
k+lにおける事後共分散行売は、
:Ek+1二主主1-Kk十ltk~l -主主1KL1+kk+IEZ三1KL1 、 、 ? ? ? ????????
となることが簡単な計算で示せる。ここで導入した共分敢行列、
2311三 E[(九十1九十工)(Xk+1-Xk+1)TjZl，・. ，Zk] 
主21三 E[(Zk十1-Zk+I) (Zk+l -Zk+l)Tlzr， ..ぅZk]














































さらに {Xk~l} を観減方程式 Zk+l 二 h(ぬ十1) 十州十1 をもちいて写せ託、
(B.17) 
の (2η 十 1)掴の点を得るc 図誌の中央から右の図で辻、 Xk+1から Zk十1の写{象を示したむ九十1と
EZZI を求めたときと同様にこれらの代表点 {Zk~l} から芝山
(i = 0う...2η)421 二 h(Xk~l)
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推定する、逐次的モンテカルロ法(SequentialMonte Carlo Method)である。詳細は、教科書 (Ristic
et al.う 2004)、もしくはオリジナルの論文 (Gordonet al.~ 1993; Kitaga、科 1996)を参照して欲しい。










九十1= f(Xkl Uk) (C.1) 
を考える。ここでぬ辻状慧ベクトル、包たは制御信号とする。評語関数は、離散時間ステップに関し
ての和、








の zを uの関数として解き、 J[u];を匂に関して陽な形に書き下すことができょう。そうすれば、あ
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/ N ¥ 
Vn[Xnl - min ('う:g(Xkパ勾)I 
包RラパLN ¥と;， } 
( / N ¥、
min { g(Xnl Un) + min I ): g(Xkl Uk) I > 
Un I Un+l，'" ，Un ¥ ~- I I 
主 ¥た=7るート1 J ) 
(C.5) 
右辺第二項は、定義により九十1[ね+1]二二九一1[f(xnぅ'Un)]であるから、
九(Xn)二臨in{g(Xn1 Un) +九+1[f(xn1 Un)]} (C.6) 





























ども、一言コメントをしたい。たとえば、強化学習の右名な教科書である Suttonand B紅白 (1998)
には、ダイナミックプログラミングについて以下の記述がある。
The term dynamic programming (DP) refers to a collection of algorithms that can be 
used to compute optimal policies given a perfect model of the environment as a三larkov
























九(P)= ~.mln { L(P， P')十九+1(P') } 







V4[H] = 0 (C.10) 
である。これから 1ステップ前では、
昭二 mi戸一+V4引九叫[
1ち令[F]=m凶i民立[悼4十l九主[HJ日J=ニこ 4 (C.ll) 
となる。さらに続けて、
印 i二血出[7+V3問 4+ V3[F]， 6 + V3[G]]二 8
ら[C]= min [3 + V3[E]ぅ2十九[F]ラ1+ V3[G] = 4 














J[{包}]二二X~QNXf 十三デ (XrQ内十 uiR山)ラ








川 fl=i4QNZf (D.3) 
になるo Bellmanの最適方程式を用いて、一つ前のステップN-lにおける cost-to-go関数辻
院v-l[XN-1] = 2忠:担叶型吋吋{~七(xtι5L一-lQN 件 1汁+u45 1タ舟lRN-恥んト一山…一」斗1サ)+片川山[X同Z町fi}
詑担引{~(いZ4ιι5lL一→ぬ1
十i向一1十BUN-1向 N (AXN-l十九サ (D.4) 
これはおN-1~こ関しても UN-1 に関しでも二次なので、 UN-l に隠して最小化したものは XN-l に関
して二次になり













同様の計算を繰り返すことで一般のステ、ソプk~こ関しても cost-to四go 関数は z の三次式になることが




Sk = Qk + ATSk+1 (A -BLk) (D.9) 
を得る。定義により SN二 QNである。
Lk = (Rk十BTSMB)-1BTSた十1A






となるっこのためLたはフィードバックゲインと呼ばれることもあるo Sk ~こ関する漸化式を終点 N
から始めて始点まで持間を逆向きに解くことで {Sklk 二 1f ・ • ，N}が求まり、さらにフィードパック
ゲイン {Lklk= 1γ ー . ，N}も決まる。このように最適化を最初のステッフまで操り返して得られた
cost-to-go関数 V1[Xl]辻、評価関数(D.1)の最小値でもある。















































は以下のようにして分かる。{雇分科ァ)(t ~三ァ三 tf) を与えると、
(E.7) 






? ????? 、 、





















qω2 円 1 円 w2 " 
L[x，土l=一土乙ーーが =-d--d {E.12) 
2 2 . 2 2 
と与えられる。ここで前笥と同様に土を制儲{言号uと見なした。ラグランジアンはzとuに関して二
次なので、 cost-to-go関数も xtこ関して二次の形
内ト mh jf bιL刷





一一ニ -=-Alx': 一一二 Alx
δt 2δz 
と与えられる。これをHJB方程式(E.6)に弐入して


















が得られる。 j_i/l(り)= 0の境界条件のもと M仰は簡単に解けて、
1VI(t) =川 an[ω(t-tf)] (E.17) 
となるo
I¥/l(t)が求まったので、 X(t)を求めるのも簡単である。 zのi詣たす微分方程式は
土二 u(t)= -l'~l(t) . x(t) =ωtan[ω(t -tf)] x(t)ぅ
なので、これを x(to)二 Xoの境界条件で解けば












KN-I[xN-1]三 ψ(XN-1，xf)= eKS(XN-1ぷN) ???
と、作用の指数関数としてかけるc ここでS(XN-1，XN)は始点と終点、を国定したときの作用の値、
rtN，X(tN )=XN 
S(XN-1， XN) = I dt L[弘司
JtN-1，X(tN-I)=XN -1 
(F.2) 
である。いま、終点は位置η に固定してあるので、 ψ(XN-1，XN)は実質的に XN-1のみの関数であ
るから、それを強諒するために KN-1[XN-1]と書くことLこする口
(N -2)ー ステップにおける位置XN-1かち終点までの遷移確率を計算するには、 ψ(XN-21XN-l)と
ψ(XN-l， XN)を接けて、中間位震である XN-1についてすべて和をとればよいから、
KN-2[XN-2] にdXN-1ψ(XN山 1)山 l，XN)
にdXN-1e*S(XN-2，XN-I) KN-1同 1] (F.3) 
となる。ここで KN-1iJ'ら KN-2が得られたことに注意して廷しい。同様に、ステップη での XniJ' 
ら終点、Xfへの遷移振幅Kn[xn]は、
Kふ]=に l:dXn+l'" dXN-1ψ川叶1) 川町-1，XN) 








Kn[xn} = (const.) x e*vn[Xn} (F.5) 
と書くことにすれぱ、式 (F.4)は、
I'C心






















Vn[XnJ = min {S(xn~ Xn十1)十九十I[丸十1]}
Xn十1
(F.8) 






















となる。ここでらは 10msとおくことにする。これらの式からトルクァ老消去すれば、 η 二 3とした
運動方程式(4.3)が得られる。また係数は、
(111111 α2二一十一十一‘ α1=一一÷一一一十一一
t1 . t2 . t3' ~ t1t2' t2t3 t3t1 
1 1 






I(} + b(}ニア (G.4) 
と書くことができる。ここで 1t士i震性モーメント、 bは粘性孫数であり、それぞれの値は 0.20kg.m矢
0.251培必':12/sと国定した。運動指令uからトルク?を与える式は二次のローパスフィル夕、
( 1 +ta :t) (1+寸)=u (G.5) 
を用いた。ここで九ニ30ms，te =40msを使った。これらからァを消去すれば、運動方程式 (4.3)で
η 二生とした式が得られ、 f系数は
b 1 1 
α3二十一十一‘
1 ta te' 
b 
α1二平三う
s = 2_ 
t3 
α2=zj;÷(t 寸)~
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