We develop an exact formalism to study how network architecture influences the transient dynamics of large dynamical systems in the vicinity of a fixed point. We show that for unidirectional networks the average dynamical response to initial perturbations is universal and only depends on a single parameter, encoding the average interaction strength between the individual constituents. We illustrate our results with numerical simulations of large systems with different types of disorder.
Introduction -Networks of interacting constituents [1, 2] appear in the study of systems as diverse as ecosystems [3] [4] [5] , neural networks [6] [7] [8] [9] [10] , financial markets [11] [12] [13] [14] , signaling networks [15] [16] [17] and many others [1, 2, 18] . Traditionally, a strong focus has been put on the issue whether such systems are stable or not at long times [19, 20] because stability is often associated to functionality, e.g., stable ecosystems or economies [21] . However, the short-time transient response to perturbations is less understood despite being of paramount importance for applications: for example, neuroscientists administer magnetic stimulations to the brain and observe different dynamical responses of electrical activity, which are believed to capture different connectivity states of the underlying network of neurons [22] . In many ecological systems, the asymptotic dynamics does not capture the typical time scales accessible in experiments [23] [24] [25] [26] [27] . In the context of epidemics, the initial time window before vaccinations become available, makes a crucial difference in limiting the extent of the outbreak [28, 29] .
A relevant question is how network architecture determines the early-time dynamics of large systems. For example (i) how long does a stable system take to return to its stationary state as a function of the network topology and interaction strength among its constituents, and (ii) how long does it take to realize that a seemingly stable system is unstable after all, and disaster is looming? In this Letter we develop an exact formalism based on random matrices and methods from disordered systems to address the early-time behavior of large dynamical systems with sparse topology.
Model setup -Consider N real-valued variables ζ i (t), which denote the state of an interacting system at time t. For example, they may represent the abundance of species i in an ecosystem or the activity of the i-th neuron in the brain. We assume that the system evolves according to a system of firstorder equations
for i = 1, . . . , N . Although the functions f i 's can be arbitrarily complicated, the dynamics can be linearized close to a stationary point ζ of the dynamics, such that f i (ζ ) = 0, to yield
where the N -dimensional vector y(t) = ζ(t) − ζ encodes deviations from the stationary state, and A ik = ∂fi ∂ζ k ζ is the corresponding Jacobian matrix. The spectrum of A -and in particular its eigenvalue with largest real part λ 1 -determines the fate of the system at large times: if Re[λ 1 ] > 0, the squared norm |y(t)| 2 diverges exponentially, whereas if Re[λ 1 ] < 0 the stationary state is asymptotically stable and |y(t)| 2 converges to zero. However, the early-time dynamics cannot be described in such simple terms and require completely different tools.
To study the early-time dynamics quantitatively, we focus on the response of the squared norm |y(t)| 2 to an initial perturbation y 0 . To consider generic y 0 , we average |y(t)| 2 over y 0 , a vector uniformly drawn from the sphere |y 0 | = , where quantifies the strength of the initial kick. Following [30] , the squared norm averaged over y 0 reads
where λ j 's are the eigenvalues of A, k | (|r k ) are its left (right) eigenvectors and T denotes the matrix transpose. From (3), one can see that the transient behavior is governed not only by the spectrum of A, but also by the non-orthogonality of its eigenvectors. Indeed, the eigenmodes can interfere constructively resulting in an initial amplification of the signal well before it eventually dies out [31] [32] [33] [34] [35] . If A is a normal matrix ([A, A T ] = 0) such transient behavior is absent because its eigenvectors are orthogonal [36] . However, non-normal matrices are prevalent in nature because asymmetry in the interactions is the simplest source of non-normality.
To grasp generic properties of large systems, it is natural to take A as a random matrix of pairwise interactions [5, 19, 37] and further average the squared norm (3) over the disorder
This setting has been considered in the literature before for systems with fully connected topology [30, 38, 39] . There, S(t) = lim N →∞ S N (t) does not depend on the fine details of the underlying ensemble but only on its spectral radius and thus enjoys a high degree of universality. In the large N limit, and for A = −µ1 + X/ √ N , with X having independent arXiv:1906.10634v1 [nlin.AO] 14 Jun 2019 identically distributed (i.i.d.) entries with zero mean and finite moments [30, 39] , S(t) reads
where ρ = max i |λ i + µ| is the spectral radius of X/ √ N and I 0 (x) is the modified Bessel function of the first kind. From the asymptotics I 0 (x) ∼ e x / √ 2πx it follows that the stability of the system is determined by the sign of ρ − µ.
In order to study how the network architecture affects the dynamics, it is necessary to go beyond the fully connected paradigm. In this Letter, we provide exact formulae for S(t) in cases where A encodes a sparse network structure with prescribed degree distribution as occurring in real systems [1, 40, 41] . The matrix element A ij will then be nonzero only if there is a directed link from node i to node j. We define the neighborhood ∂ j as the set of nodes that are connected to j and ∂ k \ j as the neighbourhood of k excluding j.
For sparse random matrices, certain spectral properties are universal, such as the eigenvalues with largest real part [42] , while others are strongly model-dependent, such as the spectral distribution [43] [44] [45] [46] [47] [48] [49] . While the former dictate the longtime stability of the system, the latter govern the dynamics at finite times, see (3) . Therefore, there is no a priori reason to expect universality in the dynamics of networked systems at short times. Surprisingly, as we show in this Letter, for a wide class of large networks the transient dynamics is universally governed by a combination of two relevant parameters. We obtain these results exploiting the cavity method from disordered systems [50] [51] [52] [53] [54] .
Integral representation -Equation (3) can be recast as
where we have set = 1, and we use a Dunford-Taylor integral [55] over a contour γ enclosing the spectrum of A. The first technical challenge is to rewrite the trace in a form amenable to the cavity method [46, 49] . We recast the trace in terms of the block-trace bTrB −1 as follows
j , the trace restricted to the upper left block. We can make further progress assuming that A represents a tree graph [56] .
Tree structure -In this case, it is useful to reshuffle the entries of the matrix B in (7) and group them together if they refer to the same link (i, j). In this way, B becomes a sparse matrix composed of 2×2 blocks and inherits the tree structure of the original graph. This reshuffling allows us to rewrite
in terms of the upper-left corner of 2 × 2 matrices G j (j = 1, . . . , N )
To compute G j we employ the Schur complement formula, which for tree structure takes the simplified form [cf. Eq. (62) in [49] ]
where
is obtained by deleting the rows and columns with index j and j + N in B, or equivalently by removing the j-th node from the tree represented by A. The network with the j-th node removed is sometimes called the cavity graph [45, 57] . Applying once again the Schur complement formula on the cavity graph, we obtain the following recursion formula [cf. Eq. (63) in [49] ]
which provides a closed system of equations on a tree. Hereafter, we write matrices A in the form A ij = c ij J ij for i = j, where c ij ∈ {0, 1} are the entries of the adjacency matrix of the underlying graph and J ij are bond strengths. For i = j, we write A ii = D i . Remarkably, the formulas above simplify for oriented matrices, where the underlying graph consists of unidirectional links such that c ij c ji = 0 for i = j. For oriented matrices, the last terms on the r.h.s. of (10) and (12) simplify considerably because their off-diagonal entries are zero. Therefore, Eq. (12) reduces to
while Eq. (10) reduces to
Comparing the r.h.s. of (14) and (16), we notice that if c jk = 0 and c kj = 0, then α (j) k = α k . This fact will play a crucial role when performing the disorder average. The equations above could be solved numerically on a fixed instance of a tree, but to make further analytical progress we consider an ensemble of large random locally tree-like oriented graphs. We say that a graph is locally tree-like if short cycles are rare and every finite neighborhood of a node will be a tree with high probability [1, 58, 59] .
Ensemble of locally tree-like oriented matrices -We consider adjacency matrices of weighted oriented random graphs having a prescribed degree distribution p deg (k in , k out ) = p deg (k in )p deg (k out ) with finite second moment. The mean connectivity c = k≥0 kp deg (k) is finite and larger than 1 to ensure that the underlying graph has a giant strongly connected component [60] . The bond weights {J ij } are taken as i.i.d. random variables with probability density function (pdf) p J (x) having finite moments, and the diagonal entries D i are i.i.d. random variables taken from a pdf p D (x) with compact support.
The spectrum of such matrices in the limit of large N may consist of both continuous and point-like components [49, 61] , which may include outliers. As derived in [42] , the boundary of the absolutely continuous part is composed of complex λ b solving
where r 2 = cJ 2 is the product of the mean connectivity c and the second moment J 2 =´dx p J (x)x 2 of the bond disorder, while the outliers λ isol are the solutions of the equation
that lie outside the continuous spectrum. Note that (i) outliers are always real, (ii) if J = 0, there are no outliers, and (iii) while the boundary of the continuous part and the location of outlier(s) are universal, the spectral density inside the boundary is non-universal and depends on the bond disorder [46, 49] .
Since the oriented matrices defined in this section are locally tree-like, the cavity formalism developed in the previous section applies. Moreover, we can take the disorder average of the equation (16) as all nodes are statistically equivalent, we obtain
Solving (19) for α and using (4), (6), (8) , and (15) we eventually obtain for S(t) = lim N →∞ S N (t),
which constitutes the main result of this Letter. Remarkably, we see that the transient behavior on oriented graphs is universal: once the diagonal disorder is fixed, everything depends only on the combination r 2 = cJ 2 .
It remains to perform the contour integral in (20) for some specific choice of the diagonal disorder. We present two simple examples with closed-form solutions: (i) fixed diagonal,
Case (i) -In this case, the integral (20) can be performed using residues. Changing variables z = z+µ and w = w+µ, we obtain
Quite remarkably, Eq. (21) for sparse oriented graphs and Eq. (5) for fully connected structures share the same functional form, and therefore the two models fall into the same universality class. Indeed, if J = 0, then r is precisely the spectral radius ρ of A (see (17)). Notice that for large t,
where the exponent in (22) is in fact equal to 2t max Re[λ b ] (see Eq. (17)). In Fig. 1 (top row) , we illustrate our findings with numerical simulations on oriented graphs with different p J (x), all sharing the same non-zero J. We observe three qualitatively different scenarios: (a) the system is both transiently and asymptotically stable (Re[λ b ] < 0 and λ isol < 0), (b) the system is transiently stable but asymptotically unstable (Re[λ b ] < 0 and λ isol > 0), and (c) the system is unstable (max Re[λ b ] > 0).
We remark that the theory in Eq. (20) is obtained by taking the limit N → ∞ at fixed time, while in the simulations we work with a fixed system size N and look at its time evolution. As a result, there will be a crossover time t (N ) -which diverges with N -after which the theory and simulations are expected to diverge. We clearly see this effect in cases (b) and (c) of Fig. 1 .
More specifically, for t t (N ), the contribution from the eigenmode with largest real part ∼ a N e 2tRe[λ1] (where a N is independent of t and vanishes for large N ) will dominate the sum in Eq. (3) in every single realization of the N × N numerical experiment. For instance, in case (b) the location of the positive outlier will always make the system eventually unstable for any finite N however large. This behavior is not captured by our formula (20), where the limit N → ∞ is taken before t → ∞, making a N vanish immediately. Instead in case (c) the leading asymptotics ∼ a N e 2tRe[λ1] should be contrasted with Eq. (22): while the exponential behavior is perfectly captured by our formula, the difference in prefactors (a N vs. ∼ 1/ √ t) will materialize at sufficiently large t leading to the observed discrepancy. For t < t (N ), we observe perfect agreement between theory and simulations, proving that the precise connectivity structure and the type of bond disorder do not matter, and only the combination r 2 = cJ 2 plays (17) and (18) , which here simplify as r 2 = cJ 2 = |λ b − µ| 2 and λ isol = cJ − µ. Bottom row: SN (t) for weighted oriented graphs with Poissonian connectivity with mean degree c = 2 and diagonal entries taken at random between −µ1 = −5 and −µ2 = −14 with equal probability (q = 1/2). The theoretical result for S(t) in Eq. (25) is provided in black solid line. Symbols denote numerical solution of the differential equation (2) for N = 5000, averaged over 25 initial conditions and 5 realizations of the underlying graph. Red circles stand for Gaussian bond disorder, blue triangles for uniform bond disorder, and green squares for Laplacedistributed disorder with the following parameters: (a) J = 2 and J 2 = 5, (b) J = 4 and J 2 = 17, and (c) J = 4 and J 2 = 32. In panels (b) and (c), the red dashed curves represent Eq. (23) with fitted values of parameters a = 1.1 · 10 −3 , b = 0.6 and a = 1.8 · 10 −4 , b = 4., respectively. For these parameters, we show schematically in the insets the location of the continuous part of the spectrum and the outlier (if present), according to formulae (17) and (18) . a role, as predicted by the theory. In case (a), theory and simulations are in perfect agreement at all times, and 1/(2(r − µ)) provides the typical relaxation time to stationarity.
In order to capture both the transient and asymptotic behaviors, we can modify S(t) by including the effect of the largest eigenmode asS
where a and b are two (albeit non-universal) fitting parameters. This is illustrated in Fig. 1 (b) and (c). We observe empirically that universality is broken after t (N ). Note that in the panel (b) the fitted exponent b ≈ λ isol , therefore the fit captures both the early-time and the asymptotic regimes. How-
because the asymptotic regime is reached at much larger times than plotted. This discrepancy stems from the fact that the spectral gap in (b) is finite whereas it tends to 0 as N → ∞ in (c). Case (ii) -In the case of bimodal disorder, Eq. (20) reads
where we use a geometric series representation of the inte-grand. The integral can be evaluated using residues [62] and the final result reads
in terms of a confluent hypergeometric function 1 F 1 . It is interesting to notice that S(t) can be split into three contributions, which have an appealing dynamical interpretation. The system consists of two sub-populations associated with relaxation rates µ 1 and µ 2 . Neglecting interactions between them, each of these two sub-populations would evolve in isolation according to Eq. (21), albeit with reduced connectivities qc and (1 − q)c, respectively. The first two terms in (25) describe precisely the dynamics of these two isolated populations. The third term instead describes their dynamical interference due to coupling. In Fig. 1 (bottom row) , we compare the theoretical formula (25) with numerical simulations, and observe a qualitatively very similar scenario as previously discussed for the case of fixed diagonal. In particular, the dynamics is universal up to time t (N ) for cases (b) and (c), and then theory and simulations diverge in a non-universal fashion. In contrast, for case (a) the agreement is perfect at all times. Discussion -We have presented a method to study the transient dynamics of a set of randomly coupled differential equations describing the behavior of a system in the vicinity of a stationary point. In contrast to previous approaches, we can study how the underlying network architecture affects the response of the system to initial perturbations. Interestingly, for systems with unidirectional interactions we obtained an analytical expression for the transient dynamics encoded in S(t), which quantifies the distance to the fixed point. We find that it is universal up to a characteristic time t (N ), which diverges with N : it only depends on a single combination r 2 = cJ 2 of relevant parameters characterizing the network structure, and on the diagonal disorder. Therefore, it is not possible to conclude anything about the fate of the system at large times by observing |y(t)| 2 only up to time t (N ). It would be interesting to explore how far this universality extends to other observables such as higher order moments and full distributions.
As a final outlook, we remark that our theory also applies to non-oriented graph, but it would be more challenging to derive as explicit results. The cavity method has also been extended to the case of networks with small cycles [63] [64] [65] [66] and it would be interesting to extend this formalism to these cases as well.
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