Any subset Q of the domain Q of a learning space K defines a projection of K on Q which is itself a learning space consistent with K. Moreover, such a construction defines a partition of Q having each of its classes defining a learning space also consistent with K.
Projections
As mentioned in our introduction, some knowledge structures may be so large that a splitting is required, for convenient storage in a computer's memory for example. Also, in some situations, only a representative part of a large knowledge structure may be needed. The concept of a projection is of critical importance in this respect. We introduce a tool for its construction.
2 Definition. We denote by K L = (K \ L) ∪ (L \ K) the symmetric difference between two sets K, L, and by d(K, L) = |K L| the symmetric difference between these sets. Let (Q, K) be a knowledge structure and let Q be any proper subset of Q. Define a relation ∼ on K by
Thus, ∼ is an equivalence relation on K. The equivalence between the right hand sides of (1) and (2) is easily verified. We denote by [K] the equivalence class of ∼ containing K, and
The inclusion graph of this learning space is pictured by the grey parts of the diagram of Figure 1 . The sets marked in black in the eight ovals of the figure represents the states the projection F |{a,d,f } of this learning space on the set {a, d, f }. Each of these ovals also surrounds the inclusion subgraph corresponding to an equivalence class of the partition F ∼ . This is consistent with Lemma 6 (ii) which states that there is a 1-1 correspondence between F ∼ and F |{a,d,f } . These eight equivalence classes are gathered into the four {a, d, f }-components:
F [{a,b,c,d,e,f,g}] = {∅, {c}, {c, e}, {c, e, g}}.
These four components are represented in the four rectangles in Figure 1 . By the Projection Theorem (ii), the three components distinct from {∅} are themselves learning spaces.
We show that we must have m = n and that the tight path (7) defines a tight path
lying entirely in K [K] . By definition of a tight path, we have L 0 L 1 = {p} for some p which
(2). By induction, the tight path (7) must be in [K] . Defining
Applying induction again establishes the existence of the tight path (8).
We introduce a general tool which will be instrumental in the next section.
10 Definition. Two knowledge structures (Q, K) and (Q , K ) are isomorphic if there exists a bijection f : Q → Q such that
The function f is called the isomorphism of (Q, K) onto (Q , K ). It is easily verified that if (Q, K) and (Q , K ) are isomorphic structures, then one of them is a learning space (resp. knowledge space) if and only the other one is.
Symmetric Expansions
The results and concepts of the previous section suggests a reverse operation. That is, starting from a learning space K on some set Q, we enlarge it to a learning space K on a set Q ⊃ Q, with Q = Q + Q such that the projection K [Q ] of K on Q is isomorphic to K. There are many ways of achieving such an 'expansion.' We deal here with a highly symmetric case, in which the pair (Q , K ) is a copy of the learning space (Q, K) which is meant to be the projection on Q of the learning space (Q , K ) under construction. This construction proceeds along the following steps:
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Suppose that |K| = |K | = m, with K = {K 1 , . . . , K m }.
We obtain then K [K ] = K for all K ∈ K (see Theorem 13 (iii)). We illustration this construction by an example.
11 Example. This construction is illustrated by Figure 2 . We start from the learning space L = {∅, {b}, {c}, {b, c}, {b, c, e}}
whose graph is pictured in grey in the bottom ellipse of Figure 2 ; the domain is thus P = {b, c, e}. We create the copies P = {b , c , e } and L = {∅, {b }, {c }, {b , c }, {b , c , e }} of P and L, respectively. We then define P = {b, c, e} + {b , c , e }. An examination of For another example, take M = {∅, {1}}, M = {∅, {1 }}; then M = {∅, {1}, {1 }, {1, 1 }}.
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phism Q → Q : q → q and K = {∈ K} for all K ∈ K . Define
The pair (Q , K ) is called the symmetric expansion of (Q, K) by (Q , K ). Note that as the symmetric expansion of a learning space (Q, K) can always be constructed by manufacturing copies of Q and K, an explicit mention of the ancillary learning space (Q , K ) may be omitted in some cases. The operation is not commutative. In fact, (Q , K ) will never be a symmetric expansion of (Q , K ).
13 Theorem. Suppose that (Q, K) and (Q , K ) are two isomorphic learning spaces such that Q ∩ Q = ∅. Then, the following facts hold.
(ii) The learning space (Q , K ) is the projection of (Q , K ) on Q .
(iii) All the Q -components of K are identical to K: we have
We omit the proof. We recall that Example 4 dealt with the partition of a knowledge structure F into eight equivalence classes which were gathered into four components. In the highly symmetric case of Theorem 13 all the equivalence classes are gathered into a single component which is the starting knowledge structure K itself.
Since the result of a symmetric expansion is a learning space, such a construction can be iterated at will. An example of a double symmetric expansion of the 'square' learning space S = {∅, {a}, {b}, {a, b}} is pictured in Figure 3 . It gives a learning space with 4 2+2 = 256
states. We denote by R = {a , b } the first copy of the domain R = {a, b} of S. This gives the domain R = {a, b, a , b } = R + R of the first expansion S of S. A new expansion {∅, {a}, {b}, {a, b}}, which is represented by the bottom square. Each of the grey rectangle frames one of the sixteen equivalence class of the partition of (S ) . The three ∅ symbols at the bottom of the figure stand for the empty set of the original learning space S and the two empty sets of the projections of the two expansions. Note that, with N = {∅, {a}} and using the notation defined by Equation (12), this graph also represents N 3 .
