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ABSTRACT 
The primary objective of this thesis was to develop techniques for publishing real-time 
data on a Local Area Network (LAN) using the two transport protocols, Transmission 
Control Protocol (TCP) and User Datagram Protocol (UDP). One of the main restrictions 
was that the Data Acquisition (DAQ) system, the server, which does time-critical 
functions, should not be interrupted as it sends the data to monitoring applications. I t  
was also desired that the monitoring applications, the clients, receive most of the 
published data. The two protocols, TCP and UDP, were evaluated using programs 
developed in C/C++ and compiled with the Visual C 6.0 compiler under Windows 2000. 
An ordinary TCP server software, developed in C/C++, published 100,000 1400 Byte 
TCP segments on a 100 Megabit per second (Mbps) LAN. An ordinary TCP client 
software was coded in C/C++ which read the published data. After reading 30,000 
segments, the client application paused for 5 sec and the effect of the delay on the 
server was analyzed. The procedure failed to satisfy the requirement not to interrupt the 
server because the server stopped publishing data during the delay period. A proposed 
solution put the server's publishing procedure into a separate thread thereby isolating 
the server application as a whole from any client interference. The results proved this 
approach to be successful. It was also found that the server can maintain one-server-to­
many-clients interaction if the bandwidth is reduced by the number of connected clients. 
Using UDP sockets, ordinary server and client applications were developed to evaluate 
the real-time performance of the standard UDP sockets as was done for the TCP 
sockets. The client recorded the percentage of datagrams successfully received. Though 
the client did not block the server, it did not always receive 100% of the published 
datagrams. The server, however, could use UDP broadcast and publish simultaneously 
to multiple clients without reducing bandwidth. To solve the delivery reliability problem, 
the approach implemented allowed the UDP client to detect and request a 
retransmission of datagrams that it loses. The improved UDP server had the ability to 
retransmit datagrams that are lost by its clients. It was determined that the server 
efficiently serviced retransmission requests from the clients for data rates up to 9MB/s. 
In cases where the client application was engaged in other activities beside reading data 
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from the server, an ordinary UDP client read 100% of all published data only at rates 
below 4 MB/sec, while the improved client read 100% of data up to 6 MB/sec. 
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INTRODUCTION 
One of the primary reasons for networking is the need for sharing data over the network 
among connected nodes or hosts. Applications on the host machines communicate 
with one another sharing data and information over the network or they communicate on 
the same host. Network applications use a form of communication known as the client­
server paradigm. The client is the application that actively initiates a contact while the 
application that waits passively for the contact is called the server. 
This thesis applies the client-server paradigm in solving a real-time problem. Given an 
embedded real-time data acquisition system that takes data and does time-critical 
processing, data logging, or other critical data processing, the processed data is also to 
be published on a Local Area Network (LAN) for periodic remote monitoring. We define 
the real-time system as the server, and the remote monitoring applications as clients. It 
is required that the server is never interrupted in executing its time-critical functions 
while it publishes the data. However, subject to this restriction it is also desired that as 
much of the published data as possible get to the client(s). 
Like most application programs, the clients and server applications need to use a 
transport protocol to share the published data. The Transmission Control 
Protocol/Internet Protocol (TCP/IP) suite comes with two main transport protocols. They 
are Transmission Control Protocol (TCP) and User Datagram Protocol (UDP). 
Transmission Control Protocol is a connection-oriented stream protocol with 
mechanisms that try to ensure a reliable service over the IP layer, which is not reliable. 
The peers at both ends of a TCP connection exchange state information so they can 
detect if the data they sent do not get to intended destination, when to do a 
retransmission, and so on. Much research has gone into making TCP reliable, so that 
TCP guarantees safe data delivery from one peer to another, independent of their 
physical location on the network. With TCP, data can be safely sent around the world, 
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but for the purpose of publishing data on the LAN without interrupting the server in its 
time-critical functions, TCP can be a challenge due to the following: 
1) Each connection cannot be safely terminated without mutual agreement between 
hosts. If any client accidentally goes offline, the server will block because TCP 
has been designed to guarantee that any data sent does get to its intended 
destination. 
2) If any client becomes momentarily unavailable, the server will block for the 
duration of this period. 
3) Significant system resources go into making the protocol reliable over wide area 
networks, including the internet. 
4) Because TCP is a stream socket, applications making 1/0 calls must make 
special effort to read or send all requested bytes since the function calls do not 
guarantee 100% results. A call to read 1400B may return 960 B only on the first 
call. Unless a second call is made, the remaining 440Bytes remain in the system 
buffer. This situation arises because TCP ensures that segments do arrive in 
sequence, so the remaining 440 which might have gotten lost , may be 
retransmitted with the next 1400B data segment sent. The result is two calls to 
read 1400B each may actually require three calls to read data segments of sizes 
960 B, 440B and 1400B. 
5) TCP has features like flow control and congestion control that are necessary for 
wide area networks like the internet but are not needed for the task at hand. This 
is because a LAN will not contain routers subject to and requiring data flow 
control. 
To use TCP for the application in this thesis, it must be made to run in a mode such 
that it does not block even if any client momentarily slows down or goes offline. To this 
end, a non-blocking model of TCP was explored. Using TCP in non-blocking mode 
ensures that function calls like to send and receive data return immediately on the 
server side without waiting. The server must also be made to discard data when its 
system buffer fills up with a backlog of unsent data due to a slow client. Otherwise the 
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host TCP will block the server from generating any more data and this will definitely 
interfere with the server's primary function. Another drawback to the connection­
oriented protocol is that it does not support a one-to-many connection. For the server to 
be able to publish data to more than one client, it has to establish a separate connection 
for each client. Though this is not impossible to accomplish, it reduces bandwidth since 
all the clients will share the same bandwidth and data must be separately transmitted 
even though the data is identical. Therefore for N clients, the available bandwidth to any 
one client will be 1/N the total bandwidth. 
This bandwidth reduction issue is easily solved in UDP using a UDP broadcast. User 
Datagram Protocol supports one-to-many communication but UDP has its own 
limitations. Just as the connection-oriented nature of TCP poses a challenge in 
implementing TCP sockets for the task, so does the connectionless nature of UDP. 
Sockets based on UDP are prone to errors due to lack of monitoring of transmission 
success. There is no guarantee that a datagram sent across the network will ever get to 
its destination. However, thanks to the checksum calculated on the header and data, 
any datagram that gets to its destination is expected to be free from corruption. 
Because UDP does not incur as much overhead as TCP, it is usually faster than TCP 
and easier to implement. 
Unlike TCP that creates virtual connections between pairs of applications, UDP treats 
every single communication as an independent task. Each datagram sent is treated 
independently of other datagrams. Because the protocol does not exchange state 
information concerning the sockets, the server cannot know whether the published data 
ever gets to the intended destinations. This is a mixed blessing in the sense that, while 
the situation makes UDP an unreliable transport protocol, it also means there is no 
interference of server operation by client activities. Because UDP does not guarantee 
delivery, any application that uses the protocol must solve the issues of reliability itself. 
It is therefore desirable to make UDP more reliable by introducing mechanisms similar 
to those under TCP, without necessarily recreating TCP. Methods of improving the 
reliability of UDP considered in this thesis include: 
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1) a hand-shaking approach similar to TCP acknowledgement (ACK), 
2) worker threads with data buffering on the server side, 
3) non-blocking mode of UDP sockets, 
4) broadcast of data for one-to-many communication. 
The UDP approach has been implemented on an embedded network device, the 
Netburner S872IO-300 as a case study. The S872IO-300 10/100BaseT Ethernet 
Device is a module that solves the problem of network-enabling devices with 10/100 
Ethernet. Powered by a 32-bit high-performance Motorola ColdFire 5272 processor, the 
board enables design engineers to design network control and monitoring functionalities 
into their applications without the need to run these applications from PC. The S872IO 
comes fully loaded with a TCP/IP stack, has on-board 8MB SDRAM for buffering and 
running of applications. 
For evaluating the real-time performance of TCP and UDP sockets, programs were 
developed in C/C++ that implemented the simple but standard TCP and UDP clients 
and the server. Results obtained from evaluating the TCP sockets showed that the TCP 
server could be blocked if the client delayed in receiving the published data. While the 
simple UDP sockets did not block, data delivery from the server to the client(s) was not 
guaranteed. 
To prevent the simple TCP server from blocking, the software was modified to include a 
worker thread that was responsible for maintaining the client-server virtual connection. 
This effectively insulates the main server application from adverse effects of this 
connection. The result proved that the TCP client no longer could block the improved 
TCP server. The program code was also written such that the improved TCP server 
could handle multiple clients at the same time. 
In a similar way, the simple UDP client and server applications were modified. The 
client software included a worker thread that processed the received datagrams, thus 
allowing the main application to be able to detect and make requests for retransmission 
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of datagrams that it loses. The simple server software was modified to include a worker 
thread that processed all retransmission requests from the listening clients. When the 
real-time performances of the improved server and client programs were evaluated, 
they proved that the improved client applications perform better than their standard 
clients, in an instance reading 100% datagrams at rates up to 8 MB/sec when the 
simple client could read 100% only at rates of 4 MB/sec and lower. Unlike the improved 
TCP server, an improved UDP server used UDP broadcast to send datagrams to 
multiple clients with no reduction in bandwidth. 
The thesis work has been divided into 4 chapters. Chapter 1 gives brief background 
information on basic internet concepts, how the TCP/ IP protocol suite was developed 
and what services are available in this suite with special emphasis being made on the 
transport service providers. A snapshot of the network setup used in the thesis is given 
in this chapter as well. Chapter 2 looks at the limitations of the protocols in achieving the 
set goal. Chapter 3 is dedicated to finding methods of making TCP as non-interfering 
as possible with respect to the data publishing system. Chapter 4 covers UDP and 
techniques to make UDP more reliable without re-inventing another TCP. Finally, a 
conclusion on how and when to use the various approaches is given in the last portion 
of the work. 
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CHAPTER ONE 
1.0 BACKGROUND 
1.1 TCP/IP PROTOCOL SUITE 
Networking and internetworking has been primarily motivated by the need for sharing 
resources and information among computers, irrespective of their physical location. 
Computer systems communicate on a given network following rules and signals defined 
by protocols. Design and implementation of network protocols is a difficult task and is 
usually made simpler by subdividing into smaller tasks or layers. 
Early in the history of communication, the International Organization for Standardization 
(ISO) defined a layered model to help protocol designers have standard designs that 
could serve communication needs. It was important that designs were standardized so 
that arbitrary pairs of computers could communicate without concern for the kind of 
communication systems to which they are connected. All the layers together in the 
model make up what is referred to as a Protocol Suite or Protocol Stack. Among the 
number of protocols designed for the internet, the most popular and most widely used 
is the Transmission Control/ Internet Protocol (TCP/ IP) suite of protocols. The Defense 
Advanced Research Projects Agency (DARPA) originally designed TCP/IP for use by 
the US military for data communication [2]. 
In figure 1.1, the services provided by the various layers have been briefly indicated. 
The layers are designed such that each layer communicates with adjacent layers 
through a well-defined interface. Figure 1.2 shows the TCP/IP suite built on the OSI ?­
layered reference model. Communication between applications on the same computer 
flows down the stack from the application layer to the interface layer, then up to the peer 
application. If communication is taking place among applications on different computers 
on the network, then data flows from one application layer down the stack, onto the 
network and then up the peer's stack on another computer. As shown in figure 1.3, two 
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Application Specify how applications use the network. 
Presentation Specify how to represent data. 
Session Specify how to establish a communication session with a 
remote system. 
Transport Provide details on data transfer. 
Network Specify formats regarding packet addressing and forwarding 
in a network. 
Data Link Responsible for organizing data into frames and transmitting 
the frames over a network. 
Physical Gives detailed specification of LAN hardware. 
Figure 1.1 The OSI 7-layer reference model. 
Application 
Presentation Application 
Session 
Transport Transport 
Network Internet 
Data Link Interface 
Physical Physical 
Figure 1.2 Comparison of the OSI and TCP/IP models. 
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Transport Transport 
Internet Internet 
Network Network 
LAN 
Figure 1.3 Virtual link between client/server applications. 
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applications communicate with one another through a virtual link established over the 
LAN by the transport protocols. 
1.2 THE TRANSPORT PROTOCOLS 
The transport protocols are among the most complex of the protocols in the TCP/IP 
suite. These protocols deal with end-to-end communication over the hardware and the 
software of the network. The TCP/IP suite employs two transport protocols in data 
communication: the Transmission Control Protocol (TCP) and the User Datagram 
Protocol (UDP). 
Transmission Control Protocol is a reliable host-to-host protocol used between hosts in 
packet-switched networks. It is very robust and reliable with the following 
characteristics: 
1) Connection-oriented : There exists a virtual connection between TCP connected 
hosts. 
2) Full duplex : allows two-way communication. 
3) Guaranteed delivery service between TCP peers. 
4) Has control over data flow: A client receives only as much data as it has buffer 
space for. 
5) Congestion control: A server sends as much data as the system can handle 
without intermediate router overload. 
The last two points, though useful in the Internet which spans the whole world, is not 
relevant in a LAN which does not involve the use of routers. Routers are often 
bottlenecks in the Internet since they serve as communication links between networks. 
All the above characteristics are possible because the two host computers do have a 
virtual connection and constantly exchange state information. This virtual connection 
plays an important role when implementing the client-server 'problem in this thesis as 
explained in the chapter on TCP socket implementation. 
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The UDP is a connectionless message-oriented best-effort protocol with the following 
characteristics : 
1) Connectionless: No connection is established before communications between 
hosts begin. 
2) Full duplex. 
3) No guarantee that a UDP packet (called datagram) will get to its destination. 
4) No control over data flow. 
5) No congestion control. 
Not establishing a connection between hosts makes the implementation of UDP 
sockets easier but less reliable. Any application programmer who decides to use UDP 
for communication must solve issues arising from lack of guaranteed delivery of UDP 
datagrams, even if the client and server are located over a network the size of a LAN. 
Experiments conducted on UDP sockets show that datagrams are lost even if the client 
and server are located on the same local host [1 O]. 
1.3 LOCAL AREA NETWORK 
A Local Area Network is a computer network that uses technology designed to span a 
small geographic area. Local Area Networks are characterized by low propagation 
delays and high transmission rate, limited number of computers that can be connected 
as well as limited distance over which the LAN can span. In a LAN, users connect to 
one another via cables, radio waves and/or other media, sharing data and other 
resources such as printers. This means the cloud-like figure labeled LAN in figure 1.3 
can be expanded to show a number of computers and other peripheral devices all 
connected together by a medium such as coaxial cables . The network used in this 
thesis work is shown in figure 1.4. 
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Server PC 
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Client PC 
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Figure 1.4 Topology of LAN used in experiments. 
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1.4 HARDWARE SETUP 
The LAN in figure 1.4 includes the following hardware: 
• A Pentium I ll 2x933 MHz PC with 10/100 Mbps Ethernet card running the server 
application which is implementing the embedded real-time system 
• A Pentium IV 2x1800 MHz PC with 10/100 Mbps Ethernet card running a client 
application. 
• Two Pentium I ll 2x800 MHz PCs each with a 10/100 Mbps Ethernet card serving 
as additional monitoring stations 
• A 10/100 Mbps switch for connecting the PCs together. 
• A dedicated board SB72IO-300 powered by a 32-bit high performance Motorola 
5272 processor as another example of an embedded real-time system. 
The dedicated board SB72IO-300 was used as a case study for implementing the UDP 
algorithm because of the following useful features: 
• Powerful 32-bit Motorola ColdFire Reduced Instruction Set Computer (RISC) 
processor with integrated 10/100 Ethernet Media Access Control (MAC) makes 
the board adequately powerful. 
• 8 Mbytes Synchronous Dynamic Random Access Memory (SDRAM) provides 
enough space for data buffering and applications 
• 8 10-bit Analog/Digital inputs make it possible to implement real-time data 
acquisition. 
• Real Time Clock allows application performance to be timed. 
1.5 SOFTWARE SETUP 
Software for implementing and evaluating the TCP and UDP sockets was developed in 
CIC++ and compiled with Microsoft Visual C++ 6.0. All PCs are running under Windows 
2000 Professional. The dedicated board is run under uC/OS real-time operating system 
and its application is written in C/C++ . The CIC++ programming language was chosen 
because it is a standard language that offers excellent execution performance. 
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1 .6 MODELING A REAL-TIME DATA ACQUISITION SYSTEM 
In practice , a computer may be taking data from a device such as a Peripheral 
Component Interconnect (PCI )  board that has a controller on it .  A typica l  example is a 
PCI Data Acqu isition (DAQ) board as developed by UTS I .  This PCI board is control led 
by an AMCC PCI Matchmaker S5933 controller with a maximum data transfer rate of 
1 32 M B/s. The PCI board does Direct Memory Access (OMA) transfer from the board to 
the computer periodically. OMA is a technique for transferri ng data from a device to 
main memory without passing the data through the Central Processing Unit (CPU) .  The 
computer usually has two data buffers that it switches between when receiving data 
from the PCI DAQ board . The computer first enables a OMA transfer into one by 
supplying the address and size of memory to the DAQ system. Fol lowing th is, the 
computer waits on the DAQ system to do the OMA transfer into the buffer indicated . The 
DAQ system then sets a bit that ind icates that data is ready for processing. The 
computer then enables buffer number two and starts processing on data in buffer 
number 1 .  Upon completion , it waits on the DAQ to set the bit again signifying that data 
in buffer number two is ready. The computer then enables a OMA transfer to buffer one 
memory and starts processing data in buffer two. The sequence of the computer 
enabling a OMA transfer into a buffer, processing data in another buffer, and waiting on 
the DAQ to set a bit is repeated continuously. 
While waiting for the DAQ system to place data into the computer's data buffer, the 
operating system of the computer may require CPU time for something else. Depend ing 
on the data transfer rate of the DAQ system and the length of time that the CPU is 
cal led away, a OMA transfer may be over when the computer returns to wait on the 
DAQ system. At th is point the DAQ system is waiting on the computer to enable the 
next buffer and so cannot transfer data . While waiting , the DAQ stores data in its 
onboard memory. As soon as the computer enables a OMA transfer into the next 
available buffer, the DAQ quickly transfers th is backlog of data . The computer at this 
point is lagging behind its schedule in this processing function and therefore processes 
data as qu ickly as possible. The computer may be able to catch up with the DAQ 
system depending on its processing power and DAQ transfer rate. This means the 
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backlog of data on the OAQ memory may remain constant or may start to decrease with 
time after a temporary backlog buildup. 
Rather than use an actual OAQ board with a typically fixed data rate, in this thesis the 
board was simulated using the time stamp counter available on Pentium and later PCs. 
The time stamp counter is a counter which increases a 64-bit count at the rate of the 
computer CPU speed. Supposing the CPU speed is F Hz, then the time stamp is 
increased every 1 /F seconds, or the time stamp counter counts F cycles every second. 
The time stamp is reset to zero when the computer is powered on, or when the counter 
increases it to 264 • This maximum cannot be reached even within the lifetime of the PC 
at the frequency of 933 MHz because it will take 
264 = ------------------
(days in a year)(seconds in a day)(CPU Speed in Hz) 
( 1 ) 
� 627years. 
In simulating the server application with a specified desired data rate, a OMA transfer is 
ready every Ne cycle counts calculated as 
Ne = (packet 
size in Bytes)(CPU speed in MHz) 
. (2) 
(desired data rate in MB/s) 
If C,ast is the cycle count when the last data packet was sent, it is time to send another 
packet at Cnext given by 
Cnext = C1ast + Ne (3) 
Just as the OAQ does a OMA transfer every specified time interval to the computer, the 
server application at every Ne time count publishes data on the LAN. If the server gets 
behind the OMA transfers, a backlog is generated and this is calculated in MB as 
where Cactua ,>Cnext• 
b kl (Cactua1 - Cnext)(pac
ket size in BJ 
ac og = -----'------
(Ne * 1000000) 
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(4) 
This backlog therefore represents the backlog of data generated on the DAQ onboard 
memory when the CPU got interrupted . The value of th is backlog therefore should never 
exceed the amount of memory avai lable on the DAQ board since th is wi l l cause the 
DAQ system to fai l  in its critical function as a real-time data acquisition system.  
1 .  7 BASIC SOCKET API 
Applications communicate with one another using the transport protocol through an 
interface as previously seen in figure 1 .3 on page 8 .  The interface is known as the 
Application Program Interface (API )  and it contains rules and procedures that the 
application software uses to access the service .  Although there are many APls existing, 
the Socket API (abbreviated as sockets) is the most widely used . The minimum socket 
API calls needed by a client and a server appl ications are shown in the block d iagram in 
figure 1 .5 .  there are a few variations depending on the type of socket created : UDP 
socket or TCP socket. 
Beginn ing with the cl ient application , the first task is to obtain a socket for 
communicating with the server. This is achieved by the socket() function cal l .  The 
application next cal ls connect() to establish a TCP virtual connection or to create an 
association with another UDP host. The client is then ready to receive data from the 
network system through calls to recv() or recvfrom(). It is important to note that the 
connect() function call is optional with UDP sockets since the sendto() call does implicit 
association of the local host with the remote host. At the end of the communication 
session , the application calls the c/osesocket() function for the network system to 
release al located system resources. A server application goes through a slightly 
d ifferent path as shown in the d iagram. After obtain ing a socket, the server application 
binds the named socket to a local address and port with a call to the function bind() . 
Following th is action , the server can now send data with the send() or sendto() cal ls. 
The same closesocket() function call is made as the cl ient in order to al low the system 
to release al located system resources. 
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Client 
socket( ) 
connect( ) 
recv( ) or 
send()  
closesocket() 
server 
socket( ) 
bind()  
send( )  or 
recv() 
closesocket() 
Figure 1.5 Basic socket calls in network applications. 
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CHAPTER TWO 
2.0 LIM ITATIONS OF AND EVALUATION OF THE PROTOCOLS 
2.1 TCP SOCKETS 
Due to the nature of TCP sockets, it is necessary to consider the fol lowing points : 
1 )  TCP requires time to establish and terminate each connection . Over a long 
period , th is becomes insign ificant and may be overlooked in overal l  
performance. 
2) No response from a cl ient means a server wil l  wait in a blocked state mon itoring 
the connection . 
3) Most importantly, connection-oriented means there cannot be any easy one-to­
many relationsh ip without reducing bandwidth . 
The second point constitutes what is termed as fa i lure modes of TCP when used in a 
real-time application. These occur whenever the virtual connection between TCP peers 
get broken. The cond itions under wh ich this occurs include 
1 )  A TCP client crashing . 
2) A network outage. 
3) A peer TCP crashing . 
In  the first instance, the client is terminated before the end of transmission . The peer 
TCP notifies the server that the cl ient is unavai lable with a F IN signal and thus drops the 
connection . Software was developed in CIC++ for evaluating the real-ti me performance 
of standard TCP sockets. When this was simu lated on a Penti um 3 2x933 MHz 
computer, the CPU usage went up from 1 9  % to over 5 1  % in the period that the server 
d iscarded the send efforts. The increase in CPU usage is a clear indication of an 
undesirable influence on the server. On the other hand if the appl ication simply blocks 
and does not respond to data received with ACKs, the server TCP will time out and 
retransmit the data . This continues unti l the send ing TCP drops the connection with an 
error . .  A network outage is another case where the virtual connection gets broken . Just 
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as in the previous case, the server drops the connection after timing out. In BSD TCP/IP 
stack, this occurs after approximately 9 minutes [1 0] .  The last mode is when the peer's 
TCP crashes. In this state the peer's TCP is not able to inform the server's TCP of the 
dead connection so the server maintains the connection in a blocked state. Clearly all 
these conditions are undesirable and must be avoided in the design of a real-time 
system. A mechanism has to be devised so the server can detect the state of 
connections and decide what to do with the connections. 
TCP has a mechanism that, when enabled by an application, is able to detect dead 
connections. Keep-alive is a special TCP segment that the TCP layers exchange 
periodically. If the peer TCP crashes the sending TCP notifies the server after series of 
probes have yielded no response. By default, the connection is dropped after more than 
2 hours. Changing this value is usually possible on system-side and this affects all other 
TCP connections, thereby defeating the purpose of the keep-alive function for all other 
applications (1 O] 
2.2 REAL-TIME PERFORMANCE EVALUATION OF A SIMPLE TCP CLIENT AND 
SERVER 
As explained in section 1 .2 ,  TCP creates a virtual connection between the client and 
server applications. This connection allows the client to have a direct influence on the 
performance of the server. This section will demonstrate a qualitative measure of the 
influence of the client on the performance of the server by putting the client in a 
momentarily blocked state. The client could be blocked because the operating system is 
busy doing something more critical or because the client application is locked up doing 
something very intensive such as writing data to the hard disk. In such a situation, until 
the present task is completed, the client will not be able to execute the next instruction. 
The effect of a blocked client, or at least a client that is temporarily unavailable, on a 
server has been simulated in the simple TCP example. The simple TCP example 
involved developing codes in C/C++ that implemented standard TCP sockets. In the 
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example , the client is an application that uses a TCP socket to receive data . The cl ient 
is made to simply receive TCP segments and determine the percentage of the total 
bytes received at the end of transmission. The flow chart of the cl ient software is shown 
in figure 2 . 1 . 
The server is made to loop through NLoops send ing TCP segments to the client. The 
server does th is by periodica lly checking the time stamp counter of the PC to see if it is 
time to send data . As explained previously, the time stamp count is a function of the 
CPU speed and is the total number of clock cycles that the processor has executed 
since the time it was powered on . Using equation (2), let Ne be the number of clock 
cycles after which the server must send data . If C1ast is the cycle count when the last 
segment was sent, then it is time to send another segment at Cnext given by equation (3) 
as Cnext = C1ast + Ne. 
If the server happens to be delayed and more than Ne clock cycles have elapsed since 
the last segment was sent, a backlog of data has accumulated in an intermediate board.  
If Cactual is the actual count when the server checks the counter (Cactua1 >Cnext ) then this 
backlog in MB is given by equation (4) as 
b kl (Cactual - Cnext){
packet size in BJ ac og = -----------
(Ne * 1000000) 
(5) 
The factor packet size represents the size of a TCP segment. Each segment has been 
chosen to be 1400 B as a figure close to the Ethernet frame size, 1 500 B. For 
communicating with the TCP client application, a software was developed for the TCP 
server and the flow chart of this appl ication is shown on figure 2.2 .  
In  evaluating the real-time performance of the client and server, the client was made to 
delay for 5 seconds after sending 30,000 segments. During this period , the server 
continues to send data until the client's receiving buffer and the server's own sending 
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START 
CREA TE SOCKET 
CONNECT TO REMOTE SERVER 
RECEIVE DATA 
INCREASE COUNTER 
i Yes 
CLOSE SOCKET 
END ) 
Fig 2 . 1  Simple TCP client flow chart. 
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START 
CREATE SOCKET 
CONNECT SOCKET TO 
LOCAL NAME 
LISTEN FOR CLIENT 
CONNECTION REQUEST 
READ CYCLE COUNT 
CALCULATE BACKLOG (IF ANY) 
SEND DATA 
INCREASE BYTESSENT 
CLOSE SOCKET 
END 
Figure 2.2 Simple TCP server flow chart. 
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buffer get full. When this happens, the operating system halts the server until the client 
starts to request more data. In the period that the server sits blocked, it falls behind its 
sending process so that when it resumes the process, a nonzero backlog can be 
calculated which gives a quantitative indication of the problem with a simple TCP socket 
approach. 
The result when the server was sending at 8MB/sec is shown in figure 2.3. The initial 
portion of the plot is flat indicating that the rate of sending data is being matched by rate 
of receiving data. Then the client paused after receiving 30 ,000 data segments. As was 
explained above, after filling both receiving and sending buffers, the server paused 7 s 
after beginning transmission and resumed somewhere near time 11 s. 
The server did not pause for exactly 5 seconds as the client did because it was sending 
data into the two buffers. This action introduces the question of what happens if these 
buffers are made large. In practice, the server-client interaction goes on continuously as 
the server transfers data from a device with a finite memory, say 8 MB as it is in the 
case of the SB72IO-300 board, and sends it over the LAN to the client. Since it cannot 
be determined how much data backlog is built up on the DAQ memory, a backlog on the 
server greater than its set threshold is to be avoided. The backlog in the example above 
started decreasing after the client resumed and started taking data faster than the 
server was sending, thereby reducing the backlog on the server. The question then is 
how large can the sending and receiving buffers be set so that a data backlog never 
happens ? Certainly there is no such figure. Therefore in situations where the backlog 
increases during a transmission serves as an indication of a potential server failure. The 
solution to this problem lies in separating the sending process from the process that 
transfers data from the board. This approach has been developed in the chapter under 
TCP implementation. 
Performance of the server as the rates are varied is shown on the figure 2.4. Since this 
backlog increases with time, the server application cannot send data at rates above 
11.8 MB/sec without failing. 
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Fig 2 .4 Backlog on simple TCP server as transmission rate increases. 
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2.3 UDP SOCKETS 
User Datagram Protocol does not establish a virtual connection between peers and 
there is no exchange of state information between peers . Each transaction is 
considered independent of others before or after it. Therefore applications using UDP 
transport services must have mechanisms to ensure the required rel iabi l ity. The first 
effort in using UDP sockets is to ascerta in how well the protocol performs. 
In terms of data integrity, the system performs a checksum test on both header and 
data so any datagram that gets to its destination is guaranteed to be free of errors. 
Because UDP is a message-oriented protocol , it is not li kely to have a partial datagram 
received , especia l ly since the size of a datagram was chosen to be 1 400 Bytes, which is 
smaller than the Ethernet frame size of 1 500 Bytes. Therefore there are no datagram 
fragments produced in this or any of the tests carried out. 
2.4 REAL-TIME PERFORMANCE EVALUATION OF A SIMPLE UDP CLIENT AND 
SERVER 
For eva luating the real-time performance of simple UDP sockets, two appl ications were 
developed in C/C++ and tested . Flow charts for the UDP client and server appl ications 
are shown in figures 2.5 and 2.6 respectively. In this test, the server goes through 
NLOOPS to send 1 400 MB of data to the cl ient. Period ica lly the server checks the time 
stamp count and decides if it is time to send the next datagram. After sending the 
datagram, it increases the sequence number (SEQNO) and checks if it has counted 
through the NLOOPS. The client simply counts the number of datagrams received and 
finds this as a percentage of the total expected number of datagrams. All the system 
buffers are set to 7 MB for the same reason as for TCP, that is in order to improve 
performance. Even though a bigger value may improve performance, it also increases 
the chance of the system ca ll si lently fa i l ing. By default, the system buffer is set at 8KB 
so if the system is unable to provide the requested value, it retu rns not the next 
immediate smaller value, 
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START 
CREATE SOCKET 
ASSOCIATE SOCKET WITH 
REMOTE SERVER 
RECEIVE DATA 
INCREASE COUNTER 
t Yes 
CLOSE SOCKET 
END ) 
Figure 2.5 Simple UDP client flow chart. 
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C START ) 
CREA TE SOCKET 
B IND SOCKET TO LOCAL 
NAME AND PORT 
CREATE SOCKET I 
READ CYCLE COUNT 
CALCULATE BACKLOG 
SEND DATA 
INCREASE SEQNO 
+ Yes 
CLO E OCKET 
END ) 
Figure 2.6 Simple UDP server flow chart . 
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but the default value. Setting a value such that there is a relatively good chance of 
success is considered appropriate. 
The test was performed for the simple UDP client-server pair under two circumstances 
1) Idle : the client pc was not running any other application nor was it used to load 
anything. 
2) Not Idle : In this case the client PC was made to load and unload programs such 
as Visual C++ 6.0, Internet Explorer 5.0 and Adobe Acrobat Reader 5.1. These 
served as momentary disturbances to the client. A momentary disturbance was 
used to demonstrate how unreliable UDP sockets are in practice. 
The test was run five times for each sending rate and the average taken. Despite this, 
there is no guarantee that the same results will be obtained during another test since 
the performance of UDP depends largely on what the operating system is doing during 
the period of the test. Since there is no way of predicting what the system could be 
doing at any given time, these results are being shown simply as observed behavior of 
the UDP sockets. The result in figure 2. 7 clearly shows that UDP truly does not 
guarantee data delivery, and the situation gets worse as the transmission speed 
approaches the threshold of the Ethernet 10/100 network, which is theoretically 12.5 
MB/sec. 
As was case with TCP, the backlog of data as a function of the sending rate is also 
used to determine the performance of the application. The backlog observed in figure 
2.8 was not due to the inability of the client to keep up with the server, but rather due to 
the fact that the system could simply not send data as fast as the theoretical 12.5 
MB/sec speed of the Ethernet. Thus the backlog begins to accumulate beyond 11.8 
MB/sec rate. Not much can be done about this but the main problem is with the poor 
performance of the client, especially when the PC gets disturbed. Improving this is what 
has been looked into in chapter 4. 
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CHAPTER THREE 
3.0 SOLUTION TO THE TCP PROBLEM 
3.1 TCP SERVER WITH WORKER THREAD 
The main concern is to prevent the server from blocking whenever the client ceases to 
respond . It should be possible to prevent this blocking by putting the procedure that 
sends data into a separate thread . This wou ld ensure that anything that goes on in that 
section wil l  not directly affect operation of the main program. Software was developed in 
CIC++ that implemented th is approach accord ing to the flow chart shown in figure 3 . 1 . 
As figure 3 . 1  shows, the sending procedure is located in the worker thread . 
The worker thread wa its for the main thread to provide val id sockets for al l  the clients . 
The worker thread then waits for data to be put into the data buffer, that is it waits until 
the data buffer count (BUFFCOUNT) is greater that zero . The worker thread sends this 
data , decrements the data buffer count and then increments the segment sequence 
number (SEQNO). While this buffer count is greater than zero, the worker thread wil l  
work on send ing data to the client. In this mode of operation , data backlog wi l l only 
accumulate if th is data buffer gets fi l led up. Therefore the bigger this buffer, the less 
l ikely there wi l l  be backlog as was experienced in the case with the simple server. The 
main thread is responsible for taking care of connecting al l  cl ients and send ing the 
sockets used over to the worker thread to use .  The main thread periodical ly checks to 
see if there is data to be put into the data buffer. If there is data ready, it writes the data 
into the data buffer, increments the BUFFCOUNT and calculates the backlog if there is 
any. Putting the sending procedure in a separate thread al lows the main th read to run 
without discarding data unti l its data buffer fi l ls up. 
The resu lts shown in figure 3.2 are from a test carried out with the client which stal led in 
its data receiving process after receiving 30 ,000 data segments as was done in the test 
with the simple TCP server-cl ient. The result of the backlog is shown on the plot in 
figure 3.2. 
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START 
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CONN ECT SOCKET TO 
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Fig 3. 1 Flow chart of the TCP server with worker thread.  
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Figure 3.2 Performance of TCP server with worker thread . 
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As the plot of figure 3.2 shows, between 7 and 1 1  seconds the server continued to 
record the gradual increase in the backlog without blocking . Comparing figure 3.2 with 
figure 2.3, it can be seen that the plot on figure 3.2 has more data points between the 7 
sec and 1 1  sec interval than the case of simple server (figure 2.3). 
The negative gradient of the plot after 1 1  sec ind icates the region when the server was 
either sending data at a lower rate than the client was taking from system buffers, or 
simply not sending data at a l l .  In practice, this negative grad ient portion may not happen 
because the server wi l l  be send ing data continuously. A data backlog less than instal led 
memory on the data acqu isition board is therefore the goal ,  and that wi ll be ach ieved 
with a data buffer set big enough to prevent data from backing up on the DAQ memory 
due to a temporary delay of the cl ient. In  practice, it is usually not possible to determine 
when the DAQ has a backlog built up in its memory, so that any backlog accumulated 
on the server should never exceed a threshold . Supposing the DAQ has an onboard 
memory of 8 MB and we set the server data buffer to 64 MB, then the backlog 
accumulated on the server during its operations should not exceed 64 MB.  Beyond this 
value, the server discards data so that at all times, the backlog on the server is l ike the 
fi rst 7 seconds of the plot on figure 3.2. This is the recommended operation mode for 
the server because it prevents data buffer overflow on the interface board and al lows 
the server to perform its time-critica l processing . 
To improve system performance, the sending and receiving system buffers of the 
sockets were set at 7 MB. This value was chosen because some of the boards 
developed at UTSI have 8 MB memory chips insta l led . Using exactly 8 MB may not 
leave room for the appl ication being run .  A typical example is the dedicated 10 board 
SB72IO-300 that has 8 MB of SDRAM for data buffering as wel l  as running applications. 
It is worth adding that a bigger sending or receiving buffer value also increases the 
chance of the cal l  si lently fa i l ing, that is not return ing the requested value without 
return ing a SOCKET _ERROR message . There is therefore no guarantee that the 
operation system wi l l a l locate all the requested memory. [8] 
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3.2 SERVER WITH MULTIPLE CLIENTS 
Another l imitation with TCP is caused by its connection-oriented nature. It does not 
support a one-to-many connection , mean ing for data to be monitored by more than one 
mon itoring clients on the LAN, additional  separate sockets will have to be created for 
each station. Al l the connections then share the avai lable bandwidth . Since this reduces 
the ava i lable bandwidth for transmission , any attempt to transmit at speeds higher than 
possible creates backlog and wi ll cause the server to fai l  or discard some of the data 
going to the clients. I n  this work, th ree and two clients were tested and the resu lts are 
shown on figure 3 .3 .  The server uses Windows event notification to detect and connect 
al l  the clients that wi l l  be mon itoring the publ ished data . The sockets are put into an 
array and the worker thread uses a loop to send the same copy to each cl ient. So for N 
clients, a given copy of data wil l be sent N times. This reduces the bandwidth for N 
clients by N fold .  I ncluded is server performance when the number of clients is three. As 
was to be expected , the backlog at a given rate increases with increase in number of 
clients. To prevent this from happen ing, at rate R MB/s, only N clients can be served 
such that 
(6) 
This then is the maximum number of clients that can be served simultaneously by the 
TCP server when more than one client is needed to mon itor the publ ished data on the 
LAN. A backlog in excess of the server's data buffer is undesirable because the server 
wil l  have to discard data that is being sent to the cl ients. To prevent this situation from 
occurring ,  the above equation must be adhered to at a l l  times. 
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Figure 3.3 Performance of improved TCP server with multiple clients. 
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3.3 ANALYSIS OF RESULTS 
3.3.1  Interference of improved server due to backlog 
Backlog is a serious issue with TCP applications because of the fact that the protocol 
makes great efforts to prevent data loss. Even with the worker thread approach used for 
the server to negate the effect of client activities on the server, the backlog generated 
due to a server-to-many-clients communication can be significant depending on the 
transmission rate. This can be seen from figure 3.3. and it makes using TCP for multiple 
clients unsuitable. 
3.3.2 Abi l ity to handle multiple cl ients 
As explained in section 3 .2, TCP does not handle efficiently multiple clients. This is 
because TCP needs to establish a connection for each client and send a copy to these 
clients even though the data is identical. This is a waste of bandwidth and makes using 
TCP one-server-to-many-clients communication unsuitable. 
3.3.3 Rel iabi l ity 
TCP does guarantee delivery from one TCP peer to another TCP peer. It does not 
however guarantee that data given to a TCP peer will be received by the intended 
application since anything may happen to the link between the application and its host 
TCP. This was explained in detail in section 2. 1. 
3.3.4 Maximum number of clients supported by the improved server 
Under the TCP implementation the maximum number of clients possible is determined 
by the rate of data transmission by the server on the LAN and is given by 12/R, where R 
is the rate of transmission in MB/sec and 12 is the maximum observed rate (in MB/sec) 
on the 10/100 Ethernet (refer to figure 3.3). This formula presumes that the clients are 
not heavily loaded with a task that slows them down so much that the TCP host will stall 
for lack of sending window. 
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CHAPTER FOUR 
4.0 SOLUTION TO THE UDP PROBLEM 
4.1 UDP SERVER WITH WORKER THREAD AND BUFFERS 
To improve upon UDP performance, a mechanism is needed to reduce the number of 
datagrams that a client misses. One solution is for the client to detect the datagrams it 
loses and request retransmission by the server. The server can use a worker thread to 
listen for and process the retransmission requests. Software was developed in CIC++ 
for testing and evaluating the suggested UDP solution. 
The flow chart for the developed client software is given in figure 4. 1. Figure 4. 1 shows 
that the client uses two sockets: local and remote. The local socket is used for receiving 
broadcast datagrams from the server while the remote socket is used for making 
retransmission requests through another port to the server. The server listens for 
requests on this separate port, which has been set apart for direct server-to-client 
communication. The client begins by setting the expected datagram sequence number 
EXPTDSEQNO to null and waits for the first datagram whose sequence number is null. 
The sequence number counts PACKNO is set to the sequence number of the datagram 
received. The two sequence numbers, EXPTDSEQNO and PACKNO are compared 
and if they are equal, then the client updates EXPTDSEQNO, data buffer counter 
BUFFCOUNT and writes the datagram into a buffer for the worker thread's use. If 
EXPTDSEQNO is b igger than the PACKNO, then the datagram that was received is a 
retransmitted datagram so the retransmission count RETNO is updated. On the other if 
the EXPTDSEQNO is smaller than the PACKNO then the difference indicates a 
sequence of one or more lost datagrams that is requested from the client through a 
single retransmission. 
Notice that this approach only allows for one retransmission request for a given lost 
packet. It would be possible to make another effort to recover datagrams lost after a first 
retransmission effort. This would have a success rate dependent on what caused the 
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START 
CREATE LOCAL SOCKET 
CREA TE REMOTE SOCKET 
BIND LOCAL SOCKET TO LOCAL PORT 
ASSOCIATE REMOTE SOCKET WITH SERVER IP 
INITIALISE ALL COUNTERS TO NULL 
No 
INCREASE RETNO 
STOP CLIENT 
RECEIVE DATAGRAM I 
SET PACKNO = DATASEQNO 
Yes 
SET STARTSEQ = EXPTDSEQNO 
SET SEQLEN = PACKNO - EXPTDSEQNO 
SEND RETRANSM ITION REQUEST 
INCREASE COUNTER 
WRITE DATA TO DATA BUFFER 
INCREMENT BUFFCOUNT 
No 
CLOSE SOCKETS 
C ___ E_ND __ ) 
Figure 4. 1 Flow chart of improved UDP client. 
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need for a retransmission in the first place. If a client lost data due to momentary 
interference, then it is possible that by the time a retransmission request gets to the 
client, this disturbance may no longer be present and thus the client will succeed in a 
repeated effort. If the disturbance persists beyond the time for making and receiving the 
first request, then a second retransmission effort may be needed to recover lost 
retransmitted datagrams. 
If a client is losing 1 % of datagrams from the server, then it is equally possible for the 
client to lose 1 % of the datagrams retransmitted by the server. Second retransmission 
efforts have the potential of locking the server on one client for longer than necessary 
and may take bandwidth away from other clients that are expecting response to their 
first retransmission requests. For these reasons a second retransmission was not 
allowed. In the client diagram, the worker thread is responsible for writing data in the 
data buffer to disk or onto a monitor (figure 4.2). A separate thread is used to enable the 
client do the more CPU intensive work such as logging data to disk without negatively 
affecting its ability to capture most of the data from the server. 
The improved UDP server is basically like the simple UDP server with a separate 
worker thread that processes retransmission requests from the clients (figures 4.3 and 
4.4). The server broadcasts datagrams on one socket and uses a different dedicated 
socket for replying directly to each retransmission requests it receives from the clients. 
When the worker thread receives a retransmission request, it processes and stores the 
data into a request buffer. A request number REQNO is incremented signaling to the 
main thread that there are retransmission requests to be sent. Between checking on its 
time stamp counter, the main thread verifies that the REQNO is greater than zero. If 
REQNO is greater than zero, then the main thread responds to the request and 
continues on checking on the availability of data to be published. If retransmission 
efforts cause the server to lag behind its time count such that a backlog starts to build 
up, then when the backlog reaches a threshold, the server suspends servicing 
retransmission requests. 
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WRITE BUFFER CONTENT 
OR 
DISPLAY ON MON ITOR 
RESET BUFFCOUNT 
Figure 4.2 Worker thread for improved UDP client. 
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No 
START 
CREATE SOCKET 
B IND SOCKET TO LOCAL PORT 
RECEIVE REQUESSTS FROM CLIENTS 
PROCESS AND STORE RETRANSMISSION REQUEST 
INCREMENT RETREQNO 
No 
EXIT LOOP 
Figure 4.3 Worker thread for improved UDP server. 
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START 
CREATE BROADCAST SOCKET 
ASSOCIATE SOCKET WITH BRAADCAST 
READ CYCLE COUNT 
Yes 
CALCULATE BACKLOG 
SEND DATA 
INCREASE COUNTER 
Yesi 
SIGNAL WORKER 
CLOSE SOCKETS 
CLOSE WORKER THREAD 
END 
READ DAT A FROM 
DATA BUFFER 
SEND DATA TO 
CLIENT 
No 
Figure 4.4 Flow chart of improved UDP server with worker thread . 
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4.1 .1  Circular data buffer 
To enable the server to retransmit datagrams lost by clients, it writes data sent into a 
circu lar data buffer. The data may be overwritten when the buffer gets fu l l .  The data 
buffer size is set big enough to hold 5000 datagrams, that is, set to 7 MB .  Seven 
megabytes is chosen such that this algorithm could be implemented on dedicated 
devices such as the SB72IO-300 that have onboard memory of only 8 MB for buffering 
data and running appl ications. Implementing th is buffer on a PC wi l l require setting the 
value to a reasonable figure considering the available physical memory instal led on the 
PC. At a speed of R MB/sec, it takes tbuff seconds to fi l l  this buffer, where databuffsize 
is the size of the data buffer in MB. 
t _ databujfsize 
burr-
R 
(7) 
Theoretical ly, any speed below 1 2.5 MB/sec maximum throughput of the network 
allows room for retransmission to succeed . However, it was determined in practice that 
this l imit is rather close to 1 1  MB/sec . Table 4. 1 shows that at a rate of 1 1 .0 MB/sec the 
server was able to use avai lable bandwidth to service retransmission requests from 
clients.  Therefore using 1 1  MB/sec in th is calculation gives the minimum time to be 
expected in practice which is 0.636 seconds. 
4. 1 .2 Request Buffer 
Making room for more than one client, the server buffers retransmission requests from 
the cl ients . Observations have shown that whenever UDP loses datagrams, it does so 
for contiguous sequence of datagrams. As a result, the request buffer was chosen to be 
an array of records that include the fol lowing information 
Start : 
Length : 
I P : 
sequence number of first lost datagram, 
length of the sequence, 
IP address of the client making the request. 
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Table 4. 1 Example of the number of retransmission datagrams 
requested by clients. 
11 MB/s 
Client IP  Sequence No. Length 
192. 168.0 . 10 8635 9 
192. 168.0. 10 8676 18 
192. 168.0. 10 11527 77 
192. 168.0.9 13591 54 
192. 168.0 .9 13760 12 
192. 168.0 . 10 14111 38 
192. 168.0.9 17239 21 
192. 168.0. 10 17251 26 
192. 168.0. 10 19899 94 
192. 168.0. 12 4 1241 224 
192. 168.0. 12 41673 14 1 
192. 168.0 . 12 47268 811 
192. 168.0. 12 58370 342 
192. 168.0. 12 58989 355 
192. 168.0 . 12 64640 416 
192. 168.0. 12 70351 416 
192. 168.0 . 12 76071 112 
192. 168.0 . 12 76184 1 
192. 168. 0 .  12 76447 142 
192. 168.0 . 10 80895 62 
Average 169 
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To choose the size of the request buffer, the average round trip time for a request from 
a client had to be determined. Setting this buffer larger without a corresponding 
increase in the data . buffer size is probably not useful; the slot for the requested 
datagram will be occupied by a new datagram since the data buffer is a circular one. 
The measured time between a request and a response was measured to be 
approximately 0.001 sec. This measurement was obtained by making a client request 
1 0  datagrams from the server at 1 1 .5 MB/sec and 8 MB/sec (refer to tables 4.2 and 4 .3) 
The difference between the time stamp counts when requesting and when receiving 
these datagrams was measured and the roundtrip time T roundtrip is calculated as follows : 
T Received TimeStamp - Sent TimeStamp I roundtrip = - - , SeC 
CPU_SPEED 
(8) 
The maximum among the two cases was chosen; this was approximately 0.00064 sec. 
The time an operating system may take in receiving a datagram and sending it to an 
application is a factor that cannot be determined easily. It depends on how busy a 
machine may be at the time the datagram is received and also how powerful the 
processor is. Taking this point into consideration, the time between making a request 
and receiving the result was estimated. 
In the 0.636 seconds that the data buffer rolls up, there can be theoretically a maximum 
number of requests from any client given by 
0.636 
T roundtrip + T client + T server (9) 
where Tc1;ent and Tserver are respectively the times it takes the client and the server 
systems to detect and respond to the presence of a datagram in the system buffer. If 
Tcuent and Tserver are both much less than 1 msec, then the denominator of equation (9) 
could be approximated to T roundtrip, which is also approximated to 0 .001 seconds. 
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Table 4.2 Example of the time between making and receiving a retransmission request 
at 8 MB/sec. 
Time Stamp, when 
# Received Sent Time (s) 
0 1 38780227271 6  1 387802086292 0.000372848 
1 1 387802587072 1 387802450420 0.000273304 
2 1 387802874788 1 387802709964 0.000329648 
3 1 38780321 5074 1 3878031 1 0660 0.000208828 
4 1 387803476874 1 387803339494 0.00027476 
5 1 387803735584 1 387803631 1 24 0 .00020892 
6 1 387804062546 1 387803858370 0.000408352 
7 1 387804402560 1 387804296480 0.00021 21 6 
8 1 387804661 822 1 387804525264 0.0002731 1 6  
9 1 387804953720 1 3878048481 38 0.00021 1 1 64 
Max 0.000408352 
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Table 4.3 Example of the time between making and receiving a retransmission 
request at 1 1 .5 MB/sec. 
Time Stamp, when 
# Received Sent Time (s) 
0 1 3433751 03402 1 3433747851 1 2  0 .00063658 
1 1 3433754433 1 2  1 343375336976 0.00021 2672 
2 1 343375727520 1 343375565254 0.000324532 
3 1 343376064400 1 343375958422 0.00021 1 956 
4 1 343376326394 1 3433761 86922 0.000278944 
5 1 34337661 4952 1 343376478390 0.0002731 24 
6 1 343376937666 1 343376736786 0.000401 76 
7 1 343377272976 1 3433771 67744 0. 00021 0464 
8 1 343377530072 1 34337739501 0  0.0002701 24 
9 1 343377820842 1 34337771 5602 0.00021 048 
Max 0.00063658 
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The maximum number of retransmission requests would then be 636. 636 is 
considered moderate si nce a round trip time of 0.001 sec is actually higher than what 
was measured through the approaches mentioned above. Since setting the request 
buffer bigger than this may be unnecessary un less the data buffer is also made bigger, 
the request buffer size was set to 500 datagrams. 
4.1 .3 Maximum number of cl ients supported 
Assuming an average of 1 69 datagrams as shown in table 4 . 1 have been lost each 
time a client makes a request , then the server can provide va lid data for 5000/1 69, 
approximately 29 requests whenever available bandwidth would permit. This number 
could be from just a single cl ient or from 29 different clients since the clients receive the 
datagrams simultaneously. If the datagrams to be retransmitted do not overlap in the 
data buffer, then it is possible that the possible number of cl ients to be served could be 
greater than 29. Despite the optimistic look on the number of clients supported by the 
server, it must be noted that the time taken by a server to detect data in its buffer Tserver 
must be taken into account. If a server delays longer than estimated , the retransmitted 
data may not be what a client requested . In cases when observed data loses exceed 
the average of 1 69 datagrams, the data buffer may be increased with memory 
considerations being observed . For the above reasons, the maximum number of clients 
that this server can support is uncertain . However, it can be argued that th is server can 
support a minimum of 29 cl ients with in the given time limits discussed so far. 
4.1 .4 Performance of the improved UDP server and cl ient 
To test the performance of the improved cl ient and improved server, a series of tests 
were run at rates from 3 to 9MB/sec. At these rates, the server does not experience any 
backlog and therefore transmits data at the set rate as shown on figure 4.5 and 
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Figure.4.5 Toward determining limits of the improved UDP server. 
50 
table 4.4. The expected duration is compared to the recorded duration in table 4.4 to 
verify that the server is sending data at the desired rate. 
The following three main tests were run 
1) Client PCs and applications were idle 
2) Clients were writing data to disk at 700 KB/sec in two ways : 
a) writing a data buffer of 500 elements each second 
b) writing a data buffer of 50 elements each 100 ms 
3) Improved server was tested with three improved clients and one simple client. 
This was to determine its performance under multiple clients. 
To set an even platform for the test, the clients were made to write the data at a given 
rate and not as when they received data. This makes it possible to put all applications 
through the same number of disk write operations independent of the percentage of 
datagrams received. In cases where the performance of the simple and improved UDP 
clients was compared, both applications were run on the same PC under similar 
conditions. Figure 4.5 shows the results 
The characteristics of figure 4.5 provides justification for not having these tests 
performed at rates above 9 MB/sec. Sending datagrams at rates between 2 and 9 
MB/sec allows a 2.8 MB/sec margin for the server to operate without backlog. This is 
important because the main goal of the thesis was to prevent the data publishing from 
interfering with the time-critical functions of the server. Efforts to reduce data loss by 
clients through retransmission are suspended when this begins to cause deterioration of 
the server's performance. When the backlog drops below the threshold, retransmission 
effort is resumed. With zero backlog, the server is able to service more efficiently 
retransmission requests from its clients as table 4.4 indicates. 
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Table 4.4 Improved UDP server with three improved clients. 
Rate Backlog Duration, sec Requests 
MB/sec MB Recorded Expected Received Sent 
9 0 15.55864 15.55555556 11613 11495 
8.8 0 15.91142 15.90909091 11947 11824 
8.5 0 16.4708 16.47058824 10150 10150 
8.2 0 17.07394 17.07317073 13665 13665 
8 0 17.50018 17.5 6700 6688 
7.5 0 18.668 12 18 .66666667 11860 11850 
7 0 20.0001 20 13282 13282 
6 0 23.3334 23.33333333 6553 6553 
5 0 28.0001 28 5199 5199 
4 0 35.0001 35 3149 3149 
3 0 46.66672 46.66666667 203 203 
2 0 70.0001 70 0 0 
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Figure 4 .6 shows the performance of both simple and improved UDP clients when 
clients are idle. Fol lowing this test, two kinds of clients were tested on the second test 
where they both write 700 KB/sec to d isk. The result of this test is shown on figure 4.7 .  
For the simple UDP client this result contrasts sharply with the plot on figure 4.6 when 
both clients were id le. 
Figure 4.  7 clearly shows that the success of a simple UDP cl ient depends on what the 
application is doing when the datagram is received . If the simple cl ient is not involved in 
a CPU intensive activity, it performs very wel l  as in figure 4.6.  Figure 4. 7 also shows the 
d ifference successful retransmission efforts make on the performance of the improved 
UDP client. Whi le the improved cl ient is more than 99.9% successful read ing datagrams 
at the rates up to 7.5 MB/sec, the simple client gets this close only at rates close to 4 
MB/sec. 
The d ifference in performance even increases when the clients write the data in smaller 
blocks (refer to figure 4.8). The improved cl ient performs better at rates 4 MB/sec 
higher. This wide d ifference is due to the fact that writing smaller blocks of data makes it 
less l ikely that the d isturbance that caused the data loss wi l l  persist when the client 
receives the retransmitted datagrams. 
The effect of d ifferent write buffer sizes is shown on figure 4 .9 where the performance 
of an improved cl ient is evaluated as it writes data to d isk with 700 KB and 70 KB each 
sec and each 0 . 1  sec respectively. Even though the resu lting rate is the same, the 
resu lts show that it is better for the improved client to write data in smal ler blocks. 
Figure 4 . 1 0 demonstrates that in a group of cl ients served by the same server, the 
client that performs worst is the simple cl ient which is unable to replace datagrams it 
loses, un l ike its improved counterparts. 
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Figure 4.6 Comparing improved client and simple client when both are idle. 
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Figure 4. 7 Comparing Improved cl ient and simple cl ient when writing to disk with a 500-
datagram data buffer. 
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Figure 4.9 Effect of write buffer size on performance of improved UDP client. 
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Figure 4.10 Performance of multiple clients being served by an improved server at the 
same time. 
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Even though the server was able to respond to the retransmission requests made by 
the clients for test rates of 9MB/sec and below, figure 4. 1 1  shows that it was able to 
service 1 00% of all requests from its three improved clients only at rates of ?MB/sec 
and below; for 2 clients the maximum rate rose to 7 .5MB/sec and for a single client, 
9MB/s. As the number of its clients increases and the number of retransmission 
requests with it, the server gradually becomes unable to respond to all the requests it 
receives. 
4.2 NONBLOCKING UDP SERVER WITH BUFFERS 
Another approach that is worthy of note is the case when the server uses a nonblocking 
mode for the socket that responds directly to client retransmission requests. This then 
replaces the need for a worker thread because the function call to receive will not block 
the server application. Even though this is a possible solution, there is a drawback to it . 
Namely, it cannot buffer client requests because it can only handle one request at a 
time. The loop must check for the time stamp after each sending effort. If two requests 
come in between sending operations, the latest will overwrite the older request. 
Putting the socket into nonblocking mode and therefore making the socket poll for data 
is considered a bad programming practice because it uses a lot of CPU time. When the 
nonblocking server was programmed in CIC++ and tested on the 2x933 MHz Pentium 
Il l computer, the CPU usage went up from 1 9% to over 40%. In view of the above 
limitations, the nonblocking approach was discarded. 
4.3 HANDSHAKING APPROACH 
It is possible to code the server application such that it would always wait for an 
acknowledgement (ACK) from the client for a given number of packets . This would be 
similar to TCP client-server interaction except that TCP does this very efficiently at the 
kernel level . For the server to wait for an ACK from the client using UDP socket will 
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Figure 4. 1 1 Performance of the improved server with 3 clients based on the percentage 
of retransmission requests it was successfully able to send. 
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fail since these ACKs may never get to the server just as datagrams sent may never 
get to their destination. Since a call to receive by default blocks, the server waiting to 
receive the ACK from its client wil l  block. The server wil l therefore not be able to 
function properly with this implementation. As a result this approach was not 
implemented. 
4.4 ANALYSIS OF RESULTS 
4.4.1 Interference of improved server due to backlog 
Using UDP at rates below 9MB/sec generated no backlog and this situation did not 
change during the tests shown on figure 4.5 where the improved server was serving 
three improved clients. This situation could change however if each client PC is 
engaged in CPU intensive activity such as writing data to disk. From table 4 .4 it can be 
seen that at 8.2 MB/sec the total number of datagrams retransmitted to the three clients 
amounted to nearly 1 4000 out of the total of 1 00,000 sent. This is 1 4% of the total data 
sent normally and it is a great concern. Any condition that causes the clients to be 
losing such an amount of data as to cause the server to be spending 50% of its 
processor resources on retransmissions should be avoided. The server cannot be 
effective in such a situation 
4.4.2 Abi l ity to handle multiple clients 
As noted above, UDP easily solves the question of multiple clients using broadcast. 
This provides all clients with the same copy of the data at the same time without the 
need to send individua l identical data to a l l .  
4.4.3 Rel iabil ity 
How successful the UDP client-server implementation is depends on what the client is 
doing when the data gets to its destination. The resu lts in figure 4 .9 show that writing 
data in smaller blocks gives a better result. This is because writing a larger block makes 
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it more probable that this disturbance will persist and cause the client to lose the 
retransmission data when it gets to the client. Since the client only makes one 
retransmission request, this datagram will be lost forever. So even though writing at a 
rate of 0. 1 sec seems tedious, it still gave better results than writing 10  times slower in 
larger blocks. 
4.4.4 Maximum number of clients supported by the improved server 
Under the current method of implementing the improved server, the maximum number 
of UDP clients in a client-server interaction is approximately determined as being less 
than B/P, where B represents the size of the data buffer used in servicing 
retransmissions and P is the average size of the requests made by the clients. This 
relation is necessary in order to al low for valid retransmissions whenever the need 
arises. A full development has been given in section 4. 1 .3 .  
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CONCLUSION 
The primary objective of this thesis was to develop techniques for publishing real-time 
data on a LAN without interrupting the server which is doing time-critical operations. It 
was desired also that the clients receive most of the published data. To achieve this, 
application programs were written in C/C++ that implemented TCP and UDP sockets. 
Standard TCP and UDP sockets were evaluated for publishing and reading data on the 
LAN. The following conclusions were made : 
1) Ordinary TCP sockets blocked the server whenever a client delayed. 
2) TCP did not support one-server-to-many-clients connection without reducing the 
available bandwidth. 
3) Ordinary UDP did not guarantee data delivery. 
4) Ordinary UDP server never blocked. 
5) UDP supported broadcast, which allowed a one-server-to-many-clients data 
communication. 
Using a program written in C/C++, a TCP server with worker thread was developed and 
evaluated. The worker thread was responsible for maintaining the virtual connection 
between the server and the clients. This approach was tested and found to prevent the 
server from being blocked by the client(s) at all times. It also allowed the server to 
maintain a one-server-to-many-clients without blocking. 
For the UDP sockets, software was developed in C/C++ that allowed the improved 
UDP client to be able to detect and make a single retransmission request for datagrams 
that it loses. It was determined that the server efficiently serviced retransmission 
requests from the clients for data rates up to 9MB/s. If the client application was 
engaged in activities other than reading data from the server, an ordinary client read 
100% of all published data only at rates below 4MB/s, while the improved client read 
100% of data up to 6MB/s 
63 
A future study may be directed toward resolving questions about the number of 
retransmissions that a client must make. That is, will a second retransmission effort by 
an improved UDP client be able to raise the maximum rate at which it reads 100% of 
the published data ? 
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