SDNと車両クラスタリングを活用したV2I通信方式 by Duo Ran
 
 
V2I Communication Scheme with SDN and 
Vehicle Clustering 
 
 
 
  
 
 
 
Ran Duo 
 
 
 
  
 
A Thesis Submitted in 
 Partial Fulfillment of the Requirements 
 For the Degree of 
DOCTOR OF PHILOSOPHY 
 
 
 
 
 
 
 
 
 
 
Graduate School of Informatics and Engineering 
THE UNIVERSITY OF ELECTRO-COMMUNICATIONS 
 
2020 September  
ii 
 
V2I Communication Scheme with SDN 
and Vehicle Clustering 
 
 
 
 
 
by 
Ran Duo 
 
 
 
 
 
Supervisory Committee: 
Prof. Tsutomu Yoshinaga 
Prof. Tadashi Ohmori 
Assoc. Prof. Satoshi Ohzahata 
Assoc. Prof. Suhua Tang 
Assoc. Prof. Celimuge Wu 
 
 
 
 
  
iii 
 
 
 
 
 
 
 
 
© Copyright 2020 
by 
Ran Duo 
All Rights Reserved 
  
iv 
 
SDNと車両クラスタリングを活用した V2I通信方式 
 
 
 
和文概要 
 
 
次世代スマートモビリティ社会を実現するためには，現在の自動運転技術で
使用されている単一車両での制御だけではなく，複数車両を協調させる制御が
必要であり，そのために車両間・路車間通信及び協調制御が必要となる．また，
車両の移動特性，有限の無線リソース，アプリケーションが要求する品質など
が多様化しており，それを考慮した最適な通信方式を明らかにする必要がある． 
 本研究では，路車間通信（V2I）及び車車間（V2V）通信プロトコルに関
する研究を行っている．移動性が高い，無線リソースが制限される路車間・車
車間通信において，大容量，低遅延といった通信品質を保証することは困難な
課題である．まず，高い移動性を持つ車と路側機（RSU）や基地局の間におけ
る頻繁なハンドオーバーが通信に影響を及ぼす．また，様々な車両ネットワー
ク応用を実現するためには，車両の高密度分布やアプリケーションの多様性を
考慮した通信手法の設計が必要となる． 
そこで，本論文では,ア）ハンドオーバーの際の通信効率の改善，イ）多様
な応用を考慮した無線リソースの効率的な利用，といった 2 点に焦点を当て，
下記 2つの手法を提案している．1つ目は，セルラー/IEEE 802.11p ハイブリッ
ド車両ネットワークにおける Software Defined Networking（SDN）のグローバ
ル視点を利用したハンドオーバー方式を提案している．またモバイルエッジコ
ンピューティング技術（MEC）を採用し，ハンドオーバー手順においてデー
タを事前にキャッシュすることにより，ハンドオーバーの際の通信を効率化し，
通信品質の向上を図っている．ネットワークシミュレータ OMNeT++，車両モ
ビリティシミュレータ SUMO を組み合わせて現実的な車両ネットワークシナ
リオを構築し，提案手法の性能評価を行っている．既存のハンドオーバー手法
と比較しながら，提案手法の優位性を明らかにしている． 
 2つ目は，コンテキストアウェア車両クラスタリング手法を検討し，アプ
リケーション要求に応じたクラスタリング基準を定めている．具体的は，車両
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ネットワークアプリケーションをトラヒックインテンシブ型（スループット重
視），計算インテンシブ型（計算量重視），遅延センシティブ型（遅延重視）の
3種類に分類し，それぞれの特徴に合わせたクラスタリング手法を提案してい
る．また SDN フレームワークを利用しコンテキストの認識を強化している．
ネットワークシミュレーションを用いて，既存の方式と比較することで提案手
法の優位性を十分示している． 
 上記のように，本論文は，路車間・車車間通信において，新たな SDN を
活用したハンドオーバー手法とアプリケーションの多様性を考慮した車両ク
ラスタリング手法を提案して，現実的なネットワークシミュレーションを用い
て既存手法と比較しながら，提案手法の有効性を確認している． 
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Abstract 
In order to realize the next-generation smart mobility society, it is necessary to consider not 
only a single vehicle used in current automated driving technology but also multiple vehicles 
to realize the coordinated system in wider situations. Therefore, communications among cars 
and cooperative control mechanisms are required for Vehicle-to-Vehicle communication 
(V2V) and Vehicle-to-Infrastructure communication (V2I). Besides, considering vehicle 
mobility characteristics, limited radio resources, it is necessary to clarify the optimal 
communication method for different requirements of various applications. 
In this thesis, the research is dedicated to studying V2I communication protocol. Vehicles 
possess high mobility characteristic and limited wireless resources which make them difficult 
to guarantee network communication quality. In road-to-vehicle communications, the network 
always accompanies with frequent topology changes due to the highly mobile feature 
of vehicles. Therefore, the frequent handovers happen between the highly mobile vehicle and 
the roadside unit (RSU) or base station, which affect network communication performance 
during the movement. In addition, to save limited wireless resources and prevent network 
congestion, clustered vehicle structure is an effective method. With the development of 
wireless technology and increasing user demand, various vehicle applications have emerged. 
Therefore, it is necessary to design a clustering algorithm that considers the high-density 
distribution of vehicles and the variety of applications.  
In this paper, the two studies are proposed, focusing on two points: a) the improvement 
of handover efficiency, and b) efficient clustering algorithm considering various applications. 
The first one proposes a handover method in a cellular / IEEE 802.11p hybrid vehicle network 
using the global perspective of Software Defined Networking (SDN), so that the stable 
communication connections are kept during the handover. It also employs mobile edge 
computing technology (MEC) and supports data communication in the handover process by 
caching data in advance. 
Secondly, this thesis discusses the context-aware vehicle clustering method and 
determines the clustering algorithm according to the application requirements. Specifically, 
applications are classified into three types: traffic-intensive (throughput-oriented), 
xi 
 
computation-intensive (computation-oriented), and delay-sensitive (delay-oriented), and the 
corresponding clustering methods are proposed respectively. The context recognition is 
enhanced by using the SDN framework. In order to evaluate the proposed method, realistic 
vehicle network scenarios are constructed by combining the network simulator OMNeT ++ 
and the vehicle mobility simulator SUMO. The superiority of the proposed method is 
sufficiently shown by comparing it with the existing method. 
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Chapter 1 
1 Introduction 
At the beginning of the thesis, this chapter introduces the research about the V2I (Vehicle to 
Infrastructure) communication scheme with SDN (Software-Defined Networking) and vehicle 
clustering. The structure of this chapter is as follows. In section 1.1, the background of the 
research as well as vehicular network technologies are introduced. section 1.2 explains the 
motivation and research problems that inspire the research about the V2I communication and 
clustering algorithm using SDN. section 1.3 lists the contribution of this thesis. section 1.4 
explains the overview of the thesis. 
1.1 Research background 
In modern society, increasing traffic congestion and rising traffic accidents are major 
challenges. The main reason for the problems is that the detection of surrounding information 
and the decision of car action mainly depend on the driver's physiological perception ability. 
However, and the driver's perception ability is usually very limited. Therefore, vehicles have 
to possess an ability that they can communicate with each other in real-time to form a 
network and build an Intelligent Transportation System (ITS) [1] [2]to alleviate traffic 
congestion and improve traffic safety. 
       With the rapid development of the technology, Vehicular Ad Hoc Network (VANET) [3] 
[4] [5] [6] [7] [8] technology has become the one solution that is able to support vehicle 
communication and provide a wide variety of vehicle services. As shown in Figure 1, vehicles 
are regarded as the network nodes which can build up the large network and realize 
vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication in VANET.  
For V2V communication, industry and academia have proposed many solutions to 
support high-volume communication data between vehicles. Among them, the most 
commonly used technology is the Institute of Electrical and Electronics Engineers (IEEE) 
802.11p which is originated from the Dedicated Short-Range Communication (DSRC) [9]. 
IEEE 802.11p-based vehicular networks utilize unlicensed bands at the frequency of 5.9GHz 
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with 7 channels and provide around 300m short-range communication.  
In V2I, the vehicle gets network services or internet access by communicating with the 
base station or Road Side Unit (RSU). With the use of Hotspot and longwave wireless 
technologies, communication can be set up by Cellular, Wi-Fi, or Wi-Max access [10]. In 
VANETs, vehicle easily to cause highly dynamic changes for the network topology, because 
of its natural high-speed feature.  
 
Figure 1 General VANET architecture. 
The development trend of vehicular network technology presents a higher requirement 
for network performance. In order to provide vehicles high reliability and low-latency 
communications, the Fifth-Generation (5G) [11] [12] [13] cellular network is supposed to 
meet the network performance requirements of ITS applications [14]. However, the growing 
density of vehicles that connect with the base station or RSU probably causes a lack of scarce 
spectrum resources, traffic congestion, and signal overhead. A cluster-based VANET can 
properly solve these problems. 
In recent years, Software-Defined Networking (SDN) technology is regarded as one of 
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the promising technology in improving traditional network architecture by making flexible 
management and forming programmable networks [15]. At the beginning of SDN 
development, it is mainly deployed in the data centers and small-scale experiment network. 
However, nowadays, the SDN concept with its widely used northbound OpenFlow [16] 
technology has begun to involve in the next-generation wireless network deployment [17] 
[18]. 
 The ONRC OpenRoads project set up by the Stanford is evaluated in [19], and it 
concludes that on a large-scale testing platform, SDN could help users with live video 
application go across different wireless infrastructures [20]. Also, a software-defined WLAN 
management architecture called cloud-medium access control (MAC) [21] is proposed to 
support the control of wireless access points from the remote data center which makes the 
management easier. Furthermore, VANET architecture basing on SDN technology is 
proposed in [22] and its advantages and the services that are able to implement are discussed. 
On the other hand, they conclude that the routing method based on the SDN brings higher 
packet delivery efficiency when compared with the traditional one. 
1.2 Motivation 
With the increasing number of smart vehicles, the fundamental network challenges are 
brought about to VANET technology. Most of the challenge is because of the dynamic 
network topology feature of the VANETs, caused by the continuous movement of vehicles. 
The high mobility feature of vehicles results in frequent handover between different wireless 
access and radio channels. The real-time information collection that is required to support ITS 
real-time applications, may be obstructed by the frequent handover. Furthermore, the growth 
of network performance and utilization are hindered by the erratic network connection. 
Therefore, future VANET are facing with numbers of challenges like the following 
description: 
1) Low latency and real-time application: for real-time applications such as automatic 
driving and safety services, it is the most basic requirement to support low latency packet 
transmission in the future VANETs. Future VANETs should support real-time 
applications, like instruction messages for manage driving behavior, must be transported 
by very low latency. 
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2) High bandwidth: for future VANETs, entertainment applications such as high definition 
video services will require large data traffic. Moreover, some navigation applications 
who need frequent updates to ensure traffic information synchronization also require the 
network to support large data traffic. 
3) Connectivity: in order to support higher communication quality, VANETs should realize 
a stable connection for the vehicle in communication. Connectivity between the vehicle 
and the remote correspondent node should be guaranteed for some safety applications to 
ensure continuous and highly reliable communication, thereby reducing the possibility of 
transmission failure during the communication process. 
In order to face the challenges described above, it is necessary to propose an efficient 
communication scheme to support the vehicle’s mobility. There are several kinds of research 
involved in the mobility problem, as the discussion in chapter 2, but they always inevitably 
faced with the problem of triangular routing, large signaling overhead, and scalable issues. 
SDN is a promising future network architectural technology that can be introduced both 
in the wired and wireless networks. In SDN network structures, the centralized control logic 
can manage the network function and performance more flexibly and easily, by cooperating 
with the programmable entity. Since programmable SDN architecture is able to provide 
flexible control in routing decisions, triangular routing may be eliminated. With standard 
Southbound Interface, SDN provides better scalability for network function deployments. 
Another VANET controlling technology called clustering makes network 
communication less sensitive to the frequent topology changes as well as saves scarce 
spectrum resources. There have been various researches about the vehicle’s clustering method 
as discussed in section 2.3. These researches mostly just focus on solving the cluster mobility 
issue to improve the cluster’s mobility, but do not considers from the application side. Few 
studies explain their aim of supporting specific application requirements and propose 
corresponding cluster algorithms. However, they just consider the single possible scenario in 
network communication, do not consider the difference of applications in the requested 
Quality-of Services (QoS). Therefore, a clustering method that targets different kinds of 
applications is needed to be proposed. Benefiting from the controller’s global view of the 
network and SDN centralized control provides the ability to execute clustering only when 
needed. Executed by the SDN programmable device, the SDN controller makes it easier to 
schedule the handover scheme. 
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1.3 Contribution 
As mentioned in the previous part, there are challenges and opportunities in the VANET 
where SDN technology is emerged as a promising solution to meet the future network 
demand. Therefore, SDN-based VANET is applied throughout this thesis considering its 
programmable feature and global perspective supply. The main challenges in the VANET are 
based on its highly dynamic network feature, which is meted, in this thesis, by proposing a 
handover scheme and also, clustering algorithms.  
This thesis aims to design an SDN based communication scheme to support large traffic, 
low latency, and diverse application Vehicular network. Firstly, an SDN based VANET 
architecture is introduced to provide a global view and programmable network for further 
research. In order to provide a stable connection for V2I communication, it is necessary to 
build up an efficient handover approach. However, even though the handover is successfully 
executed, inevitable data loss exists during the handover. Therefore, the data caching 
algorithm for the handover period should be deployed.  
On the other hand, to save scarce spectrum resources and reduce signaling overhead, the 
clustered vehicular network is introduced in this thesis. The existing clustering methods 
which support a different kind of situation, are always mentioned alone without considering 
the possibility of implement the other kinds of applications. Therefore, propose a clustering 
method to support a different kind of application requirement is extremely important. 
According to the reason mentioned above, this thesis proposes an SDN-based handover 
scheme and context aware clustering algorithms to support VANET.  
For the SDN-based handover scheme, the contributions are as follow: 
 An SDN-based VANET architecture is proposed, in which vehicles are grouped into 
clusters and the network is managed by the two-level controller. Level 1 is 
responsible for the continuous monitoring of the network status and provides a 
global view of the network. Otherwise, the level 2 controller is responsible for 
managing vehicle within its control range, as well as reporting network status to the 
level 1 controller. 
 A Mobile Edge Computing (MEC) server is introduced and deployed on the 
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roadside infrastructure to achieve a caching scheme during the handover and restrict 
data loss. In order to guarantee the network service smoothly, the MEC server is 
able to cache the data being received or transmitted by the vehicle that is about to 
happen handover from other roadside infrastructure. 
 Two kinds of handover scenarios are discussed: handover between different cluster 
head communication range and handover between different V2I communications, to 
ensure handover integrity.  
 The rerouting work after the handover between different V2I communication ranges 
is explained from the two aspects: the same controller handover and different 
controller handover. 
 For the context-aware clustering algorithms, the contributions are as follow: 
 For various applications that claim for the different requirements for the network 
performance, applications are divided into three types, which are delay-sensitive, 
traffic-intensive, and computation-intensive applications.  
 According to context obtained from the cluster, a series of calculations are executed 
by the SDN controller, so that the essential parameters can be put forward to support 
further clustering algorithm. 
 Different clustering algorithms are proposed, based on the application types to 
respond to the different requirements of applications. The clustering algorithms 
related to the above-mentioned parameters that are managed and calculated by the 
SDN controller. 
1.4 Organization of the thesis 
The dissertation provides research about solving the problem caused by the vehicle mobility 
feature by introducing SDN architecture. A seamless handover scheme is proposed to reduce 
the handover frequency and vehicle’s communication connection stability. Besides, context 
aware clustering algorithm is put forward to support diverse application requirement. In this 
thesis, these researches are proposed by five chapters that following the description: 
 Chapter 1 gives the background and explains the motivation of the research. 
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Furthermore, the contribution and thesis outline are also described. 
 Chapter 2 presents the introduction of SDN-based VANET and explains the benefits 
that SDN brings about. Besides, the related technology about handover and 
clustering algorithms are also discussed.  
 In Chapter 3, a handover scheme on SDN-based VANET architecture is discussed. 
The connection stability problem in the high mobility network is discussed by 
comparing different mobility solutions. Basing on the architecture, the handover 
scheme is classified into different situations that decided by the vehicle’s position in 
the network and accompanied by a caching scheme at the mobile edge. The 
simulations are conducted to show the benefits of the proposed handover scheme 
from several aspects. 
 In Chapter 4, a context-based clustering algorithm is put forward and allows 
clusters possible to meet the requirement of different applications. By discussing the 
different network scenarios, the applications are divided into different types, 
according to their requirements for the network performance. Then, different 
clustering algorithms are proposed and executed via the SDN controller. To evaluate 
the proposal, network simulation is conducted for different network scenarios, and 
the results show the superior of the proposal. 
 Chapter 5 concludes the thesis and discusses future work for future research. 
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Chapter 2 
2 SDN based vehicular network and related 
technology 
This chapter introduces SDN technology and the research about SDN-based VANET 
technologies as well as explains the benefits that SDN brings about. Besides, the related 
technology about handover and clustering algorithms are also discussed. 
In section 2.1, SDN technology is introduced and its development path is presented. Not 
only that, but VANET which is supported by the SDN is also descript in the subsection and 
the benefits that are provided by the involvement of SDN are discussed. In section 2.2, the 
related research about the handover technologies are listed from the aspect of both normal 
wireless networks and vehicular networks. For section 2.3, related research about clustering 
algorithms is explained from both Mobile Ad hoc NETwork (MANET) and VANET 
architecture. 
2.1 Software-defined networking 
Software-Defined Networking (SDN) [23] [24] [25] is considered as a new type of 
next-generation network architecture aiming to extract the control process (control plane) and 
packet forwarding (data plane) from the network. At the control plane, formed by several 
logical entities, the controller is responsible for the monitoring network and collecting 
information, to improve the management of network resources. At the data plane, data 
forwarding behaviors are executed on the network devices with wired or wireless 
communication, according to the instruction of the controller. The communication interface 
between the control plane and data plane are standardized to support various vendors. The 
most widely used standardized interface between two planes is OpenFlow [26] protocol 
which achieves programmable network and flexible control of network traffic. Except for the 
OpenFlow protocol, many companies developed their southbound API to meet their special 
needs, such as OpFlex protocol [27] proposed by Cisco and Nicira's NETCONF [28]. The 
application plane is the third plane of SDN architecture, which deploys various third-party 
network service applications. The applications at the application layer communicate with the 
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SDN controller by a northbound interface and indicate their network requirements about 
security, network resources, and QoS. Consequently, SDN architecture provides a 
programmable and flexible network and optimizes the utilization of network resources what 
brings ease in network innovation. 
The concept of SDN is firstly introduced by the Clean State research group of Stanford 
University in the United States in 2006 [29]. They aim to change the existing network 
infrastructure which is slightly out of date and difficult to evolve and invent a new network 
architecture. In 2008, the concept of OpenFlow is introduced in detail for the first time, as 
well as the explanations of several application scenarios by the same group of people [26]. In 
2011, the Development and Deployment Initiative (NDDI) partnership, consist of Internet2, 
Indiana University, and Stanford University, creates a testbed to a new nationwide network 
platform that allows researchers to apply new network protocols, as well as global 
cooperation cross different campus [30]. For industrial deployment, Google achieves fully 
operational SDN architecture at its backbone network indicating the SDN is not just a 
research model, but a mature applicable product [31]. In recent years, the SDN-based mobile 
network [32] [33] has emerged as a hot research topic that enables the protocol features to 
implemented as applications and maximizes the usage of both core network and access 
network. With the arrival of commercial deployment of 5G, SDN technology is seamed as 
one of the available solutions for lower power and high efficiency in resource management to 
support 5G requirements [34] [35]. 
2.1.1  SDN-based VANET 
The SDN natural feature of providing flexible, scalable, and programmable network can help 
VANETs to overcome most of the challenges [36] [37]. In recent years, SDN-based VANET 
has become a promising approach to simplify network management and potentiate 
programmable network which attracts great attention from scholars and researchers. The 
introduction of the SDN concept in decoupling of control and data plane provides VANET: 
1) Virtualization of underlying network infrastructure for VANET application by 
controllers standardized southbound interface. 
2) A centralized network control with the global view of the network monitored 
continuously by the SDN controller. 
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As SDN may bring diverse possibilities to the future network, SDN based VANET has 
become a passionate topic for researchers. For example, to achieve a programmable and 
flexible network, the research [22] applies the SDN concept into VANET and confirms 
improvement in mobile device management and resource allocation that SDN brings to the 
network by comparing SDN-based routing protocol with the traditional VANET routing 
protocol. 
In Figure 2, the general architecture of SDN-based VANET is shown with its three-plane 
architecture and major components. According to the SDN concept, the architecture is 
composed of a data plane, a control plane, and an application plane. 
1) The data plane consists of physical infrastructures and network devices such as 
roadside stations, RSU, vehicles, and other network devices in the core network. 
Vehicles in the data plane create their data information such as speed, position, data 
processing capability, and historical path from several onboard sensors equipped on 
the vehicle. The infrastructures like RSU and base stations are able to provide low 
latency V2I services for vehicles to support local network with local vehicle 
information. 
2) In the control plane, the controller continuously collects and monitors the vehicles’ 
current information by the SouthBound Interface (SBI) and maintains the historical 
information, thereby forming a global view of the network. By using this 
information, controllers are able to use flow rules to apply various functions, such as 
routing, information collecting, resource allocating, and security service to data 
plane abide by the instruction that release by the application layer entities through 
NorthBound Interface (NBI). 
3) In the application plane, various SDN or VANET applications are deployed as 
software modules written by the developers/administrators to implement diverse 
network functions, such as network traffic management, network visualization, and 
road traffic information management. These software modules on the application 
layer are able to cooperate with the SDN controller through NBI and use global 
information of the network to implement network policy on the data plane devices. 
In this way, with the open NBI interface, the application layer provides great 
advantages in optimizing network decisions and updating network technologies. 
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Figure 2 SDN-based VANET architecture. 
2.1.2  Related research about SDN-based VANET 
SDN provides collaborative work and improves network performance in VANET to solve the 
challenges facing by VANET. There are several studies on deploying SDN in the VANET, 
and their works are discussed from different aspects. 
In order to achieve low latency and high-quality communication in the network, a new 
SDN-based VANET is proposed in [38] with the deployment of the Mobile Edge Computing 
(MEC) cloud server which is used to integrate different access technologies. The result in 
different kinds of services shows the benefits of providing low latency and high-reliability 
networks. Moreover, another network architecture is proposed in [39] that not only utilizes 
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the SDN concept but also introduces fog computing technology that migrates cloud 
computing to the edge of the network to realize security services, QoS management, and 
location-aware services. 
The security and privacy problem is the key challenges for SDN-based VANET. For 
autonomous technology for driver-less cars, security issue brings about catastrophic effects on 
traffic safety. Therefore, the author in [40], presents the security problem in VANET and 
proposes a security policy by combining artificial neural networks and SDN. Considering the 
responsibility of the controller to provide centralized information management and function 
of sharing global information, [41] discusses the safety issue in the SDN based VANET and 
proposes a control scheme to ensure the security of NBI under dynamic access. 
In order to facilitate network management, [42] studies a VANET architecture combined 
with edge computing technology, which uses edge computing technology to distribute 
common information required by vehicles. This architecture also allows the SDN controller to 
utilizes beacon information between V2Vs to establish a global view of the VANET. 
Furthermore, the study [43] is devoted to studying a full SDN network architecture with 
layered controllers. This architecture provides network devices with flow-based services, 
unified routing decisions, and handover strategies. Moreover, the study also discusses the 
programmable handover functions that happen between different network devices. 
In order to maximize the network resource utilization, the research [44] proposes a 
multi-level VANET architecture which regards idle vehicles parked on the roadside as for 
computing infrastructures and uses SDN to provide rational use of fog computing resources.  
Considering the communication scenarios of vehicles in heterogeneous networks, authors 
in [45] introduce SDN technology in the VANET to enable the control plane to provide 
centralized scheduling and management of data plane network resources. In this way, SDN 
provides the best network interface for the mobile nodes under communication and achieves 
low communication overhead for heterogeneous vehicle communication.  
As a promising technology in supporting future 5G networks, SDN is supposed to meet 
the trend of network demands, such as better scalability, flexibility, resource management, 
and energy-saving [46] [47]. Different from the typical two-plane (control plane and data 
plane) structure of SDN, an SDN based three-plane 5G architecture is proposed, where the 
power plane is introduced additionally so that SDN can be used to monitor and schedule 
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energy consumption in the energy plane. 
A three-plane software-defined 5G architecture that additionally introduces energy plane 
to the network, is first presented in [48] to control energy consumption by using SDN to 
monitor data flows. A 5G-based software-defined vehicular network architecture is proposed 
in [49]. The study [50] investigates the security and privacy issue using blockchain in the 
transportation system and the vehicular IoT environment in SDN-enabled 5G-VANETs. 
2.1.3  Benefits of SDN 
Joining with SDN, VANET could use a global view of the network to perform effective 
resource usage in the data plane, which greatly simplifies network management. Besides, 
SDN applications enable the abstraction of data plane that allows various requirements for the 
data plane requested by the application, so as to realize the flexible management of network 
services. In detail, the introduction of SDN technology brings the following advantages to the 
VANET: 
 Support for heterogeneity: Network devices and vehicles provided by the different 
vendors are able to cooperate and communicate with each other due to the standardized 
SBI of the SDN controller to support heterogeneity. 
 Global view: The controller continuously monitors underlying network devices and 
collects vehicles’ mobility information, to build up and maintain the global view of the 
vehicular network. The global view can be shared by the virtualization of networks 
basing on the application. 
 Improve resource utilization: Providing a global view of the network, the SDN 
controller can improve network resource utilization in VANET. For example, with the 
global knowledge in wireless resources, the SDN controller could help to decide the 
occasion of changing in the access network and select a suitable wireless interface for 
better communication quality.  
 Improved network security: SDN enabled switches distributed in the network are able 
to obtain traffic information through network traffic analysis and various network 
anomaly detection tools. At the same time, the SDN controller collects the information 
from the SDN switches through the standard SBI and combines the data plane interaction 
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information to analyze the network security and maintain the global view of the network. 
In this way, the SDN controller can issue new security policies to network entities to 
avoid network security threats. 
2.2 Handover technology 
In VANET, the most pending challenges are related to the vehicle’s mobility feature. 
Mobility of vehicle accompanies by the handover between different wireless access such as 
roadside base station and RSU which results in the connectivity problem. To meet VANET 
requirements for lower latency, high capability, and reliability network, the connectivity 
problem is an important issue to be solved, in other words, an efficient handover scheme is 
urgent needs to support vehicle’s mobility. 
2.2.1  Description of handover 
Handover of vehicle communication means, the vehicle getting services through 
communication with one point of attachment (PoA) changes its communication method by 
accessing another PoA. According to the access types of vehicles to PoA, the handover 
scheme can be classified into two types. 
1) Horizontal handover: happens between two PoA using the same type of network and 
wireless access technology, which happens most often in the VANET. 
2) Vertical handover: happens between two PoA with the different wireless interfaces 
using different wireless access technology, which infrequently happens in VANET, 
because of additional cost to the vehicle. 
The handover scheme is triggered by special decisions according to different network 
quality parameters, such as Received Signal Strength, Received Signal Quality, Vehicles 
Speed, traffic type, and Available Bandwidth [51]. According to the reason of triggering 
handover, there are two types of handover scheme [52]: 
1) Link layer handover: A handover between different PoA in the same network, that 
triggered by the reduction of received signal strength or received signal quality or 
differentiation of vehicle speed. 
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2) Network layer handover: A handover to a different PoA of the new network, that 
implements the vehicle's new addresses, triggered by the traffic type and available 
bandwidth. 
2.2.2 Traditional handover 
2.2.2.1 Handover in the network layer 
To support the stable connection in the mobility environment, there are many traditional 
handover managements proposed at the network layer. The earliest and most well-known 
study [53] stipulates the Mobile IP protocol aiming to keep network connection during the 
communication and make the communication peer always find the Mobile Node. To achieve 
these goals, MN is equipped by Home Address (HoA) which indicates the permanent address 
owned by the mobile node to identify the individual MN and Care-of Address (CoA) that 
indicates the current network position of MN for routing decision. In order to track MN’s 
position, an entity called Home Agent (HA) is introduced to store the mapping relationship of 
MN between HoA and CoA, and another entity called Foreign Agent (FA) is introduced to 
provide routing services between MN and HA and located in the current network of MN. 
When the MN handover between the different network, it registers its new mapping 
relationship to HA between HoA and the new CoA to its HA by directly sending to HA or by 
new FA. After the registration, the packet with the destination to the MN is firstly sent to the 
HA directed by the HoA of MN, then tunneled from HA and FA, according to the registered 
mapping relationship, and finally, detunneled and delivered to the MN. Besides, MN can send 
packets directly to the correspondent node.  
Comparing with Mobile IPv4, Mobile IPv6 [54] brings lots of improvement in the 
handover scheme. By defining a new IPv6 protocol function and introducing an additional 
option field to support mobility in the IPv6 network, the mobile node could directly receive 
the packages through its CoA instead of forwarding through HA. When handover happens, 
MN registers its mapping relationship between CoA and HoA to the correspondent node 
directly. The correspondent node receives packets with CoA as the source address, directly 
from the MN, and then replaces the source address with the HoA before passing to the upper 
layer. Different from Mobile IPv4, the correspondent node can send packets to MN without 
tunneling between the HA and FA, to solve the triangular routing problem. 
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In order to support handover in a heterogeneous network with IPv4/IPV6 hybrid 
environment, [55] discusses the different handover procedure according to the different 
hybrid network scenarios. These handover schemes are in the most used to support network 
mobility, but not the best choice in the VANET, for they are always accompanied by the 
triangular routing problem, which is not suitable for the low latency, high resource utilization 
requirements of VANET. 
2.2.2.2  Handover support in the transport layer 
Except for the network layer’s solution, the transport layer’s multi-path protocols are able to 
support keeping the same connection for the handover of the mobile node. The extension 
researches are based on the most well-known transport layer protocol Transmission Control 
Protocol (TCP) [56] and Stream Control Transmission Protocol (SCTP) [57].  
In SCTP, the connection between the communicating nodes is called association that 
naturally supports multiple source-destination address pairs. In the basic SCTP transmission 
scenario, there are one source-destination address pairs in an association is considered as the 
main path, otherwise, the remaining path as a backup to prevent network failure. Encouraged 
by its multi-homed advantage, Mobile SCTP (mSTCP) [58] is proposed to support mobility in 
the transport layer. When MN happens handover to another network, mSCTP informs the 
correspondent node of a new address assigned by the new network and adds the address to its 
current association as soon as the new address is detected. After achieving the handover, MN 
can communicate with the correspondent node directly by new source-destination pairs 
interruption of the association. 
For the TCP is the most widely used transmission protocol, there are several solutions in 
supporting handover. An extension protocol MPTCP (Multi-Path TCP) [59] [60] is the most 
active TCP based protocol in supporting a stable connection with the address change. 
Different from basic TCP that just allow one source-destination address pair in one 
connection, MPTCP allows one connection to build up and include multiple Sub-flow, where 
each Sub-flow represents different address pairs. The Sub-flow in the connection can be 
added and deleted according to the requirement. When the handover happens, a new Sub-flow 
represents the new path between MN in the new network and correspondent node is added in 
the current connection, so as to keep the stable connection in the mobile network. 
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2.2.2.3  Vertical handover 
Besides, there are many studies on supporting vertical handover in different network 
interfaces. The author in [61] discussed handover decision between cellular network and 
Wireless Local Area Network (WLAN) in a heterogeneous wireless network where Kalman 
filter and fuzzy logic are used. For a solution in other aspects, split signaling packets from the 
backhaul channel in a wireless mesh network may reduce the handover latency [62]. The 
study [63] uses channel average nonfading duration to make handover decisions and 
maintains reliable links by applying a preemptive handover strategy and achieve reuse of 
available links. These studies mentioned above can effectively support the handover caused 
by the large-scale movement in global mobile networks but are not appropriate ideas for 
frequent handover scenarios in smaller-scale networks. 
2.2.3 VANET handover 
In order to support the vehicular network with highly dynamic topology, there are a large 
number of handover approaches have been proposed in the VANET.  
2.2.3.1 Pre-handover 
For common cases, the delay caused by the handover scheme is always a serious problem in 
improving network performance. These handover schemes include wireless resource 
allocation, connection establishment, authentication, and forwarding path creation takes time 
to achieve successful handover. 
To solve the handover latency problem caused by the Mobile IP handover scheme and 
achieve improvement in user experience on VANET applications, a pre-handover method [64] 
is proposed. In this method, the vehicle can get the IP address from the other vehicles and 
predict handover possibility with the help of the vehicle moving forward so that the handover 
scheme can be executed in advance. This pre-handover scheme is designed to be applied for 
vehicles moving on the straightway in the same direction and is proved to effectively work in 
real-bus and virtual-bus scenarios. For another example, the idea of combining NEtwork 
MObility (NEMO) and VANETs is proposed to support seamless handover in different 
wireless access [65]. In order to minimize handover latency, neighboring nodes can provide 
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information about available new access point for the vehicle in advance, so that the vehicle 
can immediately connect with the new access point when the handover happens. 
Before performing a handover scheme, the vehicle can get the available information of 
new access points in advance through assistance from other vehicles, so that the new access 
point can be configured immediately according to the need of a vehicle, reducing handover 
latency.  
2.2.3.2 VANET cluster handover 
To satisfy the VANETs needs of scalability and reliability and high utilization of network 
resources, some studies divide VANETs into different clusters to support the handover issue. 
In this case, the handover may happen in diverse network scenarios such as the cluster’s 
handover between different wireless access and vehicle handover between different cluster 
heads [66]. In the study [67], a second cluster head is selected as a backup to ensure the 
vehicle’s handover between different cluster heads by prediction about cluster status using 
vehicle movement information including speed and location. but it does not discuss the 
scenario that the possibility of cluster’s handover between the base stations. Otherwise, 
clustered architecture can reduce handover frequency in the VANET by the appropriate 
clustering algorithm, but causes extra overhead signals, in order to maintain a stable cluster. 
The research [68] is dedicated to maximizing the connection time between vehicles. It 
considers the road topology and the possibility of vehicle movement to measure the failure 
time of the communication link, to reduce the handover frequency. To ensure communication 
security, the access point needs to authenticate the identity of the new vehicle that happens 
handover from other access. For this reason, [69] proposes a group authentication scheme in 
5G environment to reduce the cost of authentication calculation overhead when handover 
occurs, and proposes a clustering algorithm considering relative speed, position, and signal 
strength to reduce the handover frequency. 
Considering the handover between radio spectrums, [70] proposes a way to proactively 
predict channel handover by estimating the available channel using the hidden Markov model. 
In addition, it can send the most lightweight important information extracted from the data to 
the destination in advance, so that the user can be less sensitive to the handover. 
As the main standard for vehicular communications, IEEE 802.11p faces inevitable 
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challenges such as network scalability, improvement in capacity and intermittent connectivity. 
To meet these challenges, Long Term Evolution (LTE) mobile communication technology is 
introduced in clustered VANET architecture [71]. To support this hybrid architecture, a novel 
vertical handover protocol is proposed in the study [72] to support handover between IEEE 
802.11p and LTE wireless access. Although these proposals do improve the handover 
performance but have not noticed the influence of handover at the transport layer. 
There exist a study [73] that takes the effect of the transport layer into account. it 
proposes a beacons control data dissemination protocol to allow the vehicle’s TCP connection 
to be interrupted and reestablished actively during the handover scheme, thereby reducing the 
network performance degradation caused by TCP connection interruption. Even though the 
effect of the transport layer is discussed in the above research, but the connection disruption 
has not been eliminated. 
2.3 Clustering technologies 
There is a challenging network environment that hinders the deployment of VANET. It is 
especially delicate to the hidden node problem and is easy to be influenced by the on-road or 
roadside obstruction, as well as limited by spectrum resources. So the concept of the cluster is 
proposed forming a distributed architecture via a specific clustering algorithm [74].  
The concept of clustering is to logically gather vehicles with close geographic locations 
into a group through some algorithms. The size of the cluster is related to the wireless radio 
transmission range of network devices in the cluster and different from one to another. 
According to the clustering algorithm, at least one vehicle is selected as a cluster head and the 
rest of the vehicles are performed as cluster members. Under normal circumstances, each 
vehicle in the cluster may be selected as the cluster head. However, according to different 
clustering algorithms, the appropriate cluster head has to be selected to meet different 
network requirements. The role of cluster head in the cluster varies because of the different 
clustering algorithms that may be responsible for the routing function as a relay node or 
selection of cluster members. 
The general procedure for the clustering algorithm can be classified as follows: 
1) Cluster initialization: At the beginning of the clustering algorithm, every vehicle that 
is willing to join in the VANET is initialized as an only member in the cluster. Then, 
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the vehicle begins to announce its existence periodically by broadcast message to its 
neighbors and collects the surrounding information by announcements from 
neighborhood vehicles.  
2) Cluster head selection: After the collection of information about its surroundings, 
vehicles in the cluster elect a suitable node to be their cluster head. Every vehicle in 
the cluster tries to establish a cluster relationship with a selected cluster head or the 
vehicle selected as a cluster head announces its roles to the neighborhood vehicles to 
form a cluster. 
3) Cluster maintenance: After the establishment of the cluster, the vehicle periodically 
queries the status of the cluster member and surrounding information to maintain the 
cluster. The cluster may change its status according to the corresponding algorithm. 
For example, a vehicle that requests for the VANET service can join into the cluster 
or a vehicle moving out of the cluster coverage can be deleted from the cluster or 
when some relatively small clusters are close enough, they are allowed to merge into 
a big cluster. 
The processes of the clustering algorithm are commonly the same as the above 
description in both MANET and VANET environment. The main difference between the two 
kinds of networks is that the nodes in the MANET can move freely in the field but on 
contrary, nodes in the VANET are limited to a certain pattern [75]. 
2.3.1  MANET clustering 
As VANETs is a subset of MANET, at present, there are many studies about clustering 
algorithms in VANET are originated from the MANET. 
The earliest notable clustering research is started from the study [76] for MANET to 
form a distributed network. The algorithm introduces a site which is assumed to know the 
identities of all network nodes, and then choose one node as a cluster head that has to ask 
other nodes to build up a cluster. This process is carried out several rounds, so in this way, all 
nodes in the network are separated into clusters. However, because only one cluster can be 
generated per round, the clustering for all nodes takes a too long time. 
The simple clustering algorithm is proposed as popular Lowest ID [77] and Highest 
21 
 
Degree [78] algorithms. These two methods are very simple, only based on single information 
in clustering. For the Lowest ID, each node is pre-assigned a unique ID within the whole 
network. Through the periodic broadcast of nodes, select the node with the smallest ID as the 
cluster head and added its neighborhood nodes as cluster members. The maximum 
connectivity algorithm selects cluster heads based on the connectivity of nodes. Each node 
calculates its connection degree according to the interactive control information and 
broadcasts it to the network. The algorithm selects the node with the highest connection 
degree as the cluster head, and the neighboring nodes as its cluster members. 
Mobility Clustering (MOBIC) [79] is one of the most frequently mentioned MANET 
clustering algorithms which is based on the Lowest ID algorithm and optimized by 
introducing signal power levels and mobility metrics. The nodes in the network broadcast the 
hello message to each other, then measure the signal power levels and calculate the mobility 
metrics according to the received hello message. The cluster head can be selected by the value 
of the lowest mobility metric and its neighboring nodes can join the cluster as cluster 
members. 
2.3.2 VANET clustering 
Different from the MANET scenario with distributed location and random movement in the 
network, VANET clustering possesses superior conditions in designing clustering algorithm, 
because of the vehicles’ regular movement and established road infrastructure. Many types of 
research have proceeded on clustering technology for VANETs. 
 Table 1 shows an overview of the clustering algorithm which includes both the MANET 
clustering algorithm and the VANET clustering algorithm. For the VANET is a special form 
of MANET, the clustering algorithms for MANET are also able to use in the VANET. 
Table 1 Clustering algorithm overview 
Research name Category Metrics 
Ephremides et al. [76] Non ID 
Lowest ID [77]  Non ID 
Highest Degree [78] Connectivity degree 
based 
connectivity 
MOBIC [78] Mobility based Signal power 
Rawashdeh et al. [81] Mobility based moving directions, relative speed 
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CDS-SVB [83] Mobility based speed, moving direction, relative location 
APROVE [84] Mobility based affinity metric 
MPBC [85] Mobility based relative speed 
DBC [86] Traffic based density of connection, road traffic, link 
quality 
Maglaras et al. [87] Traffic based possibility of traffic flow, connectivity 
ability, average distance, average velocity 
Ucar et al. [88] Mobility based average relative speed 
HCA [89] Connectivity 
degree based 
connectivity status 
PMC [90] Connectivity 
degree based 
connection number, neighbors number 
Duan et al. [49] SDN based signal strength, velocity 
Qi et al. [91]. SDN based social attributes, inter-vehicle, distance, 
relative speed 
 
2.3.2.1 Mobility aware clustering 
For the existing clustering algorithm, the most popular goal in forming a cluster is to keep a 
stable clustered network. 
 A stability based clustering algorithm is proposed in [81], which forms stable clusters 
moving on the highway. The algorithm takes the vehicles’ moving directions and relative 
speed between the different vehicles into consideration for forming stable clusters. The 
vehicles are divided into groups according to the speed, and the clustering process is started 
by the slowest vehicle in the group. The vehicle is selected as the cluster head, whose position 
is close to the center and having speed close to the cluster average speed. 
Togou et al. [83] propose the Connected Dominating Set-Stable Virtual Backbone 
(CDS-SVB). They consider vehicles' speed, moving direction, and relative location to be used 
as the metrics of the clustering algorithm so that the virtual backbone structure can be formed 
in high stability and low transmission delay.  
The Affinity PROpagation for VEhiclar networks (APROVE) [84] is a unique clustering 
algorithm that introduces the affinity metric to measure the stability between the vehicle and 
its neighbors. The affinity metric is defined by two parameters: responsibility and availability 
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shared by the neighbors. The algorithm aims to efficiently minimize the relative mobility and 
distance between the cluster head and cluster members, and finally builds up the distributed 
stable clustered network.   
In research [85], a Mobility Prediction-Based Clustering (MPBC) scheme is proposed 
where relative speed is used as the main metric to predict the vehicle's mobility in the 
clustering algorithm. The node periodically sends Hello to its neighbors and estimates the 
relative speed based on the Doppler shift of the received signal. The cluster is initialized with 
the cluster head being selected to perform the minimum relative speed. In the maintenance 
stage, mobility prediction is performed to support the issue caused by the relative mobility.  
2.3.2.2 Traffic based clustering 
The research [86] proposed A Density-Based Clustering (DBC) scheme, utilizing the density 
of connection, link quality, and road traffic conditions to form a stable network. Considering 
the crossroads map in the urban scenario, the research [87], proposes a lane-based clustering 
algorithm to form a stable cluster. They assume that the vehicle may move towards an 
intersection that has three possible traffic flow (forward, left, right) to join in. Every vehicle 
has to measure its connectivity ability, average distance, and average velocity to calculate the 
cluster head level. The vehicle with the highest cluster head level will be selected as a cluster 
head, thus making the lifetime of the cluster longer. 
 This kind of clustering is like Mobility aware clustering aiming to build geographically 
stable clusters. These clustering methods are conducive to large-volume data transmission but 
are not appropriate for the applications that require computation capability. And some 
algorithms even use a multi-hop mechanism, making them difficult to apply in low-latency 
scenarios. 
2.3.2.3 Connectivity degree based clustering 
A multi-hop cluster-based IEEE 802.11p-LTE hybrid architecture is proposed in the research 
[88] for the first time aiming to decrease the number of clusters and improve network stability. 
The research uses a matric of the average relative speed between the vehicle and its neighbors 
in deciding the cluster head to prevent the stability of the network. The vehicle can join in a 
cluster by directly communicating with the neighbors with the role of cluster head or cluster 
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members instead of multi-hope communication with cluster head to minimize signaling 
overhead.  
A Hierarchical Clustering Algorithm (HCA) is proposed in [89] aiming for forming 
clusters as fast as possible. Different from other clustering algorithms, it constructs clusters 
according to the connectivity status from the neighborhood vehicles, instead of the vehicle’s 
location pattern. Otherwise, it deals with the channel access and manage the data flow 
transmission into the cluster to avoid traffic collision and achieve reliable communications. 
In recent researches, [90] proposes a passive multi-hop clustering algorithm (PMC) to 
construct a large scale, high stability cluster. It introduces a priority-based neighbor-following 
strategy to carry out CH selection which is calculated by the node’s connection number and 
neighbor’s number. The vehicle selects its neighbor with the highest priority into the same 
cluster, in this way, improves the stability and reliability of the cluster. 
2.3.2.4 SDN-based clustering 
There are few clustering algorithms based on SDN architecture are proposed by the 
researchers. The natural function of SDN in information collection and centralized control can 
help to perform the clustering scheme. For example, the research [49] uses SDN to achieve 
adaptive vehicle clustering and designs a dual CH as a back-up CH used in the cases that 
emergency occurs or CH leaves to ensure the network robustness. Considering the growing 
number of vehicles, a social-aware cluster algorithm is proposed in [91] that the SDN’s 
centralized function is utilized. This algorithm records the road segment that vehicles have 
traversed and form a discrete time-homogeneous semi-Markov model to predict the vehicle’s 
future routes. As a result, the vehicles potentially possess similar future mobility features are 
grouped into the same cluster to improve cluster stability. 
2.4 Conclusion 
In this chapter, a brief overview of SDN architecture, handover technology, and cluster 
scheme is introduced. SDN-based VANET typical architecture is described and the recent 
researches about the deployment of SDN into VANET are discussed. This chapter also 
introduced the handover scheme and handover type from different aspects, as well as 
discussed some typical handover scheme in both low mobility and VANET network 
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environment. Furthermore, this chapter introduced the common clustering processes and 
presents some current clustering algorithms from MANET to VANET for different purposes.  
Although there are numbers of researches that have been proposed in the handover scheme 
and clustering algorithm to support VANET dynamic network topology changes, the related 
research still needs to be improved to keep up with the increasing requirement for the network 
quality. In order to achieve network quality requirements, the SDN-based handover scheme of 
V2I communication and cluster algorithm is proposed, aiming to increase network throughput 
and reduce transmission delay. 
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Chapter 3 
3 SDN-based VANET handover 
In this chapter, the SDN-based VANET handover scheme is presented to support V2I 
communication. With the introduction of SDN technology, a view of the global VANET 
network can help to schedule the handover scheme actively only when it is needed, instead of 
provoked by periodically detection or the vehicle requirement for the handover. 
 In section 3.1, three types of typical solutions in helping to solve handover mobility 
issues are discussed and their shortcomings in supporting the VANET environment are 
presented. Besides, the advantages of introducing SDN to the handover scheme are discussed. 
 In section 3.2, SDN-based clustered VANET architecture is shown to support the 
handover scheme. IEEE 802.11p/Cellular hybrid network topology is used to save scarce 
spectrum resources and reduce signaling overhead. 
 In section 3.3, MEC technology is introduced in the handover scheme to support 
seamless transmission. In the proposed architecture, the MEC server works as an intermediate 
processor that can cache data previously from the network, so that the data loss during the 
handover can be significantly reduced. 
 In section 3.4, the detailed handover scheme is described in two aspects. The one is the 
vehicle’s handover between two different clusters and the other is the cluster’s handover 
between different roadside equipment. 
 In section 3.5, the simulation works are designed to evaluate how the handover proposal 
affects network performance. Finally, section 3.6 summarizes this chapter. 
3.1 Problem discussion 
In VANET, the high mobility characteristic of the vehicle makes the wireless network 
topology highly variable. Under the normal wireless network conditions, vehicles can obtain 
network services by accessing roadside nodes. However, for V2I communication, due to the 
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high-speed movement of the vehicle, the vehicle always faces frequent handovers between 
different roadside infrastructure. As a result, it is difficult for the vehicle to maintain a stable 
connection, especially in the transport layer. 
 
Figure 3 Triangular routing. 
Researchers are committed to finding handover methods that can maintain a stable 
connection to the wireless network with highly dynamic topology. There are roughly three 
types of these solutions. The first one introduces a new address that represents the location 
wireless node and communicates with the peer through the tunnel. Mobile IP [53] [54] is one 
of the earliest and most well-known protocols. Mobile IP is an Internet Engineering Task 
Force (IETF) standardized protocol. As shown in Figure 3, Mobile IP provides two address to 
identify a mobile node (MN) where HoA represents the unique identity of the MN and a CoA 
indicates its network location. In order to manage the relationship between the two addresses, 
Mobile IP introduces two agents HA and FA. When handover happens, Mobile IP allows the 
MN to obtain a new CoA from the new FA without changing the HA, and create a tunnel 
between the new FA and HA. In this way, the MN can achieve handover without the change 
of address. When the MN leaves its home, all data packets sent from the server to the MN 
must bypass the HA to reach the destination, which creates a problem of triangular routing. 
Therefore, large signaling cost and heavy burden on HA is caused by the same reason. 
The second type of solution, such as Host Identity Protocol (HIP) [92] or Identifier-Locator 
Network Protocol (ILNP) [93], does not exist triangular routing problems. For these 
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solutions, when the MN switches, its new location information is notified to all 
Correspondent Nodes (CNs), so the CN can directly communicate with the MN using the 
optimal path. These protocols possess similar ideas for mobile handovers. When the MN 
moves to a new network, its new location information is notified to the correspondent node, 
so the correspondent node can directly communicate with the MN using the optimal path. 
However, because the network changes always accompanied by huge routing updates, it 
may cause large signaling overhead (especially in a frequent handover) and routing update 
latency during each handover. They are more suitable for global mobility changes but have 
drawbacks in supporting micro-mobility scenarios. 
 
Figure 4 Transport layer solution with multiple flows. 
The third type of solution is to bind several sub-flows for one connection by using 
multiple addresses to the MN in the transport layer as shown in Figure 4. SCTP and MPTCP 
are the most well-known transport layer solution to supporting multi-address. SCTP protocol 
establishes a connection called Association for a pair of MN and corresponding node, where 
the multiple sources can be bind into the one connection. MPTCP is an extension for TCP 
protocol to support multi-home and multipath transmission. MN can establish a connection to 
the corresponding node with numbers of Sub-flow, where each sub-flow represents a different 
source-destination address. In this way, MN can keep the connection unchanged, even though 
the address of MN has changed because of the handover. However, they require extensive 
modification of transport layer protocols, it is difficult to modify the standard protocol that is 
in used and the control messages between MN and corresponding node, which are used to 
execute the network address binding scheme, brings about signal overhead and additional 
latency when the handover happens. 
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SDN architecture can help to solve problems in keeping the connection in high mobility: 
firstly, programmable network devices in SDN with its network global view can alleviate the 
bad effect brought by the triangular routing or even eliminate triangular routing. It is because 
the routing decision for an MN can be flexibly placed on a router that needs to schedule a new 
routing rule instead of a set of the address registration process. Secondly, centralized control 
and standardized NBI in SDN help to reduce complexity in network management. Thirdly, 
the SDN controller schedules the faster handover initiatively without MN address 
reconfiguration and provides less signaling overhead especially on wireless links. 
3.2 SDN-based VANET architecture 
To overcome the aforementioned shortcomings, vehicular networks are managed with 
two-level SDN controller architecture as Figure 5 shows. Level 1 is composed of SDN central 
controller connecting with the core network. The controller in level 1 maintains a global view 
of the network and is responsible for the global mobility in handover between different level2 
controller domains. Besides, level 2 is formed by base stations that are equipped with SDN 
controllers and MEC servers which is used to proactively cache data in MEC servers to 
reduce packet loss during the handover. The SDN controller in level 2 manages the part of the 
network that is in charge of its domain. The controller is equipped with routing management 
ability and is able to possess detailed information on the vehicle under its jurisdiction. for the 
inter-domain handover, Level 2 controllers are able to manage the mobility of the network by 
itself, where the vehicle handover to a new base station or RSU which is under the same 
controller’s management.  
 As Figure 5 shows, distributed clusters are built by geographically adjacent vehicles, and 
every network nodes that are shown in the architecture is the SDN enabled device. Both IEEE 
802.11p interfaces and cellular interfaces are equipped on the vehicles for different purposes. 
Therefore, the wireless network is built based on two kinds of wireless communication 
technologies. In order to support large amounts of data transmission in a highly dynamic 
mobile environment, wireless protocol IEEE 802.11p is used for short-range communications 
among vehicles. The IEEE 802.11p-based VANETs provides vehicle-to-everything 
communication by utilizing unlicensed bands. The communication parameters between 
vehicles are set based on the IEEE 802.11p specification, providing about 300m 
communication distance and working at the spectrum of 75MHz at 5.9GHz with 7 channels 
with the ideal data transmission rate in the range of 6Mbps to 27Mbps. 
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Figure 5 SDN-based clustered VANET. 
Besides, cellular network (such as LTE and 5G network) is used to support long-range 
wireless connection providing communication between vehicle and base station [94]. On one 
hand, the vehicle can connect to the Internet through communicating with the base station or 
RSU infrastructure by the cellular interface. On the other hand, a CH with the cellular 
connection to the RSU or base station always works as a gateway for the vehicle in the same 
cluster. A vehicle that acts as a cluster member, is able to get Internet services through CH by 
IEEE 802.11p to save scarce spectrum resources and reduce signal overhead during the 
handover scheme. 
The architecture introduces SDN technology to achieve information sharing and 
collaborative control among network devices. SDN separates the network control functions 
from the infrastructure to form an individual control plane, to achieve various network 
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management functions, including traffic control, network monitoring, and cluster 
management, by implementing applications on the SDN controller [95]. In this architecture, 
the control plane is formed by controllers both in level 1 and level2. The controller in level 1 
provides a global view of the network and is responsible for global mobility issues, such as a 
vehicle moving to another network area after a long trip. The controller in level 2 provides 
local network decisions to provide quick response and less control overhead. 
The Data plane consists of various SDN enabled devices, including vehicles willing to 
get network services, infrastructure such as base station and RSU, and other devices in the 
wired network. In the data plane, SDN enabled devices process packets according to the 
specific established policies which are distributed or modified by the SDN controller.  
3.3 Caching scheme during handover 
In the general handover scheme, the data is transmitted through the old base station may not 
be completely received by the mobility node. In this case, the data are lost but are not 
recognized by either vehicle or correspondent server in the core network. Therefore, the 
server keeps sending new data without noticing the data loss, and simultaneously, the vehicle 
requests for the lost data to get a complete service. The server will not respond to the vehicle 
the right data until it receives the same request three times or happens a timeout according to 
the congestion control in the transport layer. As a result, the vehicle costs a long time before 
getting its desired data. Therefore, in order to reduce the losing data, MEC [96] technology is 
introduced in the handover scheme. 
3.3.1 MEC introduction 
A new concept Mobile Edge Computing (MEC) has emerged as a solution of future network 
with the growth of data that are generated by the mobile devices, a new concept Mobile Edge 
Computing (MEC) emerges. It is firstly introduced by the European Telecommunications 
Standard Institute (ETSI) aiming to build up a new platform that is deployed close to mobile 
nodes and provide IT and Cloud computing functions within the Radio Access Network 
(RAN) [97]. On the contrary, compared with computing, which is more centralized, the MEC 
server is deployed at the edge of the mobile network, which means closer to the mobile node. 
It brings the computation ability and storage resources to the mobile edge instead of the core 
network. Since the edge is localized, it can immediately respond to the changes in the 
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surrounding environment to support the need for low latency and location-aware services, so 
the MEC is used as an effective way of offloading. MEC architecture is considered to support 
several application cases, such as computational offloading, content delivery, video caching, 
and mobile big data analytics. Deployment of MEC at the base station enhances computation 
and avoids bottlenecks and system failure [98]. 
Nowadays several studies are attracted by the MEC advantages, such as, [99] considers 
the limited resources of vehicles and introduces MEC technology to mitigate the burden of 
vehicles, such as traffic and computation which saves vehicle energy consumption and 
reduces service delay. Considering the influence of storage cost and transmission latency, the 
study [100] enhances the quality of caching experience to better support MEC in traffic 
offload. In this thesis, MEC is employed as a caching server at the base station that caches the 
data proactively to support handover. To optimize the offload policy on the mobile edge 
considers the random mobility feature of the vehicles and their handover possibility, and 
proposes a mobility-aware computation offloading design. The design makes the offloading 
decision by comparing and calculating the average total costs of both local computations at 
the vehicle and remote computations on the MEC server. 
3.3.2  Caching scheme 
In the proposed architecture, a MEC server is deployed at each roadside infrastructure 
between the wireless access network and the core network. To ensure high-quality data 
transmission, the MEC server is used as a caching server during the handover scheme. The 
transmitting data can be cached by the MEC from both the core network and vehicle under 
the handover scheme, so as to reduce the time cost of restoring normal transmission and 
achieve stable network performance when the handover happens. Figures 6 and 7 show the 
caching process provided by the MEC server when the vehicle happen handover between 
eNB1 and eNB2. 
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Figure 6 Caching scheme in the handover scheme (before handover). 
 
Figure 7 Caching scheme in the handover scheme (after handover). 
As shown in Figure 6, when a vehicle is detected to possibly happen handover from 
eNB1’s communication area to eNB2’s, the access network starts the handover scheme and 
eNB2 starts a caching action. At this stage, the handover of the vehicle has not yet completed, 
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so the vehicle communicates with the server still through eNB1. The caching scheme includes 
two actions includes storing and releasing. On one hand, the MEC server copies the 
communicating data of the server or vehicle and stores them into the caching queue during the 
handover. On the other hand, the MEC server collects acknowledge information carried by 
the communicating data and manages the caching queue by releasing the unnecessary data 
from the cache according to the acknowledge information. 
Figure 7 shows that the vehicle starts to communicate with the server through eNB2 after 
the successful handover. The data that has already been cached by the eNB2 MEC server will 
be transmitted to the communicating nodes. Considering the possibility of data loss that 
happens to the data on the way, in the beginning, eNB2 tries to send a segment to the 
communicating peers to confirm the data that they request for, or when receives a new 
acknowledgment message, eNB2 responds to the communicating peers with the data they 
need. 
3.3.3  Caching algorithm 
To support the caching scheme, a caching queue is maintained for each service on the base 
station cache. The MEC module takes part in the handover scheme by caching the unreceived 
data and drops the received data by analyzing the information carried by the data and keeping 
the queue at a proper size. Thus, the data are enabled to be transmitted more correctly without 
extra unnecessary transmissions and minimize the data loss during the handover.  
In order to support the management of the cache, five additional variables per service are 
introduced at a MEC module: 
 first_cached_seq – stores the sequence number of first data in the caching queue. 
 seq_acked – represents the highest sequence number whose corresponding data have 
been received by the vehicle. 
 last_cached_seq – stores the sequence number of data at the tail of the caching 
queue. 
 seqi – represents the sequent number of the ith segment. 
 acki – represents the ack number for the ith received segment. 
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Algorithm 1 Caching algorithm at MEC server 
Initialize: first_cached_seq=0, seq_acked=0, last_cached_seq=0 
Receive segment i 
for Every packet i from wired network do 
if Destination address == vehicle’s ID then 
if first_cached_seq=0 then 
Cache the package. 
first_cached_seq=seqi 
else if seqi < first_cached_seq then 
first_cached_seq = seqi 
Cache the package. 
else 
Drop the package. 
end if 
if last_cached_seq = 0 then 
first_cached_seq = seqi 
else if last_cached_seq < seqi then 
last_cached_seq = seqi 
Cache the package. 
else 
Drop the package. 
end if 
end if 
if Source address == vehicle’s ID then 
if seq_acked = 0 then 
else if seq_acked < acki then 
seq_acked = acki 
end if 
if first_cached_seq < seq_acked then 
Release the caching package from first_cached_seq to seq_acked-1 
first_cached_seq = seq_acked 
end if 
end if 
end for 
 
The caching algorithm is shown in Algorithm 1 deployed at the base station. The MEC 
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server continuously collects available data from the network as soon as noticing the handover 
of the vehicle. When the data packet bounding for the handover vehicle is received and 
carrying valid data, the caching algorithm can decide whether to cache the data by comparing 
the variables in the caching queue and the sequent number of the received data and update the 
cache queue variables according to the decision. Besides, when the data packet is carrying a 
new data acknowledgment message, the caching algorithm drops the data that has been 
acknowledged from the caching queue according to the value of the ACK field on the data 
packet that denotes the next expected data of the sender and then updates the variables in 
caching queue. By caching available data using the MEC at the roadside during the handover 
scheme, the caching scheme effectively reduces the data loss during the handover scheme and 
even minimize the delay for resuming normal communication. 
The proposed caching scheme is a bit like Snoop TCP protocol [101] [102], which 
deploys TCP cache on the base station to buffer the unacknowledged TCP packet and provide 
local retransmission. It aims to avoid the influence of the wireless channel from end-to-end 
TCP services. In contrast, the proposed caching scheme aims to provide the vehicle fast 
recovery from the wireless handover. Having a global view of the network by the SDN 
controller, different from the Snoop TCP, the proposed caching scheme can be executed 
previously, to ensure the transmission reliability. In terms of communication method, Snoop 
TCP caches the packet directly from the source, and the proposed scheme caches data from 
the neighbor base station during the handover scheme. In terms of delivering packets, Snoop 
TCP blocks the duplicate TCP ACK message to avoid fast retransmission but delivers TCP 
data messages from the TCP server that may cause retransmission time out at the TCP server 
sides. The proposed caching scheme allows the TCP ACK message to pass through, but avoid 
the same TCP data messages that have been cached to guarantee the wireless performance. 
3.4 Handover scheme based on SDN 
When happens handover between the different clusters, the vehicle has to change its network 
address to adapt to the change of the routing path [103]. Since a connection is identified by a 
pair of network addresses and port numbers, when the vehicle address changes, the transport 
layer connection will be released and reestablished. As the data transmission on the transport 
layer is limited by the congestion window, the network performance is likely to affect by the 
vehicle’s handover. In order to overcome the problems described above, this thesis proposes 
an SDN-based handover scheme to ensure the network performance during handover by 
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keeping the transport layer connection unchanged. 
3.4.1  Handover scheme  
Since SDN architecture enables the network a way of both separated and centralized control, 
it has huge advantages in network scalability and transmission efficiency compared with the 
traditional network architecture [42]. The current network challenges can be overcome by 
these advantages, such as ensuring the mobility of the wireless network, supporting the 
dynamic characteristics, and managing large-scale networks. In order to maintain a stable 
connection during the handover, the SDN controller issues the instructions of mapping and 
reverse mapping actions to the cluster head for the newly accessed vehicle. In the cluster 
VANET, the cluster head is responsible for the network access of the vehicle and implements 
the mapping operation of the packet address to support the mobility of the vehicle. 
For the proposed network, the vehicle is equipped by the identity address that represents 
the unique identifier of the vehicle and locational address that is used to indicate the location 
of the vehicle. The relationship of two kinds of address are maintained by the CH, on the 
contrary, the locational address is not recognized by the vehicle. As shown in Figure 8, before 
the handover happens, the vehicle with its identity address: ADR_V and locational address: 
ADR_1 communicates with the server through CH and eNB1. The server tries to deliver 
messages to the vehicle’s identity address, however, because of the frequent change of vehicle 
in the network location, it is hard to track the new route to reach the vehicle. Therefore, the 
data packets towards the vehicle identity address should be redirected to the locational 
address to achieve transmission on the optimal route. 
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Figure 8 Route change in handover. 
Assuming that the CH gives up access to eNB1 and moves into the communication range 
of eNB2. Simultaneously, detecting the CH’s join in, eNB2 assigns a new address: ADR_2 to 
the vehicle and report to the SDN controller that the location address of the vehicle has 
changed to the ADR_2. After receiving acknowledgment and learning that the vehicle has just 
moved, the controller commences on accomplishing the handover by modifying the existing 
transmission route server-eNB1-CH-vehicle flow path towards the server-eNB2-CH-vehicle 
flow path. Take the scenario in Figure 8 as an example: since the controller is able to know 
suitable routing path from server to vehicle, it notices the new mapping relationship of 
vehicle’s addresses to the involving router by issue a flow table that indicates “for all data 
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packets with destination address ADR_1, redirects their destination addresses to ADR_2”. 
Therefore, the new transmission route from service to vehicle will go through four pieces of 
the path: server to the router, router to eNB2, eNB2 to CH, and CH to vehicle. By using this 
kind of destination mapping process, the network only required two flow table downloading 
to the router where the new route and previous route converge, and to the CH indicate the 
new mapping relationship. 
Considering clustered VANET architecture two kinds of cluster-based group mobility 
scenarios in VANET may occur: 
1) Due to the mobility of vehicles, the cluster head may move out of the coverage area 
of its wireless access, need to perform handover to a new target RSU or roadside 
infrastructure. For handover does not process any action to the member vehicle, the 
handover of the cluster head is transparent to cluster members in the cluster. 
2) Vehicles act as a cluster member of one cluster may perform handover to join in 
another cluster. This kind of handover can be triggered by the reason that reselection 
of the cluster head in the same cluster happens or the department of the vehicle from 
the cluster head communication range. 
The detailed handover scheme is shown in Figure 9. It is assumed that vehicle leaves 
from the old cluster to a new cluster where the cluster head is CH0 and CHn respectively. 
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Figure 9 Handover process between different cluster heads. 
 Level 2 SDN controller keeps monitoring the movement of vehicles and cluster 
information within its management range to achieve quick control of the network. When 
noticing a vehicle may happen handover to a new cluster, the level 2 controller will 
inform the preparation for the handover of the vehicle between CHo and CHn to the base 
station. 
 After noticing the handover attention from the center controller, the controller on the 
base station reminds the CHn that a vehicle is possible to join into the cluster, and issues 
an instruction in advance indicating the vehicle’s new mapping relationship about its new 
locational address and identity address. 
 After receiving the instruction from the controller, the CHn sets the corresponding action 
with a timeout. This action indicates the new mapping relationship of a vehicle’s address 
and its new location. 
 If the vehicle does not join the new cluster after a while, flow table timeout will be 
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executed and the action set on the CHn will be deleted automatically. 
 When the vehicle successfully moves into the management scope of CHn, the base 
station is informed by CHn of handover success and releases the vehicle’s information 
including address mapping relationship from CHo. 
 After the vehicle happens handover successfully to the new cluster, the network services 
can be immediately got by the vehicle instead of a series of rerouting computations and 
occurrence of communication reconnection. The data packet forwarding to the vehicle 
will be directed to the new cluster guided by the vehicle’s new locational address. The 
CHn acts as a network gateway for the vehicle to Internet communication and is able to 
execute mapping action between the new locational address and identity address of the 
vehicle. 
 The network topology will be updated by the SDN controller, after the handover scheme 
and monitored to prepare for the next handover. 
In this way, when the vehicle happens handover to a new cluster, network 
communication can be build up immediately by setting up a new mapping relationship in 
advance saving the time for handover control information interaction and routing computation. 
During the handover scheme, the vehicle does not change its identity address but changes its 
locational address to support the new transmission route. 
Except for the vehicle’s handover between clusters, another kind of handover that may 
happen in the clustered VANET is the cluster’s handover between different base stations. In 
this case, a series of the process will be executed as shown in Figure 10. 
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Figure 10 Handover process between different base stations. 
 By monitoring the vehicle’s movement and information of cluster, the level2 SDN 
controller notices a cluster is able to happen handover from the current base station (BSo) 
to a new base station (BSn). Then it will request the level1 controller to execute the 
handover process between BSo to BSn. 
 The controller backup the cluster information owned by BSo to the information owned by 
BSn, and generates the new cluster mapping relationship according to the cluster’s 
information when connecting with BSo. 
 The MEC server on the BSn starts to cache the data related to the cluster and conducts 
related action for a new mapping relationship of the cluster to indicate the new access of 
cluster through BSn. 
 After the action has been successfully set, BSn deletes the old mapping relationship from 
the cluster, so that the cluster can achieve data transmission by access to BSn.  
 After noticing the handover succeed, the level 2 SDN controller will release the 
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remaining cluster information on the BSo and informs the level 1 SDN controller to 
update topology changes. 
In the way described above, a cluster is able to achieve handover from different base 
stations and starts to get network communication through BSn. After moving into the new 
access, the data in the caching queue of BSn will be delivered to the cluster as soon as 
possible and the data packet that forwards to the cluster will be redirected from BSo to BSn. 
During the vehicle handover process, use many control messages are used by the SDN 
controller to manage the handover process. When the vehicle happens handover between 
different clusters, the SDN controller instructs three kinds of control messages to achieve a 
handover: (1) Mvmap to issue the new mapping relationship of the vehicle in CHn; (2) Mvstat to 
confirm whether the mapping relationship is correctly set in the CHn; (3) Mvdel to delete the 
expired mapping relationship in the CHo after the handover succeed. Besides, the CHo uses 
the Mvreply with set mapping relationship, to reply to the Mvstat. Therefore, the SDN control 
message overhead can be described as: 
Len(𝑀𝑣𝑚𝑎𝑝 +𝑀𝑣𝑠𝑡𝑎𝑡 +𝑀𝑣𝑟𝑒𝑝𝑙𝑦 +𝑀𝑣𝑑𝑒𝑙)
𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡
× 𝑓𝑣 (1) 
where 𝑓𝑣 means the handover frequency of the vehicle between different clusters. 
When the cluster happens handover between the base stations, the SDN controller issues 
four kinds of messages to manage the handover of cluster: (1) Mccach to instruct the data 
stream to back up to the BSn; (2) Mcmap to issue the new route of vehicle in the cluster to the 
BSn; (3) Mcstat to confirm whether the new route to the BSn is successfully set in the cluster 
head; (4) Mcdel to delete the old route in the CH after the handover succeed. In addition, the 
CH uses the Mcreply to reply to the Mcstat indicating whether the action is correctly set. 
Therefore, the SDN control message overhead can be described as: 
Len(𝑀𝑐𝑐𝑎𝑐ℎ +𝑀𝑐𝑚𝑎𝑝 +𝑀𝑐𝑠𝑡𝑎𝑡 +𝑀𝑐𝑟𝑒𝑝𝑙𝑦 +𝑀𝑐𝑑𝑒𝑙)
𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡
× 𝑓𝑐 (2) 
Where 𝑓𝑐 means handover frequency of cluster between different base stations. 
  
44 
 
3.4.2  Path selection in the handover 
When the vehicle is going to move out of the same controller’s control area, the controller in 
Level1 can help to support seamless handover. For the vehicle’s handover accompanied by 
the data transmission route change, a new decision for the routing path has to be made. The 
routing path can be decided, according to the different handover situations.  
3.4.2.1 Same controller handover 
If the handover happens between the different access that in the charge of the same level1 
SDN controller, it is called the same controller handover. For one controller is responsible to 
manage several base stations or RSUs, it is more common and frequent for moving vehicle 
that happens different controller handover. For frequent handover, it is inappropriate to 
download large amounts of flow tables to build up an optimized route path for every path 
change, considering the limited computing resource and large scale signaling overhead. 
Therefore, the new path is decided more simply that only one flow table is set on the router 
which is on the edge of the SDN controller management range and used to be part of the 
previous path.  
 Figure 11 shows the scenario of the same controller handover where the BS1, BS2, and 
Gateway Router are under the management of the same SDN controller. For the SDN 
controller that holds the full information about the network into its control, it is easy to find 
out the routing path between nodes within the management range of the same controller. 
Before handover happens, data transmission between vehicle and service can be achieved 
through the path Server-GatewayRouter-BS1-vehicle. To support the transmission route after 
the handover, the SDN controller selects a router that was acting as a gateway of network 
managed by the controller in the previous path to issue a flow table that indicates all data 
packet forwarding to the vehicle has to redirect to the BS2. After achieving handover to the 
BS2, the transmission path from the server to the vehicle has become 
Server-GatewayRouter-BS2-vehicle. In this way, the signaling overhead caused by the setting 
of the flow table and computing resource cost for scheduling transmission path can be 
minimized. 
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Figure 11 Same controller handover. 
3.4.2.2 Different controller handover 
If the vehicle moves for a long distance and happens handover from one controller’s 
management to another, this is called different cluster handover. This kind of handover not 
frequently happens but unavoidable. In this case, reusing the path as much as possible is the 
basic principle, when deciding the new routing path. Because the overlapping path between 
the new transmission path and the previous one can be used by configuring a fork router 
located at the junction of two paths, so that signaling overhead for downloading flow rules 
from the controller can be reduced, and naturally rerouting process duration can also be 
shortened.  
As shown in Figure 12, the vehicle used to get services from the Server by the Previous 
path: Server-BS3-Vehicle before the handover. When the vehicle happens handover from BS3 
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to BS4 belonging to the different controller management range, the level1 centralized 
controller has to involve in the routing path decision. The level1 controller holding with 
network global information can help to find out the appropriate routing path. A Fork Router is 
selected as a bifurcation point of the current path and previous path to support the rerouting 
process. When handover happens, the SDN controller issue a flow table to Fork Router that 
indicates all data packet forwarding to the vehicle have to redirect to the BS4, so that the 
current path from Server to Vehicle will become Server-ForkRouter-BS4-Vehicle after the 
handover.  
 
Figure 12 Different controller handover. 
However, involving the existing path into a new path may not build up the most optimal 
route. Therefore, it is necessary to select an appropriate Fork Router, so that the new routing 
path can be closer to the best path. Theoretically, the Fork Router can be any routers on the 
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previous path. However, inappropriate choice of Fork Router may lead to some network 
problems. For example, when choosing a Fork Router that is too near to the server, the new 
route may be established with the download of too many table flow. Furthermore, if BS3 is 
chosen as the Fork Router, the new path may form a triangular route as well as large numbers 
of forwarding hop. 
As consideration mentioned above, Fork Router should satisfy the following two points 
as much as possible to support the handover scheme: 
1) Short path: The Fork Router is chosen to form a path with fewer forwarding hop, to 
minimize the data transmission delay and avoid triangular routing. 
2) Little flow-table change: The new path should be built to achieve less flow table 
download what means the forwarding hops from Fork Router to the vehicle above 
the new path should be as few as possible to reduce the control message signaling 
overhead. 
 
Figure 13 Route change with a fork node. 
 The transmission path change caused by the handover is depicted in Figure 13. The 
vehicle used to communicate with SRV by connecting with BS3 is moving towards BS4 and 
result in a handover. In order to reuse the previous path, a Fork Router, Rfork in Figure 13, is 
chosen from the routers that make up the old path. Data transmission on the old path is 
redirected at Rfork to the new destination BS4 by using the optimal path. In order to clarify the 
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selection of Rfork, the paths are defined as the following: 
 Po - Indicate the old path before the handover from SRV to B3. 
 Pn - Represent candidate for the new path after the handover from SRV to BS4 
through Rfork that also belongs to Po.. 
 Pf - An optimal path from Rfork to B4. 
In order to minimize the route change and make an optimal transmission path, the Rfork is 
selected obeying the following conditions: 
(1) The Rfork should be selected from the path Po, so that the routing policies from SRV 
to Rfork do not have to change.  
(2) The control signaling overhead caused by the flow table change only appears when 
establishing the path from Rfork to B4. Therefore, the shortest length from Rfork to B4 
is the basis of selecting Rfork. 
(3) Besides, Rfork is selected to achieve a short new path, so as to reduce transmission 
delay on Pn and avoid triangular routing. Therefore, it is necessary to choose Rfork 
that can make Pn shorter. 
 A parameter xi is defined to be the length of the shortest path from Ri to BS4 and yi is the 
total length of Pn where ∀𝑅𝑖 ∈ 𝑃𝑜 is a candidate for the fork router. It is assumed that the 
reduction in network performance can be measured and the influence of signal overhead and 
transmission latency are φ(𝑥𝑖)  and ω(𝑦𝑖) , respectively. The reduction in network 
performance can be calculated: 
ε(𝑥𝑖, y𝑖) = φ(𝑥𝑖) + ω(y𝑖) (3) 
 The transmission delay and signaling overhead are assumed to be proportional to the 
length of Pn and length of the path from Ri to BS4.  
φ(𝑥𝑖) = 𝑥𝑖 × φ(1) (4) 
ω(y𝑖) = y𝑖 ×ω(1) (5) 
⇒ ε(𝑥𝑖, y𝑖) = 𝑥𝑖 × φ(1) + y𝑖 × ω(1) (6) 
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 Since the aim is to find a Rfork to form a new path with high network performance, 
ε(𝑥𝑖, y𝑖) has to be limited in the minimum size, achieving: 
ε(𝑥𝑓𝑜𝑟𝑘 , y𝑓𝑜𝑟𝑘) = min[ε(𝑥𝑖 , y𝑖)] (7) 
In different network scenarios, φ(1) and ω(1) can be measured by different kinds of 
methods. For the network scenario in this thesis, if it is assumed that φ(1) = ω(1), the 
reduction of network performance can be: 
ε(𝑥𝑖, y𝑖) ∝ 𝑥𝑖 + y𝑖 (8) 
 
⇒ ε(𝑥𝑓𝑜𝑟𝑘 , y𝑓𝑜𝑟𝑘) ∝ min(𝑥𝑖 + y𝑖) (9) 
 Therefore, an appropriate Rfork can be selected by finding a Ri on the Po with the 
minimum value of 𝑥𝑖 + y𝑖. The detailed process in selecting Rfork is described in Algorithm 2. 
Algorithm 2 Algorithm to find fork router and the new path 
SL[x, y] is the shortest path length between x and y 
PL[x, y] is a length of the path from x to y that forms a part of Po 
Initialization: z = SL[SRV, BS4]，Rfork = SRV 
for each router 𝑅𝑖 ∈ 𝑃𝑜 do 
    xi = SL[Ri, BS4]  
    yi = PL[SRV, Ri] + xi 
    zi = xi + yi 
    if 𝑧𝑖 ≤ 𝑧 then 
        𝑧 = 𝑧𝑖 
        Rfork = Ri 
    end if 
end for 
Pn = Po(SRV to Rfork) + shortestPath(Rfork to BS4) 
 
3.5 Simulation and result 
In this section, the proposed handover scheme can be evaluated by comparing the traditional 
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network handover with the unstable transport layer connection and the handover with a stable 
transport layer connection in different network scenarios. The results show the benefits of the 
proposed handover scheme in terms of network throughput and end-to-end delay. 
3.5.1  Simulation set up 
In order to evaluate the proposed handover scheme compared with the conventional method, 
the OMNET+5.0 simulator with INET 3.4.0 open-source model is used to perform network 
simulation. The simulation set up parameters are shown in Table 2. A mostly used routing 
protocol in MANET called AODV is used as a routing protocol in the network simulation. 
However, in the general setting, the AODV protocol takes too long to discover a new route, 
even if there is only one-hop routing, resulting in degradation of the network performance. 
For this reason, “Hello Interval” and “Allowed Hello Loss” in AODV protocol are set into a 
minimum size to support more accurate evaluation. The simulations are conducted on two 
different road types which are designed by the SUMO traffic simulator. The one is designed 
as a grid topology spanning an area of 1000 m× 600 m where the length of each road segment 
is 200 m. The other is a 4 lanes straight road with a total length of 2000m. In the simulation, 
the number of vehicles is set in the value varied from 180 to 540. Vehicles are set to get 
network services through the corresponding cluster heads, which are manually specified since 
the clustering algorithm has not been introduced. In order to evaluate the proposal in 
supporting TCP connection, a vehicle is selected to run continuous TCP service 
communicating with the TCP server in the core network during the simulation. Each 
simulation result is the average value provided by the vehicle after running on 10 different 
moving paths. 
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Table 2 Simulation parameters 
Parameters Values 
Routing Protocol AODV 
Transport Layer TCP(RENO)/UDP 
Interface IEEE 802.11p 
Number of Vehicles 180, 360, 540 
Average Velocity 40km, 60km, 80km, 100km 
Data Rate 3Mbps, 6Mbps, 9Mbps, 12Mbps 
Beacon Interval 1s, 0.5s, 0.1s 
Simulation Topology Grid and Straight road 
Topology Size 1000m×600m, 2000m with 4 lanes 
At the transport layer, most of the simulation scenarios are based on the TCP protocol 
with the RENO congestion control algorithm. TCP uses the congestion control algorithm to 
manage transmission flow where Congestion WiNDow (CWND) is one of the most important 
variables responsible for the control of the TCP transmission rate. When the TCP connection 
is established, CWND is initialized into minimum value. As the TCP data are successfully 
received, the value of CWND grows, according to the congestion control algorithm. When the 
TCP connection is reestablished, the CWND will be initialized and grow slowly through the 
congestion control algorithm.  
The vehicle is set to happen handovers between the clusters and base stations. The 
proposal is evaluated by comparison with the “Conventional method” and “No cache” 
handover scenarios. 
1) “Conventional method” represents the conventional wireless network where the 
vehicles happen handover between different base stations accompany address 
change and no cache scheme is conducted at the base station in supporting packet 
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loss during the handover. 
2) “No cache” represents the SDN-based vehicular network with a global view where 
the handovers of vehicles are supported by the SDN controller so that the addresses 
are kept the same during the handover, but no caching scheme is conducted at the 
base station. 
3) “Proposal” represents the proposed SDN-based VANET handover with MEC 
caching scheme deployment which not only keeps the connection unchanged but 
also minimizes the transmission delay and packet loss during the handover. 
3.5.2  Simulation result 
3.5.2.1 Effect of data rates 
In the first scenario, the TCP application is deployed on the vehicle and request the 
continuous TCP services from a TCP server in the core network. The vehicle movement is 
written to drive on the grid map at the speed of 60Km/h, resulting in frequent handovers 
between different clusters and different base stations. In order to evaluate the effect of 
different data rates on network performance, the network simulation is set to different link 
rates, and the average throughputs of both the conventional method and the proposed method 
are recorded. 
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Figure 14 Throughput in different data rates. 
Figure 14 shows a comparison of the average throughput for different link rates. The 
vertical axis presents the transmission average throughput. It is easy to see that seamless 
handover based on SDN shows higher average throughput compared to the conventional 
method, especially, the proposed method with the addition of the MEC caching scheme 
performs better network performance, according to Figure 14. As the link rate increases, the 
advantage of the proposal becomes increasingly obvious in terms of average throughput. It is 
because, in the conventional handover, a larger transmission rate means more data loss, while 
the proposed handover method can always maintain a relatively stable connection. Therefore, 
the proposed method can achieve higher performance for high-speed networks. 
In order to further confirm the advantages brought by the proposed method, the detail 
information of result in 9Mbps link rate is selected to extract the real-time throughput and 
CWND changes for further discussion. 
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Figure 15 Real-time throughput. 
Figure 15 shows the real-time throughput change of the vehicle with both the 
conventional method and proposal in which handovers have happened several times. The 
figure clearly shows the advantages of the proposal when handover occurs. During the 
handover, the traditional handover method may cause a sudden drop in throughput, but the 
proposed method can still maintain a relatively stable throughput and thus keeping a higher 
average throughput. 
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Figure 16 Real-time Congestion WiNDow (CWND) in the proposed scheme. 
 
 
Figure 17 Real-time CWND in the conventional approach. 
Figures 16 and 17 show the real-time changes of CWND. Figure 16 shows the real-time 
change of CWND when using the proposed scheme during the handover. It can be easily seen 
that the CWND value maintains a small range of jitter even if the handover occurs. On the 
contrary, as shown in Figure. 17, when the conventional switching method is used, the 
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CWND may suddenly plunge to the minimum initial value when the vehicle happens 
handover, and then increases slowly from the initial value. Since CWND is responsible for 
the main task of transport-layer congestion control and influences the transmission rate, 
initialization of CWND will accompany with throughput reduction, resulting in lower average 
throughput. 
For the simulation in this chapter, the buffer hit rate is set to 100% without considering 
the influence of external factors to evaluate the benefits of the caching scheme introduction 
for handover performance. But in reality, the cache hit rate is affected by various factors. 
Such as cache capacity, caching data size, caching data replacement algorithm, and so on. The 
most common situation is that there are too many cluster heads under a base station control 
that the caching server can no longer be used by the upcoming handover. In such cases, the 
caching server cannot provide the data required by the vehicle, the retransmission from the 
sender will be executed, thereby reducing the transmission performance. 
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3.5.2.2 Effect of vehicle velocities 
The second scenario compares the performance of the proposed method and the traditional 
switching method at different vehicle speeds. The vehicle runs the TCP application and sets 
the link rate to 6Mbps. The results are shown in Figure 18. The proposed scheme always 
performs superior to the traditional scheme in terms of average throughput, and the 
throughput gradually decreases as the vehicle speed becomes faster. In particular, the 
traditional handover scheme seems to be more susceptible to vehicle velocity changes. Since 
each simulation runs on the same map and distances between the roadside infrastructures keep 
the same, the velocity change has the greatest impact on the handover interval. That means 
faster speed results in infrequent handover. Therefore, the traditional scheme is more 
susceptible to vehicle speed when compared with the proposed scheme. 
 
Figure 18 Throughput in different velocities. 
To evaluate the effect of the proposed caching scheme on the transmission delay, the 
results of the transmission data delay of both the “No cache” method and the proposed 
scheme are extracted from the simulation described above. It can be concluded from Figure19 
that the use of the proposed caching scheme can reduce the transmission delay when 
handover occurs. However, the transmission delay is not greatly affected by the velocity 
changes. This is because the result shown in the figure comes from the average delay of each 
data transmission. Therefore, the average end-to-end delay is not that affected by the small 
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range of changes that happens during the handover. 
 
Figure 19 End-to-end delay for different velocities. 
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3.5.2.3 Effect of vehicle densities 
In the third network scenario, the proposed scheme is evaluated at different vehicle densities. 
Figure 20 compares the average throughput of the conventional method and the proposed 
scheme at different vehicle densities. The results show that the increasing number of vehicles 
brings a bad effect on network performance. With the growing number of vehicles, the burden 
of roadside infrastructure will increase. At the same time, under the limited wireless 
environment, large amounts of wireless data will be more possible to cause data collision, 
thereby affecting the network performance. Nevertheless, the proposal shows advantages over 
conventional handover, especially when in the high density of the vehicle environment, the 
introduction of MEC caching has played its advantages. 
 
Figure 20 Throughput for different numbers of vehicles. 
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3.5.2.4 Effect of beacon intervals 
The fourth scenario evaluates the network performance of the proposed method at different 
beacon intervals. In this simulation, the link speed is set to 6Mbps, and the average vehicle 
speed is set to 60km / s. For each simulation runs, different Beacon interval values are set to 
evaluate the influence of the background traffic on the vehicle’s communication quality. 
Figure 21 depicts the result of the simulation, which shows that the proposed scheme 
maintains advantages at different Beacon intervals compared with the conventional one. 
 
Figure 21 Throughput for different beacon intervals. 
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3.5.2.5 Effect of background noise levels 
The performance of the proposed scheme under different noise backgrounds levels is also 
evaluated. The data transmission rate of the vehicle is kept at 6Mbps, and background noise 
values for each simulation are set differently at -110, -105, -100dBm. The results of the 
simulation are shown in Figure 22, showing that the proposed method performs the best in 
terms of average throughput for any background noise level. It is worth noting that the 
traditional handover scheme has not been greatly affected by the increase in background noise. 
High background noise is more likely to cause network congestion, thereby reducing CWND. 
When the vehicle happens handover using the conventional method, the changing trend of 
CWND is similar to the trend when there is severe traffic congestion. For the above reason, 
the conventional method is not affected as much as the proposed scheme shows. 
 
Figure 22 Throughput for different background noise levels. 
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3.5.2.6 Effect of distance between base stations 
In this scenario, the proposed scheme is evaluated with different distances between 
neighboring base stations. Figure 23 shows the results of the simulation where the proposed 
scheme shows its advantages in all cases. The resulting graph can be discussed in two aspects. 
On the one hand, when the distance between the base stations is not too far, this distance 
affects the network performance by affecting the handover frequency. The longer the base 
station distance, the lower the handover frequency, so the better the network performance. On 
the other hand, when the distance between the base stations is too long, the network 
performance is affected not only by the handover frequency but also by the network quality 
and communication range, resulting in poor network performance. 
 
Figure 23 Throughput for different distances between base stations. 
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3.5.2.7 Effect on UDP application 
The proposed handover scheme is also evaluated in the non-connection oriented transmission 
where the UDP application is used to communicate between vehicle and correspondent nodes 
in the core network. Figure 24 shows the result which compares the proposal with the 
conventional method through average throughput for different link rate. The proposed 
caching scheme is designed for the connection-oriented communication which provides 
acknowledgment to the received packet, so it does not participate in the comparison. It can be 
seen from the results that the proposal is superior to the conventional method in terms of 
average throughput. Moreover, the proposed scheme shows its greater advantages as the link 
rate increases. It is because UDP transmission does not consider the reliability of the link, the 
higher the transmission rate the more data will be lost during the handover latency. 
 
Figure 24 UDP application throughput for different link rates. 
3.6 Conclusion 
In this chapter, an SDN-based handover scheme was proposed to the VANET. In order to 
support seamless handover in a highly dynamic VANET scenario. Section 3.1 analyzed the 
existing research about keeping a stable connection during the handover and discussed the 
necessity of employing SDN technology into the VANET. Therefore, the SDN was 
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introduced in the VANET architecture with a two-level controller structure supporting 
mobility issues in VANET and forming a clustered network.  
 To reduce the data loss caused by the route change in during the handover, MEC 
technology was introduced in section 3.3 to achieve caching at the roadside, so that the 
vehicle could resume the network communication as soon as possible after the handover. It 
was not only to cache the data preparation for the use but also to manage the caching data 
required by the network communications. So a caching queue management algorithm was 
proposed to support only cache useful data.  
 In section 3.4, the handover scheme was explained in detail according to the vehicle’s 
role in the clustered network. SDN was used to decide and execute the mapping function 
realizing that the handover scheme performed transparently to the vehicle and correspondent 
node. In order to support the mobility issue, the data transmission rerouting problem after the 
handover is also discussed.  
 At last, the evaluation of the proposed handover scheme was conducted, using simulation 
tools in different network environments by changing the vehicle velocity, link rate, and 
wireless channel conditions. The results showed that the introduction of SDN into the 
handover performs obvious advantages compared with the traditional handover method 
especially in the network with frequent topology changes and high-quality transmission links. 
In addition, the employment of the MEC caching function showed its further improvement of 
the network performance both from transmission delay and average throughput.  
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Chapter 4 
4 Context-aware clustering 
In this chapter, a context aware clustering algorithm is proposed to support application 
requirements in different kinds. The global view of the SDN controller helps the clustering 
process more flexible and easier and schedules the clustering process only when it is needed 
instead of depending on the vehicle’s periodical detection towards the neighbors.  
 In section 4.1, the shortcomings of considering a single network scenario are discussed, 
and the necessity of applying the clustering algorithm according to the application 
requirements is carried out. 
 In section 4.2, the motivation is discussed that using a single clustering algorithm is not 
appropriate to support various applications. The vehicle’s applications are classified into three 
types: delay-sensitive application, traffic-intensive application, and computation-intensive 
application according to their different requirement to the network performance.  
 In section 4.3, the clustering algorithm is introduced with three-stage. In order to achieve 
a fast build-up for the cluster, vehicles are separated into clusters according to their 
geographic location at the initialization stage. The cluster head is selected for each cluster 
using the corresponding algorithm decided by the application type at the cluster head 
selection stage. This algorithm involves the stability of vehicles, signal quality, and 
computing ability in a cluster head selecting basis. In the cluster maintenance and adaption 
stage, the management of cluster after the cluster establishment is described. 
 In section 4.4, the simulation works are designed to evaluate the proposed clustering 
algorithm. Finally, section 4.5 summarizes this chapter. 
4.1 Problem discussion 
In most cases, current existing clustering algorithms are proposed according to the only one 
network scenario, but they are not an appropriate method when changed to another network 
scenario. Different vehicular applications exhibit different levels of QoS. For example, some 
vehicular applications for video download or sensor data collection need data transmission of 
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large flow [104]. In contrast, some applications which provide V2V emergency message [105] 
need lower transmission delay for safety reason. Some applications, such as vehicle camera 
data analysis generate computational data [106] to conduct some intensive computing at the 
vehicles. For these reasons, it is necessary to put forward a method to support various network 
situations. A clustering method that generates clusters by different clustering algorithms 
according to context information has to be proposed. Different from the conventional 
transmission method where the data packets bounding for the same target would traverse the 
same path, in the proposed clustering algorithm, the data packets are forwarded by the cluster 
heads corresponding to the application types.  
4.2 Cluster classification 
There exist many kinds of research that are possible to classify different applications by 
extract the applications’ transmission statistics [107] [108]. The introduction of SDN brings a 
global view to the controllers which allows the statistical feature of application traffic to be 
easily extracted from the network devices by scanning the flow tables, so as to realize 
application classification and feature selection [109] [110]. 
Context represents the surrounding environment of the object which is under discussion, 
sometimes it is also used to represent the circumstances in which a task is carried out. In order 
to classify the different kinds of clusters according to the application requirement, the SDN 
controller grasps the application context information, including source/destination address, 
source/destination port, forwarding bytes count, and low priority. According to the running 
application, the vehicle can be divided into three kinds of clusters: delay-sensitive, 
traffic-intensive, computation-intensive which is corresponding to three kinds of applications. 
1) Delay-sensitive application- always carry the time-sensitive message that needs 
lower network delay. Some applications such as emergency warning and fleet 
management need to respond to emergencies and exchange real-time information 
are one of this kind. 
2) Traffic-intensive application- needs large traffic flow from the network. In order to 
minimize packet loss, high signal quality is needed. Besides, long duration time in 
the cluster may decrease handover frequency, so that the packet loss and 
performance degradation can be reduced. Even though the 5G cellular network can 
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provide low-latency communications for vehicles, it is still impractical to use simple 
cellular communications in this case, due to the scarcity of spectrum and address 
resources. 
3) Computation-intensive application- needs the computation ability of vehicles to 
achieve data processing. For example, in some autonomous driving situation, the 
surrounding information is collected not only from the driving vehicle but also from 
the other vehicle support to get wider information by calculation. 
For the research attention is not on the classification, applications are simply classified 
by the context value. The IP address and port number pairs are used to identify an application. 
The applications with higher priority are considered to be the delay-sensitive applications, 
otherwise, with large amounts of forwarding bytes are defined as the traffic-intensive 
applications, and application traffic with few forwarding bytes at the roadside but having a 
unique port number is regarded as computation-intensive applications. 
 
Figure 25 Different cluster classification. 
 As Figure 25 depicts, the proposed clustering algorithm divides vehicles into different 
types of clusters. The vehicle in the cluster is not only allowed to communicate with network 
nodes through a single cluster head but also able to get various vehicular services by 
correspondent cluster head. Multiple clusters are able to overlap each other and a vehicle that 
has been selected as a cluster head can be reused to support the transmission of other kinds.  
 For proposed different kinds of clustering algorithms for different applications, they can 
work independently and simultaneously. The SDN controller provides three kinds of 
clustering algorithms for vehicles at the same time to separately control the flow direction of 
the three kinds of applications. Vehicles run different kinds of applications which makes it 
plays a different role in different algorithms. For one vehicle, different applications can 
68 
 
connect to the network through different cluster heads. For example, when the vehicle runs 
the delay-sensitive and traffic-intensive application at the same time, the delay-sensitive 
application can get the delay-sensitive network services through the cluster head that is 
selected by the clustering algorithm for a delay-sensitive application, otherwise, the 
traffic-intensive application transmits the traffic flow obeying the rules that instructed by the 
clustering algorithm for traffic-intensive application.  
4.3 Context-aware clustering procedure 
In this paper, the clustering algorithm is executed based on a set of parameters {𝐷, 𝑆, 𝑄}. 
These parameters are derived from the context as the table shows. 
Table 3 Contexts using in the clustering algorithm 
Primary context Processed parameters 
Vehicle velocity Parameter D for estimating the duration 
time in the cluster. 
Vehicle location 
Vehicle received signal quality Parameter S for measuring the received 
signal quality of the vehicle. 
Computing capability Parameter Q for measuring the 
computational capability of the vehicle. 
4.3.1  Context process  
Parameter D in the cluster is calculated by the vehicle existing time in the cluster that used to 
measure the stability of the cluster. 𝑉𝑖 is used to represents the vehicle i in the cluster and 
satisfies∈ (1, N), where the N is the number of vehicles in the current cluster. The variable k 
is used to represent the number of the vehicle in a cluster and satisfy k ∈ (1, N). Let 𝐷𝑘 to 
indicate the stability of the cluster which use vehicle k to work as a cluster head and 
calculates: 
D𝑘 =
√∑ (𝑑𝑘
𝑖 )
2𝑁
𝑖=1
𝑁
(10) 
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where 𝑑𝑘
𝑖  represents connection stability between 𝑉𝑘 and vehicle 𝑉𝑖, where 𝑉𝑘 is regarded 
as the cluster head and 𝑉𝑖 as a cluster member. The value of 𝑑𝑘
𝑖  related to the location and 
speed of 𝑉𝑖 and 𝑉𝑘. The location of 𝑉𝑖 is set to 𝐿𝑖 = (𝑥𝑖, 𝑦𝑖),  i ∈ (1, N) and the velocity 
of 𝑉𝑖 is set to 𝑣𝑖 , i ∈ (1,N). So the distance between 𝑉𝑖 and 𝑉𝑘 is calculated as: 
𝐶𝑖𝑘 = √(𝑥𝑖 − 𝑥𝑘)
2 + (𝑦𝑖 − 𝑦𝑘)
2 (11) 
The mobility relationship between 𝑉𝑖 and 𝑉𝑘 is divided into four cases, according to 
there positions and relative velocities. In case one, 𝑉𝑖  is moving behind the 𝑉𝑘  and 
gradually approaching 𝑉𝑘, what means 𝑥𝑘 ≤ 𝑥𝑖 and 𝑣𝑘 ≤ 𝑣𝑖. The duration time of 𝑉𝑖 to 
the 𝑉𝑘 is predicted by: 
𝑑𝑘
𝑖 =
√(𝐶𝑖𝑘)
2 − (𝑦𝑖 − 𝑦𝑘)
2 +√𝑑2 − (𝑦𝑖 − 𝑦𝑘)
2
𝑣𝑖 − 𝑣𝑘
(12) 
where d indicates the communication scale of the 𝑉𝑘. 
In case two, 𝑉𝑖 is moving behind the 𝑉𝑘 and gradually getting far away from 𝑉𝑘, what 
means 𝑥𝑘 ≤ 𝑥𝑖 and 𝑣𝑖 ≤ 𝑣𝑘. The duration time of 𝑉𝑖 to the 𝑉𝑘 is predicted by: 
𝑑𝑘
𝑖 =
√𝑑2 − (𝑦𝑖 − 𝑦𝑘)
2 −√(𝐶𝑖𝑘)
2 − (𝑦𝑖 − 𝑦𝑘)
2
𝑣𝑘 − 𝑣𝑖
(13) 
In case three, 𝑉𝑖 is moving in front of the 𝑉𝑘 and gradually approaching 𝑉𝑘, what 
means 𝑥𝑖 ≤ 𝑥𝑘 and 𝑣𝑖 ≤ 𝑣𝑘. The duration time of 𝑉𝑖 to the 𝑉𝑘 is predicted by: 
𝑑𝑘
𝑖 =
√𝑑2 − (𝑦𝑖 − 𝑦𝑘)
2 +√(𝐶𝑖𝑘)
2 − (𝑦𝑖 − 𝑦𝑘)
2
𝑣𝑘 − 𝑣𝑖
(14) 
In case four, 𝑉𝑖 is moving in front of the 𝑉𝑘 and gradually getting far away from 𝑉𝑘, 
what means 𝑥𝑖 ≤ 𝑥𝑘 and 𝑣𝑘 ≤ 𝑣𝑖. The duration time of 𝑉𝑖 to the 𝑉𝑘 is predicted by: 
𝑑𝑘
𝑖 =
√𝑑2 − (𝑦𝑖 − 𝑦𝑘)
2 −√(𝐶𝑖𝑘)
2 − (𝑦𝑖 − 𝑦𝑘)
2
𝑣𝑖 − 𝑣𝑘
(15) 
 Therefore, a summary of the four cases can be: 
𝑑𝑘
𝑖 =
√𝑑2 − (𝑦𝑖 − 𝑦𝑘)
2
|𝑣𝑖 − 𝑣𝑘|
+
√(𝐶𝑖𝑘)
2 − (𝑦𝑖 − 𝑦𝑘)
2
𝑣𝑖 − 𝑣𝑘
×
𝑥𝑖 − 𝑥𝑘
|𝑥𝑖 − 𝑥𝑘|
(16) 
 Combining calculation of 𝐷𝑘, the stability of the cluster that uses 𝑉𝑘 as its cluster head 
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can be calculated: 
D𝑘 = √
  
  
  
  
  
∑
[
 
 
 √𝑑2 − (𝑦𝑖 − 𝑦𝑘)
2
|𝑣𝑖 − 𝑣𝑘|
+
√(𝐶𝑖𝑘)
2 − (𝑦𝑖 − 𝑦𝑘)
2
𝑣𝑖 − 𝑣𝑘
×
𝑥𝑖 − 𝑥𝑘
|𝑥𝑖 − 𝑥𝑘|
]
 
 
 
2
𝑁
𝑖=1
𝑁
(17)
 
Received signal quality S is another important variable in the clustering algorithm. When 
assuming that 𝑉𝑘, k ∈ (1,N) is the cluster head in the cluster, the received signal quality can 
be calculated as:  
𝑆𝑘 =∑ 𝑠𝑘
𝑖
𝑁
𝑖=1
(18) 
where 𝑠𝑘
𝑖  means, the received signal power of 𝑉𝑘 from 𝑉𝑖. 
 For a computation-intensive application, Q is an important parameter to measure the 
vehicle’s network performance. The controller holds the information about vehicles’ CPU 
performance q and monitors the CPU usage δ continually. Computing ability is calculated: 
𝑄𝑘 = 𝑞𝑘(1 − 𝛿) (19) 
where 𝑉𝑘 ,  k ∈ (1,N)  is the cluster head in the cluster and 𝑞𝑘  represents the CPU 
performance of 𝑉𝑘. 
4.3.2 Cluster initialization 
SDN controller monitors vehicle’ movement such as position and speed information and the 
vehicle reports network status to the BS periodically, hence the controller has enough 
knowledge of the vehicular network topology. Vehicles in the communication range of the 
same base station, are divided into clusters of different sizes. The scale of the vehicle group is 
defined as: 
𝑑 ≤ 𝜆 × 𝑅 (20) 
where the d indicates the cluster scale and R denotes the value of the largest IEEE 802.11p 
communication range. λ  is a coefficient to control the scale of clusters in different 
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applications. 
 
Figure 26 Cluster initialization in groups. 
 Figure 26 shows the initial grouping result. For the R is a constant value for the vehicle’s 
communication, λ is the only one that influences the cluster scale. For different kinds of 
applications, λ is selected in different values. For example, the delay-sensitive application 
needs a large cluster scale to ensure fewer forwarding hop in case the emergency message 
transmission. The traffic-intensive application needs a small cluster to guarantee network 
stability and reduce infrequent handover. For the computing-intensive application, the smaller 
scale of the cluster is needed considering the vehicle’s computing capability and cluster 
stability. 
4.3.3  Cluster head selection 
After initializing vehicles into clusters, a vehicle is selected as a cluster head for each cluster, 
and other vehicles in the cluster are regarded as cluster members. With the movement of the 
vehicles, the clusters cannot be kept the same as is originally created as well as the roles of 
vehicles in the clusters. The cluster head can be changed by using cluster head selection, 
according to the different situations. When the cluster accepts the join of a new vehicle, there 
is no need for the delay-sensitive cluster and traffic-intensive cluster to change the cluster 
head considering network stability and unnecessary packet loss for the change of cluster head. 
But for the computation-intensive cluster, the computational capability of cluster head may 
not be able to satisfy the requirement of application with the join of a new vehicle, so that the 
cluster head has to be changed by using cluster head selection algorithm. Otherwise, when the 
clusters are so close to each other that executes the merging process to gather the clusters into 
the one cluster, the cluster head can be reelected by using a cluster head selection algorithm. 
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Different cluster head selection methods are proposed for the three different types of 
applications respectively. To facilitate mathematical calculations and comparisons of vehicles’ 
performance in the cluster, the Min-Max Normalization method is utilized to normalize 
{𝐷, 𝑆, 𝑄} into the same range between (0,1).  
𝐷𝑘
𝑛 =
𝐷𝑘 −𝑚𝑖𝑛(𝐷𝑖)
max(𝐷𝑖) − min(𝐷𝑖)
, 𝑖 ∈ (𝑜, 𝑁) (21) 
𝑆𝑘
𝑛 =
𝑆𝑘 −𝑚𝑖𝑛(𝑆𝑖)
max(𝑆𝑖) − min(𝑆𝑖)
, 𝑖 ∈ (𝑜, 𝑁) (22) 
𝑄𝑘
𝑛 =
𝑄𝑘 −𝑚𝑖𝑛(𝑄𝑖)
max(𝑄𝑖) − min(𝑄𝑖)
, 𝑖 ∈ (𝑜, 𝑁) (23) 
The array {𝐷𝑘
𝑛, 𝑆𝑘
𝑛, 𝑄𝑘
𝑛} is the result of normalization. By using these data, different 
clustering algorithms can be carried out to meet the requirement of the different types of 
applications. 
4.3.3.1 Delay-sensitive applications 
For delay-sensitive application, the cluster size should be relatively large to decrease the 
transmission delay which is influenced by multi-hop communications. The Algorithm 3 is the 
cluster head selection method, where Ni denotes the number of one-hop connections of 
vehicle i to other vehicles in the same cluster and Di represents the lifetime of vehicle i 
belonging into the cluster. After deciding the cluster scale, the vehicle with a maximum 
number of connections is selected as the CH. However, if multiple vehicles show the same 
number of connections, the vehicle has the maximal duration time is selected as CH. 
Two additional variables are introduced in the algorithm: 
 conn_max - used to temporarily record the vehicle’s maximum number of one-hop 
connections. 
 life_max – used to temporarily record the max value of 𝐷𝑘𝑛 for vehicle Vk. 
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Algorithm 3 CH selection algorithm for delay-sensitive applications 
Initialize: conn_max = 0, life_max=0, VN = 0, CL = {} 
for Each vehicle i in the cluster do 
if conn_max < Ni then 
conn_max = Ni 
For the candidate list CL, delete all the members that have less than 
conn_max connections, and add vehicle i to the list. 
end if 
end for 
for Each vehicle j in the CL do 
if lif e_max <Djn then 
lif e_max = Djn 
VN = j 
end if 
end for 
Select vehicle VN as the CH 
4.3.3.2 Traffic-intensive applications 
For traffic-intensive applications, CH is selected according to the connection duration with 
the cluster members, and the average received signal quality condition from the other cluster 
members, as Algorithm 4 shows. Here, Si represents the average received signal quality of 
vehicle i. Besides, 𝜇1 and 𝜇2 are introduced as variable factors which are used to regulate 
the algorithm and satisfy: 
𝜇1 + 𝜇2 = 1 (24) 
The Algorithm 4 introduce additional variables to support cluster head selection: 
 para_max - used to temporarily record the vehicle’s maximum value of parai. 
 parai –  Overall performance evaluation parameters related to stability and 
communication quality of clusters with the vehicle i as their cluster head. 
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Algorithm 4 CH selection algorithm for traffic-intensive application 
Initialize: para_max = 0, VN = 0 
for Every vehicle i in the cluster do 
parai = μ1Di
n + μ2Sj
n 
if para_max <parai then 
para_max = parai 
VN = i 
end if 
end for 
Select vehicle VN as the CH 
4.3.3.3 Computation-intensive applications 
For computation-intensive application, the cluster head is selected according to Algorithm 5 
where Q is the computational capability required by the applications and Qi represents the 
computational capability of vehicle i. The selection of the cluster head is based on the 
computational capability of the vehicle and its stability in the cluster. 
Algorithm 5 CH selection algorithm for computation-intensive application 
Initialize: life_max = 0, V N = 0, CL = {} 
for Each vehicle i in the cluster do 
if Q <Qi
n then 
i is candidate vehicle as CH 
For the candidate list CL, delete all the members that cannot satisfy Q, and 
add i to the list. 
end if 
end for 
for Each vehicle j in the CL do 
if life_max < Di
n then 
life_max = Di
n  
VN = j 
end if 
end for 
Select vehicle VN as the CH 
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4.3.4 Cluster maintenance and adaptation 
Due to dynamic topology changes in VANET, the cluster will not always maintain the initial 
state, maintenance and adaptation should be employed for the clusters. The maintenance 
processes are executed in some cases, including vehicle join, the vehicle left, and the merge of 
clusters.  
4.3.4.1 Join of vehicle 
 
Figure 27 Vehicle request for the network service. 
Figure 27 shows the situation where a vehicle is about to join a cluster. When a vehicle starts 
an application to get service from the network, it must send a request to the base station for 
the network services at first. After recognizing the vehicle’s willingness to join in the network, 
the base station informs the SDN controller at level 2 of the request from the vehicle. SDN 
controller maintains the information about vehicles within its management range and 
responsible for the decision of the vehicle’s communication method. The controller firstly 
distinguishes the type of application service requested by the vehicle, then introduce the 
vehicle to the appropriate cluster. If there are clusters around the vehicle that can provide the 
same types of application services, the SDN controller executes the following algorithms to 
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determine the communication method of vehicles. 
 For delay-sensitive application, the vehicle is able to select a cluster to join by Algorithm 
6 where Ni represents the number of vehicles in the cluster i, and dv
i indicate the 
communication duration time between vehicle and cluster head of cluster i. Two additional 
variables are introduced in the algorithm to support cluster selection: 
 conn_para – used to indicate the cluster's connection status influenced by the 
number of vehicles in cluster and stability of the cluster.  
 conn_para_max – enables the max value of conn_para recorded temporarily. 
Algorithm 6 Selection of delay-sensitive cluster for the new vehicle  
Initialization: conn_para = 0, conn_para_max = 0, CH = 0 
for every alternate cluster i can join in do 
    conn_para = Ni×dv
i 
    if conn_para_max < conn_para 
             conn_para_max = conn_para 
        CH = i 
    end if 
end for 
Select the cluster CH to join in. 
 
For traffic-intensive applications, the vehicle is able to select a cluster to join by 
Algorithm 7. The algorithm tends to select the cluster that allows the connection between 
vehicle and cluster head staying longer. Two additional variables are introduced in the 
algorithm to support cluster selection: 
 dur_parai – used to indicate the duration that the vehicle can stay in the cluster i.  
 dur_para_max – enables the max value of dur_para recorded temporarily. 
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Algorithm 7 Selection of traffic-intensive cluster for the new vehicle 
Initialization: dur_parai = 0, dur_para_max = 0, CH = 0 
for every alternate cluster i can join in do 
    dur_parai =dvi
 
    if dur_para_max < dur_parai 
           dur_para_max = dur_parai 
        CH = i 
    end if 
end for 
Select the cluster CH to join in. 
 
Algorithm 8 shows the cluster selection rules for vehicle running computation-intensive 
applications. The algorithm calculates the amount of maximum computation ability that can 
be performed during the time as a cluster member, and select the cluster with the maximum 
value. The vehicle requires the cluster to possess computation capability larger than Q and use 
Qi to represents the remaining computation ability of cluster i. Two additional variables are 
introduced in the algorithm to support cluster selection: 
 comp_para - used to indicate the amount of maximum computation ability. 
 comp_para_max – use to record the maximum comp_para value. 
Algorithm 8 Selection of computation-intensive cluster for the new vehicle 
Initialization: comp_para = 0, comp_para_max = 0, CH = 0 
for every alternate cluster i can join in do 
    if Q ≤ Qi  then 
        comp_para = Qi×dv
i 
        if comp_para_max < comp_para 
                 comp_para_max = comp_para 
        CH = i 
    end if 
end for 
Select the cluster CH to join in. 
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If there are no other clusters to join as a cluster member, the vehicle will act as both an 
independent wireless node waiting to join the new cluster and as a cluster head that using 
cellular to get network services. After a period of time, if moving into the communication 
range of the surrounding cluster, the vehicle will give up the role of cluster head and join in 
the new cluster as a cluster member. 
4.3.4.2 Clusters merge 
Figure 28 shows the merging scenario that may happen to the network where the 
communicating range of two clusters (cluster 1 and cluster 2) overlap as well as all vehicles in 
cluster 1 are located in the range of cluster 2 and similarly all vehicles in cluster 2 are located 
in the range of cluster 1. SDN controller tries to merge two clusters and forms a larger cluster. 
For the new cluster, the cluster head selection is executed the same as the section 4.3.3 
proposed and the old cluster head of the smaller cluster may become a normal cluster member 
of the new cluster.  
 
Figure 28 Overlapping cluster merge into one. 
However, there is a special case for the computation-intensive cluster that may lead to a 
failure of merging clusters. It is possible that having no vehicle in the new cluster can achieve 
the computation capability required by the application. In these cases, the merging process is 
terminated and two clusters keep unchanged. 
79 
 
4.3.4.3 Vehicle leave 
Due to the highly dynamic topology feature of VANET, the Vehicle may leave the current 
cluster. There are several situations for the vehicle leaving the current cluster. 
 When the SDN controller find a vehicle has moved out of the range of the cluster 
scale (distance between vehicle and cluster head are longer than 𝜆 × 𝑅 which are 
defined in the (18)) and moves into the range of other clusters, it tries to process 
handover for the vehicle from current cluster to the new one. In this case, the vehicle 
is regarded as a new node to join clusters, the SDN controller process the cluster 
selection algorithm as section 4.3.4.1 describes. 
 When a vehicle leaves the range of cluster scale but doesn’t find any new clusters 
around, it continues to perform as a cluster member in the current cluster until it 
moves out of the longest transmission range from the cluster head. The vehicle will 
act as both a cluster head with a cellular connection and an independent wireless 
node waiting to join a new cluster, after leaving the previous cluster. 
 When the vehicle acting as a cluster head loses all of its cluster members, the SDN 
controller regards the cluster dead. The vehicle is still allowed to keep the cellular 
connection to the network and waiting to join the new cluster. 
4.3.5  Clustering procedure summary 
According to the description in section 4.3.1 to section 4.3.4, the clustering procedure can be 
summarized as Figure 29 shows.  
At the beginning of the network construction, SDN initializes the network dividing the 
vehicles into different groups. Then the controller performs a different cluster head selection 
algorithm for different application requirements. After the successful establishment of the 
cluster, the controller starts a series of processes to maintain and adapt the cluster changes. 
The cluster maintenance includes three actions: join of vehicle, cluster merge, vehicle leave. 
When a vehicle joins the cluster, the controller executes the cluster selection algorithm and 
returns to the maintenance waiting status to wait for the other changes no matter whether the 
joining of the vehicle is successful. When finding the two clusters are able to merge, the 
controller executes the merging algorithm for the clusters, unless the clusters are 
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computation-intensive clusters with no vehicle can satisfy the application requirement in the 
new cluster, then return to the maintenance waiting for status. When the controller finds a 
vehicle leaving the cluster, it executes the vehicle leave process, the vehicle that leaves the 
cluster can act as an independent wireless node and wait for the joining in the new cluster. On 
the other hand, if the cluster head is left alone without other cluster members, it either acting 
as a normal vehicle waiting to join the new cluster. After the finish of all maintenance process, 
the controller returns back to the maintenance waiting status and monitoring the next changes.  
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Figure 29 Context-aware clustering procedure. 
 
82 
 
4.4 Simulation and result 
In this section, the improvements of the proposed algorithm on network performance are 
evaluated by different simulation scenarios. The results show the benefits of the proposed 
clustering algorithm in terms of network throughput, end-to-end delay, and computation size. 
4.4.1 Simulation set up 
The same simulators are used as the 3.5 section discussed to conduct network simulations. 
Table 4 shows the parameters used in the simulations. Simulations are conducted in a 
topology where numbers of vehicles are running on the 1000m straight road with 4 lanes. A 
vehicle equipped by both IEEE 802.11p and the cellular interface is set to run a continuous 
TCP service requirement, connecting to the server in the core network or run UDP 
applications broadcasting to the other vehicle on the road.  
Table 4 Simulation parameter for the clustering scheme 
Parameters Values 
Transport Layer TCP(RENO) 
Interface IEEE 802.11p/cellular 
Data Rate 6Mbps 
Beacon Interval 0.1s 
Simulation Topology Straight road 
Topology Size 2000m with 4 lanes 
4.4.2 Simulation result 
4.4.2.1 For delay-sensitive application 
In order to confirm the advantage of the proposed scheme over possible baselines, the 
influence of different factors in forming clusters are evaluated. The result shown in Figure 30 
is based on the simulation that makes the vehicle run UDP application to simulate a network 
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alarm in case of an emergency. Two kinds of network situations, namely, pure IEEE 802.11p 
and cellular/IEEE 802.11p hybrid networks, are considered.  
 
Figure 30 Delay for different cluster sizes. 
The result depicts the data transmission delay of a random communication pair in a road 
with a length of 1000m for different cluster sizes. In this case, the vehicle equipped with only 
an IEEE 802.11p network interface, floods the emergency message to the network, results in a 
high transmission delay. On the contrary, the increase in the cellular network interface allows 
emergency messages to be propagated not only by two hops intra-cluster communication but 
also by connecting to the cellular network to vehicles in other clusters. For the transmission 
mechanism of cellular-IEEE 802.11p clustered network uses up to four hops of wireless 
propagation to reach all vehicles, the communication can get a relatively short transmission 
delay. Observing the transmission delay that varies with the cluster size, it is clear that large 
cluster size is better for delay-sensitive applications, which confirms the advantage of the 
proposed scheme. 
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Figure 31 Average delay in different vehicle densities. 
Figure 31 shows the influence of vehicle density on the transmission delay of different 
clustering methods, which are the proposal, stable and random. The stable clustering method 
selects the vehicle with the longest lifetime among the clusters as the cluster head and selects 
the cluster with the longest connection time for the vehicle joining the network. In addition, 
the random clustering method randomly selects cluster heads in the cluster, and randomly 
selects clusters for vehicles to get network services. In this result, the average delay is 
extracted from the vehicles which receive the same delay-sensitive message within the range 
of 1000m. With the growth of vehicle density, the transmission delay also gradually increases, 
and it is not difficult to see that the proposal considering the number of connections has a 
lower transmission delay. 
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4.4.2.2 For traffic-intensive application 
To evaluate the influence of cluster lifetime on network performance, the vehicle is set to run 
TCP application continuously communicating with the server in the wired network. The 
simulation sets different lifetimes for clusters and compares their impact on average 
throughput. 
 
 
Figure 32 Throughput for different clusters lifetime. 
The result shown in Figure 32 makes us consider the importance of connection stability. 
In cellular-IEEE 802.11p clustered architecture, vehicles are required to communicate via 
cluster head. When the connection to the cluster is interrupted, the handover process has to be 
executed, to influence the network performance. As the cluster lifetime increases, the cluster 
handover frequency gradually decreases, thereby increasing the average throughput. This 
result shows the importance of considering the connection duration of links between a cluster 
head and members. 
In wireless communication, the received signal strength is an important factor affecting 
the communication quality. The influence of reception error rates for different signal strengths 
is evaluated. Figure 33 shows the result that as the received signal becomes stronger, the 
information loss rate will gradually increase. For traffic-intensive applications, transmission 
capability and reliability are the most important requirements. Therefore, it is very important 
to consider the received signal strength to improve the transmission reliability in the 
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clustering algorithm. 
 
Figure 33 Error rate in different received signal strength. 
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4.4.2.3 For computation-intensive application 
In order to evaluate the data computing ability of the cluster, different cluster sizes are set by 
defining the different number of cluster members. A network scenario is assumed that 
vehicles in the same cluster share their surrounding view to the cluster head so that a larger 
road map can be synthesized by cluster head after a series of computations and shared with 
the cluster members. To achieve this, vehicles are set to run TCP applications communicating 
with the cluster head continuously. Different lifetimes are set for clusters to compare their 
influence on computed data size. 
 
Figure 34 Data size for computation in various cluster sizes. 
Figure 34 shows the result of computing data size influenced by the number of cluster 
members and the cluster’s lifetime. Because of the different computational complexity for 
computing applications, this network scenario only considers the consumption of cluster head 
computing capability caused by data transmission. As a result, the requirement for the 
computing capability is far less than the computing capability possessed by the cluster head. 
Even so, it can be still learned from the result that with the increasing number of cluster 
members, it becomes more important to consider the computational capability of the cluster 
head node as more requests are expected to happen. Meanwhile, the consideration of cluster 
stability ensures that the cluster head node could satisfy the requests from a large number of 
vehicles.  
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The computing speeds of data with different data sizes are also evaluated when 
processing different clustering algorithms with the cluster size is set as 200m. This scenario 
uses the TCP application to simulate the computation-intensive application which allows the 
vehicle to send the data to be computed on the cluster head and then returns to the vehicle 
after a series of calculations. The result in Figure 35 shows the total time required by the 
computing process. 
 
Figure 35 The total required time in computing different sizes of data. 
The total time includes propagation delay, data transmission delay, and calculation delay. 
When the size of computing data becomes larger, the total time is mainly affected by data 
transmission delay and computation delay. When the data transmission capabilities are the 
same, the computing capability of the cluster head is the main factor that affects the change of 
total time. It can be seen from the results that the proposal that considers the computing 
capability of the cluster head can reduce the data computing time, which brings great 
advantages in the highly dynamic vehicular network. 
4.5 Conclusion 
In this chapter, an SDN-based context-aware clustering algorithm was proposed to the 
VANET. The introduction of the SDN providing a global view of the network made the 
clustering algorithm more flexible and easier to deploy. Scheduling the vehicle’s 
communication using a single clustering algorithm was hard to satisfy all network scenarios.  
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Therefore, to meet different kinds of application requirements as much as possible, in 
section 4.2, the applications were classified into three types: delay-sensitive application, 
traffic-intensive application, and computation-intensive application according to their 
transmission behavior recorded by the SDN controller. The independent clusters could be 
established according to different application types. 
 The context aware clustering algorithm was explained in detail in section 4.3. The three 
most important parameters in the clustering algorithm were introduced, which were duration 
time of cluster, received signal quality, and computation capability. With the help of the 
controller, these parameters could be calculated according to the information of the vehicle. 
The procedures of the clustering algorithm included cluster initialization, cluster selection, 
and cluster maintenance and adaptation.  
 At last, in section 4.4, the evaluations of the proposed scheme were conducted to confirm 
the advantages in network performance, in terms of throughput, end-to-end delay, and 
computed data size. The results showed the influence of cluster size on the delay-sensitive 
application, as well as the importance of connection lifetime between cluster members and 
clusters for traffic-intensive applications. In addition, for the computation-intensive 
application, the computed data became more with the growing number of cluster members, so 
that the computation capability became more important in clustering algorithm, as too many 
cluster members may cause the exhaustion of computation capability. Therefore, it can be 
conclude that it is important to consider the different QoS requirements in the clustering 
algorithm. 
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Chapter 5 
5 Conclusion and future work 
This chapter summarizes the research on SDN-based clustered VANET. Section 5.1 concludes 
the research from two aspects: SDN-based VANET handover and context-aware clustering. 
Then, in section 5.2, discuss possible future works. 
5.1 Conclusion 
In VANET, the vehicle with its high mobility feature forms a dynamic network topology 
happens frequently handover. A clustered architecture of VANET makes the network benefit 
not only from saving scarce spectrum resources but also from reducing handover frequency. 
SDN technology is a promising technology providing centralized control to realize network 
programmability and flexibility and scalability. In this thesis, an SDN-based handover scheme 
and context aware cluster algorithm were proposed. 
In chapter 3, SDN technology was introduced in the VANET to achieve seamless 
handover. Providing a global view of the network, SDN makes it easy to detect handover 
happens and allow execute handover scheme before it happens. In addition, the MEC servers 
are employed in the network to achieve caching function when handover happens. A caching 
queue management algorithm was also explained to help seamless handover. Considering the 
handover happens to the cluster, the handover procedure between both different clusters and 
different roadside infrastructures were explained. The handover scheme also tried to use SDN 
to achieve rerouting after the handover. Data traffic can be rerouted to the new path by 
downloading a flow table instructed by the SDN controller to a fork router. The fork router 
was selected by the algorithm that aims to achieve less communication delay and signaling 
overhead caused by the path change. Simulations were conducted to evaluate the proposed 
handover scheme. The results show that the handover scheme with SDN employment 
performs better when compared with the traditional network with connection interruption 
especially in the network with frequent topology changes and high communication quality. 
Moreover, the deployment of the MEC caching server, brought further improvement in 
network performance, in terms of the average throughput and end-to-end transmission delay. 
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In section 4, an SDN-based context-aware clustering algorithm was proposed. The 
introduction of SDN makes clustering easier to deploy and allows the clustering algorithm to 
execute only when it is needed instead of asking for the status periodically. Considering that a 
single clustering algorithm in forming clusters does not appropriate to support various 
applications, different clustering algorithms were proposed respectively to meet the 
requirements of different kinds of applications, including delay-sensitive application, 
traffic-intensive application, and computation-intensive application. The algorithms were 
based on the parameters which were the lifetime in the cluster, received signal quality, and 
computation capability that could be calculated from the network context. The procedures of 
the clustering algorithm were explained that include cluster initialization, cluster head 
selection, and cluster maintenance and adaption. The simulation was conducted to evaluate 
the proposed clustering algorithm. The results showed that large cluster size would perform a 
short end-to-end delay on delay-sensitive application. On the other hand, longer connection 
lifetime is preferred to the traffic-intensive application as shown in the results. Besides, for 
the computation-intensive application, the computation capability is the most important 
parameter, as too many cluster members divide limited resources may cause the exhaustion of 
computing capability in cluster head. Therefore, considering the different network 
requirements is important in executing cluster algorithms. 
5.2 Future work 
This thesis has introduced the SDN technology to the VANET, proposed a seamless handover 
scheme to support V2I communication and context aware clustering algorithm to satisfy the 
various requirements from applications. To further improve the SDN-based V2I 
communication in supporting the mobility of vehicles, there are still many unsolved problems 
that should be considered. 
Simulation improvements: Considering the possibility of three applications being carried 
out at the same time, evaluation of the mutual influence of the three applications when they 
are carried out simultaneously will be the next work. In chapter 4, the simulation is conducted 
for the different kinds of applications respectively.  In this paper, in order to verify the 
proposed technology, the two proposals were evaluated separately. In the future, the two 
proposals can be combined for further research. 
The interaction between level1 and level2 controller: In the SDN-based network, the 
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controller at the edge of the network needs the cooperation of the center controller to solve 
some problem. For example, in this thesis, when the handover happens between the different 
level 2 controller’s domain, level1 controller needs to involve in the handover scheme and 
determine the new data traffic path by its global view which brings the large cost to the 
network. 
Machine learning usage in clustering: In the proposed context-aware clustering algorithm, 
the applications were classified into different types by simple context extract from the 
network devices. But this classification method is not very accurate in some situations. 
Machine learning technology with its high-precision and fast processing ability is considered 
to use in the classified work. Moreover, as VANET can be regarded as a social network and 
its movement performs particular rules, machine learning can be regarded as a method to 
predict the vehicle’s movement in helping the clustering algorithm.  
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