This paper contains the results of my PhD-thesis. I will show the K-and L-theoretic Farrell-Jones conjecture (FJC) for the groups GL n (F(t)) where F and GL n (Q). This especially implies the conjecture for all Sarithmetic groups.
Introduction
The Farrell-Jones conjecture makes predictions about the structure of the algebraic K-theory of group rings. There is an an L-theoretic version. It implies a lot of well-known conjectures such as the Bass-, Borel-and Novikov-conjecture. In this paper I will prove the FJC for all groups that are linear over F(t) for a finite field F (Theorem 8.13) or over Q. This means groups that are subgroups of GL n (F[t][S −1 ]) or of GL n (Q).
The action of GL n (Z) on its symmetric space has been used to show the Farrell-Jones in [5] . I will extend these methods to show the Farrell-Jones conjecture for groups which are linear over Q or F(t) for a finite field F. This includes in particular all S -arithmetic groups.
I will show the strongest version of this conjecture for those groups; the version with coefficients in any additive category with a group action and with finite wreath products. This version has strong inheritance properties, for example any group commensurable to a subgroup of one of the groups mentioned above will satisfy the FJC. This paper is based on my thesis [16] Let me first recall some definitions. Most of them can be found in [4] . Let X be a proper, finite dimensional CAT(0) space with a proper, isometric group action of a group G. The flow space of X is the set of all maps R → X whose restriction to some interval [a, b] with −∞ ≤ a ≤ b ≤ ∞ is a geodesic H. RÜPING and which are locally constant on the complement of this interval
2e |t| dt defines a metric on this flow space. Φ t ( f ) := f ( + t) defines an R-action (flow) on FS (X) that commutes with the induced G-action Let F be a family of subgroups of G. Let us say that FS (X) admits long and thin F -covers, if there is a N > 0 such that we can find for every R > 0 an G-invariant open cover U and an ε > 0 such that for every point x there is a open set U ∈ U containing B ε (ϕ [−R,R] (x)).
The goal of this chapter is to formulate and proof Proposition 2.2. It will apply to those general linear groups in consideration. Bartels and Lück have defined in [4, Definition 0.4] when a group G is transfer reducible over a family of subgroups. Furthermore they showed in Proposition 5.11 how a flow space can be used to show transfer reducibility. Wegner defined a notion of strong transfer reducibility and showed that the same setup also gives strong transfer reducibility in [18 One part of the niceness is that there is a bound on the order of finite subgroups of G. This is not satisfied in this setting. There is a workaround and the same statements hold even without this assumption see ( [13, Theorem 4.3] ).
Finally there is also a "almost" version of transfer reducibility which inherits to wreath products with finite groups in [5, Definition 5.3] . We have the following implications. Here F ≀ denotes the family of those subgroups which are virtually subgroups of some product f ∈F H f ⊂ G F ⊂ G ≀ F with H f ∈ F and F 2 denotes all subgroups of G which contain a subgroup from F of index at most two. Definition 2.1 Long F -covers at infinity and periodic flow lines. Let FS ≤γ (X) be the subspace of FS(X) of those generalized geodesics c for which there exists for every ǫ > 0 an element τ ∈ (0, γ + ǫ] and g ∈ G such that g · c = Φ τ (c) holds. We will say that FS admits long F -covers at infinity and periodic flow lines if the following holds:
There is N > 0 such that for every γ > 0 there is a collection V of open F -subsets of FS and ε > 0 satisfying:
(ii) dim V ≤ N; (iii) there is a compact subset K ⊆ FS such that (a) FS ≤γ ∩ G · K = ∅; (b) for z ∈ FS \ G · K there is V ∈ V such that B ε (Φ [−γ,γ] (z)) ⊂ V.
The "at infinity" part is automatically satisfied if the group acts cocompactly. However this is not the case here.
The following proposition sums up all conditions that are used in [5] to prove that the group action of GL n (Z) on the space of inner products admits long coverings at infinity and periodic flow lines.
I will show that the general linear group over R[S −1 ] where R is either Z or F[t] for a finite field F and S is a finite set of primes in R satisfies these conditions. It might be interesting to find other groups which also satisfy these assumptions. Proposition 2.2. Let G be a group, X be a G-space, N a natural number and W a collection of open subsets of X such that (i) X is a proper CAT(0) space, (ii) the covering dimension of X is less or equal to N, (iii) the group action of G on X is proper and isometric, (iv) GW ≔ {gW | g ∈ G, W ∈ W} = W, (v) the sets gW and W are either disjoint or equal for all g ∈ G, W ∈ W, (vi) the dimension of W is less or equal to N.
(vii) the G operation on
is cocompact for every β ≥ 0. Then FS (X) admits long F-covers at infinity and periodic flow lines for the family F ≔ VCyc ∪ {H ≤ G | ∃ W ∈ W ∀ h ∈ H : hW = W}. As explained above this means that G is strongly transfer reducible over the family F and thus G satisfies the K-theoretic FJC relative to F and the L-theoretic FJC relative to the family F 2 . Further G ≀ F satisfies the K-and L-theoretic FJC relative F ≀ for any finite group F.
Proof. FS (X) is a proper metric space by [4, Proposition 1.9] . Hence it is locally compact. Fix γ ≥ 1. Let β ≔ 4 + γ + 1. Pick a compact subset L ⊂ X such that G · L = X \ W −β . For this compact subset L we obtain a natural number M, a real number ε > 0 and a set U of subsets of FS(X) from [4, Theorem 4.2] . We can assume ε ≤ 1. Let V ≔ ev 
Hence we get for k ≥ 1
Since c k does not belong to S , we conclude that
So it is also cocompact and there is a compact K ⊂ FS (X) with
. Hence FS (X) admits long F-covers at infinity and periodic flow lines. This implies strong transfer reducibility over F by [13, Theorem 4.3] and thus the mentioned references in 2 yield the conclusions.
The canonical filtration
This section shows how the systems of open sets used in Proposition 2.2 are constructed. The ideas of this section can all be found in [10] . Let V be a free Z-module and s an inner product on R ⊗ Z V. The size of submodules can be measured in two different ways -by its rank and its volume. The desired open sets in the space of homothety classes of inner products are constructed by comparing these two quantities. This section is formulated in a very general way, since the same constructions also apply for the rings
]. An order-theoretic lattice L is a poset such that any finite subset has a least upper bound and a greatest lower bound. For any two elements W, W ′ ∈ L let W + W ′ denote their least upper bound and let W ∩ W ′ denote their greatest lower bound. Let 0 denote the minimal element. It is the least upper bound of the empty set. Let 1 denote the maximal element which is the greatest lower bound of the empty set. Convention 3.1. Let L be an order-theoretic lattice. Suppose furthermore there are functions rk : L → N and log vol : L → R such that (i) rk is strictly monotone. This means that for all W, W ′ ∈ L :
(ii) rk is additive. This means that for all W, W ′ ∈ L:
(iv) For each C ∈ R there are only finitely many L ∈ L with log vol(W) ≤ C.
Remark 3.2.
(i) The strict monotonicity holds for the lattice of direct summands of Z n whereas it fails for the lattice of all submodules of Z n . (ii) In the lattice of direct summands of Z n the least upper bound V + W is not the sum of the modules but the direct summand spanned by the sum of the modules, i.e. the preimage of the torsion group of Z n /(V + W). (iii) It follows that 0 and 1 are the only elements of rank zero resp. rk (1) . (iv) Later the volume will also depend on the choice of an inner product. Thus we will view log vol as a real valued function on the space of inner products.
Definition 3.3. We can plot every element W ∈ L on the (x, y)-plane with x-coordinate equal to its rank and y-coordinate equal to log vol(W). For any fixed rank between zero and rk(1) there is a lowest point among all points with that rank.
We can omit those elements which lie above or on a line connecting two other points of this set and call the remaining points the canonical path.
Of course, it might happen that there are several elements from L with the same rank and volume. We will see that this will not be the case for the points in the canonical path. The red dots represent modules in the canonical filtration, the blue ones those minimal volume modules which have been omitted. 
Let us assume that c W > 0. So we have to show that c V ≤ 0. We have
Subadditivity gives an upper bound for the logarithmic volume of lub(V, W) indicated by the dotted line. It completes a the parallelogram so subadditivity can also be called the "parallelogram rule". Corollary 3.6. We have that (i) every vertex in the canonical path is represented by a unique element V ∈ L and (ii) those elements form a chain. (ii) Let V 0 , . . . , V m be the list of elements ordered by rank that represent the vertices of the canonical path whose rank is at least one and at most rk 1 − 1. By the last item the ranks of those elements are all distinct. So rk(V i ) < rk(V j ) if i < j. As in the last item we know that either
The monotonicity of the rank gives that 
Definition 3.7. The chain of elements 0 = V 0 ≤ V 1 ≤ . . . V m = 1 that represent the vertices in the canonical path is called the canonical filtration of (L, rk, log vol).
4. Volume: The integral case Definition 4.1. Given an inner product on R n and a submodule M ⊂ Z n . Then we can define its volume as
This definition (together with the usual rank) satisfies all properties needed in Convention 3.1. 
Proof. The elementary proof can be found in [16, Proposition 4.6] . The only tricky part is the subadditivity for which there is also a proof in [10, Theorem 1.12] with the minor difference that the symbol W + W ′ denotes there the sum of submodules and not the direct summand spanned by that sum. This is a little bit stronger since the volume of the sum is larger. 
We use the convention that the degree of the zero polynomial is −∞. Its valuation ring is
The following definition is the analogue of a "lattice" from [10, section 1] in the integral case; but I would like to avoid this term because it will also appear with different meanings.
Definition 5.1. A Z-volume space (V, S ) is a finitely generated free Z-module V with the choice of an R-lattice S in Q ⊗ Z V. This means that S is a finitely generated R-submodule with rk Z (V) = rk R (S ).
It is not hard to see that such an S is torsionfree and hence isomorphic to R rk(V) by the structure theorem.
Remark 5.3. We have the following easy properties: (i) The R-lattice occuring in the definition of sub-volume space can be omitted. More precisely, any submodule W of V can be turned into a sub-volume space with the choice res W (S ).
(iv) The quotient volume space is a volume space.
Remark 5.4. We have to be a bit careful here when we speak about subquotients. It makes a difference whether you first pass to quotients and then to a subobject or the other way round. For example if V is the free F[t]-module on generators e 1 , e 2 and let V 1 be the submodule spanned by 1e 1 + t n e 2 and let V 2 be the submodule spanned by e 2 . Let S be the R-module spanned by 1 ⊗ e 1 , 1 ⊗ e 2 . In this example we have
The situation is better if we assume that V 2 is a submodule of V 1 :
Lemma 5.5. Let L = (V, S ) be a volume space and let V 2 , V 1 ⊂ V be submodules such that V/V 2 is projective. We have:
(ii) If V 2 ⊂ V 1 , then both sides are equal:
is a submodule of V/V 2 . So let us now compare the lattices. Let
denote the projection.
This proves the first claim. Note that pr(A ∩ B) = pr(A) ∩ pr(B) holds if A and B are pr-saturated, i.e. pr(pr −1 (A)) = A. In the case where A is a submodule this means that S ∩ Q ⊗ Z V 2 ⊂ A. This is where the condition V 2 ⊂ V 1 enters. This proves the second claim. The third claim follows from 
Clearly the volume is independent of the involved choices. Choosing different bases will change q by a multiplication with an element in Z * = F * resp. R * = {q ∈ Q | ν(q) = 0}. This change does not affect the valuation.
Let us now find a way to compute the volume of a sub-volume space W ⊂ (V, S ) without constructing a basis for S ∩ Q ⊗ Z W. 
. . ∧ w m as a linear combination of this basis ′ it also cannot increase and so it has to be the same. If we extend bases of W (resp. S /S ∩ (Q ⊗ Z W)) to V (resp. S ) we can achieve that only of the coefficients λ * is nonzero and we end up with the definition of log vol W (S ∩ Q ⊗ Z W).
Remark 5.9. We will sometimes use the abbreviation log vol W (S ) for log vol W (res W (S )). 
Proof. Choose bases w 1 , . . . , w m of W and w
. We obtain by definition of the determinant:
′ ) follows directly from the invariant factor theorem.
Lemma 5.13 Volume of a quotient. Let (V, S ) be a volume space and let (W, S ∩ (Q ⊗ Z W)) be a sub-volume space such that V/W is projective. Then
Proof. Again we extend bases of W (resp. S ∩ (Q ⊗ Z W)) to the whole of V (resp. S ). Then the matrix in Remark 5.11 has block form and hence we have to compute the valuation of its determinant. The upper left contributes log vol W (res W (W)) and the lower right block contributes log vol V/W (quot W (S )).
Lemma 5.14 Parallelogram constraint/subadditivity. Let (V, S ) be a volume space and let W 1 , W 2 be finitely generated Z-submodules of V. Then
Proof. Using Lemma 5.12 we can first replace W 1 , W 2 by the direct summands generated by them. Then W 1 ∩ W 2 is also a direct summand. After passing to quotients by W 1 ∩ W 2 we can further assume that W 1 ∩ W 2 = 0. Now we have to be a bit more careful with the notation:
The first steps uses Lemma 5. Proof. To simplify notation let V = Z n . Let b 1 , . . . , b n be a R-basis of S ⊂ Q n . By Remark 5.11 set of such vectors whose logarithmic volume is less than some number D is given by 
By induction we already get such bases for the quotient volume space. Let b 2 , . . . , b n be preimages of the basis of S /(Q ⊗ Z v ) ∩ S and let w 2 , . . . , w n ∈ W be preimages of the basis of W/ v Z under the projection map. We get the following linear combinations
for some s i ∈ Q. Let us consider a fixed i ∈ {2, . . . , n}. 
We have already achieved that −ν( Furthermore c w 1 ,...,w m (S ) = r m+1 − r m . Unlike in the integral case there is in every dimension a module on the canonical path; this can be seen as an implication of the ultrametric inequality.
Proof. An element f ∈ aut Z (V) maps such bases again to such bases. So we only have to show that the numbers r 1 , . . . , r n do not depend on the choices. The idea is to express r m intrinsically as the difference of minimal logarithmic volume of a rank m + 1 and a rank m direct summand. A easy computation shows that 
So we have shown that the logarithmic volume function satisfies all conditions from Convention 3.1: (i) rk is strictly monotone, i.e. rk(W)
Proof.
(i) This is clear, note that strictness holds since we only consider direct summands.
(ii) This is almost the classical additivity of the rank applied to the short exact sequence 
for q ∈ Q. The function c W from Definition 3.4 is defined as an infimum over functions of the form n depends on the choice of this basis. The solution is to add additional structure that tells us which bases are allowed. The set of possible choices for this additional information also carries a GL n (Z[ 
where deg denotes a degree function on Z.
Definition 6.3. A integral structure with respect to T on a finitely generated free
We have the following trivia: (i) The underlying Z T -module of an integral structure is always free of rank n by the structure theorem for finitely generated modules over a PID. (ii) aut Q (Q ⊗ V) GL n (Q) acts transitively on the set of all integral structures on V; for any two integral structures B, B ′ we can pick Z T -bases and a matrix A ∈ GL n (Q) that maps one basis to the other. The stabilizer of the standard integral structure
The poset of direct summands of Z n is isomorphic to the poset of subvector spaces of Q n ; the isomorphisms are given by ∩ Z n and Q . A more fancy version of this is the following proposition:
Proposition 6.5. Let B be an integral structure on V. Then V ∩ B is a finitely generated, free Zmodule and ∩ B defines a (rank-preserving) isomorphism from the poset of direct summands of V to the poset of direct summands of V ∩ B. Thus it also preserves greatest lower bounds and least upper bounds and hence is an isomorphism of lattices.
Proof. Finite generation of V ∩ B follows from the following elementary criterion:
n is finitely generated, iff it is contained in a submodule of the form
By the criterion above we find some z ∈ Z such that (d, P \ T ) divides z for all denominators of entries of elements of V ⊂ Q n and a z ′ such that (d, T ) divides z ′ for all denominators of entries of elements of B ⊂ Q n . Thus all V ∩ B is a submodule of 1 zz ′ Z n and hence finitely generated. It is totally elementary to verify that ∩ B and Z[T −1 ] are inverse to each other. The rank of a direct summand is an intrinsic property of the poset of direct summands -it is the length of the longest ascending chain ending with this direct summand. Thus it is preserved under a poset isomorphism. Lemma 6.6. Given two disjoint sets of primes. An integral structure on
]
n and an integral structure on
Proof. The proof works exactly the same way: From an integral structure B ⊂ Q n with respect to T 1 ∪ T 2 we can obtain ( B Z T 1 , B Z T 2 ). Conversely, given two such integral structures we can take their intersection. An elementary computation shows that both compositions are the identity.
Equivalence classes of integral structures relative to a single prime form the vertices of an affine building. With the last lemma we can identify integral structures (up to rescaling) with the vertices of a product of buildings.
6.1. The localized case Convention 6.7. Let -n ∈ N be a fixed non-negative integer.
-Z be either Z (integral case) or F[t] (function field case) for a finite field F, -V be a finitely generated free Z[T −1 ]-module of rank n, -X(V) denote the set of all inner products on R ⊗ Z V in the integral case or the set of all
Now we are ready to define the volume function.
Definition 6.8. LetỸ T (V) denote the set of all integral structures on V relative to T . Define the logarithmic volume function of V as log vol :
Remark 6.9. We have the following trivia: 
as left-GL n (Q)-sets. (ii) Note that W ∩ B is just a finitely generated free Z-module. In the integral case s is an inner product on R ⊗ Z V and hence it can be restricted to
In the function field case s is a lattice in 
Properties of the volume function for
Fix an integral structure B on V relative to a set of primes T and an element s ∈X(V 
Proof. (i) This follows from the structure theorem of finitely generated modules over a principal ideal domain. (ii) Since Q is a flat Z-module, we can apply Q ⊗ z to the following short exact sequences
Recall that the rank is defined as dim (S ) . This follows easily from the definitions of both sides and Proposition 6.5.
Furthermore we have the following properties: Lemma 6.12. In the number field case (Z = Z) we have (i) 
Proof. We get in the number field case:
. The equality in the middle follows directly from the definition of the volume (see Definition 4.1).
(ii) As W is a Z[T −1 ] module we get pW = W and hence W ∩ pB = pW ∩ pB = p(W ∩ B) and consequently
Let us now consider the function field case: (i) We can use the same chain of equalities as in the number field case
and the middle equality is given by Lemma 5.12.
Corollary 6.13. Given two integral structures B, B ′ such that zB ⊂ B ′ ⊂ B for some z ∈ Z. Since B is a Z[P \ T ]-module we get pB = B for any p ∈ P \ T . Thus we can leave out all prime factors of z from P \ T . So let us assume that no element of P \ T divides z. We have -in the number field case 
Let T be a set of primes. Let Y T (n) denote the quotient ofỸ T (n) under the group action of the group of units in
. By centrality we still have a aut
Remark 6.16. The scaling invariance from Corollary 6.14 shows that the function c W descends to a function
The following lemma will be needed to study the action of GL n (Q) on a specific CAT(0)-space.
Lemma 6.17. Let T be a set of primes. (i) Every matrix A ∈ GL n (Q) can be written as a product of a matrix in
we can also decompose any matrix A ∈ SL n (Q) as a product of a matrix in SL n (Z[T −1 ]) and a matrix in G.
Proof. 
]} has finite index and hence there are only finitely many elements in
By centrality this is the same as This section will analyze the metric on the space of homothety classes of inner products (defined for example in [7, p. 314 ff.]). Furthermore certain properties of the volume functions will be established. Apart from the growth condition, which was analyzed in [5, Section 1], these have basically been shown in [10] . It still makes sense to restate them in precisely this form. Then the localized version for Z and for F [t] can be treated simultaneously in Section 6.
Let V be finitely generated, free Z-module of rank n and consider the spaceX(V) of all inner products on R ⊗ Z V. We will think of an inner product on R ⊗ Z V either as a symmetric map R ⊗ Z V → (R ⊗ Z V) * or as a bilinear form.
After a choice of a Z-basis for V ⊂ R ⊗ Z V we can write such an inner product as a matrix. This gives X(V) the structure of a manifold. Rescaling gives a group action of (R >0 , ·) onX(V) via
Let X(V) be the quotient ofX(V) under this group action. An element of X(V) is called a homothety class of inner products. The projection map has a section that sends a homothety class to the inner product whose representing matrix with respect to some basis of V has determinant one. The group aut Z (V) GL n (Z) acts on the space of homothety classes of inner products. X(V) is a subset of the vector space sym(R ⊗ Z V) of symmetric linear maps (R ⊗ Z V) → (R ⊗ Z V) * . Symmetric means that for any s ∈ sym(V) the map
is again s. The isomorphism on the left is the inverse of the canonical evaluation isomorphism.
IndeedX(V) is an open subset of sym(R ⊗ Z V). So we get a canonical trivialization of the tangent bundleX
Let us now define a Riemannian metric onX(V). So we have to define for each s ∈ X(V) an inner product g s onX(V):
It is obviously bilinear and symmetric. Furthermore the endomorphism s −1 • u is self adjoint with respect to the inner product s on (R ⊗ Z V) since
Hence there is an orthonormal basis of eigenvectors with eigenvalues λ 1 , . . . , λ n . Then the eigenvalues of (s −1 • u) 2 We still need one preliminary lemma. Lemma 7.3. Let X be a proper, inner metric space and let U ⊂ X be an open subset and β ∈ R be any real number. Then
Proof. We have to show that there is for
Since U is open there is for each z ∈ B β (x) an ε(z) ∈ R with B ε(z) (z) ⊂ U. The set B β (x) is compact as the metric space is proper. So there is a uniform ε > 0 with B ε (z) ⊂ U for all z ∈ B β (x).
Since the metric space is inner we get
and hence it is contained in U. Hence by the triangular inequality B ε 
This is a collection of open sets as the map c W : X(V) → R is continuous. We have (i) X(V)
is a proper CAT(0) space, (ii) the covering dimension of X(V) is less or equal to (n+1)n 2 − 1, (iii) the group action of aut Z (V) GL n (Z) on X is proper and isometric, (iv) aut Z (V) · W ≔ {gW | g ∈ aut Z (V), W ∈ W} = W, (v) gW and W are either disjoint or equal for all g ∈ aut Z (V), W ∈ W, (vi) the dimension of W is less or equal to n − 2.
(vii) the aut Z (V) operation on
is cocompact for every β ≥ 0.
Proof. (ii) After choosing a basis for V we can identify the space X(V) with the set of positive definite, symmetric n × n matrices of determinant one. This is a Riemannian manifold of dimension 
The group operation on the right hand side is cocompact by [10, Corollary 5.2] . Hence the group operation on the closed subset X \ ( W −β ) is also cocompact.
Preliminaries about affine buildings
Most of this subsection can be found in [9] . Basics about Euclidean simplicial complexes or more generally about M k -polyhedral complexes can be found in [8, Chapter I.7] .
Let us begin with some preliminaries about affine buildings. Let O be a discrete valuation ring with fractional field k. Let m be the unique maximal ideal of O and let κ denote the residue field O/m. Let t be a generator of m. Let V be an n-dimensional vector space over k.
A homothety is a k-linear map of the form 
Lemma 7.5. The set of neighbors of a vertex [L] can be identified with the set of κ-subspaces of the n-dimensional κ-space t −1 L/L. Especially if κ is finite the complex X(V) is locally finite. This condition is automatically satisfied for k = Q or k = F(t) for a finite field F.
Proof. By definition
Definition 7.6. We can furthermore label the vertices with elements in Z/n. Let us first pick a base vertex [L] with a representative L.
We can check that this labeling does not depend on the choice of representatives. Furthermore it can also be expressed as the valuation of the determinant of a base change matrix from an O-basis
is even independent of the choice of the base vertex. It can be expressed as
Lemma 7.7. An edge e of label difference k is contained in
The number r denotes the cardinality of κ. Especially the label differences of two edges with isomorphic links are equal.
Proof. Let L, L ′ be representatives of the endpoints of the e with L ⊂ L
By dividing L out each such flag corresponds to a flag A final substitution yields the desired result. Now assume that k ≤ n/2.
We have
Thus f is monotonically decreasing on 1, . . . , ⌊ n 2 ⌋. This is a complete system of representatives of (Z/n)/x ∼ −x. So the induced map (Z/n)/x ∼ −x → N is injective. This proves the last claim.
A Euclidean n-simplex is the convex hull of n + 1 points in R n in general position. An Euclidean simplicial complex is a simplicial complex where any simplex carries additionally the structure of an Euclidean simplex. This means that we can identify the vertices of the simplex with the vertices of the given Euclidean simplex. Furthermore the inclusions of the faces are required to be isometries. See Up to now the affine building is just a simplicial complex. We can furthermore equip the simplicial complex with the structure of an Euclidean simplicial complex. But first we need a preliminary lemma: Lemma 7.9. Every x ∈ R n can be written uniquely as a convex combination
Proof. This triangulation of R n is obtained from the tesselation with cubes by a certain subdivision into simplices.
Let me just give a sketch of the proof. The statement is trivial for n = 0. So let x ∈ R n be given. Without loss of generality we can assume that ⌊x i ⌋ = 0 for all i. By permuting the coordinates we can assume that Now we are ready to define the metric on the affine building: Proposition 7.11. The affine building X has the following properties: (i) . This will be an apartment of the building. We can map such a vertex to pr(m 1 , . . . , m n ) ∈ R n , where pr : R n → (1, . . . , 1) ⊥ denotes the orthogonal projection with respect to the standard inner product on R n . The linear extension f :
of this map is a bijection. We can pull the metric on {x ∈ R n | n i=1 x i = 0} back to each simplex to obtain an Euclidean simplicial complex.
(ii) The length of an edge in XWe need the following lemma to deal with the properness of the affine building. Proof. We want to use Lemma 7.12. The metric on the affine building is defined to be the inner metric induced by the Euclidean structure on the simplices. If κ is finite, the simplicial complex is locally finite and hence locally compact. Furthermore the metric space is complete as mentioned above and shown in [8, Chapter I Theorem 7.13].
Furthermore we need another property of Euclidean simplicial complexes. Proposition 7.14. Let X be an Euclidean simplicial complex with finitely many isometry types of simplices. Fix any C ∈ R. Then there is a C ′ ∈ R such that the linear extension f of any function f :
Proof. We want to find an upper bound for
By definition of the metric it suffices to consider the case where x, y lie in a common closed simplex. Let us construct a bound for each simplex. Since there are only finitely many isometry types of simplices, we can take their maximum. So it suffices to consider the case where X consists of only one Euclidean n-simplex. In this case f is affine and the Lipschitz bound is the length of its gradient, which depends continuously on the given values at the vertices. Without loss of generality we can assign 0 to one vertex. Thus the values at the other vertices are in the compact set [−C, C] n . Since a continuous function on a compact has has a maximum, we obtain the desired result.
GL n (F[t]) acts on a building Let F be a finite field and let V be an n-dimensional free F[t]-module. The group aut F[t] (V) GL n (F[t]) acts on the affine building X(V) associated to the valuation ν with
It is a simplicial complex whose vertex set consists of all homothety classes of R-lattices in Q n where R denotes the valuation ring with respect to this valuation. A generator for the maximal ideal in R of ν is given by The goal of this section is to show that this space satisfies all assumptions from Proposition 2.2.
Lemma 7.15. The affine building X(V) has the following properties (i) 
Remark 7.16. Nevertheless there is no bound on the order of the stabilizers. Consider the R-lattice
2 for some m ∈ Z. We see that 1 x 0 1 stabilizes S whenever deg(x) ≤ m. So the stabilizers get arbitrarily large if we choose m bigger and bigger. Especially this also shows that the group action of aut
We want to use the volume function from section 5 resp. the function c W from section 3 to construct certain open subsets. We can associate to any R-lattice S ⊂ Q ⊗ F[t] V and any submodule W ⊂ V a real number c W (S ). By homothety invariance (Remark 5.21) this function descends to a function from the vertices of X(V) to the real numbers. We can extend it linearly to get a function from the whole of X(V) to R which is also called c W .
Lemma 7.17. For any two adjacent vertices x, x ′ ∈ X(V) we have
Furthermore there is a number C ∈ R such that the function c W :
Proof. Let S , S ′ be representatives of the homothety classes of x, x ′ with B ⊂ B ′ ⊂ tB. Then we have by Corollary 5.19
for any direct summand W ⊂ V. Inserting this in the definition of c W gives
for any nontrivial direct summand W ⊂ V. So Proposition 7.14 gives the desired result.
Proposition 7.18. The affine building X(V) satisfies all assumptions from 2.2. Let
This is a collection of open sets as the map c W : X(V) → R is continuous. We have (i) X(V) is a proper CAT(0) space, (ii) the covering dimension of X(V) is less or equal to n − 2, (iii) the group action of aut 
Proof. (i) It is a CAT(0) space by Proposition 7.11. Since the residue field R/t −1 R F is finite, it is also proper by Corollary 7.13 . 
(compare Definition 7.6). In Proposition 7.11 we have shown that any label difference preserving simplicial automorphism of the building is an isometry. (iv) This follows directly from log vol g− (g−) = log vol − (−) and the definition of c W (Definition 3.4). The second statement follows if we pick gW as W ′ . (vi) We have already seen in the previous item that x cannot be contained in two sets from W corresponding to modules of the same rank. Thus any point can be an element of at most |{1, . . . , n − 1}| = n − 1 sets and hence the covering dimension is at most n − 2. (vii) Let β > 0 be given. There is a constant C > 0 such that the function c W is C-Lipschitz for every nontrivial direct summand W by Lemma 7.17. Now let us pick a set
Since c W is C-Lipschitz the closed ball of radius β around each x ∈ U ′ is entirely contained in U and thus U ′ ⊂ U −β . So let us consider the system
We have already shown that W ′ ⊂ W −β and hence X \ ( W −β ) is a closed subset of X \ ( W ′ ). Thus it suffices to show that the group action on X \ ( W ′ ) is cocompact. It suffices to show that there are finitely many aut F[t] (V) orbits of vertices such that each x ∈ X \ ( W −β ) lies in a simplex with at least one vertex from the given finite set of vertices. Let x ∈ X \ ( W ′ ) be given. Thus each vertex v of the simplex which contains x satisfies c W (v) ≤ 8n + Cβ ≕ C ′ for each nontrivial direct summand W ⊂ V. Otherwise if one of them was bigger than they all would be bigger than 4n + Cβ by Lemma 7.17. But c W (x) is defined to be a convex combination of those values. So it would also be bigger than 4n + Cβ which contradicts the choice of x. So let L be an R-lattice representing one of the vertices. By rescaling with a suitable power of t we can assume that log vol
We can use Proposition 5.18. We make use of the numbers r i occurring there. Recall that they have the property that
This gives a bound on the size of the numbers r i by the following consideration. At least one of r i is ≥ 0 since their sum is nonnegative. At least one of the numbers r 1 . . . , r n is less than 1 since their sum is smaller than n − 1. Since the numbers r 1 , . . . , r n are monotonically increasing there is an index j such that r j ≤ 0 and r j+1 ≥ 0. Using the bound on the growths (7.1) we get
. This means that there are only finitely many isomorphism types of such R-lattices possible that could occur as L by Proposition 5.18. And
So we have found the desired finite set of orbits. This completes the proof.
for a finite field F and let Q denote its quotient field, -T be a finite set of primes in Z, -V be a free Z[T −1 ] module of rank n, -X(V) be the space of homothety classes of inner products on V (as in section 7.1) in the case of Z = Z respectively the affine building for the valuation ν(
-Y T (V) denote the product of the affine buildings of V for each p-adic valuation ν p on Q with p ∈ T metrized as a product of CAT(0)-spaces, -Ỹ T (V) denote the set of all integral structures on V with respect to T , i.e. the set of all finitely generated
We will show in this section that the space Proposition 7.20. Let S be a (finite) set of primes. Then (i) the map
Proof. s∈S |Y s (V)| has the structure of a locally finite simplicial complex by Lemma 7.5 equipped with a simplicial group action. Thus it suffices to show that the action on the vertex set is cofinite.
The Furthermore Y S (V) is a product of Euclidean simplicial complexes and thus it can be viewed as an Euclidean simplicial complex after a choice of simplex orientation that tells us how to subdivide the products of simplices. 
(ii) There is a constant C (independent of W and x) such that c W (x, −) is C-Lipschitz.
Proof. By definition z is a product of elements from S . So we can use Corollary 6.13 to get
in the function field case; respectively
in the number field case. If we insert this into the definition of c W we get
(ii) Y S (V) is by definition a product of Euclidean simplicial complexes with finitely many isometry types of simplices. After subdividing products of simplices into simplices it inherits the structure of Euclidean simplicial complex with finitely many isometry types of simplices. Note that vertices in the product can only be adjacent if they are adjacent or equal in each coordinate.
We have already computed a bound on the difference on two adjacent vertices in Lemma (i).
Hence we can use Proposition 7.14 to conclude that there is a constant C depending only on n, S such that c W : 
This is a collection of open sets as the map c W
The last equality uses Remark 6.9(iii). for some point (x, y) ∈ X(V) × Y S (V) are equal. This will prove the statement since we have shown in the previous item that we get 
It acts cocompactly on Y S (D) by Lemma 7.21. Thus there is a finite subcomplex 
As shown in Proposition (iii) before, this is just stab(B) for any representative B of the homothety class y. Again we have shown before that
The group on the right hand side is just aut
So let us analyze the action of this group on X(V). First note that we have by Proposition 6.5
The group action on the complement of this set is cocompact. For the number field case this is shown in Proposition 7.4(vii). For the function field case this is shown in Proposition 7.18.
Lemma 7.24. If a group G acts simplicially on a locally finite simplicial complex X the stabilizer groups of any two vertices are commensurable.
Proof. Given any two vertices x, y let R denote the combinatorial distance between x and y. As the simplicial complex is locally finite the set of all vertices of combinatorial distance ≤ R to x is finite and it contains y. Now the stabilizer group G x acts on this set. The isotropy group of y under this restricted action is G x ∩ G y . So we get an injection. Hence the index of G x ∩ G y in G x is finite. Analogously for y. Hence the subgroups G x and G y are commensurable.
Reducing the family
Let Z be either Z or the polynomial ring over a finite field. Let S be a finite set of primes in Z and F be any finite group. The term "class of groups" will always denote a class of groups that is closed under isomorphisms and taking subgroups. A family of subgroups of a group G is a collection of subgroups, that is closed under taking subgroups and conjugation. A class of groups determines a family of subgroups; namely those which are in this class. Examples are the class of trivial groups, the class F in of finite groups, the class VCyc of virtually cyclic groups and the class VSol of virtually solvable groups. For a family F let F 2 denote the family of those groups containing a group from F of index at most two.
Notation. Let us say that a triple (H ? * , G, F ) satisfies the isomorphism conjecture (in certain degrees), if the map
is an isomorphism (in those degrees).
If Let us say that a group G satisfies the FJC relative to a family F if we replace VCyc by F . A group G is said to satisfy the FJC with finite wreath products, if the group G ≀ F satisfies the FJC for any finite group F. 
and
are isomorphisms. The ring R ⋊ G i denotes the twisted group ring where the G i action is the restriction of the colim j G j -action along the canonical map G i → colim j G j . More briefly let us say that the functor K n (R ⋊ −) is continuous. It is a functor from the category of groups over the group of ring automorphisms of R to the category of abelian groups.
The same statements also hold, if we allow coefficients in any additive category; A straightforward computation shows the continuity if the functor A ⋊ −. The continuity of K n is actually a bit trickier for all n. Connective K-theory is continuous by construction, however the definition of negative Kgroups uses a "delooping" of additive categories, which is not continuous, but K-theory does not see this discontinuity. See for example [17, Corollary 6.4] . In my thesis [16, Proposition 10 .23] I also had a straightforward argument that this follows from the long exact sequence associated to a Karoubifiltration and from the fact, that weak equivalences induce isomorphisms in K-theory.
The proof for the L-theory part from [1, Lemma 5.2] works also in the setting of additive categories.
Lemma 8.7. The FJC (with finite wreath products) holds for any virtually abelian group.
Proof. The FJC holds for Z n since it is a CAT(0)-group by Theorem 8.5. Any finitely generated abelian group has a finitely generated, free abelian subgroup of finite index. So the FJC with finite wreath products holds for finitely generated abelian groups by Remark 8.10. Proposition 8.6 shows the FJC with finite wreath products for abelian groups. Using Remark 8.10 again, this shows the FJC for virtually abelian groups. Lemma 8.8. Let F,G be two groups. If F satisfies the isomorphism conjecture with respect to a family F and G satisfies the isomorphism conjecture with respect to a family G, then F × G satisfies the isomorphism conjecture with respect to the family
Proof. Consider the group homomorphism p G : F × G → G ( f, g) → g. By Proposition 8.3 it suffices to show that for any subgroup H ≤ G with H ∈ G the group p −1 G (H) = F × H satisfies the isomorphism conjecture relative to the family F × G. Applying the same argument to the projection p H : F × H → H it suffices to consider H ′ × H with H ′ ∈ F , H ∈ G. This group trivially satisfies the isomorphism conjecture relative to G × F since it is an element of the family G × F . Corollary 8.9. Let F be a class of groups. Suppose that a product of two groups from F satisfies the isomorphism conjecture relative to F . Then the class of groups satisfying the isomorphism conjecture (with finite wreath products) relative to F is closed under finite products.
Especially this shows that the class of groups satisfying the FJC (with finite wreath products) relative to the family VSol is closed under finite products, since the class VSol is. The class of groups satisfying the FJC (with finite wreath products) is also closed under finite products.
Proof. Let two groups G, G ′ be given. Suppose both of them satisfy the isomorphism conjecture relative to the class F . By the last lemma their product satisfies the isomorphism conjecture relative to the family F × F . By assumption any group in F × F satisfies the isomorphism conjecture relative to F . So we can reduce the family from F × F to F by the transitivity principle.
The version for the wreath products follows from the observation (
. The final claim follows from the fact that a finite product of virtually cyclic groups is virtually abelian . So it satisfies the FJC by Lemma 8.7.
Remark 8.10 [5, Remark 6.2]. Let F be a class of groups. Then the class of groups satisfying the isomorphism conjecture with finite wreath products relative to F is closed under finite index overgroups.
We can also combine several of those inheritance properties to get: Lemma 8.11. Let f : G → H be a group homomorphism. (i) If H satisfies the FJC and every preimage f −1 (V) of a virtually cyclic subgroup V satisfies the FJC, so does G. (ii) If H, ker( f ) = f −1 (1) satisfy the FJC with finite wreath products and every preimage f −1 (Z) of an infinite cyclic subgroup Z satisfies the FJC with finite wreath products, so does G.
(i) We know by Proposition 8.3 that G satisfies the FJC relative to the family f * VCyc. Since every group in f * F is a subgroup of a group of the form f −1 (V) for some virtually cyclic subgroup V we can apply the transitivity principle (Proposition 8.2). So G satisfies the FJC. Let us now reduce the family occuring in We already know that GL n (Z[S −1 ]) ≀ F satisfies the isomorphism conjecture with respect to the family F ≀ by Theorem 8.1. Using the transitivity principle we have to show that any group in this family satisfies the FJC with finite wreath products relative to the family VSol.
Since the isomorphism conjecture with finite wreath products passes to finite index overgroups by Remark 8.10, it suffices to consider a product of groups from F . By Corollary 8.9 we may further restrict to the case of a group G ∈ F .
We have to show that G satisfies the FJC with finite wreath products for any G ∈ F . If G is virtually cyclic G ≀ F is virtually abelian and hence virtually solvable. So the statement is trivial in this case.
Otherwise Theorem 8.13. GL n (Q) and GL n (F(t)) satisfy the FJC with finite wreath products.
Proof. By Proposition 8.6 it suffices to consider the case, where only finitely many primes are inverted. By the transitivity principle (Proposition 8.2) and Theorem 8.12 it suffices to show the FJC (with finite wreath products) for virtually solvable groups. This has recently been done in [19, 
