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Abstract 
Climatic variables, temperature and precipitation in particular, play critical roles in water resources 
management.  Changes in climate have brought up concerns stationarity in climate, a fundamental 
assumption used in water resources planning and management, due to the change of climatic time 
series in mean and/or variance.  Detecting of past changes is essential to understand more what have 
already occurred, the causes, and the associated impacts.  In this thesis, a novel change point detection 
method, Bayesian local posterior density method in windows weighted by Pettitt test, is developed to 
detect unknown multiple change points in a given time series, and to classify change patterns based on 
the final posterior probability density.  The detection method is then applied to the United States 
Historical Climate Network (USHCN) with thousands of sites, and change patterns including the change 
time of monthly, seasonal and annual precipitation, and maximum, average and minimum temperature 
are examined in detail.  It is found that seasonal climatic data sets can reflect most of the patterns 
detected from monthly data sets; while annual data results in complicated patterns due to over-
averaging of the climate variable values.  Warming temperature occurred over all the continental U.S. 
except in the Southeast in spring, summer and fall seasons.  In most areas of Southeast and Central 
regions, winter temperature gradually increased after 1970s.  Stations where no change is found over 
the past100 years in terms of winter and fall precipitation are mainly clustered along the east coast of 
the continental United States, while no obvious cluster in terms of spring and summer precipitation.  
The detection results also include when and in what form (abrupt and gradual) the historical data 
changed.  It is found that in a long term, climate may change nonlinearly, such as abruptly changed or 
piecewise linearly.  The impacts of the identified climate changes on crop yield are further assessed.  
Regression model with climate variables expressed as quadratic function is utilized to model how crop 
yield responds to the climate since 1970 through various testing scenarios.  The impacts of climate 
change on corn yield vary by region, temperature component (minimum, maximum or average) 
assessed in different time periods (crop growing period or year), and irrigated and rainfed crops.  
Minimum temperature has the largest impact on the gross grain over the Continental U.S among those 
climate variables; while warming of maximum temperature boosted the gross grain corn yield, while 
warming of average temperature and minimum temperature slowed it.  In the Midwest, precipitation 
change has larger impact on rainfed corn than on irrigated corn. 
  
iii 
 
Acknowledgments 
This project would not have been possible without the support of many people.  Thanks to my 
adviser, Dr. Ximing Cai, his invaluable insights and through support.  Thanks to the students from Dr. 
Cai's group, for their feedbacks and advice, with special thanks to Xiao Zhang.  Further thanks to Dr. Cai 
and the Department of Civil and Environmental Engineering for their continued financial support, 
without which this work could never have been carried out. 
Finally, because academic work can seldom be accomplished without a sound social life, I would like 
to thank my friends for their friendship, and my family for their love. 
  
iv 
 
Contents 
Chapter 1 Introduction ............................................................................................................................ 1 
1.1 Motivation ..................................................................................................................................... 1 
1.2 Research objectives ....................................................................................................................... 2 
Chapter 2 Bayes approach for detecting change points.......................................................................... 6 
2.1 Introduction to Bayes’ approach for detecting change points ...................................................... 6 
2.2 Detection method for single change point .................................................................................... 8 
2.2.1 Linear mixed model for time series with single change point ................................................ 8 
2.2.2 Estimation of parameters in linear mixed model ................................................................. 10 
2.2.3 Bayesian inversion for parameter probability density estimation ....................................... 10 
2.2.4 Estimation of parameters based on marginal probability density ....................................... 11 
2.3 Local posterior density method for unknown multiple change points ....................................... 12 
2.3.1 Pettitt change point test ....................................................................................................... 12 
2.3.2 Pettitt-based weight ............................................................................................................. 13 
2.4 Classification of change patterns ................................................................................................. 13 
2.4.1 Significance test for trend slope ........................................................................................... 14 
2.4.2 Classification of change patterns .......................................................................................... 14 
2.5 Validation of Bayes local density method ................................................................................... 15 
2.6 Summary ...................................................................................................................................... 16 
2.7 Tables and figures ........................................................................................................................ 17 
Chapter 3 Climate change detection ..................................................................................................... 22 
3.1 Introduction ................................................................................................................................. 22 
3.2 Climate data source and method ................................................................................................ 23 
3.3 Detection results and discussion ................................................................................................. 24 
v 
 
3.3.1 Percentages of number of change points ............................................................................. 24 
3.3.2 Change patterns of seasonal climate data ........................................................................... 25 
3.3.3 Spatial distribution of major change patterns in seasonal climate data .............................. 27 
3.3.4 Discussion ............................................................................................................................. 29 
3.4 Summary ...................................................................................................................................... 31 
3.5 Tables and figures ........................................................................................................................ 32 
Chapter 4 Climate change impact on crop yield since 1970 .................................................................. 47 
4.1 Introduction ................................................................................................................................. 47 
4.2 Climate and crop yield data description ...................................................................................... 48 
4.3 Impact Assessment methodology................................................................................................ 49 
4.3.1 Regression model ................................................................................................................. 50 
4.3.2 Changes Removing ................................................................................................................ 51 
4.4 Results of climate change impact on corn yield .......................................................................... 51 
4.4.1 Impact assessment in the whole Continental United States ................................................ 51 
4.4.2 Impact assessment in the Midwest ...................................................................................... 52 
4.4.3 Discussion ............................................................................................................................. 53 
4.5 Summary ...................................................................................................................................... 55 
4.6 Tables and figures ........................................................................................................................ 56 
Chapter 5 Conclusion and future work .................................................................................................. 67 
5.1 Conclusion .................................................................................................................................... 67 
5.1.1 Bayesian change point detection method ............................................................................ 67 
5.1.2 Climate change in the Continental United States ................................................................. 67 
5.1.3 Impacts of climate change on corn yield .............................................................................. 68 
5.2 Limitation and future work .......................................................................................................... 69 
References ............................................................................................................................................. 72
1 
 
Chapter 1 Introduction 
1.1 Motivation 
Climatic variables, temperature and precipitation in particular, play critical roles in water 
resources management.  The widely observed historical climate changes alter hydrologic cycle 
and add stress on water supplies and demands [Gleick et al., 2010].  To assess the impacts of 
climate change on human and natural environment, as well as to understand the causes of 
climate change, it is essential to investigate historic and current climate changes and predict 
potential future climate changes, particularly at the regional scale[Hayhoe et al., 2007] so as to 
adapt policy making and management methods.  In addition, the situations that global 
agricultural area has decreased recently which may continue in the future [Cassman et al., 2003; 
Young, 1999] and population is increasing particularly in the developing counties require 
increased food production per unit area, i.e. yield, to meet food demands.  Climate change is 
happening globally, with a general warmer trend and spatial difference in precipitation change.  
Understanding how the climate change has affected crop yield to date will provide insights on 
its future possible impacts on food availability [Lobell et al., 2011a].   
Currently, change detection methods have limited capacity of detecting all complicated 
climate changes in a long term, whose effectiveness is challenged by the involved uncertainties 
in climatic data and poor understanding of how crops respond to climate limit the assessment of 
climate change on crop, which is complicated by other influential factors besides climate on 
crop such as technology advancement and soil condition.  The detection of changes is addressed 
by various methods, generally including 1) simple distribution-free approaches (such as ranked- 
based methods, the Mann-Kendall test [Kendall, 1975] and the Pettitt test [Pettitt, 1979]); 2) 
regression methods [Gil-Alana, 2008; Mudelsee, 2009]; 3) wavelet based methods [Qi et al., 
2011; Wang and Cai, 2010]; and 4) Bayesian methods [Chernoff and Zacks, 1964; Chu and Zhao, 
2011; Fong and DeSarbo, 2007; Hannart and Naveau, 2009; Kim and Cheon, 2010; Lai and Xing, 
2011; Lin et al., 2011; Ray and Tsay, 2002; Rigaill et al., 2012; Smith, 1975; Tai et al., 2010].  The 
detection methods based on Bayes theory are relatively complicated, but can deal with more 
types of change patterns and provide more estimation information about the change process, 
like the time of change and number of change points.  The  Bayesian multiple regression 
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approach [Fong and DeSarbo, 2007; Schutz and Holschneider, 2011]or Bayesian approach with 
time series method (e.g. autoregressive method)[Ray and Tsay, 2002] consider the changes in 
structure, often with an unknown number of change points, which can meet the demands of 
more real complicated cases.  The Bayesian method allows for flexible relationships or models in 
subspaces so that model formulas used in structure change detection can be various.   
In addition, two types of models are commonly utilized to simulate the relationship between 
climate and crop.  One includes the process-based crop models, developed based on 
experimental trials of various data including climate, soil condition, CO2 level and so on [Kang et 
al., 2009; Lobell and Burke, 2010], like CERES-Maize/Rice/Wheat (Crop Environment Resource 
Synthesis) model and SWAP (Soil-Water-Atmosphere-Plant).  The other type of models is 
statistical models (e.g. time series regression, panel models, cross-section methods) based on 
historical yields and some measurements of climate, such as temperature and precipitation.  
Corresponding to these efforts, the goal of this thesis research is to improve the understanding 
of the involved changes in climate and the estimation of how historical climate changes affect 
crop yield.  Statistical models (e.g. time series regression, panel models, cross-section methods) 
are based on historical yields and some measurements of climate, such as temperature and 
precipitation.  Statistical models regress based on relatively simple equations obtained from 
historical crop yields and weather.  The main advantages of statistical models include their 
relative independence on experimental calibration data and the way they evaluate model 
uncertainties transparently [Lobell and Burke, 2010].Time series regression is based on time 
series in a single point or area, which thus can capture the particular activities in the given area 
[Lobell and Burke, 2010].  Climate values and time contribute to crop yield as a nonlinear 
relationship [Schlenker and Roberts, 2006], which can be expressed as quadratic relation to 
account for the fact that crops grow best at moderate temperature and precipitation, and are 
harmed by extreme cold, hot, dry, or wet conditions [Lobell et al., 2011b]. 
1.2 Research objectives 
The major research objectives included in this thesis are described as below.  
To detect multiple change points in time series 
In real hydroclimatic data, using a piecewise constant model to represent the abrupt changes 
between regimes cannot always represent the complexity of observations.  Often regimes 
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contain linear or even nonlinear trends so that the Bayesian structure change detection method 
is needed. The model developed by Schutz and Holschneider[2011], which is a linear mixed 
model to represent slope and variance changes to obtain the posterior distribution of model 
parameters, can consider the complexity of each regime not only as a constant with noise, but 
as a linear trend with noise based on changing variance.  However the model is computationally 
expensive because it makes use of numeric integration within a window weighted by Bayes 
factor method to detect multiple change points. 
In this section, in order to detect the changes in linear state changes and changes in variance 
slope for multiple change points without knowing the number of change points before 
detection, weighted windows based on the Pettitt test [Pettitt, 1979], a simple nonparametric 
test,  are combined with the Bayesian inference detection method created by Schutz and 
Holschneider[2011].  A novel procedure is added to the proposed method to judge which points 
are acceptably significant based on their final posterior probability density so that number of 
change points can be recognized.   
To find the change patterns of climate in the Continental US 
Most previous studies analyzed climatic changes by simulating as a linear trend to 
demonstrate whether a linear trend exists in the given time series [Booth et al., 2011; Hayhoe et 
al., 2007; Pryor et al., 2009] in a chosen time range.  Nonparametric test, Kendall’s tau [Kendall, 
1975] is commonly used to examine whether the given time series has significant linear trend 
[Booth et al., 2011; Pryor et al., 2009].  When testing the trend rate of a given variable within a 
range, the time range is set and the test is not for detecting when the trend rate changes.  Those 
studies examine whether there is a linear trend change but the timing of change and whether 
the changes exhibit other change patterns than a linear trend are not investigated.   
In particular, abrupt changes that occurred frequently in the past may cause significant 
economic and ecological impacts [Alley et al., 2003].  Regression method to detect gradual 
change cannot handle the abrupt change detection problem.  Villarini et al. [2009] and Rouge et 
al. [2011] developed novel methods to detect and distinguish abrupt change pattern and 
gradual trend based on traditional nonparametric tests, which can provide a detected change 
pattern with occurring time.  However, more complex change patterns besides abrupt change 
and gradual trend in a long-term time range (e.g. increasing trends with slope changed at one 
time) cannot be identified.  
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Detecting of past changes is essential to understand nonstationarity [Rouge et al., 2011], 
which is characterized by the change of time series in mean and/or variance.  Previous studies 
usually only consider the systemic change in linear part, but not in the variance part, although 
the change of variance exists in real time series.  Moreover, identifying happening time and 
patterns of changes is essential for cause analysis.  As climatic variable has intrinsic system 
change itself, this situation also complicates detecting the changes caused by the change of 
internal physical dynamics or external influences.  Change happening time and patterns may be 
related to various possible causes. 
The change pattern detection method developed is used to detect the changes in linear state 
changes and changes in variance slope with change time for multiple change points without 
knowing the number of change points before detection.  The detailed change patterns including 
change time of monthly, seasonal and annual precipitation, and maximum, average and 
minimum temperature are examined, while mostly focusing on seasonal ones.   
To estimate climate change impact on crop yield 
The various impacts of climate change on crop yield can be revealed by different climate 
scenarios.  Most previous studies usually conducted the impact assessment as sensitivity 
analysis by generating climate scenarios by hypothesis, such as 2 degree warmer or 20% 
decrease of precipitation.  But how historical climate changes affected the crop yield cannot be 
assessed by assumed climate scenarios.  The changes should be detected to generate scenarios 
without climate change for comparison.  Lobell et al. [2011a]simulated the climate change since 
1980 as linear trends.  Yet as discussed in last section, more complex change patterns exist in 
climate variables.  Climate change detection results based on the local posterior density method 
for unknown multiple change points described in the second section overcome the situation of 
simulation only as linear trend in climate.  Acting as explanatory climate measurements, 
different time scales are used, such as monthly, two-monthly, seasonal, all growing period 
(cropping period).  For this thesis study, average climate over all growing period and all growing 
year (from month after last growing period to the end of this growing period) are processed to 
see whether time scale choosing has impact on the impact assessments.  
Corn in United States is crucial to world food supply, accounting 41% of the world’s corn 
[Schlenker and Roberts, 2008].  Thus corn is chosen as a representative crop to be assessed for 
climate change impact.  Statistical time series regression in county level over the continental 
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United States and sensitivity analysis on climate scenarios generated according to change 
detection of historical climate with method described in the second chapter, are used to assess 
the climate change impact on corn yield in the United States since 1970. 
The rest of the thesis is organized as follows: Chapter 2 introduces a method combining 
Bayesian inference detection method created by Schutz and Holschneider[2011] and weighted 
windows based on the Pettitt test to detect changes in linear state changes and changes in 
variance slope for multiple change points without knowing the number of change points before 
detection.  As an application of the method from chapter 2, Chapter 3 explores the changes in 
linear state changes and changes in variance slope with change time of temperature and 
precipitation in the Continental US.  Chapter 4 assesses the climate change impact on corn yield 
in the United States since 1970 based on statistical time series regression in county level over 
the continental United States.  Finally, Chapter 5 presents conclusions and a description of 
future work. 
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Chapter 2 Bayes approach for detecting change points 
2.1 Introduction to Bayes’ approach for detecting change points 
In general, the detection of changes is addressed through: 1) simple distribution-free 
approaches (such as ranked- based methods, the Mann-Kendall test [Kendall, 1975] and the 
Pettitt test [Pettitt, 1979]); 2) regression methods [Gil-Alana, 2008; Mudelsee, 2009]; 3) wavelet 
based methods [Qi et al., 2011; Wang and Cai, 2010]; and 4) Bayesian methods [Chernoff and 
Zacks, 1964; Chu and Zhao, 2011; Fong and DeSarbo, 2007; Hannart and Naveau, 2009; Kim and 
Cheon, 2010; Lai and Xing, 2011; J-G Lin et al., 2011; Ray and Tsay, 2002; Rigaill et al., 2012; 
Smith, 1975; Tai et al., 2010].  Usually, simple distribution-free approaches cannot detect the 
location of change points or the number of change points, which are two essential goals of 
change point detection study.  Changes can be in the mean and/or variance of time series data 
or can include structure changes in the relationship between observations and explanatory 
variables.  The most common structure change is between observations and time, which means 
changes in a given time series.   
Bayesian methods provide a measure of the uncertainty of an estimate of change, but 
require distributional assumptions, usually a normal distribution.  The detection methods based 
on Bayes theory are relatively complicated, but can deal with more types of change patterns and 
provide more estimation information about the change process, like the time of change and 
number of change points.  The history of using Bayesian frameworks in change point detection 
goes back to the work of Chernoff and Zacks [1964], who developed a Bayesian change-in-mean 
method assuming normal observation.  Smith [1975] considered the distribution of changes of 
observations assuming normal or binomial distribution, based on the Bayesian approach.  But 
due to the presence of real cases with more than one change point (especially for long-term 
processes), these simple methods to detect single change point need improvement.   
For multiple change-points problems, the classical Bayesian detection method treats change 
points as abrupt shifts in mean or variance between two regimes[Chu and Zhao, 2011; Hannart 
and Naveau, 2009; Kim and Cheon, 2010; Lai and Xing, 2011; J-G Lin et al., 2011; Rigaill et al., 
2012; Tai et al., 2010].  For abrupt changes in mean, the multiple change-points problem is often 
related to the segmentation method [Hannart and Naveau, 2009; Rigaill et al., 2012; Tai et al., 
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2010].  For these detections of abrupt changes in mean, a distribution of observations is 
assumed: exponential family [Lai and Xing, 2011],  normal, exponential, binomial and Poisson 
distributions [Kim and Cheon, 2010], or Poisson process with a gamma- distributed rate [Chu 
and Zhao, 2011].  Variance change- points in the student t regression models can be also 
detected under the Bayesian framework [J-G Lin et al., 2011].   
However, the  Bayesian multiple regression approach [Fong and DeSarbo, 2007; Schutz and 
Holschneider, 2011]or Bayesian approach with time series method (e.g. autoregressive 
method)[Ray and Tsay, 2002] consider the changes in structure, often with an unknown number 
of change points, which can meet the demands of more real complicated cases.  The Bayesian 
method allows for flexible relationships or models in subspaces so that model formulas used in 
structure change detection can be various.  Fong and DeSarbo [2007] developed a new Bayesian 
methodology combining both variable selection and change-point identification to study the 
problems associated with structural change in multiple regression models, which have different 
parameter sizes in each regime segmented by change points.  Schutz and Holschneider [2011] 
used Bayesian inference to detect the linear trend changes in time series.  Ray and Tsay [2002] 
considered the Autoregressive Fractionally Integrated Moving-Average (ARFIMA) model to 
detect structural multiple change points in long-range time-dependent time series based on 
Bayesian methods.  This brings up a classic problem: the correlation between observations.  
Building an autocorrelation structure for the data is the usual solution used to resolve this 
problem.  However, it requires the removal of any trend components before an autocorrelation 
structure is developed and is often heavily reliant on knowing the distribution of the data, which 
is rarely possible[Kundzewicz and Robson, 2000].   
In real hydroclimatic data, using a piecewise constant model to represent the abrupt changes 
between regimes cannot always represent the complexity of observations.  Often regimes 
contain linear or even nonlinear trends so that the Bayesian structure change detection method 
is needed.  The model developed by Schutz and Holschneider[2011], which is a linear mixed 
model to represent slope and variance changes to obtain the posterior distribution of model 
parameters, can consider the complexity of each regime not only as a constant with noise, but 
as a linear trend with noise based on changing variance.  However the model is computationally 
expensive because it makes use of numeric integration within a window weighted by Bayes 
factor method to detect multiple change points. 
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In this thesis study, in order to detect the changes in linear state changes and changes in 
variance slope for multiple change points without knowing the number of change points before 
detection, weighted windows based on the Pettitt test [Pettitt, 1979], a simple nonparametric 
test,  are combined with the Bayesian inference detection method created by Schutz and 
Holschneider[2011].  A novel procedure is added to the proposed method to judge which points 
are acceptably significant based on their final posterior probability density so that number of 
change points can be recognized.  Several typical types of artificial time series representing 
common change patterns are generated to validate the proposed local posterior density 
method for unknown multiple change points.  Through the validation, the detection method can 
be confirmed as an effective method for application to hydroclimatic time series. 
2.2 Detection method for single change point 
2.2.1 Linear mixed model for time series with single change point 
Using the work of Schutz and Holschneider [2011] using Bayesian inference to detect the 
trend changes in time series, a linear mixed model was formed to represent two aspects of 
change- points in time series: 1) a sudden change of the local linear trend, change of slope 
and/or intercept; 2) a sudden change of the local variance.  We assumed those change- points of 
two aspects coincided in time.   
In this section, the procedure for detection of single change point in time series is shown 
step by step concisely.  Refer to Schutz and Holschneider [2011] for more details.  We assume 
that constants and slopes of two linear-trend states are different, not assuming the continuous 
two states connecting at the change point.  So a time series with single change point at time 
can be represented by a linear mixed model as follows: 
  1 1 2 2( ) ( ( )) ( ( )) ( ( )) ( ( )) ( )y t t t t t t
                   .     (1.1)   
where functions   (
  ) and 
  (
  ) are defined as below to differentiate the slopes ( 1 and
2 ) and intercepts ( 1 and 2 ) in pre-change state and post-change state, respectively.     
 
, if , if 
,
0     , else 0     , else
1, if 1, if 
,
0, else 0, else
t t t t
t t
 
 
   
 
 
 
 
 
    
  
 
  
  
 
   (1.2) 
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Fluctuations around the linear section of the model are expressed as , which follows a 
Gaussian distribution with a zero mean and a variance which changes with time but is constant 
at the change point time .  We assume that this ‘noise’ is uncorrelated at different points in 
time.  The fluctuation sections of the model are defined as: 
 1 2( ( )) (1 ( ( )) ( ( )))STD t s t s t
        ,  (1.3)  
and 
 
' '( ( ) ( )) 0,  E t t t t    .  (1.4) 
Here is the scale factor describing the variability around the change- point and constants
1,2s  describe how the variance changes with time in pre-change and post-change states. 
Given the chronological observations 
iy  of n time points it , 1,2,...,i n , the linear mixed 
model can be expressed in matrix form as 
  y Fβ ξ .  (1.5) 
In the expression, 1 2 1 2( , , , )
T   β  are linear coefficients corresponding to the matrix for 
linear fixed effects θF defined under the sampled change point : 
 
1 1 1 1( )   ( )   ( )   ( )
                              , ( ) =   ( )( ),( ) =   ( )( )
( )   ( )   ( )  ( )
i i i i
n n n n
t t
   
   
   
   
   
   
   
   
   
 
 
  
 
 
θF .  (1.6) 
The noise section ξ is a Gaussian random variable with zero mean and covariance matrix 2 Ω
, 2~ (0, )ξ ΩN .  The covariance matrix obeys the rules stated in Eq. (1.3)and Eq. (1.4) and is 
parameterized by noise slope parameters
1 2( , )s ss , defined as 
  
1 2
2
, , 1 2( ) (1 ( ) ( ) )s s ij j j ijs s
 
          ,  (1.7) 
where 1ij  only if i j  otherwise 0ij  . 
Therefore, the conditional probability density of the observations with the given parameters 
(change point time, linear coefficients, noise slope parameters and standard deviation scale 
factor) is defined as 
 2
,| ( , , , ) ~ ( , )    sy β s F β ΩN . (1.8) 
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2.2.2 Estimation of parameters in linear mixed model 
Because of the conditional probability shown in Eq.(1.8), the likelihood function of 
parameters is formulated as  
  
1
2
1
( ) ( )
2
2 2
1
L( , , , | )
(2 ) | |
T
n
e  

  

y Fβ Ω y Fβ
β s y
Ω
.  (1.9) 
Hence, the best linear unbiased predictor of the linear coefficients *β is 
 
* 1 -1 1 1argmin( ) ( ) ( )T T T     β y Fβ Ω y Fβ F Ω F F Ω y .  (1.10) 
We introduce *β to likelihood function, so that 
 
2
1
2 2
1
( ) ( )
2 2
2 2
1
L( , , , | )
(2 ) | |
T TR
n
e e  

   

* *β β F Ω F β β
β s y
Ω
,  (1.11) 
where the residuum R is induced by the covariance matrix as 
 
2 1 1min( ) ( ) ( ) ( )T TR        * *y Fβ y Fβ y Fβ Ω y Fβ    (1.12) 
Based on the maximum of the likelihood function, the likelihood estimator of the standard 
deviation scale factor is deduced as 
 
2
2ˆ
3
R
n
 

.  (1.13) 
2.2.3 Bayesian inversion for parameter probability density estimation 
According to the Bayesian theorem, the posterior distribution ( , , , | )p  β s y  of parameters 
given observations is computed as 
 
( | , , , ) ( , , , )
( , , , | ) ~ L( , , , | ) ( , , , )
( )
p y p
p p
p
   
     
β s β s
β s y β s y β s
y
.  (1.14) 
Assuming that there are no correlations between the parameters, the joint prior distribution 
of parameters ( , , , )p  β s can be expressed as comprised of two independent parts: 
 ( , , , ) ( ) ( ) ( ) ( )p p p p p      β s β s .  (1.15) 
We use flat and uninformative priors for parameters , ,β s  as we have no prior knowledge 
with regards to them; for a standard deviation scale factor of  , we assume a Jeffrey’s prior 
 
1
( ) ~ 1, ( ) ~ 1, ( ) ~ 1, ( ) ~p p p p 

β s  .  (1.16) 
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Under these conditions, the joint conditional posterior distribution of parameters given the 
observations is 
 
 
1
( , , , | ) ~ L( , , , | )p    

β s y β s y .  (1.17) 
By integration, marginal conditional distribution of each parameter can be obtained.  Since 
purpose of the study is to detect the change point time, we integrate the linear coefficients β  
and standard deviation scale factor  to obtain 
 
3
1
( , | ) ( , , , | ) '
| || |
n
T
R
p d d p C   


 s y β β s y
Ω F Ω F
,  (1.18) 
where 'C is normalization constant ensuring the normalization of the right side to a 
probability density. Based on Eq.(1.18), the marginal conditional distributions of change point   
and noise slopes s are 
 ( | ) ( , | )p d p  y s s y ,   (1.19)  
and  
 ( | ) ( , | )p d p  s y s y .  (1.20) 
These two marginal conditional distributions can then be obtained using numeric integration. 
2.2.4 Estimation of parameters based on marginal probability density 
In order to decrease the impact of noise on change point detection, we use a local sum of the 
probability density function (Eq. (1.21)) to estimate the change point time by finding the interval 
(of length=5) with maximum 
sump . 
 ( | ) ( ( 2 : 2 | ))sump sum p    y y    (1.21) 
 
We then estimate the change point time by computing the mathematical expectation in that 
interval defined as 
 arg max( ( | )) 2
arg max( ( | )) 2
ˆ E(arg max( ( | )) 2 : arg max( ( | )) 2)
  ( | )
sum
sum
sum sum
p
t p
p p
p t t


  

 
  
 
y
y
y y
y
 .  (1.22) 
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A parameter
stopp  is used to judge whether the estimated change point time is an acceptable 
one: when
sum stopp p , we accept the estimated change point.   
2.3 Local posterior density method for unknown multiple change points 
In natural time data, two or more change -points data are a common occurrence, especially 
for data collected over a long period of time.  In addition, there is no knowledge of how many 
change points exist before their detection.  Regressions of linear mixed models with a fixed 
amount of change points are hence required model comparison criteria.  Here, we can use local 
posterior density methods for unknown multiple change points.   
Around each time point , 1,2,..., ( )jt j m m n   , we choose a data window 
[ 1, ]
2 2
sub sub
j j j
n n
I t t     of length
subn .  We assume there is at most one change point in a 
window.  So by applying the detection method for a single change point to each window, we can 
compute the local posterior |( | )j jt Ip y  .  The local posterior provides the posterior probability 
density of a possible change point within a window.  To compute the global posterior 
distribution of change points, the credibility whether there is a change point within a window is 
needed as a weight for each local posterior.  This is computed as:  
 ( | cp in window) (cp exists in window)
windows
p p .  (1.23)  
2.3.1 Pettitt change point test 
The Pettitt method is a non-parametric rank-based change point test.  Its null hypothesis (
0H
) [Pettitt, 1979; Rouge et al., 2011] is that when arbitrarily choosing a date, there is no change of 
the median between pre-date and post-date data.  The test computes Pettitt statistics ( )k  to 
compare the rank before and after a date  for observations y , 1,2,...,i i n , defined as  
 
1 1
( ) sgn(
n
j i
i j
k y y



  
   ）.  (1.24)  
Here sgn( j iy y ）is the sign of the difference of two different observations ( ,j iy y ) (Eq.  
(1.25)). 
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1  ,
sgn( 0 ,
1,
j i
j i j i
j i
y y
y y y y
y y
 

 

 
）=   (1.25) 
When absolute ( )k  has the largest value, the change most likely happens at time  .  
Ultimately, Pettitt statistics is K  equals to  
 
1,2,..
max | ( ) |
n
K k



  .  (1.26) 
The null hypothesis rejection significance probability is approximated by: 
 
2
3 2
6
2exp( )
K
p
n n



 .  (1.27) 
For a significance level, , the null hypothesis is rejected if p  . 
2.3.2 Pettitt-based weight 
When the rejection significance probability p is relative small, it is more likely to reject the 
null hypothesis, which states that there is more chance for a change in the time series, so 
 exp p is defined as a weight for the window (cp exists in window)p .  In order to improve the 
change existence credibility, we define a parameter 
cutp  that judges whether there is change 
point within the window.  When
cutp p  , we define (cp exists in window)p as 0, meaning that 
there is no change point in the window; otherwise, (cp exists in window)p  is defined as
 exp p . 
In this study, a linear trend is considered as a state without a change point.  For the 
observation samples used as input for a Pettitt test, the removal of linear trends by simple linear 
regression should be conducted first.  This pretreatment can increase the accuracy of detecting 
change points between two trends.   
2.4 Classification of change patterns 
After the number and locations of transition points for the time series are detected, the 
whole change process of the time series can be identified.  Whether it is an abrupt change, 
changing from a zero-slope state to another zero-slope state or it is constantly increasing trend 
can be distinguished.  More change patterns will be discussed in the following section.    
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2.4.1 Significance test for trend slope 
Through the local posterior density method for unknown multiple change points, the number 
and locations of transition points in a given time series can be estimated.  Thus for thi state
1|( , )i it t 
y from time it  to 1it   , estimation of noise slopes s  can estimated based on the derivative 
of equation (1.18) as  
  
1
3
|( , )
1
( | ) ( , , | ) '
| || |
i i
n
t t
T
R
p d d p C  



 s y β β s y
Ω F Ω F
 (1.28)  
 
With noise slope s , the linear coefficients β  and standard deviation scale factor   can be 
estimated based on equations (1.10) and(1.13), respectively.   
However, the slope of the linear trend slope in the linear coefficients  for one state must 
be tested for significance to justify whether it is a linear increase/decrease trend or a zero-slope 
state. 
As for thi state
1
2
|( , ) | ( , , ) ~ ( , )i it t F  sy β s β ΩN , so the derivative of the error part of the 
observations in this state can follow the standard normal distribution as: 
 
1
1 2
|( , )( ) ( ) | ( , , ) ~ (0, )i it t F  
 sΩ y β β s IN . (1.29) 
Therefore, to test whether the slope coefficient is significant, we should test whether the 
estimated slope of linear regression of 
1
1
|( , )( ) ( )i it tF F
 sβ Ω y β is significant non-zero.  Based 
on this significance test, we can determine whether the individual pattern of each state is zero-
slope, increasing or decreasing.   
2.4.2 Classification of change patterns 
Now that we have estimated number and location of change points, and determined pattern 
of each state, the change patterns of the given time series can be identified.  As the transitions 
points are between two different states (zero-slope state, linear increasing trend or linear 
decreasing trend), so the common change patterns of the time series can be classified as those 
described in Table 2.1.   
15 
 
2.5 Validation of Bayes local density method 
If the procedure of the local posterior density detection method for multiple change points is 
used, the parameters 
stopp  and cutp  are essential for change-point detection.  Therefore, we 
generate some typical types of time series to test the sensitivity of these two parameters and 
validate the proposed method.  To avoid side effects, we ignore the first and last two points, 
thus applying the method to the middle part of the window with length 4cp subn n   . 
Each time series contains 100 observations and each type of time series is run 100 times to 
compute the mean number of estimated change points and the detection error percentage.  A 
wrong detection occurs if the estimated change point(s) are not within the range of real change 
point time 3 .  The detection error percentage is the percentage of wrong detections. 
Several kinds of transition points are considered in generating the time series: 
I. Abrupt change with changing variance: defined as a transition point of 60  between 
two linear states with variance changing.  This change is modeled as ( ) ( ( )) ( )y t t t   with 
the variance modeled as 2 2,( ) [ (1 0.06 0.05 )]ij ij
 
        sΩ .  Here, the length of 
window is 30cpn  .  When 0.1  and 0.3  , the detections are conducted. 
II. No change condition: the time series is modeled as ( ) * ( ), ( ) ~ (0,1)y t p t t N  .  
When 0.05p  , the detection is conducted. 
III. Two abrupt changes: the time series is modeled as 30 75( ) 0.4*( ( )) 0.6( ( )) ( )y t t t t     
, with variance modeled as 2 30 30 75 2,( ) [0.08(1 0.021 0.025 0.01 )]ij ij          sΩ . 
IV. Slope-change increase: time series is modeled as 
40 40( ) 5 0.3*( ( )) 0.03( ( )) ( )y t t t t       , with variance modeled as 
2 40 40 2
,( ) [0.2(1 0.12 0.08 )]ij ij       sΩ  
V. Linear increasing trend: time series is modeled as 
1
( ) *( 1) 0.05* ( ), ( ) ~ (0,1)
99
y t t t t N     
For these five types of time series, change point numbers and detection errors are detected 
and calculated under the distinct combinations of  
stopp  and cutp ( 0.1,0.2,0.3,0.4,0.5stopp  ,
0.3,0.4,0.5,0.6,0.7cutp  ) shown in Figure 2.1-2.5.  stopp is a parameter used to  judge whether a 
given time is an acceptable change point and 
cutp  is a parameter used to  judge whether there is 
change point within the window.  Therefore, a small value for stopp may lead to nonexistent 
point being detected as change point while large stopp may ignore some real points.  On the 
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other hand, when 
cutp is too small, some windows may be misjudged as containing no change 
points, but windows without change point may be misjudged as containing them.  When the 
method is applied to time series without any change points (Type II and Type V), methods with 
small 
stopp or large cutp may include some nonexistent change points (Figure 2.2 and Figure 2.5).  
And when there are two or more change points (Type III), too large a value for
stopp may omit 
some of those change points (Figure 2.3).  To choose the proper values of these two parameters 
is to find the balance between detecting all change points and omitting nonexistent points.  In 
addition, when noise level is increased, the greater uncertainty raise the possibility of detection 
errors (Figure 2.1), especially for the conditions with large
stopp and cutp .  For the following study 
of climate change detection in chapter 3 and climate impact on crop yield in chapter 4, 
0.2stopp  and 
0.6cutp  are chosen as method fixed parameters.    
2.6 Summary 
This chapter proposes a novel method based on local posterior density to detect unknown 
multiple change points in a time series.  This method considers the transition between the 
different slope states and/or the different variance slope states.  The method is less time 
consuming because we make use of the Pettitt test instead of the Bayes factor , as is done in the 
method developed by Schutz and Holschneider[2011].  In addition, we introduced a new 
procedure in our method of detection to judge which points are significant, based on the final 
posterior probability density, so that number of change points can be recognized.  Based on the 
detection results, the change patterns of the time series can be identified, mostly as one of the 
common ones described in Table 2.1.  Through the validation of several generated types of time 
series, the sensitivity of two key parameters stopp  and cutp in the proposed method is analyzed 
based on the detected number of change points and detection error percentage.  It is hence 
demonstrated that the method is capable of application to those common change pattern 
series.   Hydroclimatic time series can be complex and contain more than one change point, as 
well as states which cannot be represented by a generalized ‘noise constant’.  One of the 
greatest benefits of the proposed method is that it can meet the demands to detect unknown 
number of multiple change points for time series with these characteristics.  Through the model 
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developing procedures and validation process, the limitations of this method are also revealed.  
The model observations are assumed to be normal distribution and temporally independent; 
these are common assumptions, but nevertheless ones with significant impact.  If the 
observation noises are skewed or observations at different periods of time are correlated, the 
assumptions are violated.  In particular, streamflow time series are sometimes skewed so that 
the normal distribution assumption is invalid.  In addition, time series with short intervals, such 
as daily time series, can possibly be correlated.  Thus, not considering the correlation will result 
in errors for this situation.  To solve this dilemma, we can chose to  model with a time series 
model (e.g. Autoregressive Fractionally Integrated Moving-Average (ARFIMA) model) [Ray and 
Tsay, 2002] instead of with a linear model with changing variance.  Because of the flexibility of 
Bayesian inference, this solution is a good fit for the given situation, , and yet still needs an 
improved method for dealing with the problems with unknown number of multiple change 
points.  The validation also reveals that large uncertainties can sharply decrease the credibility 
of detection results:  a common challenge for all kinds of detection methods.  As both short- and 
high-level noised time series are characteristic in hydrology, the problem of uncertainty is 
accentuated.  Sources with high-quality long-term records can be used to decrease the effects of 
this particular issue.  Another problem is that the choice of parameters 
stopp and cut
p tends to 
complicate the change patterns especially for time series without transition points.  Thus, we 
also need to deal with the errors arising from to introducing nonexistent change- points into our 
detection.  To find a balance between detecting all change points and avoiding detecting 
unwanted change points, we need to choose the correct values for the model parameters 
stopp
and
 cut
p  ,because the detection results are sensitive with those two varied parameters. 
2.7 Tables and figures 
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Table 2.1 Schematic diagram of common change patterns 
Number of 
change points 
Schematic diagram Description Label 
0 
 No change Type I: No change 
 Increasing trend Type II: Increasing trend 
 Decrease trend Type III: Decreasing trend 
1 
 
Abrupt upward/downward change Type IV.I/D: Abrupt change. Increase/Decrease 
 
 Zero-slope state increases/decreases to a linear increasing trend 
Type V.I/D: Increasing trend in later years. 
Increase/Decrease  
 Zero-slope state increases/decreases to a linear decreasing trend 
Type VI.I/D: Decreasing trend in later years. 
Increase/Decrease 
 
 A linear increasing trend increases/decreases to zero-slope state 
Type VII.I/D: Increasing trend in former years. 
Increase/Decrease  
 One linear increasing trend increases/decreases to another linear 
increasing trend 
Type VIII.I/D: Slope-change increasing trends. 
Increase/Decrease 
 
 
A linear decreasing trend increases/decreases to zero-slope state 
Type IX.I/D: Decreasing trend  in former years. 
Increase/Decrease  
 
2 
 
Abrupt upward/downward change and then anther abrupt 
upward/downward change 
Type X.I/D: Two abrupt changes. Two increases/ 
Increase. Decrease/ Decrease. Increase/Two 
decreases 
 
 
 
 
Abrupt upward/downward change increases/decreases to a linear 
increasing trend 
Type XI.I/D: An abrupt change, and an increasing 
trend. Two increases/ Increase. Decrease/ Decrease. 
Increase/Two decreases 
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Figure 2.1 Number of change points and detection error under distinct combinations of 
stopp  
and 
cutp ( 0.1,0.2,0.3,0.4,0.5stopp  , 0.3,0.4,0.5,0.6,0.7cutp  ) for Type I time series with real 
number of change points equal to one when 0.1  and 0.3  . 
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Figure 2.2 Number of change points and detection error under distinct combinations of 
stopp  
and 
cutp ( 0.1,0.2,0.3,0.4,0.5stopp  , 0.3,0.4,0.5,0.6,0.7cutp  ) for Type II time series with real 
number of change points equal to zero. 
 
 
 
Figure 2.3 Number of change points and detection error under distinct combinations of 
stopp  
and 
cutp ( 0.1,0.2,0.3,0.4,0.5stopp  , 0.3,0.4,0.5,0.6,0.7cutp  ) for Type III time series with real 
number of change points equal to 2. 
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Figure 2.4 Number of change points and detection error under distinct combinations of 
stopp  
and 
cutp ( 0.1,0.2,0.3,0.4,0.5stopp  , 0.3,0.4,0.5,0.6,0.7cutp  ) for Type IV time series with real 
number of change points equal to 1. 
 
 
 
Figure 2.5 Number of change points and detection error under distinct combinations of 
stopp  
and 
cutp ( 0.1,0.2,0.3,0.4,0.5stopp  , 0.3,0.4,0.5,0.6,0.7cutp  ) for Type V time series with real 
number of change points equal to zero. 
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Chapter 3 Climate change detection 
3.1 Introduction 
Climatic variables, temperature and precipitation in particular, play critical roles in water 
resources management.  The widely observed historical climate changes alter hydrologic cycle 
and add stress on water supplies and demands [Gleick et al., 2010].  To assess the impacts of 
climate change on human and natural environment, as well as to understand the causes of 
climate change, it is essential to investigate historic and current climate changes and predict 
potential future climate changes, particularly at the regional scale[Hayhoe et al., 2007] so as to 
adapt policy making and management methods.   
Numerous studies have been conducted to identify the spatial and temporal climatic changes 
of precipitation and temperature [Booth et al., 2011; Burakowski et al., 2008; Hayhoe et al., 
2007; Lettenmaier et al., 1994], and some precipitation and temperature based indices (e.g. 
palmer drought severity index (PDSI) [Gutzler and Robbins, 2011]) in the United States during 
distinct chosen time range.  Annual, seasonal and monthly climate data are utilized for analysis.  
Most previous studies analyzed climatic changes by simulating as a linear trend to demonstrate 
whether a linear trend exists in the given time series [Booth et al., 2011; Hayhoe et al., 2007; 
Pryor et al., 2009] in a chosen time range.  Nonparametric test, Kendall’s tau [Kendall, 1975] is 
commonly used to examine whether the given time series has significant linear trend [Booth et 
al., 2011; Pryor et al., 2009].  When testing the trend rate of a given variable within a range, the 
time range is set and the test is not for detecting when the trend rate changes.  For example, 
Hayhoe et al. [2007] regressed temperature trends of 1900-1999 and 1970-2000, and concluded 
that warming rate increased after 1970, but no certain information is provided regarding 
whether the rate changes just after 1970 or earlier.  Those studies examine whether there is a 
linear trend change but the timing of change and whether the changes exhibit other change 
patterns than a linear trend are not investigated.  
In particular, abrupt changes that occurred frequently in the past may cause significant 
economic and ecological impacts [Alley et al., 2003].  “Technically, an abrupt climate change 
occurs when the climate system is forced to cross some threshold, triggering a transition to a 
new state at a rate determined by the climate system itself and faster than the cause”[NRC, 
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2002].  Even a slow external forcing can trigger an abrupt change [NRC, 2002].  Regression 
method to detect gradual change cannot handle the abrupt change detection problem.  Villarini 
et al. [2009] and Rouge et al. [2011] developed novel methods to detect and distinguish abrupt 
change pattern and gradual trend based on traditional nonparametric tests, which can provide a 
detected change pattern with occurring time.  However, more complex change patterns besides 
abrupt change and gradual trend in a long-term time range (e.g. increasing trends with slope 
changed at one time) cannot be identified.   
Detecting of past changes is essential to understand non-stationarity [Rouge et al., 2011], 
which is characterized by the change of time series in mean and/or variance.  Previous studies 
usually only consider the systemic change in linear part, but not in the variance part, although 
the change of variance exists in real time series.  Moreover, identifying happening time and 
patterns of changes is essential for cause analysis.  As climatic variable has intrinsic system 
change itself, this situation also complicates detecting the changes caused by the change of 
internal physical dynamics or external influences.  Change happening time and patterns may be 
related to various possible causes. 
The change pattern detection method developed in the second chapter is used to detect the 
changes in linear state changes and changes in variance slope with change time for multiple 
change points without knowing the number of change points before detection.  The detailed 
change patterns including change time of monthly, seasonal and annual precipitation, and 
maximum, average and minimum temperature are examined, while mostly focusing on seasonal 
ones.  
3.2 Climate data source and method 
The United States Historical Climate Network (USHCN) provides one long-term high-quality 
data set of daily and monthly observations of precipitation, maximum, average and minimum 
temperature from 1218 stations across the continental United States [Easterling et al., 1999; 
Karl et al., 1990; Williams et al., 2006].  USHCN dataset has been widely used as a credible data 
source to detect the climatic changes as a credible data source [Burakowski et al., 2008; Hayhoe 
et al., 2007; Rouge et al., 2011]. 
To investigate the change patterns of long-term precipitation and maximum, average and 
minimum temperatures in different time ranges and regions, we processed the data to acquire 
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annual mean, seasonal mean and monthly mean data (except monthly total precipitation) from 
1910 to 2009 excluding stations with missing data (less than 1%).   
The local posterior density method for unknown multiple change points described in Chapter 
2 is applied here to detecting the location of change points considering two aspects, the slope 
change of state trend and the variance slope change, and the number of change points.  In 
addition, standards of classifying common change patterns described in Table 2.1 in Chapter 2 
are used here to distinguish the change patterns in each station. 
3.3 Detection results and discussion 
The local posterior density method for unknown multiple change points can recognize the 
change pattern of climatic variable in each station including number of change points and 
detailed information of each state (negative trend, no trend or positive trend).  Detected change 
patterns are spatially and temporally different among annual, seasonal and monthly climatic 
data.  For this reason, the detected percentages of number of change points are compared for 
climatic data in annual, seasonal and monthly scales to check whether the averaging alters the 
detection results or hides some change information.  Then, major change patterns are found out 
for seasonal climate data with their spatial location to check whether a region changed at the 
same time to the same state. 
3.3.1 Percentages of number of change points 
Trends of annual, seasonal and monthly data can be quite different for the same region 
[Hamlet, 2011].  To determine the changes patterns between the different time scales, the 
number of change points for annual, seasonal and monthly data for precipitation, maximum 
temperature, average temperature and minimum temperature are compared.   
Table 3.1, 3.2, and 3.3 show the percentage of the number of change points of USHCN sites 
for four types of annual, seasonal and monthly climatic data from 1910 to 2009.  It is important 
to note that it is quite rare to have three or more than three change points within 100 years.   
For most stations, annual climatic variables contain one transition point between two 
different linear trend states, which may be different in linear trend slope or noise variance 
slope.  But when considered at a seasonal time-scale, the number of change points decreases 
except for those of summer temperatures, as reflected by the rising percentage of stations 
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containing no change point.   Among the four chosen types of climatic variables, the number of 
change points for precipitation decreases the least.  There are fewer change points for 
temperature in winter, spring and fall, especially in spring, but change patterns for summer 
temperatures are more complex.  This is evidenced by the fact that stations without change 
points for mean maximum daily temperature in spring account for more 50% of the total 
stations.  
Monthly climatic variables show a certain difference in the numeric distribution of change 
points.  When change point detection is applied to monthly data, the number of change- points 
decreases in most months for all four types of climatic variables, reflected in the rising 
percentage of stations containing no change point compared to annual detection results.  The 
exceptions to this rule occur January for precipitation and in July for minimum temperature.  But 
for precipitation, the increase in the percentage of stations containing no change point is less 
than 12%, a relatively small increase.  In December, March, April, May and November, the 
number of stations with no change-points shows a percentage increase of more than 30% for 
maximum temperature, especially in March.  A similar figure is seen in the percentage increases 
for average temperatures in December, March, April, May, October and November.  
Comparatively speaking, the percentage increase in the number of stations with no change 
points is smallest for the observations of minimum temperature.  The largest percentage 
increase occurs in March, showing that during this month, temperature states didn’t change 
much. 
Generally speaking, averaging monthly data to seasonal or annual data complicates the 
change patterns for most stations.  However, when checking the numeric distributions of 
change points for monthly data, months in the same season exhibit quite similar results, 
especially for spring and summer.  Therefore, seasonal climatic data can express most of the 
detection results from monthly data and at the same time avoid the aggregation to annual data 
which results in overly complicated change patterns being detected. 
3.3.2 Change patterns of seasonal climate data 
As discussed in the previous section, seasonal climatic data provides a logical representative 
sample for change point detection.  Hence, this section will investigate the classified change 
patterns for seasonal climatic variables in details.  In this section, the ‘major’ change patterns 
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are defined as those change patterns with the largest percentages, whose sum is more than 
90%.  Descriptions of those major change patterns are shown in Table 2.1 along with schematic 
diagram illustrating them.  Table 3.4, 3.5, 3.6 and 3.7 display the percentages of major change 
patterns for four types of seasonal climatic data from 1910 to 2009: mean precipitation, mean 
maximum daily temperature, mean average daily temperature and mean minimum daily 
temperature.  
i. Precipitation 
For seasonal mean precipitation, abrupt change dominates as the most frequent change 
pattern in all seasons for about half of the all stations.  Among abrupt changes, the number of 
stations with abrupt upward change is a little greater than those with abrupt downward change, 
without overwhelming dominance.  This is different from the detection result in the work for 
annual precipitation of Rouge et al. [2011].  Type I change pattern (as defined in Table 2.1) are 
the second most dominant change pattern for less than 20% of the stations.  An increase or a 
decrease in the first several decades or last several decades of the time range 1910- 2009, and 
two abrupt changes are also common for seasonal mean precipitation.  In spring and summer, 
precipitation in some stations decreased through the 1910-2009 period.  Thus, seasonal 
precipitation for the whole continental United States shows signs of significant changes, but no 
indication of a general increase or decrease.    
ii. Temperature 
The change patterns observed during the four seasons are quite different for the three types 
of seasonal mean daily temperature (maximum, minimum and average).  However, the 
implications of the change pattern percentages derived from them are quite similar. 
Abrupt change pattern is still a most frequent change pattern, but is not as frequent as 
observed for seasonal precipitation except in summer.  The abrupt upward change is far more 
dominant than abrupt downward change for all three types of temperature in all seasons, 
identical to  the detected percentage in the work for annual average temperature of Rouge et al. 
[2011].  The percentage occurrence of Type I  change pattern is still relatively high for spring and 
fall, occurring most frequently in spring, but rarely in summer, indicating spring temperature 
tend to change the least.  The stations which show a linear increase trend in the later years of 
1910 -2009 occur more frequently compared to those for precipitation; the only exception to 
this is in the case of spring temperatures.  Increasing temperature throughout the duration of 
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the 1910- 2009 time span happened much more frequently for seasonal mean temperature 
than other temperature measurements, with the exception being during summer. 
The common conclusion is a general warming trend in all four seasons, since the change 
patterns related to increase are majorities (abrupt upward change, increasing trend in 
later/former years and increasing trend).  This general warming trend agree with the previous 
studies [Easterling, 2002; Easterling et al., 2007; Groisman et al., 2004; Lettenmaier et al., 1994; 
Trenberth et al., 2007]. 
3.3.3 Spatial distribution of major change patterns in seasonal climate data 
Previous studies of change detection in temperature and precipitation show spatial 
differences, and the spatial patterns vary with seasons.  For example, it is reported that summer 
minimum temperatures have increased nationwide except for Texas and Oklahoma, while spring 
minimum temperature have increased nationwide except Alabama[Groisman et al., 2004].  In 
this section, we will investigate the spatial distribution of the major change patterns found in 
last section for those four types of climate data in each season over the continental United 
States.  
Spatial distributions of change patterns are distinct for winter, spring and summer 
temperatures, but not much different for changes in precipitation and temperature in fall.  A 
more detailed analysis is provided below.   
For all seasons, the spatial distribution of stations with any major change in precipitation is 
not obviously clustered in any region (Figure 3.1).  Yet stations in the Northwest region  showed 
signs of an abruptly increasing trend in winter precipitation in the last two decades more 
frequently than those in other regions, in accordance with the work of Hamlet [2011].  Stations 
which show no change in winter precipitation and fall precipitation for the entire 100 year are 
more clustered along the east coast of the continental United States.  For summer precipitation 
in the Southeast region (except Florida), abrupt downward change is relatively dominant, 
occurring between 1930 and 1959.These results are quite different from Rose’s conclusion that 
precipitation from 1938 to 2005 didn’t change significantly [Rose, 2009] 
In the states of Illinois and Indiana, fall precipitation either abruptly increased in recent 
decades or began gradually increasing from the 1980s onwards.  In all seasons, most of stations 
in Florida exhibit abrupt upward change or increasing trend in later years, indicating a general 
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increasing precipitation in this state, against the conclusion that precipitation decreased in 
Florida [Allard et al., 2009]. 
Compared to precipitation, stations showing major change patterns are distributed spatial 
differently (Figure 3.2, Figure 3.3 and Figure 3.4).  Overall, we see fewer decreasing trends in 
former years or latter years, as well as a far greater number of abrupt upward changes than 
abrupt downward.  Many more stations experienced constant warming trend through the 100 
years.  In fact, abrupt downward changes of temperature are only likely in the Southeast, in all 
seasons except winter.  This conclusion agrees with the warming temperature trend found 
national wide except in the Southeast [Easterling, 2002; Easterling et al., 2007; Groisman et al., 
2004; Lettenmaier et al., 1994; Trenberth et al., 2007]. 
Spatial distributions for the major winter temperature change patterns are quite similar 
overall but are distinct in some regions.  In most part of the Northeast region, winter 
temperature increased suddenly around in1940s.  The purple color in Figure 3.2 displays that in 
the Southeast and Central regions, changes mostly happened in 1970s, the majority of which 
were increasing in later years Mississippi, Louisiana and Arkansas show similar increasing trend 
in average and minimum temperature, beginning in 1970.  The northwest half of the continental 
United States shows constant increasing trends in winter temperature over the entire 100 years.  
Hence, the increasing change direction, of winter temperature in the Northeast, Southwest and 
Northwest  agree with the result in previous work [Burakowski et al., 2008; Hamlet, 2011; 
Hayhoe et al., 2007; Sheppard et al., 2002], but the change time is spatially different.   
The spatial distribution of the major spring temperature change patterns is distinct from the 
west to the east of the country, especially with respect to the change time (Figure 3.3).  In the 
western half of the continental United States, the minimum temperature showed earlier 
changes than the maximum temperature, with minimum temperature changing around the 
1950s compared to changes in maximum temperature in recent decades.  In the Northwest, 
West and Southwest regions, the increasing trend in spring maximum temperature is more likely 
to stop around the 1980s.  Over the course of the observed100 years, spring temperature is 
more possible to be stationary in the eastern part of the country than in the western part.  In 
the Upper Midwest region, spring minimum temperature mostly shows a gradual increasing 
trend over the entire monitored time series.  For summer temperature, differences in the spatial 
distributions of change patterns are most obvious from the north to the south, especially 
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regarding the difference in the change time from early years to late years of the observed time 
period (Figure 3.4).  In the north, the majority of observed change patterns are abrupt upward 
changes in 1920s and 1930s, except in the Northwest where they took place mostly in the 1940s 
and 1950s.  These trends are not reflected in the southern part of the country.  In the Southeast 
region, the change patterns for summer maximum, average, minimum temperatures are all 
different.  While maximum temperature either increased to a constant in 1920s or gradually 
increased from 1920, the minimum temperature abruptly increased in the 1980s or began 
increasing linearly from 1960.  Change patterns in this region for summer average temperature 
are a combination of those for maximum and minimum temperatures.  In the Southeast, a 
cluster of stations with abrupt downward change in summer temperature can be identified as 
having these changes mostly happening in 1940s and 1950s for minimum temperature, and 
1950s and 1960s for maximum and average temperature.  The abrupt downward change of 
summer minimum temperature around 1950 in the Southeast also means summer precipitation 
in the region after 1960 didn’t change significantly, disagreeing with Groisman et al.’s result of 
that summer minimum temperature increased in last 50 years [Groisman et al., 2004].    
For fall temperature, spatial distributions of any patterns are relatively dispersed (Figure 3.5).  
Gradually increasing in the 100 years occurred more frequently in the Upper Midwest region.  
3.3.4 Discussion 
During the observed 100 years, common detected change patterns for seasonal temperature 
and precipitation included simple gradual trends and single abrupt changes, as well as more 
complex ones such as two abrupt changes and slope-change trends.  Among the gradual trends, 
durations and timings are distinct.  This information about trend timing and duration cannot be 
identified by simulating the time series as a linear trend; the problem becomes even more 
complex when we take into account the abrupt changes and slope-change trends.  Long-term 
climate-change need not always be a uniform increase or decrease.  Even slow external forcing  
can trigger an abrupt change [NRC, 2002], which is frequent and widespread occurring.  Over 
extended time periods, external triggers such as human interferences, could possibly affect the 
climate system twice or more times, making considering only one state in the chosen time range 
invalid.  In addition, knowing the timing of an abrupt change or the beginning or ending date of 
a gradual trend is essential: neither of these is considered when simulating the time series as a 
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linear trend in a given time range.  The timing of changes can separate two distinct states whose 
physical dynamics may be differentiated, and can thus be related to possible external forcing. 
According to the percentage distribution of the major change patterns, the abrupt change 
pattern is a most frequent one for precipitation in all seasons and summer temperatures in 
particular.  If we assume that the time series follows a linear trend, the climate in stations with 
abrupt change would be misidentified as a linear trend or as no change.  In particular, abrupt 
changes occurring in the early or late years of the 1910-2009 time period, such as the summer 
maximum daily temperatures recorded in the northern US during the 1920s, would be probably 
be ignored as stationary points,.  In addition, gradual trends over several decades or throughout 
the 100 year period (such as increasing/decreasing trends in later/former years and constant 
increasing/decreasing trends) form another set of major change patterns, particularly the 
increasing trend in later years.  These six types of change patterns occurred spatially and 
temporally distinctly.  For instance, winter maximum temperatures began to increase after 1970 
in the southeast, while in the Northwest, it often gradually increased from 1910 to 2009.  
Because of these differences, errors will inevitably occur if we choose a short time range to 
check for linear increases in temperature.  To assess a more precise and detailed change 
process, a longer time series is much more efficient.  
The death of the central assumption in water resources management and planning, 
stationarity, brings many issues [Milly et al., 2008].  Detecting past changes is essential to 
understanding non-stationarity [Rouge et al., 2011], which is characterized by the change of 
time series in mean and/or variance.  The triggers of changes, whether they are internal physical 
dynamics or external influences, can be analyzed based on identified change times and change 
patterns.  Important variables in identifying these triggers include both weather variable as well 
as hydroclimatic ones, such as evaporation and streamflow.  The existence of abrupt changes 
introduces new problems when generating climate scenarios for impact assessments [Alley et 
al., 2003].  Thus recognizing how triggers have affected a given variable in the past lays the 
foundation for the prediction of impacts caused by possible forcing in the future.  Yet it is 
extremely difficult to identify and quantify all possible causes, no matter which type of change 
pattern we are analyzing.  Abrupt change comes with more uncertainty than gradual climate 
change [Alley et al., 2003].  Hence, future work on cause analysis for climate change and climate 
change impacts assessment is still needed. 
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3.4 Summary 
Through the local posterior density method for unknown multiple change points and the 
associated standards of classifying common change patterns, detailed change pattern with 
change time can be obtained for each station.  When this method is applied to monthly, 
seasonal or annual mean climatic data, the results reveal that averaging monthly data to 
seasonal or annual data complicates the change patterns for most stations.  In addition, months 
in the same season exhibit quite similar results in terms of numeric distributions of change 
points, especially for spring and summer.  Therefore, seasonal climatic has been chosen as a 
good balance between representing most of the detection results from monthly data and at the 
same time avoiding the over-averaging to annual data which results in complicated detections. 
Detection results including major change patterns and their spatial distribution of seasonal 
climatic data have demonstrated some findings regarding occurred climate change in the 
continental U.S.  For instance, stations without change through the 100 years for winter 
precipitation and fall precipitation are more clustered along the east coast of the continental 
United States.  Warming temperature occurred over all the continental U.S. except in the 
Southeast in spring, summer and fall seasons.  In most areas of Southeast and Central regions, 
winter temperature gradually increased after 1970s.  For summer temperature, spatial 
differences of change pattern are most obvious from the north to the south, especially for 
change time from early years to late years of 1910 to 2009.  Warming occurred all over the US 
except for in the southeast during spring, summer and fall.  In most of the Southeast and Central 
regions, winter temperatures gradually increased after the 1970s.  For summer temperatures, 
the differences in spatial distribution of change patterns are most obvious from the north to the 
south, especially regarding the difference in change time from the early years to the late years 
of the observed time period.  
The detected change patterns with change times can be used to analyze the possible causes 
for the change.  Change pattern and change happening time can relate the detected change to 
several possible causes through statistical correlation relationship or models.  In addition, 
advanced statistical change point detection and classification methods are crucial in the modern 
world.  An understanding of the inherently changing nature of climate change is essential to 
avoiding crisis in management areas related to water resources such as agriculture.  In the 
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current management system, stationarity is assumed: we make predictions based on the idea 
that future data distribution will follow those of historical data.  The statistical change point 
detection method reveals how the historical data changed, which lay a foundation for analyzing 
the impact of the past changes on system management.  In the next chapter, we will use the 
detected climate change to assess its impact on crop yield. 
3.5 Tables and figures 
Table 3.1 Percentages of number of change points for USHCN sites for four types of annual 
climatic data from 1910 to 2009: mean precipitation, mean maximum daily temperature, mean 
average daily temperature and mean minimum daily temperature 
Number of change 
points 
Precipitation 
(%) 
Maximum 
temperature 
(%) 
Average 
temperature 
(%) 
Minimum 
temperature 
(%) 
0 13.5 8.5 9.2 12.8 
1 79.8 85.4 85.8 82.3 
2 6.7 6.2 4.9 4.9 
3 0 0 0.1 0 
 
 
 
 
 
 
 
 
 
 
 
33 
 
Table 3.2 Percentages of number of change points for USHCN sites for four types of seasonal 
climatic data from 1910 to 2009: mean precipitation, mean maximum daily temperature, mean 
average daily temperature and mean minimum daily temperature 
Number 
of change points 
Season 
Winter (%) Spring (%) Summer (%) Fall (%) 
Precipitation 
0 17.0 25.3 20.3 24.0 
1 76.6 68.8 73.2 69.5 
2 6.4 6.0 6.5 6.5 
3 0.1 0 0 0 
Maximum temperature 
0 24.7 52.5 6.91 26.6 
1 70.9 44.3 87.75 68.3 
2 4.4 3.2 5.35 5.1 
 Average temperature 
0 26.6 57.8 4.4 34.4 
1 68.3 39.5 90.8 61.3 
2 5.1 2.7 4.9 4.4 
 Minimum temperature 
0 22.7 39.1 5.7 27.4 
1 70.0 56.6 87.0 65.9 
2 7.3 4.2 7.3 6.7 
3 0 0.1 0 0 
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Table 3.3 Percentages of number of change points for USHCN sites for four types of monthly climatic data from 1910 to 2009: total 
precipitation, mean maximum daily temperature, mean average daily temperature and mean minimum daily temperature 
Number 
of change points 
Month 
1 (%) 2 (%) 3 (%) 4 (%) 5 (%) 6 (%) 7 (%) 8 (%) 9 (%) 10 (%) 11 (%) 12 (%) 
 
Precipitation 
0 10.5 20.0 18.6 24.8 20.9 18.1 19.2 20.9 15.7 16.0 20.7 20.0 
1 79.7 70.2 73.4 68.8 73.3 74.7 69.8 70.8 75.6 75.4 71.3 72.5 
2 9.7 9.8 7.9 6.5 5.8 7.2 10.9 8.3 8.7 8.5 8.0 7.5 
3 0.1 0 0.1 0 0 0 0 0 0 0.08 0.1 0 
 
Maximum temperature 
0 25.2 22.7 61.9 50.4 41.8 19.2 10.0 22.2 23.4 27.3 47.2 50.6 
1 71.0 69.7 36.2 46.1 55.6 74.7 75.9 72.9 72.0 66.3 50.2 44.9 
2 3.8 7.6 1.9 3.5 2.6 6.1 14.0 4.9 4.5 6.4 2.6 4.5 
3 0 0.1 0 0 0 0 0.1 0 0 0 0 0 
 
Average temperature 
0 25.5 21.5 70.5 41.7 42.1 24.8 10.5 20.6 29.2 43.8 47.7 49.3 
1 72.4 71.7 28.5 53.0 53.8 72.4 74.3 74.2 64.7 53.2 50 47.5 
2 2.1 6.7 1.0 5.3 4.1 2.9 15.2 5.1 6.1 3.0 2.3 3.1 
3 0 0.1 0 0 0 0 0 0.1 0 0 0 0 
 
Minimum temperature 
0 23.5 21.6 61.4 26.6 39.5 21.0 9.5 17.6 27.1 36.4 37.8 38.4 
1 72.9 74.3 35.9 69.4 56.3 73.7 78.5 75.8 64.5 58.1 58.6 57.6 
2 3.6 4.0 2.7 4.0 4.2 5.4 12.0 6.6 8.4 5.4 3.6 4.0 
3 0 0 0 0 0.1 0 0 0 0.1 0.2 0 0 
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Table 3.4 Percentages of major change patterns for seasonal mean precipitation data from 1910 to 2009. 
Major change patterns 
 
Winter (%) Spring (%) Summer (%) Fall (%) 
Abrupt change 
Increase 
46.5 
25.9 
51.0 
30.2 
52.4 
28.6 
50.5 
28.4 
Decrease 20.6 20.8 23.8 22.1 
No change 13.8 19.6 16.2 19.8 
Increasing trend 
in later years 
Increase 
9.4 
0.4 
5.6 
0.3 
7.6 
0.2 
8.0 
0.8 
Decrease 9.0 5.3 7.4 7.2 
Decreasing trend 
in later years 
Increase 
4.1 
3.6 
 
 
 
 
 
 
Decrease 0.6 
   
Decreasing trend 
in former years 
Increase 
9.2 
8.9 
7.6 
6.8 
7.2 
6.2 
7.0 
6.2 
Decrease 0.3 0.8 1.0 0.8 
Two abrupt changes 
Two increases 
3.7 
0.7 
4.3 
1.8 
4.8 
1.0 
4.7 
1.6 
Increase. Decrease 0.5 0.5 1.5 0.8 
Decrease. Increase 2.0 1.5 1.4 1.6 
Two decreases 0.6 0.6 0.9 0.7 
Increasing trend 
in former years 
Increase 
3.5 
0.4 
 
 
 
 
 
 
Decrease 3.1 
   
Decreasing trend 
  
4.0 3.1 
  
sum 90.3 92.1 91.3 90.1 
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Table 3.5 Percentages of major change patterns for seasonal mean maximum daily temperature data from 1910 to 2009. 
Major change patterns 
 
Winter (%) Spring (%) Summer (%) Fall (%) 
 
Abrupt change 
Increase 
32.1 
23.6 
26.8 
20.5 
55.6 
40.1 
39.0 
28.6 
Decrease 8.5 6.3 15.5 10.4 
No change 9.1 30.0 3.6 16.8 
Increasing trend 
in later years 
Increase 
22.7 
2.2 
4.6 
1.2 
15.0 
6.9 
14.0 
2.2 
Decrease 20.5 3.4 8.1 11.8 
Two abrupt changes 
Two increases 
 
 
 
 
3.3 
1.8 
 
 
Increase. Decrease 
  
0.4 
 
Decrease. Increase 
  
0.7 
 
Two decreases 
  
0.3 
 
Increasing trend 
in former years 
Increase 
8.0 
1.4 
9.0 
4.3 
12.2 
2.5 
9.1 
2.8 
Decrease 6.6 4.7 9.7 6.3 
Increasing trend 15.3 20.3 3.1 9.2 
Slope-change increasing trends 
Increase 
5.4 
0.0 
 
 
 
 3.7 
0.2 
Decrease 5.4 
  
3.5 
sum 92.4 90.7 92.9 91.7 
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Table 3.6 Percentages of major change patterns for seasonal mean average daily temperature data from 1910 to 2009. 
Major change patterns  Winter (%) Spring (%) Summer (%) Fall (%) 
Abrupt change 
Increase 
28.7 
24.0 
23.7 
21.6 
56.7 
41.3 
35.3 
30.8 
Decrease 4.7 2.1 15.4 4.5 
No change 6.5 34.1 
  
19.0 
Increasing trend 
in later years 
Increase 
26.3 
1.9 
5.9 
1.9 
22.1 
7.8 
12.8 
1.8 
Decrease 24.4 4.0 14.3 11.0 
Two abrupt changes 
Two increases 
 
 
 
 
2.2 
1.2 
 
 
Increase. Decrease 
  
0.3 
 
Decrease. Increase 
  
0.8 
 
Two decreases 
  
0.00 
 
Increasing trend 
in former years 
Increase 
4.3 
1.5 
7.6 
4.5 
8.5 
1.7 
6.6 
2.9 
Decrease 2.8 3.0 6.8 3.7 
Increasing trend 20.1 21.7 2.3 14.6 
Slope-change increasing trends 
Increase 
6.5 
0.0 
 
 
 
 3.8 
0.3 
Decrease 6.5 
  
3.5 
sum 92.4 93.0 91.9 92.1 
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Table 3.7 Percentages of major change patterns for seasonal mean minimum daily temperature data from 1910 to 2009. 
Major change patterns 
 
Winter (%) Spring (%) 
 
Summer (%) 
 
Fall (%) 
 
Abrupt change 
Increase 
31.7 
24.6 
35.0 
27.8 
49.6 
34.8 
40.6 
31.5 
Decrease 7.1 7.2 14.8 9.1 
No change 6.3 23.5 3.0 12.8 
Increasing trend  
in later years 
Increase 
22.1 
2.5 
12.3 
2.9 
23.4 
7.7 
11.6 
2.6 
Decrease 19.6 9.4 15.6 9.1 
Decreasing trend 
in former years 
Increase 
3.0 
2.6 
 
 
 
 3.3 
3.3 
Decrease 0.4 
  
0.0 
Two abrupt changes 
Two increases 
 
 
3.0 
1.7 
4.4 
25 
4.2 
1.7 
Increase. Decrease 
 
0.2 0.3 0.5 
Decrease. Increase 
 
1.0 1.4 1.8 
Two decreases 
 
0.1 0.3 0.2 
Increasing trend  
in former years 
Increase 
3.7 
1.7 
5.4 
3.0 
7.8 
2.8 
6.5 
3.5 
Decrease 2.0 2.3 5.0 3.0 
Increasing trend 16.1 13.2 
  
13.9 
Slope-change increasing trends 
Increase 
5.1 
0.1 
 
 3.0 
0.2 
 
 
Decrease 5.0 
 
2.8 
 
An abrupt change,  
and an increasing trend 
Two increases 
3.5 
0.1 
 
 
 
 
 
 
Increase. Decrease 0.0 
   
Decrease. Increase 2.1 
   
Two decreases 1.2 
   
sum 91.6 92.4 91.0 92.9 
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Figure 3.1 Spatial distribution of change point time for sites with major change patterns in seasonal 
mean precipitation data from 1910 to 2009: (a) Winter, (b) Spring, (c) Summer and (d) Fall 
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Figure 3.1 (cont.) 
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Figure 3.2 Spatial distribution of change point time for sites with major change patterns in seasonal 
mean maximum daily temperature data from 1910 to 2009: (a) Winter, (b) Spring, (c) Summer and (d) 
Fall 
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Figure 3.2 (cont.) 
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Figure 3.3 Spatial distribution of change point time for sites with major change patterns in seasonal 
mean average daily temperature data from 1910 to 2009: (a) Winter, (b) Spring, (c) Summer and (d) Fall 
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Figure 3.3 (cont.) 
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Figure 3.4 Spatial distribution of change point time for sites with major change pattern in seasonal 
mean minimum daily temperature data from 1910 to 2009: (a) Winter, (b) Spring, (c) Summer and (d) 
Fall 
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Figure 3.4 (cont.)   
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Chapter 4 Climate change impact on crop yield since 1970 
4.1 Introduction 
The situations that global agricultural area has decreased recently and may continue in the future 
[Cassman et al., 2003; Young, 1999] and population is increasing particularly in the developing counties 
require increasing food production per unit area, i.e. yield, to meet food demands.  Climate change is 
happening globally, with a general warmer trend and spatial difference in precipitation change.  
Understanding how the climate change has affected crop yield to date will provide insights on its future 
possible impacts on food availability [Lobell et al., 2011a].   
Assessment of the climate impact on crop yield requires a model of how crops respond to climate.  
Two types of models are commonly utilized to simulate the relationship between climate and crop.  One 
includes the process-based crop models, developed based on experimental trials of various data 
including climate, soil condition, CO2 level and so on [Kang et al., 2009; Lobell and Burke, 2010], like 
CERES-Maize/Rice/Wheat (Crop Environment Resource Synthesis) model and SWAP (Soil-Water-
Atmosphere-Plant).  The models are widely used to analyze sensitivity of crop yield under different 
climate scenarios [Kang et al., 2009].  However, the process-based models require extensive input data, 
some of which are unavailable in many places, such as cultivar and soil conditions [Lobell and Burke, 
2010].  Uncertainties of large number of model parameters will be amplified in projecting responses to 
climate change, for future scenarios in particular [Iizumi et al., 2009].  These characteristics limit the 
application of the process-based crop models. 
The other type of models is statistical models (e.g. time series regression, panel models, cross-section 
methods) based on historical yields and some measurements of climate, such as temperature and 
precipitation.  Statistical models regress based on relatively simple equations obtained from historical 
crop yields and weather, providing an alternative to process-based models.  The main advantages of 
statistical models include their relative independence on experimental calibration data and the way they 
evaluate model uncertainties transparently [Lobell and Burke, 2010].Time series regression is based on 
time series in a single point or area, which thus can capture the particular activities in the given area 
[Lobell and Burke, 2010].  Linear regression is commonly used to simulate crop yield, first difference of 
crop yield or logarithm of crop yield between multiple explanatory variables, such as time [M Lin and 
Huybers, 2012], monthly, two-month, and growing season whether [Kucharik and Serbin, 2008; Lobell 
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and Burke, 2010], and first annual difference of climate [Lobell and Asner, 2003; Nicholls, 1997].  But 
climate values and time contribute to crop yield as a nonlinear relationship [Schlenker and Roberts, 
2006], which can be expressed as quadratic relation to account for the fact that crops grow best at 
moderate temperature and precipitation, and are harmed by extreme cold, hot, dry, or wet conditions 
[Lobell et al., 2011b]. 
The various impacts of climate change on crop yield can be revealed by different climate scenarios.  
Most previous studies usually conducted the impact assessment as sensitivity analysis by generating 
climate scenarios by hypothesis, such as 2 degree warmer or 20% decrease of precipitation.  But how 
historical climate changes affected the crop yield cannot be assessed by assumed climate scenarios.  The 
changes should be detected to generate scenarios without climate change for comparison.  Lobell et al. 
[2011a]simulated the climate change since 1980 as linear trends.  Yet as discussed in last chapter, more 
complex change patterns exist in climate variables.  Climate change detection results based on the local 
posterior density method for unknown multiple change points described in the second chapter 
overcome the situation of simulation only as linear trend in climate.  Acting as explanatory climate 
measurements, different time scales are used, such as monthly, two-monthly, seasonal, all growing 
period (cropping period).  For this thesis study, average climate over all growing period and all growing 
year (from month after last growing period to the end of this growing period) are processed to see 
whether time scale choosing has impact on the impact assessments.   
Corn in United States is crucial to world food supply, accounting 41% of the world’s corn [Schlenker 
and Roberts, 2008].  Thus corn is chosen as a representative crop to be assessed for climate change 
impact.  Statistical time series regression in county level over the continental United States and 
sensitivity analysis on climate scenarios generated according to change detection of historical climate 
with method described in the second chapter, are used to assess the climate change impact on corn 
yield in the United States since 1970. 
4.2 Climate and crop yield data description 
County-level gross grain corn yield over the continental United States and irrigated and rainfed grain 
corn yield in Midwest are obtained from National Agricultural Statistics Service of United States 
Department of Agriculture (USDA).  Only those counties which have nearly complete corn yield data 
from 1970 to 2010 (at least data available in 30 years) are chosen for impact analysis.   
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The United States Historical Climate Network (USHCN) provides a long-term high-quality data set of 
monthly observations of precipitation, maximum, average and minimum temperature from 1218 
stations across the contiguous United States [Easterling et al., 1999; Karl et al., 1990; Williams et al., 
2006].  To investigate the change patterns of long-term precipitation and maximum, average and 
minimum temperature, we processed the data to growing period and growing year mean data from 
1910 to 2010 excluding stations with missing data (less than 1%).  Growing period is assumed the same 
every year.  MIRCA2000 data set [Portmann et al., 2010] provides 5 arc-minute by 5 arc-minute cell 
specific growing periods (the start and end month of growing period).  For each chosen study county, 
responding climate is from the nearest station or averaging over stations inside, same for obtaining the 
responding growing period.  
4.3 Impact Assessment methodology 
In Chapter 3, we applied the detection method and change pattern classification methods developed 
in Chapter 2 to climatic time series (mean precipitation, maximum temperature, average temperature 
and minimum temperature over growing season and growing year)to detect the transition points where 
trend slope and variance slope changes.  With the detected change points, trend or change of variance 
was removed from the time series to form a time series without change, which is used as a baseline to 
identify the impact of the changes on crop yield.  A regression model following the one developed by 
Lobell et al. [2011b] between crop yield and climate data was developed at the county level, considering 
mean precipitation, mean maximum daily temperature, mean average daily temperature and mean 
minimum daily temperature in a growing period or a growing year.  Four climate scenarios were 
assessed: 1) actual temperature and precipitation, 2) temperature with change removed and actual 
precipitation, 3) actual temperature and precipitation with change removed, and 4) both temperature 
and precipitation with change removed.  Each of these data sets is taken as input data to the regression 
model which is initially established with the actual climate and crop yield data.  Comparing the 
estimated crop yield from each of those climate scenarios, we can assess the climate change impact at 
the county level.  Weighted by corn growing area in each year, the total impacts of climate change on 
crop yield from 1970 to 2010 on those chosen counties can be estimated. 
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4.3.1 Regression model 
To identify climate impacts in each county requires accounting for the parts of yield which cannot be 
represented by climate.  As long as other factors are uncorrelated to climate, they will not bias the 
results, but affecting the efficiency of the estimators [Lobell et al., 2011b].  Technology advancement 
contributes most to the yield increase, which is modeled as quadratic function of time.  Climate terms 
can be expressed as quadratic relation with logarithm of yield to account for the fact that crops grow 
best at moderate temperature and precipitation, and are harmed by extreme cold, hot, dry, or wet 
conditions [Lobell et al., 2011b].  For each county, technology advancement rate and climate term 
impact estimators are specific.  The regression model [Lobell et al., 2011b] can be expressed as 
  . (3.1) 
For the ith county, is a county fixed effect, is the county-specific linear time trend, is the 
station-specific quadratic time trend, is a vector of coefficients and  is a vector of climate variables 
( ), where T can be maximum temperature, average temperature or minimum temperature. 
Regression is calibrated by precipitation and one type of temperature.  To quantify the climate change 
impact, we need to generate four climate scenarios to compare: 
1. Actual temperature and precipitation,  
2. Temperature with change removed and actual precipitation,  
3. Actual temperature and precipitation with change removed, and 
4. Both temperature and precipitation with change removed.   
Each of these data sets is taken as input data to the regression model which is initially established with 
the actual climate and crop yield data.  Comparing the estimated crop yield from each of those climate 
scenarios, we can assess the climate change impact at the county level. (1) - (2) is to assess the 
temperature change impact, (1) - (3) is for the precipitation change impact, and (1) - (4) is assessing both 
temperature and precipitation change impact.  Weighted by corn growing area in each year, the total 
impacts of climate change on crop yield from 1970 to 2010 on those chosen counties can be estimated.  
Aggregated by the growing area in each year of 1970-2010 over all the chosen counties, total climate 
change impacts on crop yield in these 41 years in the whole Continental United States are calculated, 
same for the impacts in the Midwest. 
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4.3.2 Changes Removing  
In the process of generating climate scenarios, the key issue is to remove the changes from observed 
time series.  To realize this goal needs the change pattern detection results of 1910-2010 long-term 
mean climate over growing period or growing year.  Long time series is chosen since it is difficult to 
detect change points for short time series [Schutz and Holschneider, 2011].  After change patterns with 
change happening time are detected, we can know how the linear part of each state changes, positive, 
negative or zero-slope, and how the standard deviation of noise part changes linearly.  The longest zero-
slope state is assumed as the “stationary” state of the whole time series if there is any.  If there is no 
zero-slope state (e.g. change pattern, slope-change increasing trends), the longest state is detrended to 
be the “stationary” state of the whole time series, that is, to remove the slope by linear regression.  In 
the “stationary” state, variance of noise part is also detrended.  Therefore, chosen “stationary” state is 
extended to form the whole “stationary” time series from 1910 to 2010, among which later 41 years are 
used to generate climate scenarios.  
4.4 Results of climate change impact on corn yield 
Climate change impacts (temperature change impact, precipitation change impact and both 
temperature and precipitation change impact) are assessed in the chosen counties in each year from 
1970 to 2010.  The total impacts of climate change on crop yield from 1970 to 2010 on those chosen 
counties are aggregated weighted by corn growing area in each year for each county, which are spatially 
different (Figure 4.1-4.8).  Aggregated by the growing area in each year of 1970-2010 over all the chosen 
counties, total climate change impacts on crop yield in these 41 years in the whole Continental United 
States are calculated (Table 4.1), which are also be aggregated over counties in the Midwest (Table 4.2).  
For climate change on the irrigated and rainfed grain corn yield, the aggregation is weighted by their 
irrigated area and rainfed area, respectively. 
4.4.1 Impact assessment in the whole Continental United States 
For the whole Continental United States, climate change impacts are not sensitive to the choice of 
growing periods and growing years.  Spatial distributions of climate impacts do not show much 
difference when using different growing periods or growing years. 
It is found that precipitation change has slight impact in most counties with an impact fraction 
ranging from -5% to 5% (Figure 4.1, 4.7), i.e., crop yield will decrease/increase with precipitation change 
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by about 5%, compared to the baseline without any change in.  Overall, the impact of precipitation 
change in the whole Continental U.S. is negligible, with only some small negative impact on the gross 
grain corn yield (Table 4.1). 
Among the three forms of temperature, minimum temperature has the largest impact on the gross 
grain over the Continental U.S., with the largest absolute yield change (Table 4.1).  The increase of the 
maximum temperature boosted the yield increase rate, while the increase of average temperature and 
minimum temperature slowed down the yield growth rate. 
These temperature change impacts distribute spatially differently.  The minimum temperature 
change has larger negative effect in some north states, including North Dakota, South Dakota, 
Minnesota, Michigan, Iowa, and Texas; while in Maryland, Delaware, and New Jersey State, the impacts 
are positive (Figure 4.6).  
Maximum temperature change in a growing period or in a growing year mostly generated negative 
effects in counties in the Southeast region and the southeast of the Central region, as well as Texas for a 
growth year only (Figure 4.2 and Figure 4.3).  However in Delaware, Maryland, East Virginia and 
Missouri, maximum temperature assessed in a growing period is likely to have positive impacts.  If the 
maximum temperature is assessed in a growing year, positive impacts are found in Delaware, Maryland, 
Iowa and Missouri. 
Average temperature has less significant impact on crop yield than maximum temperature and 
minimum temperature in general.   In Georgia, southeast of Central region and Texas, the impacts are 
negative, while in Delaware, Maryland, New Jersey and Missouri, the impacts are positive (Figure 4.4, 
4.5).  If the average temperature is assessed in a growing period (Figure 4.4), more negative impacts are 
found in North and South Dakota.  
Therefore, the impacts of climate change vary by region, by temperature component (minimum, 
maximum or average) assessed in different time periods (crop growing period or year).  In general, 
maximum and minimum temperature changes have more significant impact than average temperature 
and precipitation.  Especially, minimum temperature change slowed down the corn yield growth rate in 
north states, where corn growth area is relative large. 
4.4.2 Impact assessment in the Midwest  
The Midwest region contains the states with largest plant and harvest acres for grain corn so that it is 
chosen to identify whether the impact of climate change is different for rainfed corn and irrigated corn.  
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The aggregations to total impact are weighted by their plant area.  Assessment results show that 
impacts are sensitive to the climate data time range for irrigated corn and rainfed corn, not for total 
grain corn.  The impacts on gross grain corn in the Midwest are similar to those in the whole U.S. 
Precipitation change has larger impact on rainfed corn than on irrigated corn, comparing the 
absolute values of impact factor (Table 4.2).  Precipitation change slowed down the rainfed corn yield 
increase rate in the Midwest, while its impacts on irrigated corn are not constant positive or negative 
when regression with the three kinds of temperature, but all nearly zero.   
Maximum temperature slowed down the increase of rainfed corn yield, opposite to the impact 
direction on irrigated corn and gross grain corn.  Minimum temperature and average temperature still 
have the negative impact on rainfed corn and irrigated corn, same as for gross grain corn. 
4.4.3 Discussion 
According to seasonal climate change detection in the third chapter, warming temperature occurred 
over all the continental U.S. except in spring, summer and fall seasons of the Southeast region, where 
corn is planted in relatively small acres.  The precipitation changes exhibit spatial difference, with no 
general wetter or drier change direction.  Therefore, the overall temperature change impact on crop 
yield is reflected as warming, while precipitation change cannot be distinguished wetter impact from 
drier impact.  The impacts of climate change on corn are spatially distinct, even in the same region but 
different scale [Akpalu et al., 2011; Lobell and Burke, 2010].  For instance, minimum temperature 
change has larger negative effect in some north states, including North Dakota, South Dakota, 
Minnesota, Michigan, Iowa, and Texas; while in Maryland, Delaware, and New Jersey State, the impacts 
are positive. 
Impacts on crop yield are not much sensitive to the choices of time scale of climate for predictors in 
regression models for gross grain corn over the Continental US, but more sensitive for irrigated corn and 
rainfed corn.  Comparatively, the precipitation impact is more sensitive to the choosing of growing year 
and growing period, implying that even in the months before the crop is planted, precipitation has 
impact on the soil condition. 
Temperature and precipitation changes contribute to crop yield changes differently.  For gross grain, 
minimum temperature change has the largest impact compared to maximum and average temperature, 
and precipitation, in keep with Nicholls [1997] that trend in minimum temperature has larger effect on 
wheat yield change than precipitation and maximum temperature in Australia since 1952.  Yet Lobell 
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and Field [2007] revealed that warming temperature mainly contributed to yield effects compared to 
contributions of precipitation trends globally and for corn, yield impacts were greater when using 
average temperature for 1980-2000.   However, in a different region, the Limpopo Basin of South Africa, 
Akpalu et al. [2011] found precipitation is more important for crop yield than the temperature for 
impacts on maize yield.  
In addition, temperature and precipitation changes affect crop yield in different ways.  In the 
Continental US since 1970, this study found that the warming maximum daily temperature sped the 
yield increase, while warmer average daily or minimum daily temperature slowed the yield increase in 
the whole Continental U.S., and impact of precipitation change over the whole Continental U.S. is nearly 
zero, usually small negative impact on the gross grain corn yield.  Yet another research conducted over 
aggregated whole US found since 1980, gross climate change slowed the maize yield rate by less than 
10%, in which precipitation has negative impact and temperature has absolute smaller positive impact 
[Lobell et al., 2011a].  Furthermore, temperature and precipitation changes alter crop yield rate 
differently in a regional scale.  For instance, in Wisconsin, warmer temperature in summer decreased 
the corn yield while wetter condition sped the corn yield [Kucharik and Serbin, 2008].  In our study, 
maximum temperature in growing period or growing year sped up the gross grain corn yield, while 
minimum temperature slow it in Wisconsin; precipitation in growing period has negative impact on the 
grain corn, positive impact for precipitation in growing year.  
The study considered the change of climate on crop yield, but is limited by the fact that it did not 
consider specific climate change, warmer or cooler, and wetter or drier, on crop yield.  For temperature, 
warming trend is general in the corn growing regions, but for precipitation, change pattern is not 
constant according to the detection result in the third chapter.  Commonly, wet condition increases the 
yield, for rainfed corn in particular, but exception exists in southern Romania that the grain yield 
increases significantly for rainfed maize in a warm and dry scenario, but decreases for irrigated maize 
under the scenario [Cuculeanu et al., 1999].  Therefore more detailed impact assessment on 
precipitation change at the regional scale needs additional research. 
The methodology limits the impact assessment due to characteristics of regression model and the 
predictors of regression model.  As statistical regression is based on each specific single county, the time 
series regression has the advantage of capturing the behavior particular to the given county, whereas 
panel methods are based on variations in time and space and cross-section methods are only on 
variations in space, requiring to assume common parameter values for all locations [Lobell and Burke, 
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2010].  Time series models are sometimes limited by data, while panel and cross-section method can 
aggregate data from multiple sites.  If we want to set a state or country specific contribution of factors 
except climate, such as technology advancement, we can consider use a panel or cross-section method 
for regression.  However, in all these three types of statistical model, multi-collinearity problem among 
explanatory variables (correlation between temperature and precipitation) of regression affects the 
efficiency of the estimators [Lobell et al., 2011b], which is reduced by increasing the sample size.  
Furthermore, some inconsistencies exist among the assessments of climate change impacts on crop 
yield, which may be partially due to the different time scale chosen of climate predictors.  The impact of 
precipitation change is sensitive to the time scale, particularly for individual irrigated corn and rainfed 
corn.  The whole growing period of corn contains plant season, growth season and harvest season.  
Kucharik and Serbin [2008] found warmer and drier conditions during the spring planting time and fall 
harvest could help boost yields in northern Corn Belt locations like Wisconsin that have a shorter 
growing season, while warmer temperature and drier condition in summer decreased the corn yield.   
Impact assessment could be conducted based on separate seasonal climate in plant season, growth 
season and harvest season in the future study to test whether impact differences occur among different 
season.  
4.5 Summary 
Corn in US is chosen to analyze impact of climate change on crop yield at county level since 1970 by a 
yield-climate time series regression model due to its importance in world food supply.   
For the whole Continental United States, climate change impacts are not sensitive to the choice of 
growing period and growing year, but the Midwest region shows the contrast.   
Precipitation change has nearly no impact on the gross grain corn yield in most counties with an 
impact fraction ranging from -5% to 5%, implying that crop yield will decrease/increase with 
precipitation change by about 5%, compared to the case without any change.  In the Midwest, 
precipitation change has larger impact on rainfed corn than on irrigated corn and gross grain corn.   
Precipitation change decreased the rainfed corn yield, while its impacts on irrigated corn are not 
constant positive or negative when regression with the three kinds of temperature, but all nearly zero.   
Minimum temperature has the largest impact on the gross grain over the Continental U.S among 
those climate variables.  Warming of maximum temperature boosted the gross grain corn yield, while 
warming of average temperature and minimum temperature slowed it.  In the Midwest, maximum 
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temperature slowed the increase of rainfed corn yield, opposite to the impact direction on irrigated corn 
and gross grain corn.  Minimum temperature and average temperature still have the negative impact on 
rainfed corn and irrigated corn, same as for gross grain corn. 
These temperature change impacts distribute spatially different.  For instance, minimum 
temperature change slowed down the corn yield growth rate in north states, where corn growth area is 
relative large, while in Maryland, Delaware, and New Jersey State, the impacts are positive.   
Briefly, the impacts of climate change vary by region, temperature component (minimum, maximum 
or average) assessed in different time periods (crop growing period or year), and irrigated and rainfed 
crops.  Adaption options of management methods, such as changes in crop variety, sowing date, crop 
density, as well as changes in the level of fertilization, and application of irrigation [Cuculeanu et al., 
1999] can be considered according to corresponding climate change impact. 
4.6 Tables and figures 
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Figure 4.1 Estimated total impact of precipitation change (mean monthly precipitation in growing 
season) when regression is based on mean monthly precipitation and mean monthly maximum daily 
temperature in growing season for 1970–2010 on crop yields by county in the Continental United 
States.  Values represent the total precipitation impact from 1970 to 2010 on county grain corn yield.  
Negative values indicate the change slowed down the yield growth rate, and positive values indicate 
that the change sped up the yield growth rate compared to that without change in climate. 
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Figure 4.2 Estimated total impact of maximum temperature change (mean monthly maximum daily 
temperature in growing season) when regression is based on mean monthly precipitation and mean 
monthly maximum daily temperature in growing season for 1970–2010 on crop yields by county in the 
Continental United States.  Values represent the total maximum temperature impact from 1970 to 2010 
on county grain corn yield.  Negative values indicate the change slowed down the yield growth rate, and 
positive values indicate that the change sped up the yield growth rate compared to that without change 
in climate. 
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Figure 4.3 Estimated total impact of maximum temperature change (mean monthly maximum daily 
temperature in growing year) when regression is based on mean monthly precipitation and mean 
monthly maximum daily temperature in growing year for 1970–2010 on crop yields by county in the 
Continental United States.  Values represent the total maximum temperature impact from 1970 to 2010 
on county grain corn yield.  Negative values indicate the change slowed down the yield growth rate, and 
positive values indicate that the change sped up the yield growth rate compared to that without change 
in climate. 
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Figure 4.4 Estimated total impact of average temperature change (mean monthly average daily 
temperature in growing season) when regression is based on mean monthly precipitation and mean 
monthly average daily temperature in growing season for 1970–2010 on crop yields by county in the 
Continental United States.  Values represent the total average temperature impact from 1970 to 2010 
on county grain corn yield.  Negative values indicate the change slowed down the yield growth rate, and 
positive values indicate that the change sped up the yield growth rate compared to that without change 
in climate. 
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Figure 4.5 Estimated total impact of average temperature change (mean monthly average daily 
temperature in growing year) when regression is based on mean monthly precipitation and mean 
monthly average daily temperature in growing year for 1970–2010 on crop yields by county in the 
Continental United States.  Values represent the total average temperature impact from 1970 to 2010 
on county grain corn yield.  Negative values indicate the change slowed down the yield growth rate, and 
positive values indicate that the change sped up the yield growth rate compared to that without change 
in climate. 
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Figure 4.6 Estimated total impact of minimum temperature change (mean monthly minimum daily 
temperature in growing season) when regression is based on mean monthly precipitation and mean 
monthly minimum daily temperature in growing season for 1970–2010 on crop yields by county in the 
Continental United States.  Values represent the total minimum temperature impact from 1970 to 2010 
on county grain corn yield.  Negative values indicate the change slowed down the yield growth rate, and 
positive values indicate that the change sped up the yield growth rate compared to that without change 
in climate. 
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Figure 4.7 Estimated total impact of precipitation change (mean monthly precipitation in growing 
year) when regression is based on mean monthly precipitation and mean monthly minimum daily 
temperature in growing year for 1970–2010 on crop yields by county in the Continental United States.  
Values represent the total precipitation impact from 1970 to 2010 on county grain corn yield.  Negative 
values indicate the change slowed down the yield growth rate, and positive values indicate that the 
change sped up the yield growth rate compared to that without change in climate. 
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Figure 4.8 Estimated total impact of minimum temperature change (mean monthly minimum daily 
temperature in growing year) when regression is based on mean monthly precipitation and mean 
monthly minimum daily temperature in growing year for 1970–2010 on crop yields by county in the 
Continental United States.  Values represent the total minimum temperature impact from 1970 to 2010 
on county grain corn yield.  Negative values indicate the change slowed down the yield growth rate, and 
positive values indicate that the change sped up the yield growth rate compared to that without change 
in climate. 
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Table 4.1 Total climate change impact from 1970 to 2010 on plant area weighted corn yield in the 
whole Continental United States  
Regression based 
on 
Growing season Growing year 
Both 
(%) 
Precipitation 
(%) 
Temperature 
(%) 
Both 
(%) 
Precipitation 
(%) 
Temperature 
(%) 
Maximum 
temperature 
-0.07 -0.51 0.43 -0.08 -0.64 0.57 
Average 
temperature 
-0.42 -0.24 -0.17 -0.41 -0.30 -0.11 
Minimum 
temperature 
-2.30 -0.04 -2.26 -3.92 0.04 -3.94 
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Table 4.2 Total climate change impact from 1970 to 2010 on plant area weighted corn yield (gross grain, rainfed grain and irrigated grain) in 
the Midwest United States  
Gross Grain 
Regression based on 
Growing season Growing year 
Both (%) Precipitation (%) Temperature (%) Both (%) Precipitation (%) Temperature (%) 
Maximum temperature 0.06 -0.62 0.67 0.18 -0.74 0.94 
Average temperature -0.48 -0.30 -0.19 -0.41 -0.34 -0.07 
Minimum temperature -2.78 -0.04 -2.76 -2.62 0.07 -2.71 
rainfed grain 
Regression based on 
Growing season Growing year 
Both (%) Precipitation (%) Temperature (%) Both (%) Precipitation (%) Temperature (%) 
Maximum temperature -3.90 -1.06 -2.85 -3.72 -3.00 -0.74 
Average temperature -2.87 -1.82 -1.02 -5.33 -3.51 -1.82 
Minimum temperature -5.79 -1.81 -3.84 -5.64 -2.72 -2.90 
Irrigated grain 
Regression based on 
Growing season Growing year 
Both (%) Precipitation (%) Temperature (%) Both (%) Precipitation (%) Temperature (%) 
Maximum temperature 0.01 -0.43 0.42 1.06 -0.04 1.09 
Average temperature -0.39 -0.13 -0.26 0.10 0.20 -0.10 
Minimum temperature -0.25 0.00 -0.24 0.14 0.24 -0.10 
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Chapter 5 Conclusion and future work 
5.1 Conclusion 
This section summarizes the findings of Chapter 2, Chapter 3 and Chapter 4.  Firstly, the development 
of a novel change point detection method, window weighted local Bayesian posterior density method is 
summarized.  Next, application of the method to detect climate change in the Continental United States 
is explored.  Finally, impacts of climate change on crop yield in the whole Continental and the Midwest 
US are assessed, respectively. 
5.1.1 Bayesian change point detection method 
A novel method based on window weighted local Bayesian posterior density to detect unknown 
multiple change points in a time series is proposed in the study.  This method considers the transition 
between the different slope states and/or the different variance slope states.  The method is less time 
consuming because we make use of the Pettitt test instead of the Bayes factor , as in the method 
developed by Schutz and Holschneider[2011].  In addition, we introduced a new procedure of detection 
to judge which points are significant, based on the final posterior probability density, so that number of 
change points can be recognized.  Based on the detection results, the change patterns of the time series 
can be identified, mostly as one of the common ones described in Table 2.1.  Through the validation of 
several generated types of time series, the sensitivity of two key parameters 
stopp  and cutp in the 
proposed method is analyzed based on the detected number of change points and detection error 
percentage.  It is hence demonstrated that the method is capable to be applied to the common change 
pattern series.   
Hydroclimatic time series can be complex and contain more than one change point, as well as states 
which cannot be represented by a generalized ‘noise constant’.  One of the greatest benefits of the 
proposed method is that it can meet the demands to detect unknown number of multiple change points 
for time series with these characteristics.   
5.1.2 Climate change in the Continental United States 
Through the local posterior density method for unknown multiple change points and the associated 
standards of classifying common change patterns, detailed change pattern with change time can be 
obtained for each station of USHCN in the Continental United States.  When this method is applied to 
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monthly, seasonal or annual mean climatic data, the results reveal that averaging monthly data to 
seasonal or annual data complicates the change patterns for most stations.  In addition, months in the 
same season exhibit quite similar results in terms of numeric distributions of change points, especially 
for spring and summer.  Therefore, seasonal climatic has been chosen as a good balance between 
representing most of the detection results from monthly data and at the same time avoiding the over-
averaging to annual data which results in complicated detections. 
Detection results including major change patterns and their spatial distribution of seasonal climatic 
data have demonstrated some findings regarding occurred climate change in the continental U.S.  For 
instance, stations without change through the 100 years for winter precipitation and fall precipitation 
are more clustered along the east coast of the continental United States.  Warming temperature 
occurred over all the continental U.S. except in the Southeast in spring, summer and fall seasons.  In 
most areas of Southeast and Central regions, winter temperature gradually increased after 1970s.  For 
summer temperature, spatial differences of change pattern are most obvious from the north to the 
south, especially for change time from early years to late years of 1910 to 2009.  Warming occurred all 
over the US except for in the southeast during spring, summer and fall.  In most of the Southeast and 
Central regions, winter temperatures gradually increased after the 1970s.  For summer temperatures, 
the differences in spatial distribution of change patterns are most obvious from the north to the south, 
especially regarding the difference in change time from the early years to the late years of the observed 
time period.   
5.1.3 Impacts of climate change on corn yield 
Corn in US is chosen to analyze impact of climate change on crop yield at county level since 1970 by a 
yield-climate time series regression model due to its importance in world food supply.   
For the whole Continental United States, climate change impacts are not sensitive to the choice of 
growing period and growing year, but the Midwest region shows the contrast.   
Precipitation change has nearly no impact on the gross grain corn yield in most counties with an 
impact fraction ranging from -5% to 5%, implying that crop yield will decrease/increase with 
precipitation change by about 5%, compared to the case without any change.  In the Midwest, 
precipitation change has larger impact on rainfed corn than on irrigated corn and gross grain corn.   
Precipitation change decreased the rainfed corn yield, while its impacts on irrigated corn are not 
constant positive or negative when regression with the three kinds of temperature, but all nearly zero.   
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Minimum temperature has the largest impact on the gross grain over the Continental U.S among 
those climate variables.  Warming of maximum temperature boosted the gross grain corn yield, while 
warming of average temperature and minimum temperature slowed it.  In the Midwest, maximum 
temperature slowed the increase of rainfed corn yield, opposite to the impact direction on irrigated corn 
and gross grain corn.  Minimum temperature and average temperature still have the negative impact on 
rainfed corn and irrigated corn, same as for gross grain corn. 
These temperature change impacts distribute spatially different.  For instance, minimum 
temperature change slowed down the corn yield growth rate in north states, where corn growth area is 
relative large, while in Maryland, Delaware, and New Jersey State, the impacts are positive.   
Briefly, the impacts of climate change vary by region, temperature component (minimum, maximum 
or average) assessed in different time periods (crop growing period or year), and irrigated and rainfed 
crops.  
5.2 Limitation and future work 
Through the detection method developing procedures and validation process, the limitations of the 
method are also revealed.  The model observations are assumed to be normal distribution and 
temporally independent; these are common assumptions but may have significant impact.  If the 
observation noises are skewed or observations at different periods of time are correlated, the 
assumptions are violated.  In particular, streamflow time series are sometimes skewed then the normal 
distribution assumption becomes invalid.  In addition, time series with short intervals, such as daily time 
series, can possibly be correlated.  Thus, not considering the correlation will result in errors for this 
situation.  To solve this dilemma, we can chose to  model with a time series model (e.g. Autoregressive 
Fractionally Integrated Moving-Average (ARFIMA) model) [Ray and Tsay, 2002] instead of with a linear 
model with changing variance.  Because of the flexibility of Bayesian inference, this solution is a good fit 
for the given situation, and yet still needs an improved method for dealing with the problems with 
unknown number of multiple change points.  The validation also reveals that large uncertainties can 
sharply decrease the credibility of detection results which is a common challenge for all kinds of 
detection methods.  As both short- and high-level noised time series are characteristic in hydrology, the 
problem of uncertainty is accentuated.  Sources with high-quality long-term records can be used to 
decrease the effects of this particular issue.  Another problem is that the choice of parameters stopp and 
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cutp tends to complicate the change patterns especially for time series without transition points.  Thus, 
we also need to deal with the errors arising from to introducing nonexistent change- points into our 
detection.  To find a balance between detecting all change points and avoiding detecting unwanted 
change points, we need to choose the correct values for the model parameters 
stopp and cut
p  , because 
the detection results are sensitive to those two varied parameters. 
The death of the central assumption in water resources management and planning, stationarity, 
brings many issues [Milly et al., 2008].  Detecting of past changes is essential to understand 
nonstationarity [Rouge et al., 2011], which is characterized by the change of time series in mean and/or 
variance.  Triggers to changes, internal physical dynamics or external influences, can be analyzed based 
on identified happening time and patterns of changes.  The existence of abrupt changes introduces new 
problems when generating climate scenarios for impacts assessments [Alley et al., 2003].  Thus how the 
triggers affect the not only the weather variable but also other variables like evaporation and 
streamflow in the past, and can be used for prediction of impacts caused by the same forcings in the 
future.  Yet it is extremely difficult to identify and quantify all possible causes no matter which type of 
change pattern it is.  Abrupt change comes with more uncertainty than gradual climate change [Alley et 
al., 2003].   Future work on cause analysis for climate change and climate change impacts assessment is 
still needed. 
The study considered the change of climate on crop yield, but is limited by the fact that it did not 
consider specific climate change, warmer or cooler, and wetter or drier, on crop yield.  For temperature, 
warming trend is general in the corn growing regions, but for precipitation, change pattern is not 
constant according to the detection result in the third chapter.  Commonly, wet condition increases the 
yield, for rainfed corn in particular, but exception exists in southern Romania that the grain yield 
increases significantly for rainfed maize in a warm and dry scenario, but decreases for irrigated maize 
under the scenario [Cuculeanu et al., 1999].  Therefore more detailed impact assessment on 
precipitation change at the regional scale is needed. 
The methodology limits the impact assessment due to characteristics of regression model and the 
predictors of regression model.  As statistical regression is based on each specific single county, the time 
series regression has the advantage of capturing the behavior particular to the given county, whereas 
panel methods are based on variations in time and space and cross-section methods are only on 
variations in space, requiring to assume common parameter values for all locations [Lobell and Burke, 
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2010].  Time series models are sometimes limited by data, while panel and cross-section method can 
aggregate data from multiple sites.  If we want to set a state or country specific contribution of factors 
except climate, such as technology advancement, we can consider use a panel or cross-section method 
for regression.  However, in all these three types of statistical model, multi-collinearity problem among 
explanatory variables (correlation between temperature and precipitation) of regression affects the 
efficiency of the estimators [Lobell et al., 2011b], which is reduced by increasing the sample size.   
Furthermore, some inconsistencies exist among the assessments of climate change impacts on crop 
yield, which may be partially due to the different time scale chosen of climate predictors.  The impact of 
precipitation change is sensitive to the time scale, particularly for individual irrigated corn and rainfed 
corn.  The whole growing period of corn contains plant season, growth season and harvest season.  
Kucharik and Serbin [2008] found warmer and drier conditions during the spring planting time and fall 
harvest could help boost yields in northern Corn Belt locations like Wisconsin that have a shorter 
growing season, while warmer temperature and drier condition in summer decreased the corn yield.  
Impact assessment could be conducted based on separate seasonal climate in plant season, growth 
season and harvest season in the future study to test whether impact differences occur among different 
season.   
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