The theory of strong moment problems has provided Gaussian quadrature rules for approximate integration with respect to strong distributions. In Hagler (Ph.D. Thesis, University of Colorado, Boulder, 1997) and Hagler et al. (Lecture Notes in Pure and Applied Mathematics, Marcel Dekker, New York, in press), a transformation of the form v(x)=(1= )(x − =x), ; ¿ 0; is used to obtain strong mass distribution functions from mass distribution functions. This transformation also links the systems of orthogonal polynomials and Laurent polynomials and their zeros. In this paper we show how the transformation method can be used to obtain the Gaussian quadrature rules for strong extensions of mass distribution functions. We then provide numerical examples of strong Gaussian quadrature approximations to the integrals of elementary functions with respect to selected strong distributions.
Introduction
The study of strong distributions and orthogonal Laurent polynomials began with the examination of the strong Stieltjes moment problem [19] . The theory has developed substantially since then although relatively little attention has been paid to examples and numerical results associated with their quadrature rules. In [25] , several strong moment distributions were introduced: the strong Chebyshev, Legendre, Hermite, and Laguerre distributions. An extensive analysis of the strong Chebyshev distribution and associated orthogonal Laurent polynomials was undertaken in [9, 10] . Results for these and other strong extensions of classical distributions have recently been developed in [13, 14, [21] [22] [23] [24] using transformation functions. In this paper we use the transformation given in [13, 14] to obtain the strong Gaussian quadrature rules associated with the strong distribution functions. We also give numerical examples of the quadrature rules and an analysis of the quadrature errors.
In the remainder of this section, we give a brief review of relevant terminology, notation, and results from the literature. A moment distribution function (MDF) : R → R is a bounded, nondecreasing function whose spectrum ( ) (set of points of increase), is inÿnite and such that the moments n ( ) := It is well known that a monic orthogonal polynomial sequence (OPS) {P n (x)} ∞ n=0 with respect to a given MDF exists and is unique, and the zeros of each P n (x) in an OPS are real and simple [6, 11, 27] . In the case of a SMDF, there exists an associated unique real monic orthogonal Laurent polynomial sequence {R n (x)} ∞ n=0 . A Laurent polynomial, or L-polynomial, is a rational function of the form R(x) = n i=m r i x i , where m; n ∈ Z with m6n and r i complex for i = m; : : : ; n. Let R m; n be the set of L-polynomials of the form R(x)= n i=m r i x i , R 2m the set of L-polynomials R ∈ R −m; m such that r m = 0, and R 2m+1 the set of L-polynomials R ∈ R −(m+1); m with r −(m+1) = 0, m¿0. The L-degree of a nonzero L-polynomial R(x) is the unique n such that R(x) ∈ R n . If R e (x) ∈ R 2m such that r −m = 0, then R e (x) is nonsingular (or regular), and monic if r m = 1. Similarly R o (x) ∈ R 2m+1 is nonsingular (or regular) if r m = 0, and
is an orthogonal Laurent polynomial sequence (OLPS) with respect to a SMDF if R k (x) ∈ R k for each k¿0 and R\{0} R m (x)R n (x)d (x) = K n m; n for all m; n¿0 and K n = 0 for all n¿0.
is an OLPS and R k (x) ∈ {R n (x)} ∞ n=0 is nonsingular, then k is called a nonsingular index and the zeros of R k (x) are all real and simple. For more thorough discussions of these results, see [7, 8, 15 -18, 20] .
Associated with a (strong) moment distribution function are Gaussian quadrature rules. The following theorem summarizes the quadrature rules based on the OPS {P n (x)} for a MDF and, in the case of a SMDF, based on the regular terms of the OLPS {R n (x)} ∞ n=0 . Theorem 1.1 (Gauss quadrature). Let be a (strong) moment distribution function with spectrum B = ( ); let {Q n (x)} ∞ n=0 denote an orthogonal (Laurent) polynomial sequence with respect to ; let n be any positive (positive; nonsingular) index; and let x n;1 ; x n;2 ; : : : ; x n; n denote the zeros of Q n (x). There are unique positive numbers A n; 1 ; A n; 2 ; : : : ; A n; n such that; for every (L-)polynomial q(x) of (L-)degree at most 2n − 1;
q(x n; k )A n; k :
See [6, 8, 11, 15, 18, 20, 27] . We will refer to the positive numbers A n; 1 ; A n; 2 ; : : : ; A n; n as the quadrature weights, and the zeros x n;1 ; x n;2 ; : : : ; x n; n as the quadrature nodes.
The formulations for the strong quadrature weights typically take on the following form:
Note however that these formulations do not in general provide a practical method for computing the quadrature weights. In this paper, we will develop an e ective means of obtaining the Gaussian quadrature rules for strong distributions through the use of a transformation v(x) given in Theorem 1.2 below. This transformation is used in [13, 14] to obtain SMDFs from MDFs. For proofs of these results, see [13, 14] .
Let be a moment distribution function; let ( ) denote the spectrum of ; and let {P n (x)} ∞ n=0 denote the monic orthogonal polynomial sequence with respect to . Let ; ∈ R + ; and set v(x) := (1= )(x − =x) and v
; where P 2n (x) := n P n (v(x)) and P 2n+1 (x) := (− = ) n (1=x)P n (v(x)) for n = 0; 1; 2; : : : ; is the monic orthogonal Laurent polynomial sequence with respect to .
In the case where (x) can be represented by a weight function
Also, it follows from Theorem 1.2, part (c), that P 2n (x) is nonsingular and P 2n+1 (x) is singular. Observe that the spectrum ( ) is split into two parts, one on each side of the origin, such that 0 ∈ ( ). When the spectrum of a strong moment distribution is contained in an interval (a; b), and (a; b) is the smallest such interval, then for the case 0 ∈ (a; b) it can be di cult to establish certain properties related to . For example, the precise location of each of the zeros x n; k can be hard to account for. For issues related to this point, see [6, 8, 12, 17] . However, for our purposes, Theorem 1.2 can be used to specify necessary information about the zeros of P m (x), as we will see in the next section. Finally, we note that the choice of particular values of the parameters and will a ect the spectrum and distribution of zeros in most cases. For example, from the formula for v −1 ± (y) we see that a small will push the spectrum in closer to the origin. The in uence of the parameter selection on the quadrature rules and integral approximation is a topic for further study.
Other recent studies in addition to [13, 14] have examined strong moment distributions generated from moment distribution functions. For example, in [9] , the transformation v(x) is used to develop the strong Chebyshev distribution and its associated OLPS. In [2] [3] [4] , extensive theoretical results [22, 24] , a transformation of the form
is used to generate strong moment distribution functions from symmetric moment distribution functions. Note that the transformations v(x) and u(x) are closely related, and as a result the associated strong Gaussian quadrature have transformation formulas analogous to the ones presented in this paper. However, there are some distinctions between the two approaches. The transformation u(x) developed in [22, 24] yields a di erent class of strong distributions, deÿned on the interval (ÿ 2 =b; b) ⊂(0; ∞) and satisfying
, ÿ ¿ 0 a given parameter. Further, results obtainable by the methods in [22, 24] are restricted to symmetric MDFs, as opposed to the general class of MDFs considered in Theorem 1.2 and throughout this paper.
Gaussian quadrature rules
In this section, we develop methods of obtaining the Gaussian quadrature rules for strong extensions of moment distribution functions obtained via the transformation theorem. The ÿrst theorem gives the transformational relationship between the zeros of the orthogonal polynomials P n (x) of the MDF and the zeros of the orthogonal L-polynomials P n (x) of the corresponding SMDF, the proof of which can be found in [13] . We then use the relationship between P n (x), P n (x) and their zeros to establish a connection between the weights of the Gaussian quadrature rules for the SMDF with those of the MDF. Finally, we give an expression for the remainder terms in the strong Gaussian quadrature associated with the regular terms, P 2n (x), of the OLPS. Theorem 2.1 (Zeros). Let n be a positive integer; and suppose {x n; k } n k=1 are the zeros of P n (x) such that x n;1 ¡ x n;2 ¡ · · · ¡ x n; n . Then the zeros of P 2n (x) and P 2n+1 (x) are x * n; j := v −1 * (x n; j ); for * = −; + and 16j6n; and have the ordering
Using the results of Theorems 1.2 and 2.1, we now derive the transformational relationship between the Gaussian quadrature weights of the moment and strong moment distribution functions.
Theorem 2.2 (Weights).
Let {x n; k }, {x * n; k } be as given in Theorem 2:1; and let {A n; k } and {A * n; k }; k =1; : : : ; n; denote the corresponding Gauss quadrature weights; respectively. Then A n; k =v (x * n; k )A * n; k ; k = 1; : : : ; n.
Proof. Let l n; k (x) := P n (x) (x − x n; k )P n (x n; k ) ; l * n; k (x) :=
Then (x) d (x) = 16k6n A n; k (x n; k ) for every polynomial (x) of degree at most 2n − 1, where A n; k = l n; k (x) d (x), [6, 11] . Similarly, for every L-polynomial (x) of L-degree at most 4n − 1, (x) d (x) = k=1;:::; n; * =± A * n; k (x * n; k ); where A * n; k = l * n; k (x) d (x), [7, 8, 16, 17] .
Using the fact that x * n; k x − * n; k = − , we obtain
This can be veriÿed by observing that the two expressions given for l * n; k (x) are L-polynomials of L-degree 2n − 1 which agree at the 2n points x * n; k . Using the substitution x = − =t, and observing that v(x) = v(− =x) and v (x) = (1= )(1 + =x 2 ), we obtain
From (5), we see that (1=x)l n; k (v(x)) d (x) = 0. Then A n; k = v (x * n; k ) A * n; k follows from this result along with Eqs. (3), (4) , and the integral expressions for A n; k and A * n; k .
Note that the formulation for the weights given by Theorem 2.2 is more suitable for computation than the theoretical expressions (1) and (2) .
Recall from Theorem 1.1 that the Gaussian quadrature is exact for (L-)polynomials of (L-)degree 2n − 1 or less. The Gaussian quadrature can also be used to approximate integrals of functions other than (L-)polynomials, although the approximation may not be exact. The next theorem provides an expression for the remainder term associated with the strong Gaussian quadrature rules, in the case where the SMDF is transformed from a MDF represented by a weight function on a closed and bounded interval [a; b]. This theorem is analagous to ones given in related studies, see for example [2, 5, 15] . The results in these works correspond to (strong) moment distributions with a single interval of support, in contrast to the set of support split about the origin as given in Theorem 1.2 for d (x). However, the method of proof for Theorem 2.3 below is similar to those given in [2, 5, 15] and hence we omit the proof.
Theorem 2.3 (Transformed quadrature).
Let be a moment distribution function given by a weight function w(x) on a closed and bounded interval [a; b]; and let P n (x); P 2n (x); {x n; k }; {x * n; k }; {A n; k }; {A * n; k } be as given in 
where E 2n (f) = k=1;:::; n; * =±
It follows from Theorem 2.3 that E 2n (x m ) = 0 for m = −2n; −2n + 1; : : : ; 2n − 1, or E 2n (f) = 0 for f ∈ R m , m = 0; 1; : : : ; 4n − 1.
Examples and numerical results
Gaussian quadrature rules can be used to provide approximate integration with respect to a given distribution: In this section, we focus on the Gaussian quadrature rules associated with strong moment distribution functions generated by applying Theorem 1.2, to the Chebyshev, Hermite and Laguerre distributions. To obtain the nodes and weights corresponding to these strong moment distributions, we use Theorems 2.1, 2.2 and the classical quadrature weights and nodes taken from Abramowitz and Stegun [1] . We then use these strong Laurent quadrature rules to obtain approximations to sample integrals of elementary functions. In computing the Gaussian quadrature approximations, Maple V Release 4 Computer Algebra System with 10 digits of accuracy was used. The quadrature were calculated directly as they appear above, using product and summation commands found in Maple.
The strong Chebyshev distribution
The classical Chebyshev distribution function is given by
Applying Theorem 1.2, we obtain the strong Chebyshev distribution,
where = b − a; = ab. This representation for d (x) is also given in [21] . Table 1 gives quadrature results and the relative errors for a few selected functions, using a = 1, b = 2. The ÿrst function, f(x) = x −10 ∈ R −10;9 , has L-degree 19. It follows from Theorems 1.1 or 2.3 that in order to insure exactness in the quadrature, we need the number of classical nodes n Table 1 Gaussian quadrature approximation with respect to the strong Chebyshev distribution (L-Quad) to be at least 5. The second function, f(x) = x 10 , has L-degree 20 and so we need an index of at least n = 6 for exact quadrature. The third function, f(x) = x −20 , has L-degree of 39, and hence an index of at least n = 10 is required for exact quadrature. Thus, the quadrature for n = 6; 8 and 10 should be exact for the ÿrst two functions, and also for f(x) = x −20 when n = 10. Recalling that 10 digits of accuracy in the computations were used, we infer from Table 1 that the error in the Laurent quadrature approximation is primarily due to round-o . It is interesting to note that for the last two functions, cos(x) and ln(x 2 ), the quadrature rules also perform reasonably well. For related strong Chebyshev quadrature results, see [21, 22, 24, 26] .
The strong Hermite distribution
The strong Hermite distribution,
is obtained by using the Transformation Theorem 1.2 on the classical Hermite distribution function d (x) = e −x 2 d x, x ∈ R. A similar formulation for the strong distribution appears in [25] , with
For comparison purposes, we can obtain approximate integration with respect to both the classical and strong Hermite distributions. For the Laurent setting (L-Quad), f(x * n; k )A * n; k : Table 2 Gaussian quadrature approximation with respect to the strong Hermite distribution (L-Quad) and classical Hermite distribution (Quad) Rewriting the integrand, we obtain an equivalent expression with respect to the classical Hermite distribution (Quad):
f(x n; k )e (2 − 2 =x 2 n; k )= 2 A n; k : Table 2 gives quadrature results and the relative errors for a few functions, using = = 1. As in the Chebyshev case, the Laurent quadrature for x −10 and x 10 should be exact for each value of n, and also for x −20 in the cases n = 10; 12. We infer from Table 2 that in each of these cases the error in the Laurent quadrature approximation is largely due to rounding in the calculations. The quadrature is accurate for the function f(x)=cos(x) when n=8; 10 and 12, although for f(x)=ln(x 2 ) the accuracy of the Laurent quadrature approximations is reduced. In the classical setting, the quadrature should be exact for the function f(x) = x 10 , n = 6; 8; 10; 12. For this function, Table 2 shows that the results are only somewhat accurate. The other test cases for the classical setting are even less accurate. Note that when comparing the L-Quad with the Quad, the Laurent quadrature associated with an index n has 2n nodes, whereas the classical quadrature has n nodes. Hence it may be more appropriate to compare the results of the L-Quad for n = 6 with the Quad results for n = 12 than for identical values of n. In matching these cases, we see that the Laurent quadrature performs much better than the classical quadrature. However, one advantage to using the Laurent quadrature is that for a given value of n and a given set of classical quadrature rules, we easily obtain quadrature results for a much broader class of functions than in the classical setting. Table 3 Gaussian quadrature approximation with respect to the strong Laguerre distribution In the classical setting, is frequently taken to be 0, which is the case we will examine here. A similar formulation for the strong distribution appears in [13, 25] , with d (x) = x −1=2 e −(x+ 2 =x)=2 d x. Note that this form of the strong Laguerre distribution can be obtained by substituting u = x 1=2 for x ¿ 0 into the associated strong Hermite distribution (6), as discussed in [13, 25] . Table 3 gives quadrature results and the relative errors for a few selected functions, using = =1. As with the previous two distributions, the Laurent quadrature for x −10 and x 10 should be exact for each value of n, and also for x −20 in the case n = 10. However, for x −10 there appears to be slightly more error than anticipated from roundo . The accuracy improves for the next function, x 10 . For the functions x −20 and ln(x 2 ), the quadrature approximations are only somewhat accurate, even in the best case, n = 10.
