In this paper the exterior Einstein equations are explored from a differential geometric point of view. Using methods of global analysis and infinite-dimensional geometry, we answer sharply the question: "In what sense are the Einstein equations, written as equations of evolution, a Lagrangian dynamical system?" By using our global methods, several aspects of the lapse function and shift vector field are clarified. The geometrical significance of the shift becomes apparent when the Einstein evolution equations are written using Lie derivatives. The evolution equations are then interpreted as evolution equations as seen by an observer in space coordinates. Using the notion of body-space transitions, we then find the relationship between solutions with different shifts by finding the flow of a time-dependent vector field. The use of body and space coordinates is shown to be somewhat analogous to the use of such coordinates in Euler's equations for a rigid body and the use of Eulerian and Lagrangian coordinates in hydrodynamics. We also explore the geometry of the lapse function, and show how one can pass from one lapse function to another by integrating ordinary differential equations.
INTRODUCTION: THE EINSTEIN EQUATIONS OF EVOLUTION
Our aim in this paper is to study the Einstein equations of evolution as a dynamical system, to explore the geometrical meaning of the lapse function Nand shift vector field X introduced by Wheeler,! to introduce the gauge groups <[' and :D appropriate for the dynamical formulation of general relativity, and to study the interrelationships of the evolution equations with N and X, with the four-dimensional empty space condition Ra6 == 0, and with the gauge groups <[' and :D.
The'gauge groups <[' and :D and the meaning of Nand X are explained below.
BaSic work on the problem of regarding the Einstein equations of evolution as a dynamical system has been done by Arnowitt, Deser, and Misner,2 by DeWitt,3 and by Wheeler.! We shall reformulate this work using the general theory of Lagrangian systems and exploiting differential geometric ideas. We shall also be extending this work and viewing it in a way which differs from the original approaches in several essential ways. Perhaps the most fundamental of these ways may be explained as follows: One usually fixes a three-dimensional manifold M (taken to be a spacelike hypersurface in the final space-time) and uses as configuration space the space ~ of all Riemannian metrics on M. To incorporate the lapse function N and shift vector field X in what we believe is a natural way, we have found it necessary to en- The lapse N, a real valued function, represents the clock rates for an observer relative to a reference system of clocks. The clock rates N depend on the space-time point for the observer. The fact that we change our clock rates, that is, allow an N not identically one, changes the equations of motion for the 3-metric g ij which describes the geometry of the space M (the equations are written out below). Similarly a shift X is a vector field on the 3-manifold M which represents two observers in relative motion with velocity described by X. Again, a choice X '" 0 will change the equations of motion. The introduction of <[' x Xl is essentially the introduction of the configuration variables (~, T/), whose canonically conjugate velocities are the lapse N and shift X (when the tangent space to <[' x :D is "pulled back" to the identity; see Set::s. 4 and 7 for a description of this process). On <[' x Xl x ~ we construct an infinite-dimensional degenerate Lagrangian system L: T(<[, x :D x ~) ~ R. The degeneracy is, roughly speaking, in the direction of <[' x :D. The degeneracy allows precisely for the arbitrary specification of the lapse function and shift vector field.
In our approach, we also consider the geometrical Significance of the lapse and shift in the equations of evolution. In the treatment of Arnowitt, Deser, and Misner,2 the lapse and shift are incorporated into the Lagrangian on ~ as Lagrange multipliers. The constraint equations (see below) are then obtained by varying the lapse and shift. In our formulation this situation is rather different. We consider the lapse and shift as velocities canonically conjugate to some configuration field variables rather than as Lagrange multipliers. The degeneracy of our Lagrangian on <[' x Xl x '.m allows an arbitrary lapse and shift to be consistent with the eauations of motion. We consider the two baSic constraints of the field equations, namely the divergence constraint
and the Hamiltonian constraint (see below for definitions) as conservation laws rather than as "constraints." We shall show (see Sec. 6 ) that conservation in time of (1. 1) is a result of the invariance of the evolution equations under the coordinate symmetry group~. (1. 2) is first established in Sec. 3 under the hypothesis that orr = 0 by a straightforward computation. What is interesting, however, is that we shall show that the pointwise conservation of JCIJg is a necessary consequence of the "full relativistic invariance" of the theory (in a sense made precise in Sec. 7). Our theorem is a rigorous version of remarks of Misner 4 ,2 that a "topologically invariant" theory must have an identically zero Hamiltonian.
Note: Our Lagrangian on r x ~ x~ is homogeneous and degenerate and our assertion about JCJ.L g is distinct from and not to be confused with the elementary remark (see Ref. 5 ) that the energy of a homogeneous Lagrangian is always zero, as JC is the energy of the Lagrangian before it is made homogeneous. We also remark that the infinite dimenSionality of the invariance groups leads to pOintwise integrals of the motion rather than integrated conserved quantities which one normally obtains.
We now formally write out the Einstein system for a given lapse N and shift X. It is important for the later geometrical development that certain combinations of the terms be recognized as Lie derivatives and HeSSians.
Note: In the following, t occurring as a subscript indicates the variable t; it is never used to denote differentiation. Often the time-dependence of a field will be implicit.
The Einstein System (E): Let X t be a time-dependent vector field on a fixed compact orientable threedimensional manifold M, and let Nt be a time-dependent positive real valued (scalar) field on M, that is, Nt(m) > 0 for all mE M and t E R. The Einstein system is the system of evolution equations \ agt rat = Ntk t --Lx gt, ' . t where x a = (t, Xi) and XiX i = 3g (X, X). For this to be Lorentz, we require 3g (X, X) < N2 initially (and hence for a short t interval).
Our conventions in this paper will be that, for expressions written in coordinates, Latin indices will run from 1 to 3 and Greek indices from 0 to 3. Our Lorentz metrics will have signature (-, +, +, +).
In the Einstein system, all the geometriC quantities (such as Ric, Hess, 0, and Tr) are computed with respect to the time-dependent metric gt. These equations appear in coordinates in Arnowitt (using the momentum rather than the velocity variable). k, our energy denSity (the second of the supplementary conditions), and the second evolution equation are minus twice the corresponding quantities in Ref. 6 , and our shift is minus theirs. Our change of numerics makes the system more manifestly a second-order system with agtlat = k t when N = 1, X = 0 (see Sec. 3); changes the energy to the form K + V, where V is now the integrated scalar curvature (and not its negative; see DeWitt 3 and Sec. 3); and introduces a factor of ~ into the kinetic energy part JC of the energy density. The reason for changing the sign of the shift is explained at the end of Sec. 4.
Unfortunately, the Einstein system, when written in coordinates, obscures the central l'ole played by the presence of the Lie derivative in the evolution equations. In fact, the apparent complexity of the equations as they appear in Refs. 2 or 6 dissolves when it is recognized that the last five terms in Ref. 6 or the last three terms in Ref. 2 are just the Lie derivative of either k or rr (see also remarks in Sec. 6). Thus, when written intrinsically, the Einstein system is geometrically Simplified.
The Lie derivative terms have a natural geometric interpretation related to changing from" space" to "body" coordinates in a manner similar to that of the rigid body and hydrodynamics (cf. Ref. 7) . This may A. E. F IS C HER AND J. E. MAR S DEN be more specifically described as follows. The shift X t is a time-dependent vector field on M, and as such it has an integral, or flow Tit E 1) with Tlo == (identity diffeomorphism of M) == id M' The solutions of the Einstein system with the shift X and those with the shift zero are related by the active coordinate transformation Tit in the usual way one transforms metrics. Moreover, we consider the manifold M to be the "body" and the flow Tit of the shift vector field as being a motion or "rotation" of M. Then if we assume that the time-dependent metric fieldg t is "dragged along" by the rotation of M, the Einstein system can be interpreted as the equations of evolution as seen by an observer fixed in space, taken to be "off" the rotating manifold. This interpretation is worked out in Secs. 4 and 5.
The lapse Nt enters the evolution equations in a slightly more subtle way, as it involves a system of clocks on M whose rates may be different at different pOints of M. The complication due to the possible space-dependence of ~ is reflected in the Hessian term in the Einstein system (E).
As for the shift vector field we show how to solve the Einstein equations for a general lapse N, given the solution for N == 1, again by integrating a system of ordinary differential equations. Conversely, given a solution g for a given lapse N, we shall show how to construct a vector field on M, called the intrinsic shift of the lapse N, whose flow, together with a proper time function, brings us into a Gaussian normal coordinate system in which N = 1. The intrinsic shift vector field may be interpreted as a "sliding effect" due to the fact that 11,; is not constant in the space variable.
Finally, we remark that on !D x ~, our Lagrangian is quadratic in the velocities (X, og/ot) and is therefore of the classical form-kinetic energy minus potential energy, with the kinetic energy being derived from a degenerate metric on !D x ~. In fact the evolution
tion for which the kinetic energy = 0, is just the geodesic equation on !D x ~ with respect to the aforementioned metric. When written just on ~,the full Lagrangian does not have this classical form.
We now summarize the topics treated in this paper:
1. A treatment of infinite-dimensional degenerate Lagrangian systems (Sec. 2). A basic conservation law is given, similar to the nondegenerate case, which generalizes the classical conservation laws. 8 • 9 • 11 2. The introduction of the gauge groups '1' and !D and of the space '1' x !D x ~ as the configuration space for the Einstein system. The gauge groups <f and 1) are the analog for the dynamical formulation of the coordinate gauge group of the four-dimensional geometry.
3. A geometrical interpretation of the lapse and shift functions as the velocities canonically conjugate to the new configuration variables (~, TI) E <f x 1). 4 . A treatment of the Einstein system as an infinitedimensional degenerate Lagrangian system on a suitable subset of <f x 1) The quadratic nature of the Lagrangian on !D x ~ results in evolution equations quadratic in the velocities (X, h) which is analagous to the quadratic nature of the evolution equations for geodesics on a manifold and for hydrodynamics and the rigid body.
5. A derivation of the supplementary conditions for the Einstein system as conserved quantities (Secs.3 and 10), using conservation laws for degenerate Lagrangian systems and infinite-dimensional symmetry groups ('1' and !D), together with a preCise explanation of why the energy density for the empty space-time equations must be identically zero; cf. Misner. 4 6. The recognition of the central role played by the Lie derivative terms in the evolution equations. The use of Lie derivatives shows that these terms in the evolution equations are geometrically Simple and makes their geometric meaning transparent.
7. An interpretation of the shift vector field X t as generating a "rotation" of M and of the evolution equations as being the equations as seen by an observer in space coordinates. Using the notion of bodyspace tranSitions, we then show that if we can solve the equations for X == 0, then they can be solved for any X by integrating a system of ordinary differential equations (Corollary 4.1). Similarly, we give a geometrical derivation of how if one can solve the Einstein equations for N = 1, then they can be solved for an arbitrary N by integrating geodesic equations, again ordinary differential equations (Theorem 10.3).
A geometrical derivation of the Hessian term
Hess(N) in the Einstein system using generalized Gauss-Codazzi equations in coordinates which are not necessarily normal Gaussian (Sec. 8).
9. The interpretation of the lapse Nt as related to the tangent of the curve T t E '1' where Ttl the proper time function, can be interpreted as a change of time parameter for each point m E M from the canonical parameter of evolution to an arbitrary parameter of evolution (Sec. 10).
10. The introduction of a new object, the intrinsic shift Y of N, whose integration gives the rest of the Gaussian coordinate system (Theorems 10.1 and 10.2). The intrinsic shift is interpreted as the "tilting effect" of the coordinate system due to the spatial dependence of N.
DEGENERATE LAGRANGIAN SYSTEMS
In this section we study the notion of a degenerate Lagrangian system in the spirit of Ref. 8 . Degenerate Lagrangian systems have been used in some previous analyses of general relativity and are fairly common in classical mechanics (cf. Ref. 9). Here we shall treat such systems from the coordinate independent or global point of view. We are going to be working with spaces of maps, for example, the space of all Riemannian metrics~. For simplicity we assume that all such objects are Coo. Properly one should work with Sobolev spaces, but the modifications needed are fairly routine and do not involve any new physical ideas (see Refs. 10 and 11).
For our purposes we find it convenient to use the general ideas about Hamiltonian and Lagrangian systems as developed in Ref. 8 The action of L is defined by A:
and in finite dimensions it is the usual expression
aq'
Now given L, we say that a vector field Z on TB is a Lagrangian vector field or a Lagrangian system for L if the Lagrangian condition holds: 
Proof: By the chain rule, 
Here M is some fixed manifold, say Rn, u is a scalar or possibly tensor field on M and £ is a given scalar function with the indicated arguments. The space of the u's forms the manifold B and the Lagrange's equations can be converted to the usual Lagrange density form.
We next give the basic conservation law for Lagrangian mechanics. A key point is that the validity of the result is not affected by the fact that L may be degenerate. 
This is a straightforward check using the definitions.
THE EINSTEIN SYSTEM ON mr. (NO SHIFT AND NO LAPSE)
In this section we consider the Einstein system in Gaussian coordinates. Given this coordinate choice, the system is described by a nondegenerate Lagrangian formalism (cf. Refs. 2 and 3) which we now globalize using the language of Sec. 2. We choose as our configuration space mr., the space of all Riemannian metrics on a fixed compact three-dimensional manifold M. Thus mr. is an open convex cone in S2(M), the space of two symmetric covariant tensor fields on M.
Therefore for g E mr., Tgmr. = S2(M), and we can write
We equip mr. with an indefinite metric g, referred to as the De Witt metric, by setting for g E mr.,
where h'k = hijk ij , the dot product of hand k, and IJ.g
•. /\ dx n ) is the usual volume element associated with the metric g. Note that the space mr. has the feature, appropriate for general relativity, of having metric structures which do not depend on any particular Riemannian metric for the underlying manifold M. In other classical field theories, such as electrodynamics and hydrodynamics, it is necessary to specify a priori a metric on M. In general relativity such a specification is, of course, unnatural as it is precisely the metric structure of M that is evolving.
) is nondegenerate and the associated Lagrangian vector field exists and is given by
where (k x k);j = kilkl, the cross product of k and k, Sg(k) = k x k -t(Trk)k, and X = t«Trk)2 -k'k), the kinetic energy scalar. 
= 1rk'k ~ which implies k = 0 as the integrand is positive.
We first consider Lagrange's equation in the form
Letg t be a curve in ~ that satisfies go=g and ~flt=o=W ES 2 (M).
Then from the rule for taking partial derivatives,
Similarly,
By applying this rule, Lagrange's equation becomes
where we have used the fact that the derivative of the map
In coordinates this result follows from the formula
Since W E S2(M) is arbitrary, the integrands of (3.1) are equal and we get
where we are using the superscript-1 to mean that all indices are contravariant, and juxtaposition, like 
Eliminating Ilg gives 
Lowering the indices on k-1 by using
gives the result,
Finally we remark that Z is simply algebraic in g and k and is thus a smooth vector field on T~ and on The second order equation
in the second or velocity variable k; that is, for A E R, 
Tg*~ is a space of tensor-valued distributions.
We will denote by 1f the momentum canonically con- If we consider S2(M) Q9 p.g as the range of S; rather than Tg*~, then S; is onto, and its inverse
is given by
where 1f' is the tensor part of 1f = 1f' Q9 p.g' and (1f/)~
::: k, as we expect.
We now proceed to consider the gravitational potential of DeWitt and to compute its gradient with respect to the metric Si see the discussion following Proposition 2.2. Although the spray Z of S was simply algebraic, the gradient of the potential will be a nonlinear differential operator.
where R(g) is the scalar curvature of g, and set
Our k and L is minus twice DeWitt's3 so that our L is of the form kinetic energy minus potential energy and the kinetic energy enters with the classical factor t
Adding this potential to Loin Proposition 3. 1 adds a forcing or gradient term to the equations of motion, which we now compute. We include a positive scalar function N: M ~ R in the potential for later use (see Sec.8). 
as in the proof of Proposition 3.1, w~ get
A classical computation gives 16 :
where t>.f = -gijflilj = Laplace-Beltrami operator on scala~s, and where liliw = wijlilj = the double covariant dIvergence. Thus
Since M is compact without boundary, an integration by parts yields
and since w is arbitrary
Using S! to pull DV(g) E Tg*mL back to T~, we find
Rence,-gradV(g) = -2N Ric(g) + ~NgR(g)
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Combining Propositions 3.1 and 3.2 (and taking N = 1) gives
The vector field equations on If at t :::: 0, orr = 0, then this condition is maintained for all t for which the solution is defined, say It I < E,
Itl < Eo
Remark: Note that (01r)b is conserved whether or not (orr)b :::: 0 initially, but that JC(g, k)/Lg is independent of time only if orr = O. It is conceptually best to derive these conservation laws from general symmetry principles. We do that for the divergence condition in Sec. 6 using the symmetry group ~ == Diff(M). In Proposition 8. 
To show that (a/at) (ow)b = 0 we proceed as follows.
From Eqs. (3.2) and (3.4) we have
where H(g, w) :::: ~gg(S#(1T), g#(w» + V(g).
A computation in coordinates shows that
which is just Poynting's theorem. Here * is the Hodge star operator which maps k-forms into (n -k)-
forms. In this case we do not have (1i1T)b = 0 conserved; cf. Sees. 6, 7, and 8.
From Propositions 3.3 and 3.4 we find that a solution (gt, k t ) of whose Cauchy data (g 0' k 0) at t = 0 satisfies
. F I S C HER AND J. E. MAR S DEN
satisfies (e) for all tim.e t for which the solution exists, say It I < E, and hence also satisfies the truncated system of evolution equations
Solutions to the system (E) however need not be solutions to (Z), 'lor is it·a priori obvious that solutions to (E) 
Also, a direct verification shows that A computation similar to the one in Proposition 3.4 gives
Consider (3.9) and (3.10) as a first order linear homogeneous system of partial differential equations for (XfJ) and (01T)~. Then if XfJ g == 0 and (01T)~ = 0 at t == 0, (3. 9) and (3.10) imply XfJ g == 0, (01T)~ == 0 for all t for which (gt, k t ) satisfies (E). Hence (gt, k t ) satis-
We remark that the proposition also follows if we assume that sOlugons to (E) are unique. l4 Let (go k t ) be a solution of (E) 
gt is the time-dependent metriC with interval of existence (-E, E), is Ricci flat; that is, Einstein's empty space field equations hold. In coordinates the formula reads
where x a == (l,x i ). As we shall explain in Sec. 7, there are compelling reasons why we want to restrict our solutions to satisfy (e) in addition to the fact that only then do the solutions correspond to Ricci flat space-times.
Note that we are not postulating that the whole spacetime is of the form R x M; rather it is of the form (-EO, E) x M only in a tubular neighborhood of the initial hyperspace. As the metric evolves in time, the topology of the space-time structure could become more intricate. This global aspect in time is a difficult problem, closely related to the singularity problem, about which little is known.1 7 ,l9,20 The above construction is for a space-time in Gaussian coordinates goo == -1, g Oi == O. To get the most general space-time, we must modify the equations of evolution to include the shift and lapse function.
We shall deal with the shift and lapse separately since their geometrical meanings are quite different; but they can be handled simultaneously or in succession. When done together, one uses the semidirect product group structure on <[ x !D.
EINSTEIN'S EQUATIONS WITH A SmFT
If go. is nonzero and we write X == Xi == -gi j gOj (gij is the inverse of the time-dependent 3-metric gij) so that X is a time-dependent vector field on M, then the evolution equations corresponding to the metric In order to have a kinetic energy term which is quadratic, and to incorporate the shift vector field into the theory in a natural way, we enlarge the configura-
is the group of all smooth orientation-preserving diffeomorphisms of M. We can still regard the equations of Proposition 3.3 on !D x ~ by just ignoring the factor !D; namely, for X E T!D, (g, h) E T~ we have ag ar=h,
These equations come from a degenerate Lagrangian
not depend on X; thus, X can be specified arbitrarily. We give a less trivial extension of the Lagrangian L to !D x ~ shortly.
At this point it will be necessary to set out a few properties of the diffeomorphism group !D of our manifold M. We shall need only the most elementary aspects of this group, which can all be understood rather easily, as we shall explain. For the more detailed analysis, consult Refs. 7 and 10 and related references.
To begin with, !D is an infinite-dimensional manifold.
It is not a linear space, as M does not have a linear structure, but !D is locally like Coo functions; hence it is plausible that !D has the structure of a manifold modeled on a Frechet space of Coo (vector) functions.
What we would like to demonstrate is that the tangent space TT/<.D at a point T/ E !D is the set of smooth maps X1/ : M --7 TM which cover 1); that is, such that the following diagram commutes:
where T M denotes the canonical projection of TM to M. To see that XT/ is of the form described, let In a coordinate system, x = (x 1, ..
• ,x n ), this operation (1)-1) *g reads as follows: Let x i be the ith coordinate of x = T/(x)j we suppose for Simplicity that the coordinate chart is so large that T/ maps it to itself. Then the new g has coordinates in this system given by
Our conventions on the plaCing of the stars agrees with the convention in Ref. 
where Pos(M) is the bundle of positive-definite symmetric two-covariant tensors (not tensor fields) on M.
In the above realizations of (l as <.D x ~, the space ~ plays the role of the" Lie algebra" of (t, so that right pullback to the "Lie algebra" is given by gT/ 
the last equality follows from the invariance of L by the pullback action of !D (see Sec. 6).
We now explain why the Lagrangian L is quadratic in the velocities when viewed as a Lagrangian on !D x 'JfL, whereas it is not when viewed as a Lagrangian on 
[whereas L(XTJ,g, Ah) ;e A 2 L (XTJ,g, h) ]. Working on 'JfL alone, the fact that the shift is also a velocity (but not determined by evolution equations) is obscured; the nonquadratic nature of the Lagrangian on ~ is trying to tell us that the shift is a velocity variable or equivalently that !D should be considered as part of the configuration space.
We also remark that L is now a degenerate Lagrangian on !D x 'JfL, as the metric term is now degenerate. Thus we have achieved a quadratic Lagrangian but only at the expense of giving up a nondegenerate one and also giving up well-defined equations of motion (see Sec. 2). Although it might appear that the price we have had to pay for the exchange is too great, this is not true. The degeneracy leads to an arbitrariness in the evolution equations which allows precisely for an arbitrary specification of a motion of M, that is a curve 17t E !D, or its generator, the shift vector field Xt· Using L and Proposition 2.4, the equations of motion may also be transferred to !D x ~. For any curve 17t with d17/dt = Xto 17t, a possible Lagrangian vector field for L is given by the equations
Note: The expression for L may be written (intrisically) directly on the manifold a.
As a corollary, we get a simple method for solving the equations with a general shift X t if the solution for X == 0 is known. Then the solution of the Einstein system with N = 1 and shift X t and the same initial conditions (go, k 0) is given by
To prove the corollary, we need a lemma. 
Proof: Let X t be the generator of 'l]t and Y t the generator of 'TIt-I.
where
the generator of the flow 1)t-1 • From Lemma 4.1, for
where the second equality follows from the fact that Ly g is a tensor and hence commutes with push forw:lrd in each of its arguments; in coordinates this is just covariance with respect to coordinate transformations.
Note:
We have given these details because care is required when working with time-dependent vector fields X t • Indeed X t is not invariant under its own flow •• Proof of Corollary 4.1: By the lemma we get
Similarly, 
so that now the equations depend on 1)t explicitly, which is not natural.
THE EINSTEIN SYSTEM IN SPACE AND BODY COORDINATES
Interestingly enough, it is possible to interpret the Einstein system (E) in terms analogous to the concepts of space and body coordinates used to describe the motion of a rigid body or of a fluid in hydrodynamics. of the angular momentum L == I· w of a rigid body as observed in space coordinates.
The Eulerian derivative is the total time derivative of the fluid velocity as the fluid moves around in space. Although it is the time derivative of the velocity with respect to an observer who is moving with the fluid, it is expressed in terms of quantities referring to points fixed in space; that is, it is the total time derivative of the fluid as seen by an observer fixed in space. We say that an observer moving with the fluid is in body coordinates, or is "on" the fluid, and an observer fixed in space is in space coordinates, or is "off" the fluid.
We now wish to investigate further this analogy of general relativity with hydrodynamics in which the .2) are just the evolution equations of (E) with lapse N = 1.
CONSERVATION OF THE DIVERGENCE CONDI-TION
In Proposition 3.4 we saw that the divergence condition is maintained by the Einstein equations. Now we want to give a more natural geometric proof of this fact using general symmetry methods.
The idea is extremely simple and goes as follows. Group :.D acts on ~ by g H (1}-1 )*g as we have seen before. We assert that this action is a symmetry for our Lagrangian L (g, h) = ~gg(h, h) -V(g) and that the corresponding conserved quantities, computed according to Proposition 2.3 give us the desired conservation law.
Of course by Corollary 4.1 it is enough to show this for X = 0; we get the corresponding result with a shift immediately (and for a lapse too using the results below). Note that 01T' must be taken with its index down, that is, regarded as a one form, in order that its contration with Z does not involve the metric. Note that we have shown (01T)b is conserved even if (o1T)b is not zero at t = 0, although this is not true for Ii «Trk)g -k) because of the ILg term (see also Ref. 19) . This is for the full set of Hamiltonian equations as in PropOSition 3.3. For the truncated system it is necessary to require that 01T and JC both be zero at t = 0 as we saw in PropOSition 3.4. Geometrically, o«Trk)g -k) = 0 on ~ means that k is perpendicular to the orbit of :.D through g (perpendicular in the DeWitt metric). This is exactly a restatement of the condition Sg (k, L zg) = 0 for all Z. (g, k) starts off perpendicular to the orbit through g, it must evolve in such a manner that it remains perpendicular to the orbit. If a shift is present, we measure perpendicularity by the DeWitt metric on ~ x 'JIl.. In the metric 9 (".), this means that gt, rather than proceeding perpendicular to the orbits, also "slides along" the orbits; this sliding is determined by the flow of the shift vector field.
Thus the conservation of o«Trk)g -k) means that if
We also remark that
where LXllg = (divX)IL g , divX = -oX = Xiii' Thus the Lie derivative of a tensor density has the extra divergence term (divX)1T' in it. Comparing this with the evolution equations in Arnowitt, Deser, and Misner 2 reveals the last three terms in the equation for a1T/at as Lx1T.
In summary, we have proven: In other words, the divergence condition results precisely from the spatial coordinate invariance of our Lagrangian. One can Similarly work out laws for other coordinate invariant theories which are built on tensor or vector bundles other than S2(M").
THE EINSTEIN EQUATIONS WITH A LAPSE
We have just seen that the shift vector field X has a simple geometric interpretation and the solutions to the modified Einstein equations are related to those with zero shift in a very simple and geometrically transparent way. The lapse function is more interesting and a bit more intricate. In dealing with the lapse we may assume the shift is zero. Here A EO TtR is now a velocity, and so I is homogeneous of first order in the velocities. r is defined just on the subset where A '" O. This r is degenerate and its base integral curves are obtained from those of L by suspending them in R x B with an arbitrary change of parametrization (reflecting the degeneracy). Physically, the time has changed roles from being the evolution parameter of the system to a coordinate in the extended configuration space; one is then free to choose an arbitrary evolution parameter for the system.
With this classical example in mind, we thus extend
Recall '1' is the space of smooth functions ~ : M ---> R,
and we denote elements in the tangent space by Now we come to a somewhat surprising result. This is that, when we extend L to T ('1' x mt) as above, the Lagrangian vector field need not exist at every point of T ('1' x mt) . In fact, in the next theorem we shall see that we are forced to restrict to the set on which JC is identically constant. The result is quite general for any Lagrangian system, although we deal explicitly with the case at hand. This provides the explanation of why JC must be identically constant (generally taken zero) rather than just the total integrated energy being conserved; cf. Misner. 4, 2 Sachs 15 has pointed out that in some dust models, JC can be a nonzero constant. Observe that JC is the total Hamiltonian governing the evolution of all quantities in the theory. For instance in the presence of an electromagnetic field, JC = -Goo + ToO is the energy governing the evolution of both the gravitational and electromagnetic fields. For a physical solution JC = 0; the hypothesis (ii) in the theorem below means physically that our system is relativistic in the sense that one cannot physically distinguish between the vari0us spacelike hypersurfaces. If there are given a priori sources or other "painted on" external fields present, such as the velocity field of a fluid or an electromagnetic field, one can physically distinguish the various hypersurfaces and the hypothesis (ii) will not hold. N, g, h) and that N be arbitrarily specifiable, that is, that the "degenerate direction" is all of '1', it is necessary that for any curve (W), N 
(t), get), h(t» tangent to Z, we have (a/at){JC(g, h/N){l8} = 0, where JC(g, h/N) = M(Tr(h/N»2 -(h/N)' (hiN)] + 2R(g).
Proof: (i) In general the relation between Z and L is the Lagrangian condition on TB (see Sec. 2), If we let Z = (Zl' Z2) locally on T B, this condition reads as follows: For all e l' e 2 we have
These split up into two conditions: 2 'e (7.1) and A. E. F IS C HER AND J. E. MAR S DEN
In general, we cannot conclude from (7.1) that
Now let us turn to the case at hand. Let us incorporate Mg into £ so we can briefly just write
We also suppress the fact that £ depends explicitly on DK,D2g, which is irrelevant for the present discussion.
Using obvious notation, the derivatives of L are easily worked out to be the following:
= derivative with reseecJ to the velocity variables
g, N, h)' (N, h)' (N, h)
Note that in the computation of the second derivative of L with respect to the velocity variables, two pairs of terms canceled out. Now let us use this expression to write out condition (7.1). Let us write 
Condition (7. 2b) is just the condition for Lagrange's equation for hlN = k which we work out in Theorem 8.1 below.
For now we want to focus our attention on the nontrivial condition (7. 2a). Since we are supposed to have complete degeneracy in '.t, N is arbitrary, so
Let us take a curve (W),g(t), N(t), h(t» tangent to Z
which we suppose exists. Then (7. 2c) just says that
This proves the theorem .
•
We shall continue this investigation by shOwing how to construct Z in the next section.
CONSTRUCTION OF THE EQUATIONS FOR A GENERAL LAPSE
In view of the results of Sec. 7 and the discussion of Sec. 1, we introduce the following "constraint" subset Since ultimately N will be specified in advance, it is useful to think of e as a subset of T'JTL. Unfortunately, at pOints g of e which admit a nontrivial isometry group, e does not seem to be a manifold. This is 561 analogous to the nonmanifold structure of super- (N,N,g,h) , k =~,
Moreover, an integral curve of these equations which begins in e remains in e. The Hessian term is a nonlinear coupling between N and g. However, we again assert that the solution for a general N may be obtained from a solution for N = 1 by integrating a system of ordinary differential equations. This is explained in Sec. 10.
There is another interesting way to see that one has (ojot}(JCj.l) = 0 for any theory invariant under the full relativistic time translation group '1'. This is an alternative approach to that used in 7. 1 although it is not detailed enough to allow for the construction of the equations of motion. It does, however, provide a group theoretical argument for the relationship between (o/at)(JCg ) = 0 and time translation invariance (in the relathfi.stic sense).
Proposition 8.1: Let.c be any Lagrangian density on ml (or any function-space for that matter) with extension to £ on T('1' x ml) as defined in Sec. 7 . Suppose has a Lagrangian vector field Zon some subspace e c T ('1' x ml) . Let e be invariant under relativistic time translations (see below), and let integral curves of Z map e to e. Then along such integral curves, (o/at)(JCj.l) == o.
Proof: '1' is a vector space and as an additive groull, acts on '1' x ml and e in a natural way. For ~a E '1' we get a map of '1' x ml~ '1' x ml by (~,g) H (; + ;o,g ). There is a corresponding one parameter group 4>t(;,g) = (; + t;a,g). This is generated by the vector field (~,g) ~ (~a' 0). Now the tangent action of 4>t leaves L invariant, since T4>t(~,N,g,h) = (~ + t~a,N,g,h) and I depends only on N, not on ~. Thus we may apply Proposition 2. 3. By a straightforward computation, we find that the fiber derivative is given as follows:
Thus with (Ft, h) = (~o, 0) we conclude from proposition 2. 3 that is a constant of the motion. Since ~o is arbitrary, the result follows.
• Observe that JC is not the energy density for I but rather is that for L. Since I is homogeneous, its associated energy function is identically zero; since WE is degenerate, this does not imply trivial equations We prefer the proofs we have given for the maintenance of the supplementary conditions since they are natural consequences of the Hamiltonian structure of the evolution equations and their dynamical symmetries. Moreover, in this approach we need not rely on identities in the corresponding four geometry.
RELATIONSHIP WITH THE FOUR GEOMETRY
In this section we establish the equivalence between the Einstein system (E), with a given lapse Nt and shift Xt, for the evolving three geometry gij and the Ricci flatness of the Lorentz metric gL constructed on 1 x M [1 = ( -E, E)]; the metric gL is obtained by decreeing that (l/N,X/N) be a unit timelike vector field on 1 x M orthogonal to the {t} x M hypersurfaces. To satisfy this condition, we construct gL from gt, Xt, and Nt as follows:
In coordinates, this formula reads A. E. F I S C HER AND J. E. MAR S DEN where x a = (t, x i) and Xi = gi)(i. We are assuming that X t has length less than Nt which means that our observer has velocity less than that of light, relative to a Gaussian reference system. Theorem 9.1: Let X t and Nt be a given lapse and shift. Then a curve gt E ~ satisfies the system (E) with lapse and shift Nt and X t if and only if the Lorentz metric gL constructed above is Ricci flat; Le.,R a13 = o. The proof of Theorem 9.1 is based on a decomposition of the Riemann-Christoffel curvature tensor in terms of quantities associated with an embedded hypersurface. Four of the equations are the GaussCodazzi equations which relate the curvature tensor of I x M to the curvature tensor and second fundamental form S of the embedded hypersurface M. The other six equations involve more than the geometry of M and S; they depend also on a family of embeddings. A convenient reference for this result is Yan0 21 Chap. 5; see also, Abraham, 22 Sec. 9. For the purposes of this paper we shall translate the formulas into coordinate notation. In dOing this we choose a coordinate system in which the t-axis is normal to the hypersurface M; in other words, we assume that the unit timelike normal is of the form 
where all covariant derivatives are taken in the metric on M.
Proof: The decomposition (ii) is the Gauss equation (Yano,21 p. 94) 
4R(X,Y,U,W) = 3R(X,Y,U,W) + [S(X,W)S(Y,U) -S(Y, W)S(X,
U
. Z) = vyS(X, U)-vxS(Y, U).
The decomposition (i) involves the .geometry of M, S, and the family of embeddings (otherwise a Si/a t has no meaning). The decomposition (i) may be deduced (by a long computation) from Abraham 22 Sec. 9, but we can also give a direct proof as follows. Now we can write 
Now by definition
where Z == «l/N)(a/at), 0), X = (0, a/axil, Y = (0, a/axil. Now one easily computes the following:
and finally since [X, Z] In terms of
Proof of Theorem 9. 1: We prove 
where we have used decomposition (ii) as well as (i). This gives the required equation for ok/at.
Similarly using decomposition (iii) we have 0 = 4Roi
= -~o(k -(Trk)g), which gives the divergence condition.
Finally using decomposition (i) again, we have
If we now substitute the equation for ok/at in this expression, it simplifies down to ~N2 Je(g, k)
= 2N2[X + 2R(g)) so we get the energy condition.
The converse of the theorem is proved by retracing the steps ••
THE INTRINSIC SHIFT VECTOR FIELD
In this section we study the relationship between solutions of the Einstein system (E) with the same Cauchy data but with different prescribed lapse functions. We suppose that we have a solution (gt' k t ), The above problem is well known to be equivalent to finding the Gaussian normal coordinates for the
What we wish to do is geometrize this situation a bit. 
where the Hamiltonian H= ~gfi"PiJPv' There is another way of looking at the lapse function which has been given by Let gIl = gij be gt in contravariant form and let 
Remark: Note that in order that g-1 remain positive definite,
../1 + II grad 7 t 11 2 ) This holds at t = 0 and so will hold for some t-inter- 
and 
We claim that by a simple trick this program can be carried out by solving for the Gaussian coordinates of a suitably altered space-time. Since S(M) is not a manifold, it is awkward to use s(M) as the configuration space for a dynamical system. This difficulty becomes apparent as soon as we try to construct the tangent bundle T(~/:D), the velocity phase space. It is probably possible to give meaning to T(mL /!D) by taking limits of tangent spaces and using the notion of tangent cones. However, the singularities of S(M) would then be severely compounded.
A way to short circuit this approach is to define as the superphase space not T(mL/!D), but rather
the orbit space of the action Thus if we could construct a dynamical system on TJrr/!D directly, it would be independent of the shift.
Note that TmL/!D is not equivalent to T(~/!D
We also remark that if we define (111) g 1) E !> x ~ to be equivalent (= "') to (112,g2) E!> We now wish to incorporate the lapse function into the picture. For nonrelativistic classical field theories, there is a canonical parameter of evolution, namely the time t. For covariant relativistic field theories in general, and for general relativity in particular, the proper time T plays the role of a canonical parameter of evolution. In order to maintain covariance, however, one must allow for an arbitrary reparameterization of this evolution parameter. This reparameterization may also depend on the space points of the field. It is because of this possible space dependence of the change of parameter that Wheeler refers to time as a many fingered entity; this is associated with the DiracTomonaga-Schwinger many time formalism for quantum field theory.
Another well-known implication of covariance is that a covariant field theory when expressed in a dynamical formulation must be degenerate. This situation comes about because the resulting dynamics must be able to be summed up as a tensor field on a four dimensional manifold V. Each slicing of V, therefore, gives rise to a different dynamical system all of which are equivalent in the sense that they lead to the same tensor field on V. As the dynamical formalism must take into account this arbitrary slicing, it must be degenerate. In this paper the introduction of T accounts for this arbitrary slicing of a space-time; !> takes into account the possible coordinates in each slice. Let V = I x M, and let Let (gt, 1<t) be a solution of (E) with X = 0, N = without the use of the space <1.
CONCLUSIONS AND F1JRTHER WORK
In this paper we have attempted to clarify the Hamiltonian structure of the Einstein equations and to achieve a clear understanding of the geometrical roles played by the lapse and shift functions. We feel that we have gained a more natural form for the phase space of general relativity by introducing the groups!> and T. For example, by enlarging the configuration space from ~ to T x !> x ~, the lapse and shift functions may be incorporated into the dynamics as dynamical velocities. Moreover, we showed explicitly how one can obtain solutions for any lapse or shift from the trivial ones N = 1, X = 0 by integrating a system of ordinary differential equations.
In connection with the lapse, we introduced a new object, the intrinsic shift, which takes into account the spatial shifting of the {t} x M hypersurfaces when mapped into 7 = constant hypersurfaces.
We feel that the introduction of the groups!> and T helps to properly understand the basic conservation laws for orr and JC as a consequence of dynamical symmetries. On the other hand, we are forced to accept a degenerate Lagrangian system. This degeneracy is present and is perfectly natural when one considers any covariant field theory from a dynamical point of view.
Some work which remains to be done is to explore whether or not the procedure presented here helps to clarify any of the difficult quantization problems. However, preliminary indications are that quantization problems run much deeper. For example, in the usual quantum theory of fields one deals with equations of the form D</> + F(</>} = 0, for definiteness say D</> + xcp3 = m 2 </>. As a classical partial differential equation, this equation is semilinear, as the highest order derivatives occur linearly, the nonlinearity occurring only in the </>3 term. As is well known, a rigorous and complete quantization of such equations is very difficult and, in fact, has not yet been achieved for four-dimensional space-times. In relativity, the basic structure of the evolution equations is quite different. Let us, for example, neglect the fact that the equations for a space-time are a system of partial differential equations. Then, roughly speaking, the "scalar analog" of the evolution equations is the quasilinear equation </>O</> + II grad</> 112 = 0, grad</> = ga8(a</>/ax ct }. Now </ > itself is involved in the coefficients of the operator </>0. Also, the equation involves nonlinear derivative coupling terms. Very little is known about the quantization of such an equation. Moreover, the equations for relativity are much more involved, as they involve a system of quasilinear equations, the components of which are very badly mixed in the highest order (unless one chooses the harmonic coordinate condition) and first-order derivative terms. Thus, a complete quantum theory of general relativity seems quite far away.3,24
In aforthcoming paper 18 ,14 we shall be fOCUSSing our attention on problems of existence and uniqueness of
INTRODUCTION
Quantum mechanically it is convenient to define the phase cP of the harmonic oscillator indirectly by defining the" cosine" and" sine" operators C and S, which correspond to coscp and sin¢ in the claSSical limit. The operators C and S found do not commute, i.e., the coscp and sincp cannot be measured simultaneously. It is therefore interesting to find the normalizable states, which minimize the uncertainty product (AC)2. (AS)2 of C and S.
It was proved in Ref. 1 and was noted in further research 2 ,3 on the quantum mechanical oscillator phase problem that there exist no normalizable states that minimize the uncertainty product (AC)2. (AS)2. This result is correct in the sense that for these states the inequality (AC)2(AS)2 ~ {«1-p)/2)2 becomes an equality and, moreover, (1 -p)2 becomes a greatest lower bound.
We have shown in a previous work,4 using methods of the spectral theory of bounded operators, that normalizable states minimizing the uncertainty product (AC)2'(AS)2 do exist in the sense that the above inequality becomes an equality.
In the present work we determine these states and find some of their physical properties. Moreover, we classify the normalizable minimal uncertainty states and characterize, both mathematically and phYSically, the states that have properties analogous to those of the well known coherent states.
In Sec. 2 we present some general properties of the normalizable minimal uncertainty states and the "minimal uncertainty sequences" of states for arbitrary noncompatible observables A and B. We note that the knowledge of the point spectrum and the continuous spectrum of the non-self-adjoint operator A + iyB is sufficient for the determination of the expectation values of A and B in the corresponding states. The determination is exact in the case of the point spectrum and apprOximate in the case of the continuous spectrum. In addition we characterize mlrthematically the states that have properties analogous to those of the coherent states.
