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Introduction
Thermodynamic formalism for deterministic topological Markov shifts with finite number of states originates from the work in [25] , [27] and [3] . More recently, the theory has been extended in [28] - [30] and [22] to countable Markov shifts. In the noncompact situation there is no variational principle with respect to topological pressure defined in the standard way. Another quantity, called the Gurevich pressure, turns out to be more appropriate as it satisfies the variational principle and the thermodynamic formalism can be adapted to it, as well. Relative thermodynamic formalism for random dynamical systems on compact sets has been developed in [14] , [20] and [4] (see also [19] and references in there), and in a slightly different context in [7] . In particular, random Markov shifts with a finite number of states are included.
In this paper we continue to develop the theory. First, the relative (fiber) Gurevich pressure for random countable topologically mixing Markov shifts is introduced as the exponential growth rate of the partition functions on cylinders at times of returns to the cylinder. It turns out that this number is independent of cylinders, thus the relative Gurevich pressure Π G (φ) is well defined. This construction is summarized in Theorem 3.2.
Π G (φ) can be alternatively obtained as the supremum over the relative topological pressure of finite state random subshifts (cf. [17] ). This result is Theorem 4.1, which in turn is used in the proof of Theorem 4.2 on the relativized variational principle. Here it is shown that the relative Gurevich pressure is the supremum of h (r) µ (T ) + φdµ, where the supremum extends over all T -invariant measures µ and where the first summand denotes the relative entropy of µ with respect to T .
Following [29] , a potential φ is called positively recurrent if the partition functions behave like the product of the relativized eigenvalues. These eigenvalues are defined by the Perron-Frobenius operator and are functions on the base probability space. For such potentials it is shown in Proposition 5.1 that the Gurevich pressure has another representation as the expected logarithm of this random eigenvalue. The eigenvalues are related to the relative Ruelle-Perron-Frobenius operator assuring the existence of generalized eigenfunctions. These eigenfunctions will produce invariant fiber Gibbs measures provided there are eigenmeasures for the dual operator. The main theorem on the existence of eigenmeasures and eigenfunctions is 5.2. Its proof, including uniqueness, is carried out in the following sections.
A major part of the present paper is devoted to the construction of these eigenmeasures, called random Gibbs measures. Here we do not follow the randomized version of the deterministic construction principle in [28] , but prefer Patterson's method, first developed in [26] . We give a randomized version of the Patterson construction and combine it with a new argument to show relative tightness of the fiber measures. Here we use Crauel's refinement of Prohorov's theorem (see [5] ) to the random case. The method of proof, adapted to the deterministic case, also provides some new insight into the proofs in [28] - [30] .
These two facts, the existence of Gibbs measures and eigenfunctions, can be called the starting point of thermodynamic formalism for random countable Markov shifts. In the case of random finite shifts the thermodynamic formalism was used in [16] to study random fractals, in particular, for computation of Hausdorff dimensions of random attractors and random Gibbs measures, and so it is natural to apply the results of this paper to constructions of random fractals via infinite random iterated function systems which in the deterministic case was done in [13] and [21] - [23] . Another application we have in mind is the study of recurrence properties of Markov chains with random stationary changing transition probabilities and countable state space beyond the random Doeblin property framework which was considered in [17] . Recurrence properties of such Markov chains were studied by several authors (see [24] and references there) but from a completely different viewpoint.
Section 6 contains the construction of the fiber Gibbs measures (see Theorem 6.1). The key point in the construction is Proposition 6.4, which ensures the existence conditioned on a tightness condition for approximating measures on fibers. The tightness itself is shown in Proposition 6.7 using Crauel's random Prohorov theorem in [5] .
In a last section we investigate uniqueness properties of (relative) Gibbs measures and eigenfunctions. It turns out that Guivar'ch's definition of relative exactness (see [12] ) plays a crucial role. We first show that the random Markov chain is conservative and ergodic (Proposition 7.3). Next it is shown that it is relatively exact under any Gibbs measure with (relatively) locally Hölder continuous potential (Proposition 7.4). The proof is adapted from [1] . The uniqueness of the random Gibbs measure is a consequence of the general principle that under weak distortion every two Gibbs measures (for the same potential) have to be equivalent, hence uniqueness follows from ergodicity (cf. [32] ). This is shown in Theorem 7.5 and its proof. In particular, the characterization of relative exactness (Proposition 7.1) then implies that the random eigenfunction is unique.
Finally it should be pointed out that we are dealing with random dynamical systems where the base transformation is invertible and ergodic. It is straight forward to drop the assumption of ergodicity; in order to drop the other assumption, one needs to overcome some unpleasant new phenomena as explained in [7] , where it is shown that Gibbs measures can only exist for certain potentials (although equilibrium measures exist).
Due to the random setting the notation becomes a bit overloaded, for which we apologize, but we still hope that the reader will find his way through. We shall set up the notation in Section 2, Section 3 contains the proof of the existence of the Gurevich pressure. The variational principle is obtained in Section 4 and the relative version of the Ruelle-Perron-Frobenius theorem in Section 5. The construction of Gibbs measures is carried out in Section 6, and exactness and uniqueness are proved in Section 7.
Preliminaries
Let (Ω, F, P ) be a probability space and θ : Ω → Ω be a P -preserving ergodic invertible transformation. Our setup consists also of a N ∪ {∞}-valued random variable = (ω) > 1, the sets S(ω) = {j ∈ N : j < (ω)} and measurably depending on ω matrices A ω = α ij (ω), i ∈ S(ω), j ∈ S(θω) with entries α ij (ω) ∈ {0, 1}. Introduce the shift spaces
which we assume to be nonempty, together with the left shifts T ω : X ω → X θω acting by T ω : (x 0 , x 1 , x 2 ...) = (x 1 , x 2 , ...). We view X ω as measurable spaces taking them together with the Borel σ-algebras B ω with respect to the product topology on the space of sequences when on each factor the discrete topology is chosen. Denote also by T the skew product transformation acting on X = {(ω, x) : x ∈ X ω } (which becomes naturally a measurable space, as well) by T (ω, x) = (θω, T ω x).
The pair (X, T ) will be called a countable random Markov shift. Observe that
.., a n−1 ] ω = {x ∈ X ω : x i = a i , i = 0, 1, ..., n − 1} which is called a cylinder set of length n and the set of such cylinders we denote by γ n−1 ω . Remark that {[a] ω , a ∈ S(ω)} forms a natural partition of X ω into the 1-cylinders. We assume throughout this paper that Ω a = {ω : (ω) > a} = {ω : [a] ω = ∅} and that P (Ω a ) > 0 for all a ∈ S which is a countable or finite set whose elements are successively numbered and without loss of generality we can disregard all other a with P (Ω a ) = 0.
We say that the shifts T ω are topologically mixing if for any a, b ∈ N there exists an N-valued random variable
e. for such a and b the ab-element
r (x, y) = r ιω(x,y) which provides a metric on X ω compatible with the product topology. For each function φ :
.., n − 1}. We say that φ is locally fiber Hölder continuous if there exists a random variable κ = κ(ω) ≥ 1 such that log κdP < ∞ and for any n ≥ 1,
Introduce a random version of the Ruelle operator by
and set φ n = n−1
where R n ω (x) = {a = (a 0 , ..., a n−1 ) : ax ∈ X ω } and ax = a 0 ...a n−1 x 0 x 1 ... is the concatenation of a word a and x.
For every pair of cylinders [a 0 , ..., a n ] ω ⊂ X ω and
denotes the set of all cylinders of length k that are included in
We will need the following simple result.
2.1. Lemma. Let φ : X → R be locally fiber Hölder continuous as above and set
Then for P -almost all ω (P -a.a. ω), (2.1) B ω n < ∞ and for any n ≤ m,
and C n+m ω
If in addition κ is integrable, then log B ω n dP < ∞.
Proof. Since log κ is integrable then κ(θ −k ω) may only grow in k subexponentially which together with (2.5)
Proof. If the right hand side of (3.1) is zero then it is easy to see that one of the factors in its left hand side is zero too. If all three terms in (3.1) are not zero then (3.1) follows from (2.4).
Then by the Kac lemma (see §5 in Ch.1 of [6] ),
a,N dP = 1 and, in particular, n
a,N < ∞ P a,N -almost surely (P a,N -a.s.). In fact, n
a,N < ∞ P − a.s. in view of the ergodicity of θ which implies that P (
3.2. Theorem. Let (X, T ) be a topologically mixing countable random Markov shift and φ be a locally fiber Hölder continuous function such that
Denote by P a,N the normalized restriction of P to Ω a,N . Then for P a,N -a.a. ω ∈ Ω a,N the limit
exists and it is constant P a,N -a.s. Furthermore, the limit in (3.3) is the same for all N large enough, it does not change if we replace a by any b ∈ S and it will be called the relative (fiber) Gurevich pressure of φ. Moreover, for any a, b ∈ S and N large enough for P a,N -almost all ω ∈ Ω a,N ,
Proof. Observe, first, that by the last assertion of Lemma 2.1 the integrability of log B ω 1 follows if we assume the integrability of κ. Next, set Ω
Since θ is ergodic we have that
Hence, by (3.2),
where I Γ (ω) = 1 if ω ∈ Γ and = 0, otherwise. Similarly,
so that Θ a,N is the induced transformation of θ on the set Ω a,N (see §5, Ch. 1 in [6] ). Then by Lemma 3.1,
Then for any m ≥ N and each ω ∈ Ω a,N , (3.5) , (3.6) and (3.8) that for all l = 1, 2, ...,
Since log B ω 1 is integrable by (3.2), we have also that P a,N -a.s.,
Hence, by Theorem 4 in [11] (see also Theorem 2 in [31] ) the limit (3.9) lim
exists P a,N -a.s. and in L 1 (Ω a,N , P a,N ) and the functionq a,N defined on Ω a,N is Θ M a,N -invariant. Since θ is ergodic and Θ a,N is its induced transformation then Θ a,N is ergodic too (see §5, Ch. 1 in [6] ), and so P a,N -a.s. the limit
exists and it is not random. Therefore, P -a.s., Hence, the limit in (3.11) does not depend on M ≥ N with P a,N -probability one, and so we can denote it byΠ a,N (ω). ButΠ a,N is Θ M a,N -invariant for all M ≥ N which implies thatΠ a,N is Θ a,N -invariant. Since Θ a,N is ergodic as an induced transformation of θ we obtain thatΠ a,N is constant P a,N -a.s.
Let lN ≤ j < (l + 1)N . Then by (3.1),
Since n
and (3.14) log Z
We conclude from (3.2), (3.5) and (3.11)-(3.14) that P a,N -a.s.,
where we use the standard fact that if |ϕ|dP a,N < ∞ then lim j→∞ j −1 ϕ(Θ j a,N ω) = 0 for P a,N -a.a. ω ∈ Ω a,N . Now observe that for N > N the sequence {n
It follows thatΠ a,N =Π a,N for N > N . Hence,Π a,N does not depend on N and we obtain that P a,N -a.s. the limit in (3.15) is equal to some constantΠ a independent of N .
Next, we prove thatΠ a =Π b for any b ∈ S. Indeed, by (3.1),
Then by ergodicity of θ we can choose k ≥ N and m ≥ N so that
Then for all ω ∈Ω a,b,N ∩ θ −kΩ b,a,N except may be for a set of ω's having zero P -probability the sequence {k +n
..} and the sequence {n
, divide both parts of (3.16) by l j and let j → ∞. Then taking into account (3.2), (3.5), (3.6), (3.8) and the fact that (3.15) holds true and the limit there does not depend on N and ω both for a and b we obtain from (3.16) thatΠ b ≤Π a . By the symmetry of a and b we have also the inequality in the other direction concluding thatΠ a =Π b which enables us now to denote this common value by Π G (φ).
It remains to derive (3.4). By (3.1),
As above we choose N large enough so that
Then by ergodicity of θ there exists m ≥ N such that
Similarly to above, dividing (3.18) by n, taking there n =n
b,a,N (ω) and letting j → ∞ we obtain in view of (3.2), (3.3), (3.18) and (3.20) that P a,N -a.s.,
Similarly to (3.5) we obtain that (3.24)
Observe that n
and so we derive from (3.2) that P -a.s.,
By (3.24) we have also that for allω ∈Ω b,a,N ∩θ −m Ω a,N except may be for a subset ofω's fromΩ b,a,N ∩ θ −m Ω a,N having zero P -probability,
Observe that for any subset U ⊂ Ω a,N with P a,N (U ) > 0 we have also that P (Θ b,a,N U ) > 0. Indeed, the former implies that there exists k such that
It follows that (3.26) holds true for P a,N -a.a.ω ∈ Ω a,N . Now, dividing (3.22) by n
b,N (ω) and letting i → ∞ we derive from (3.21)-(3.26) (the latter considered for P a,N -a.a.ω) that P a,N -a.s.,
Next, we show that P a,N -a.s.,
which together with (3.27) yields (3.4). First, we choose N large enough so that P (Ω a,b,N ) > 0 and P (Ω b,N ) > 0 and then by ergodicity of θ we pick up m ≥ N so that
a,b,N (ω) + m, letting j → ∞ and arguing as above we obtain, first, that P a,N -a.s.,
a,b,N (ω) + m and proceeding as above in (3.22)-(3.27) we arrive at (3.28), completing the proof of Theorem 3.2.
Variational principle
Let L be the set of random variables ℘ with values in N and such that ℘ ≤ and
θω , which is the (℘(ω) − 1) × (℘(θω) − 1) upper left block in the matrix A ω , and denote
Employing again the left shift
θω we arrive at a random subshift of finite type with compact fibers X (℘) ω , ω ∈ Ω if we take the product topology on the sequence space and the discrete topology on each S (℘) ω which is compatible with the metric d ω r introduced at the beginning of Section 2. Denote by π (℘) (φ) the fiber (relative) topological pressure of the skew product transformation T :
(see [18] ).
4.1. Theorem. Let (X, T ) be a topologically mixing countable random Markov shift and φ be a locally fiber Hölder continuous function such that the conditions of Theorem 3.2 hold true. Then
When the set of cylinders of length n + 1 starting at a and ending at b which appears in braces is empty we setẐ
.
It follows from Proposition 1.6 in [18] that with probability one,
Set Ω (℘) l = {ω ∈ Ω : ℘(ω) ≤ l} and assume that l is large enough so that P (Ω
Then, of course, the above limit equals again π (℘) (φ) with probability one if we take it along the subsequence n j = κ
.., and so the above limit equals π (℘) (φ) with probability one if we take it along the subsequence
.. in place of n = 1, 2, .... Then there exists a subsequence j i , i = 1, 2, ... and some a and b such that with positive probability
we derive from here and Theorem 3.2 that
In order to prove the inequality in the other direction fix ε > 0 and relying on Theorem 3.
which is a subsequence of n
if the set of n-cylinders appearing in braces is nonempty (which holds true if we choose first n ≥ N aa (ω) and then pick up M (ω) large enough) and we set Z ω,M n (φ, a) = 0, otherwise. Now, observe that for P -almost all ω ∈ Ω a,K,B there exist
−j1 ω and, recursively,
(φ, a, a) and the latter was introduced at the beginning of the proof. Sincen
Then taking here log, dividing byn (N K) (ω), letting N → ∞ and taking sup over ℘ ∈ L we obtain from above that
taking into account thatn (K) (ω) ≥ K for all ω. Since ε and K can be chosen arbitrarily small and large, respectively, we obtain the required inequality which together with (4.6) completes the proof of Theorem 4.1.
The following result is the fiber (relative) variational principle for a class of random infinite topologically mixing Markov shifts considered in this paper.
4.2.
Theorem. Let (X, T ) be a topologically mixing countable random Markov shift and φ be a locally fiber Hölder continuous function such that the conditions of Theorem 3.2 hold true. Then
where h (r) µ (T ) is the fiber (relative) entropy of T (see [18] and [19] ) and M T (X) is the set of T -invariant probability measures on X with the marginal P on Ω.
Proof. By Theorem 4.1 for any ε > 0 we can choose ℘ ∈ L so that (4.14)
The shift T acting on X (℘) has compact fibers, and so we can apply to it the theory described in [19] . Since T is, clearly, fiber (relative) expansive (see [19] [19] ), and so there exists a T -invariant probability measure µ = µ (℘) φ on X (℘) , which can be trivially extended to the whole X, such that
It follows that
In order to obtain the inequality in the other direction we will show that
ω ) which is the (finite) σ-algebra generated by the partition α
ω } which is a measurable partition of X. Since
where, recall, B ω is the Borel σ-algebra on X ω with respect to the product topology, we obtain relying on properties of the fiber (relative) entropy and the relative Kolmogorov-Sinai theorem (see Section 2.1 in [15] and [2] ) that
where h Fix m and set β = α (m) and
where µ ω (·|·) denotes the conditional probability) we obtain by Jensen's inequality for the concave function log that
and H ν (ξ) is the usual entropy of a partition ξ with respect to a measure ν. Observe also that
where, recall, m is the number of elements of β. , b) , and so by (3.4) we obtain in this case that P a,N -a.s., (4.20) lim
On the other hand, if a = [≥ m] ω or b = [≥ m] θ n ω then we claim that P -a.s.,
In order to prove (4.21) suppose, first, that
and let k n (ω) < n be such that S ω kn(ω) is maximal. Note that
where
Since the k n (ω)th coordinate of each x a belongs to {1, ..., m − 1} we have that
Then, using (4.22) we obtain that
Dividing both parts of this inequality by n and letting n → ∞ we obtain (4.21) by the ergodic theorem. In the case
and dividing both parts of this inequality by n and letting n → ∞ we derive (4.21) again by the ergodic theorem. Now given ε > 0, by (4.20) and (4.21) for P a,N -a.a. ω ∈ Ω a,N and any Γ, Ξ ∈ β there exists
where 
Hence, if m is large enough then
In particular, we can definen 
which produces a subsequence of {n
It is well known and follows from the subadditive ergodic theorem (see Section 2.1 in [15] , [2] , [18] and [19] ) that P -a.s., (4.27) lim
By the ergodic theorem we have also that P -a.s., 
Letting, first, m → ∞ and then ε → 0 we obtain (4.16) by (4.17), (4.26) and (4.29) completing the proof of Theorem 4.2.
Relative Ruelle-Perron-Frobenius theorem
Let (X, T ) be a topologically mixing countable random Markov shift and φ be a locally fiber Hölder continuous function. We say that φ is positive recurrent if there exists a positive random variable λ : Ω → R with the following properties. There exist a ∈ S, a measurable set Ω 
As shown in the following proposition, this definition does not depend on the choice of a ∈ S, that is for each b ∈ S there exists a subset of Ω b such that the estimate (5.1) holds with respect to measurable functions M b , N b . Observe that this then implies that the notion of positive recurrence also is independent of a further subdivision of the cylinders with respect to base. For ease of notation, set Λ n (ω) := λ(ω)λ(θω) · · · λ(θ n−1 ω) for n ∈ N and ω ∈ Ω. 
Proof. Let a ∈ S be the cylinder given by the definition of positive recurrence. Then there exist B > 0 such that Ω a := {ω ∈ Ω r a : B ω 1 ≤ B} is of positive measure. Set τ ba (ω) := min{n ∈ N : n ≥ N ba (ω), τ n ω ∈ Ω a }, and choose B, Z > 0 and N ∈ N such that
is of positive measure. Now fix ω ∈ Ω c , and choose l ∈ N with θ −l ω ∈ Ω a and
A straightforward adaption of the proof of Lemma 3.1 then gives
In particular, we obtain the following lower bound.
Hence the left inequality of (5.2) holds with respect to Ω r b := Ω ba , M bc (ω) and N bc ω := l + N a (θ −l ω) + N . In order to show the remaining inequality, first note that by the above arguments, there existsZ > 0 such that the set
has positive measure. As above, for ω ∈ Ω c , n ∈ N with θ −n ω ∈ Ω r b and n ≥ N bc (ω), we obtain by Lemma 3.1 that
and the assertion follows with respect to M bc := max{M bc , M bc }.
Note that by the above result, for b, c ∈ S, the set Ω r b does not depend on c ∈ S. Moreover, for ω ∈ Ω c , x ∈ [c] ω and n ≥ N bc (ω) with θ −n ω ∈ Ω r b , observe that
Hence by Proposition 5.1, forM (ω) :
In particular, if b = c, then (5.1) is equivalent to the existence of a positive random variableM and a set Ω ⊂ Ω b of positive measure, such that (5.4) holds for all x ∈ [b] ω , ω ∈ Ω and n sufficiently large with θ −n ω ∈ Ω . If Π G (φ) is well defined, we immediately obtain the following.
5.2.
Proposition. Let (X, T ) be a topologically mixing countable random Markov shift with ergodic base transformation and φ be a positive recurrent, locally fiber Hölder continuous function such that the conditions of Theorem 3.2 hold true and
Proof. From (5.1) we obtain, for ω ∈ Ω r a and n ≥ N a (θ n ω) with θ n ω ∈ Ω a that
As in the proof of Proposition 5.1 we can choose a subsequence of n
Then taking log and dividing by n we obtain the assertion by Theorem 3.2 and the ergodic theorem.
Furthermore, it turns out that positive recurrence is a sufficient condition for a relative version of the Ruelle-Perron-Frobenius Theorem.
5.3. Theorem. Let (X, T ) be a topologically mixing countable random Markov shift with ergodic base transformation and φ a positively recurrent, locally fiber Hölder continuous function. Then there exist unique (up to scalar multiplication) measurable families {ν ω : ω ∈ Ω}, {h ω : ω ∈ Ω} with the following properties.
(1) For a.e. ω ∈ Ω, ν ω is a σ-finite measure on X ω , the functions h ω , log h ω are locally fiber Hölder continuous, and
Proof. The proof of Theorem 5.3 will proceed in several steps. First assume that φ is positively recurrent. In the next section, we prove using a tightness argument that the family {ν ω } exists (Theorem 6.1). In Section 7 we then construct {h ω } as the limes inferior of the iterates of {L ω φ } (Proposition 7.3) and prove the convergence in (2) by showing that the system is relatively exact (Proposition 7.4). The uniqueness of {ν ω } is then shown using well known arguments from the theory of conformal measures (Theorem 7.5). In particular, as a consequence of the convergence in (2), it follows that {h ω } is the unique locally fiber Hölder continuous function with L ω φ h ω = λ(ω)h θω and ν ω (h ω ) = 1.
Random conformal measures
We now proceed with the construction of a random Gibbs measure for a positively recurrent. Namely, as a consequence of Propositions 6.3 and 6.7 below, we obtain the following result.
6.1. Theorem. For a topologically mixing countable Markov shift with ergodic base transformation, and φ a positively recurrent, locally fiber Hölder continuous potential, there exists a σ-finite random measure {ν ω : ω ∈ Ω M }, which is finite on cylinders, such that, for a.e. ω ∈ Ω,
Note that by well known arguments, for a random measure {m ω : ω ∈ Ω}, the property in (6.1) is equivalent to
for a.e. ω ∈ Ω and any A ω ∈ B ω . In this situation, we will refer to {m ω : ω ∈ Ω} as a random conformal measure.
6.1. Construction principle. For the construction of the random measure, we will follow ideas in [26] and [9] . For a cylinder a ∈ N, ω ∈ Ω with a ≤ l(ω) and n ∈ N, let 
In order to construct the random measure for a positively recurrent potential φ, we first restrict our considerations to the measurable set The construction principle will make use of the random power series given by
for ω ∈ Ω B,M . We now collect several immediate implications of positive recurrence.
6.2. Lemma. For a positively recurrent, topologically mixing countable Markov shift the following holds for a.e. ω ∈ Ω B,M .
(1) For x > 0, x ∈ R, we have
(2) For all s ∈ (0, 1),
There exists ρ ∈ L ∞ (P ), and an increasing sequence (s n : n ∈ N), s n ∈ (0, 1) for all k ∈ N with lim n s n = 1 such that for all f ∈ L 1 (P ),
Proof. Combining the conservativity of θ and (6.4), that for a.e. ω ∈ Ω B,M ,
Hence the radii of convergence of P ω Ω B,M and P Ω B,M are equal to one, and P
In order to show the existence of (s n ), note that the family of functions {f x : x ∈ (0, 1)} given by
* sequentially compact, from which the existence of (s n ) as in assertion (3) follows.
We now construct the advertised random Gibbs measure as the weak limit of the following family of random probability measures using Crauel's relative Prohorov theorem. Let
We say (see [5] ) that a family {{µ ι ω : ω ∈ Ω} : ι ∈ J} of random measures {µ ι ω : ω ∈ Ω} is relatively tight if for all > 0 there is a set K ⊂ Y such that K ∩ Y ω is compact and such that µ ι ω (K)dP (ω) ≥ 1 − . It then follows that a relatively tight family is sequentially compact by Crauel's random Prohorov theorem. The convergence of a sequence ({µ
The family of random measures considered here is defined as follows. For a cylinder a ∈ N, s < 1 and B, M > 1 with
where δ y denotes the unit mass at the point y ∈ X ω , and note that for every s < 1 the measures m s,ω and the measure given by dm s = dm s,ω dP (ω) are probability measures. With (s n ) referring to the sequence given by Lemma 6.2, we obtain the following.
6.3. Proposition. Let (X, T ) be a topologically mixing countable Markov shift with ergodic base transformation, and φ be a positive recurrent, locally fiber Hölder continuous potential. If the family
is relatively tight, then there exists a random probability measure {ν ω : ω ∈ Ω B,M } with ν ω ([a] ω ) = 1 for a.e. ω ∈ Ω B,M and which satisfies the following conformality property. For a.e.
By injectivity it follows that, for s < 1,
In particular this gives
Using (1) of Lemma 6.2, it follows that (6.5) tends to 0 as s tends to 1 from below. By the tightness assumption, there exists a subsequence (s n k ) of (s n ), a random probability measure ν = {ν ω : ω ∈ Ω B,M } and a set Ω 0 ∈ F, Ω 0 ⊂ Ω B,M with P (Ω 0 ) = P (Ω B,M ) which is invariant under the first return map of θ to Ω B,M such that for ω ∈ Ω 0 , the Borel measure {ν ω } is the weak limit of ({m sn l ,ω } : l ∈ N). Hence for k ∈ N and a measurable family {A ω : ω ∈ Ω B,M } such that either
Observe that for l → ∞, the first summand tends to zero since ρ is a weak-* limit, the second and the forth by weak convergence of {m s l ,ω }, and the third by (6.5). Hence
Note that by the Markov structure, the functions 1 A and 1 T k (A) are continuous.
As it is well known, the equality in (6.6) can be extended to the set of bounded continuous functions, namely for each bounded continuous function g :
The assertion now follows with g = f · e φ ω k .
We remark that the above result gives together with the assumption of relative tightness, that there exists a random Gibbs measure for the first return map to {(ω, x) : x ∈ [a] ω , ω ∈ Ω B,M }. This random measure will now be used to construct a globally defined random Gibbs measure, where we adapt the method in the proof of the Main Theorem in [10] .
6.4. Proposition. Let (X, T ) be a topologically mixing countable Markov shift with ergodic base transformation, and φ be a positive recurrent, locally fiber Hölder continuous potential. Furthermore, assume that there exists a cylinder [a], a ∈ N, and B, M > 1 such that the family of measures {{m sn,ω : ω ∈ Ω B,M } : n ∈ N} is relatively tight. Then there exists a σ-finite random measure {ν ω : ω ∈ Ω M }, which is finite on cylinders, such that for a.e. ω ∈ Ω,
Moreover, for a continuous and bounded function f ω : X ω → R which is supported on finitely many cylinders, there exists ω ∈ Ω B,M with
where (s n l ) is the subsequence for which {m sn l ,ω } converges.
Proof. Let {ν 
We will now use this property as the defining relation for the construction of the random measure {ν ω : ω ∈ Ω}. Fix some cylinder b ∈ N and ω ∈ Ω. Then by the Markov structure and the mixing property of T , there exists k ∈ N and c = (c 0 , . . .
We hence obtain a random measure {ν ω } which is finite on cylinders, and for which the restrictions to [a] ω , ω ∈ Ω B,M coincide with {ν 
We hence have that the random measure {ν ω } is also conformal in the sense of (6.8), and in particular, {ν ω } is well defined, i.e. the definition by (6.9) does not depend on the choice of c. By applying the above identity to the cylinder T ([cb] ω ), we obtain that
We hence have for a.e. ω ∈ Ω and each bounded continuous function f : X ω → R supported on finitely many cylinders, that
In order to obtain the the second assertion, consider
ω and a bounded continuous function g : X θ k ω → R which is equal to 0 for
We then have
For ω ∈ Ω, assume that X ω is the union of finitely many cylinders of length 1.
Then by topological mixing of (X, T ) and ergodicity of θ, there exists n ∈ N with θ −n ω ∈ Ω B,M and
This proves the assertion. 6.2. Relative tightness. In order to apply Proposition 6.3 it is left to show that, for a given cylinder [a], a ∈ N and suitable B, M > 1 and ξ = {ξ ω : ξ ω ∈ [a] ω , ω ∈ Ω B,M }, the family {m sn,ω } is relatively tight. In order to proceed we introduce the p-th return time η p A : X → N ∪ {∞}, that is for A ⊂ X and p ∈ N,
Furthermore, for a measurable subset Ω ⊂ Ω, and l, p ∈ N, l ≥ p, and X a (Ω ) :
6.5. Lemma (Decomposition Lemma). Let (X, T ) be a topologically mixing countable Markov shift with ergodic base transformation, and φ be a locally fiber Hölder continuous potential. For p ∈ N and Ω ∈ F, Ω ⊂ Ω a , there exists a measurable family ξ such that
Proof. Since (X, T ) is topologically mixing and θ is conservative, there exists a measurable family ξ with η p Xa(Ω ) (ξ ω ) < ∞ for all p ∈ N and a.e. ω ∈ Ω . This proves the first assertion. For the proof of the second assertion, note that, for l = p, · · · n, there is a bijection
defines an injective map. Since the inverse map can be constructed by concatenation of the corresponding inverse branches, it follows that the map is bijective. Next observe that by Lemma 2.1 we have that
6.6. Corollary. Assume that φ is positively recurrent, and that for Ω in Lemma 6.5, there exists B, M > 1 such that sup ω∈Ω B ω 1 < B, and sup ω∈Ω M a (ω) < M . Then there exists a measurable family ξ such that for almost every ω ∈ Ω we have
Proof. Fix p ∈ N and note that E ω,l (l, p) = ∅ unless θ l (ω) ∈ Ω (by definition of the stopping times). Hence for any n > p
By sup ω∈Ω M a (ω) < M , it follows that
Since the additional term on the right hand side is positive,
It is left to present the argument for relative tightness. Choose a measurable family {ξ ω : ω ∈ Ω B,M } according to Lemma 6.5, and choose p > 0 (p ∈ N) such that ∞ p=1 p = . In order to obtain a set K with compact fibers and satisfying, for s < 1,
we first construct a suitable subset Ω of Ω B,M as follows.
(1) By the recurrence property of {ξ ω }, there exists N ∈ N such that for
(2) By Corollary 6.6, for each p ∈ N and ω ∈ Ω B,M there exists
It then follows by induction (setting Ω
1 = Ω B,M ) that there exists ν p ∈ N and measurable sets Ω 
2 , we hence have that
We are now in position to define the following set K ⊂ X for which it will turn out that the fibers are compact. For Ω := Ω 2 ∩ Ω 1 ∩ Ω N , let
for at least p indices l ≤ ν p .
6.7. Proposition. The random measure {m s,ω : s > 0} is P -relatively tight.
Proof. Let > 0 be given. We first show that K has compact fibers. For ω ∈ Ω, note that ((x k ), ω) ∈ K ∩ X ω if and only if x νp−1+1 , ..., x νp are bounded by N p and at least p coordinates up to ν p are equal to a. Thus
is a compact set as an intersection of a compact and a closed set, where
Then one of the two possibilities may occur
n ⊂ E ω n denote the set of points with property (j) for j = i or j = ii. Then by Lemma 6.5
Likewise we can estimate
If follows from these two estimates that for ω ∈ Ω,
Integrating over Ω then gives that m s,ω (K)dP (ω) ≥ (1 − 2 )(1 − 3 ).
Relative exactness, convergence and uniqueness
We proceed with the construction of a family of eigenfunctions of the relative Ruelle operator, which is obtained as the limit of the iterates of the above relative operator applied to an arbitrary positive, relatively Hölder function. The key argument here is to show that the random system is relatively exact as introduced in [12] with respect to the relatively conformal random measure given by Theorem 6.1. Recall that, adapted to our situation, the random Markov shift is relatively exact with respect to the relatively nonsingular random measure {m ω } whenever for a.e. ω ∈ Ω, the relative terminal σ-algebra
is trivial, that is for each A ∈ F ω either m ω (A) = 0 or m ω (X ω \ A) = 0. Furthermore, we refer to the family { T ω : ω ∈ Ω} as the random transfer operator with respect to m, if for a.e. ω ∈ Ω, the operator T ω :
7.1. Proposition. Let (X, T ) be a countable random Markov shift, and let m be a nonsingular, σ-finite random measure on X. Then (X, T ) is relatively exact with respect to m if and only if for a.e. ω ∈ Ω and each f ∈ L 1 (m ω ) with f dm ω = 0,
If in addition, there exists a random function h = {h ω : ω ∈ Ω} with h ω ∈ L 1 (m ω ), h ω > 0 and T ω h ω = h θω for a.e. ω ∈ Ω, then (X, T ) is relatively exact if and only if for a.e. ω ∈ Ω and each f with f ∈ L 1 (m ω ),
Proof. Assume that T is relatively exact, and let g n := sign( T n ω (f )). We then have for each n ∈ N that ω (B θ k ω ), it follows that each weak- * limit of (g n •T n ω : n ∈ N) is F ω -measurable, and hence either equal to the constant function 1 or -1. By the fact that (g • T n ω ) is weak- * compact, and that f dm ω = 0, it follows that the limit in (7.3) is equal to 0.
If T is not relatively exact, then there exist ω ∈ Ω and A ∈ F ω such that m ω (A), m ω (X ω \ A) > 0. By definition of F ω there exist n ∈ N and A n ∈ B θ n ω with A = T −n ω A n and T n ω A = A n . Let f ∈ L 1 (m ω ) with f dm ω = 0 and f | A > 0.
It then follows that T n ω (f )| T n ω A > 0. Hence
In order to prove the second assertion, denote by T ω,m and T ω,µ the random transfer operators with respect to the random measures m and µ, where dµ ω := h ω dm. By (7.1) it follows for all f with f · h ω ∈ L 1 (m ω ) that .
The assertion then follows by the first part applied to T ω,µ .
Note that for random Markov shifts, the relative transfer operator may be written as follows. For n ∈ N and c ∈ γ In particular, if m is equal to the random conformal measure ν = {ν ω } associated with a positively recurrent, locally fiber Hölder continuous potential given by Theorem 6.1, the relative Ruelle operator {L ω φ−log λ } acts as the relative transfer operator. Hence the strategy of proof of the remaining assertions of Theorem 5.3 is the following. We first construct a random eigenfunction, and then conclude that (X, T ) is conservative and ergodic using a result in [8] . Then, by showing that the system is relatively exact, the convergence result of Theorem 5.3 is deduced from the second part of the above proposition. Now let a and Ω B,M defined as in Section 6.1. Since θ is conservative and ergodic, the map g given by g : Ω → R, ω → h ω dν ω is in L 1 (P ). Furthermore, observe that g(ω) ≤ g(θω), whence g(ω) = g(θω) by ergodicity of θ, which then gives L ω φ (h ω ) = λ(ω)h θω ν θω -almost everywhere. Since ν ω is positive on cylinders, the support of ν θω is dense in X θω , which gives by continuity of {h ω } that (7.7) holds for all x ∈ X θω . In order to show the invariance of µ, first note that for functions g ω 1 : X ω → R and g
Since h ω ∈ L 1 (ν ω ) for a.e. ω ∈ Ω we hence have
for each g θω with g θω h θω ∈ L 1 (ν θω ). Hence T is conservative with respect to {µ ω }. Moreover, as a consequence of Hölder continuity and Lemma 2.1, it follows that, for each non-empty cylinder [b] ω with a ∈ S n , ω ∈ Ω, In particular, the random Markov fibered system has the bounded distortion property and hence is ergodic by Theorem 4.4 in [8] .
In order to identify the eigenfunctions as the limit of iterates of the Ruelle operator, we now prove that the random Markov fibered system is relatively exact, following ideas in [1, Theorem 3.2].
7.4. Proposition. The random Markov fibered system ((X, ν, T ), (Ω, P, θ), π) is relatively exact.
Proof. Fix an element in the relative terminal σ-algebra of positive measure, that is there exists a set B ∈ B(Ω) of positive measure, a sequence of measurable families {A θ n ω n : ω ∈ B} with A θ n ω n ∈ B θ n ω such that for the family given by In particular, note that relative exactness implies the uniqueness of the family {h ω } given by Proposition 7.3, that is {h ω } is the unique family of functions with L ω φ (h ω ) = λ(ω)h θω and h ω dν ω = 1 for a.e. ω ∈ Ω. Finally, we also obtain the uniqueness of the random measure {ν ω }.
7.5. Theorem. For a topologically mixing countable Markov shift with ergodic base transformation, a positive recurrent, locally fiber Hölder continuous potential φ, the random measure {ν ω } constructed in Theorem 6.1 is the unique ρ/φ-conformal random measure (up to multiplication by a constant).
