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On the Markus-Spielman-Srivastava
inequality for sums of rank-one matrices
Vladislav Kargin1
Abstract
We extend the result of Markus, Spielman, and Srivastava
about the sum of rank-one symmetric random matrices to the
case when the isotropy assumption on the random matrices
is relaxed.
Consider the sum
∑m
i=1 viv
∗
i , where vi ∈ Cd are independent random
vectors and vi are bounded in expected norm. What can be said about the
norm of this sum? Several concentration bounds were given by Rudelson
[5], Ahlswede and Winter [1], and others ([6]). These bounds show that
with high probability the norm of the sum is less than a threshold logarith-
mic in d. Recently, Markus, Spielman, and Srivastava have shown that the
norm of the sum is less than a threshold independent of d, with a positive
probability. Their result is formulated for isotropic vectors, that is, when
E
∑m
i=1 viv
∗
i = I . With some modifications, their methods are applicable
to the non-isotropic case as well. In particular, in this paper we prove the
following result.
Theorem 1. Let v1, . . . , vm be independent random vectors in Cd with finite
support. Suppose that E
∑m
i=1 viv
∗
i ≤ Id and E‖vi‖2 ≤ ε for all i. Then
P
[
‖
m∑
i=1
viv
∗
i ‖ ≤ (1 +
√
ε)2
]
> 0. (1)
For the case E
∑m
i=1 viv
∗
i = Id, this inequality was proved in [4]. Our the-
orem shows that the assumption of isotropy is irrelevant. What is essential
is that ‖E∑mi=1 viv∗i ‖ ≤ 1.
Markus, Spielman, and Srivastava used a corollary of their inequality to
prove the Kadison-Singer conjecture. Below is the analogue of the corollary
for the non-isotropic case.
Corollary 2. Let r be a positive integer and let ui ∈ Cd be m vectors
such that
∑m
i=1 uiu
∗
i ≤ I and ‖ui‖ ≤ δ. Then, there exists a partition
{S1, . . . , Sr} of {1, . . . , m} such that for all k,
‖
∑
i∈Sk
uiu
∗
i ‖ ≤
1
r
(1 +
√
rδ)2 (2)
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2Proof of Corollary 2: Define vectors wi,j ∈ Crd:
wi,1 =


ui
0d
.
.
.
0d

 , wi,2 =


0d
ui
.
.
.
0d

 , . . . , wi,r =


0d
0d
.
.
.
ui

 . (3)
Let vi be random vectors that take value
√
rwi,k with probability 1/r. Then
E‖vi‖2 = r‖ui‖2 ≤ rδ and
∑m
i=1Eviv
∗
i ≤ Ird. Then by Theorem 1, there
exists an assignment vi =
√
rwi,k, such that∥∥∥∥∥∥
r∑
k=1
∑
i:vi=wi,k
(
√
rwi,k)(
√
rwi,k)
∗
∥∥∥∥∥∥ ≤ (1 +
√
rδ)2. (4)
Set Sk = {i : vi = wi,k}, then for all k,∥∥∥∥∥
∑
i∈Sk
uiu
∗
i
∥∥∥∥∥ ≤ 1r (1 +
√
rδ)2. (5)

Proof of Theorem 1: We follow the lines of proof in [4]. The key ingre-
dient is the following formula:
E det
(
xI −
m∑
i=1
viv
∗
i
)
=
m∏
i=1
(1−∂zi) det
(
xI +
m∑
i=1
ziEviv
∗
i )
)∣∣∣∣∣
z1=...=zm=0
,
(6)
which is proved as Theorem 4.1 in [4]. Recall that a multivariate polyno-
mial p(z1, . . . , zn) is called real stable if all its coefficients are real and if
p(z1, . . . , zn) 6= 0, whenever ℑ(zi) > 0 for all i. The determinant on the
right-hand side of (6) is a real stable polynomial in variables x and zi by
fundamental Proposition 2.4 in [2]. It follows from the properties of real
stable polynomials that the polynomial on the left-hand side of 6 is also
real stable. Since it is a polynomial in one variable, hence all its roots are
real. Moreover, the convex combinations of real stable polynomials have
important root interlacing properties. These properties imply (as in Theo-
rem 4.5 in [4]) that there are such values wi of random variables vi that the
largest root of det (xI −∑mi=1wiw∗i ) is at least as large as the largest root
of E det (xI −∑mi=1 viv∗i ). Hence, the conclusion of Theorem 1 follows
from Theorem 3 below. 
Theorem 3. Let A1, . . . , Am be Hermitian positive semidefinite matrices.
Suppose that
∑m
i=1Ai ≤ I and TrAi ≤ ε for all i. Then the largest root of
3the polynomial
m∏
i=1
(1− ∂zi) det
(
xI +
m∑
i=1
ziAi)
)∣∣∣∣∣
z1=...=zm=0
(7)
is at least as large as (1 +
√
ε)2.
In the proof we will use the following notation. We say that x ∈ Rm is
above the roots of a multivariate polynomial p(z1, . . . , zm) if p(z1, . . . , zm) >
0 for all z ≥ x (that is, if zi ≥ xi for all i). The set of all points above the
roots of p is denoted Abp.
Let p(z1, . . . , zm) be a real stable polynomial and z ∈ Abp. Then the
barrier function of p at point z in direction i is defined as
Φip(z) = ∂zi log p(z) =
r∑
j=1
1
zi − λj(z1, . . . , zi−1, zi+1, . . . , zm) , (8)
where λj(z1, . . . , zi−1, zi+1, . . . , zm) are roots of the polynomial qi(t) =
p(z1, . . . , zi−1, t, zi+1, . . . , zm).
We will also use the following lemma (Lemmas 5.9 and 5.10 in [4]).
Lemma 4. Suppose that p(z1, . . . , zm) is real stable, that z ∈ Abp, and that
δ ≥ 1
1− Φip(z)
> 0. (9)
Then for all i and j, z ∈ Ab(1−∂zj )p and
Φi(1−∂zj )p(z + δe
j) ≤ Φip(z). (10)
Proof of Theorem 3: Let P (x, z1, . . . , zm) = det(xI +
∑m
i=1 ziAi). Let
x = (1 +
√
ε)2 and t = −1 − √ε. Then, x + t > 0. It follows (since∑m
i=1Ai ≤ I) that xI + t
∑m
i=1Ai is positive definite. This implies that
(x, z) ∈ AbP for all z ≥ t1, where 1 denote the vector (1, . . . , 1).
Next,
ΦiP (x, z) = ∂zi log det(xI +
m∑
i=1
ziAi) (11)
= Tr∂zi log(xI +
m∑
i=1
ziAi) (12)
= Tr
[
(xI +
m∑
i=1
ziAi)
−1Ai
]
, (13)
where the last equality follows by differentiating the power expansion for
the logarithmic function and using the fundamental property of trace (Tr(XY ) =
4Tr(Y X)). Since ∑mi=1Ai ≤ I and all Ai are positive semidefinite, hence
for all z ≥ t1 we have xI+∑mi=1 ziAi ≥ (x+t)I and (xI+∑mi=1 ziAi)−1 ≤
(x+ t)−1I .
Lemma 5. Let X and Y be Hermitian and positive semidefinite. Then
Tr(XY ) ≤ ‖X‖Tr(Y ).
Proof of Lemma 5: Note that Tr(XY ) = Tr(Y 1/2X1/2X1/2Y 1/2) =
‖X1/2Y 1/2‖22, where ‖A‖2 denotes the Frobenius norm of A. Then the
claim of the lemma follows from the inequality ‖AB‖2 ≤ ‖A‖‖B‖2. (Sec-
tion 5.6, Exercise 20 on page 313 in [3]).

By Lemma 5, we infer from (13) that
ΦiP (x, z) ≤ (x+ t)−1ε, (14)
for all z ≥ t1.
Hence, if δ := −t, then
1
1− ΦiP (x, z)
≤ 1
1− (x+ t)−1ε = δ (15)
for all z ≥ t1. By starting with (x, t1) and applying Lemma 4 sequentially
to each of the components of vector t1, we find that x is above the roots of
polynomial
m∏
i=1
(1− ∂zi) det
(
xI +
m∑
i=1
ziAi)
)∣∣∣∣∣
z1=...=zm=0
, (16)
which is equivalent to the statement of the theorem. 
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