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Abstract
We introduce (1 + u) constacyclic and cyclic codes over the ring F2 + uF2 = {0, 1, u, u¯ = u + 1}, where u2 = 0, and study
them by analogy with the Z4 case. We prove that the Gray image of a linear (1 + u) constacyclic code over F2 + uF2 of length n
is a binary distance invariant linear cyclic code. We also prove that, if n is odd, then every binary code which is the Gray image of
a linear cyclic code over F2 + uF2 of length n is equivalent to a linear cyclic code.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
There has been much interest and research in codes over finite rings, especially the ring Z4. Another important
alphabet of size 4, besides Z4, is F2 + u F2 introduced in [1] for constructing lattices. Codes over F2 + u F2 have been
discussed by a number of authors. In [2], cyclic codes and self-dual codes over F2 + u F2 were studied. Dougherty
et al. [3] described Type II codes over F2 + u F2, while Type II codes over the ring F4 + u F4 were introduced
in [4]. In [5], Type IV codes over F2 + u F2 were investigated. Duadic codes over the F2 + u F2 were introduced
in [6].
In [7], Wolfmann showed that the Gray image of a linear negacyclic code over Z4 of length n is a distance invariant
(not necessarily linear) cyclic code. He also showed that, for odd n, the Gray image of a linear cyclic code over Z4 of
length n is equivalent to a binary cyclic code. But not much work has been done on the Gray image of a linear cyclic
code over F2 + u F2.
In this work, we generalize the main results of [7] to the ring F2 + u F2. We prove that the Gray image of a linear
(1 + u) constacyclic code over F2 + u F2 of length n is a binary distance invariant linear cyclic code. We also prove
that if n is odd, then every binary code which is the Gray image of a linear cyclic code over F2 + u F2 of length n is
equivalent to a linear cyclic code.
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2. Preliminaries
Let R be the commutative ring F2 + u F2 := F2[u]/(u2). The ring is endowed with the obvious addition and
multiplication, with the property that u2 = 0. The elements of R may be written as 0, 1, u and 1 + u, where 1 and
1 + u are the only units in R. Therefore, R has three ideals: (0), (1), (u).
A linear code C over R of length n is a R-submodule of Rn . An element of C is called a codeword. The Hamming
weight WH (c) of a codeword c is the number of nonzero coordinates. The Lee weights of 0, 1, u, 1 + u ∈ R are
defined to be 0, 1, 2, 1 respectively. The Lee weight of a codeword in Rn is the rational integer sum of the Lee weights
of its coordinates. The Lee distance between two codewords c and c′ is the Lee weight of c − c′.
A code of length n is cyclic if the code is invariant under the automorphism σ which has
σ(c0, c1, . . . , cn−1) = (cn−1, c0, . . . , cn−2).
A code of length n is (1 + u) constacyclic if the code is invariant under the automorphism ν which has
ν(c0, c1, . . . , cn−1) = ((1 + u)cn−1, c0, . . . , cn−2).
The following proposition is the analogy of a well-known result for cyclic codes over finite fields. The proof is also
similar, so we omit it here.
Proposition 2.1. (1) A subset C of Rn is a linear cyclic code of length n if and only if its polynomial representation
is an ideal of R[x]/(xn − 1).
(2) A subset C of Rn is a linear (1 + u) constacyclic code of length n if and only if its polynomial representation
is an ideal of R[x]/(xn − (1 + u)).
We recall the definition of the Gray map on Rn . First observe that any element z ∈ R can be expressed as z = r+uq ,
where r , q are in F2. The Gray map Φ : R → F2 is given by Φ(z) = (q, q + r). This map can be extended to Rn in a
natural way. For z = (z1, z2, . . . , zn) ∈ Rn , Φ is extended to Rn as follows:
Φ : Rn → F2n2
(z1, z2, . . . , zn) → (q1, q2, . . . , qn, q1 ⊕ r1, . . . , qn ⊕ rn)
where zi = ri + uqi , for 1 ≤ i ≤ n and where ⊕ is the binary addition.
It is well known that Φ is isometry from (Rn, Lee distance) to (F2n2 , Hamming distance). Moreover, the Gray
map Φ is linear.
3. (1+ u) constacyclic codes of odd length
Note that (1 + u)n = 1 + u if n is odd and (1 + u)n = 1 if n is even. So we only study the properties of (1 + u)
constacyclic codes of odd length in this section.
Proposition 3.1. Let µ be the map of R[x]/(xn − 1) into R[x]/(xn − (1 + u)) defined by µ(c(x)) = c((1 + u)x). If
n is odd, then µ is a ring isomorphism.
Proof. The proof is straightforward, starting from the fact that, if n is odd,
c(x) ≡ b(x) mod (xn − 1)
if and only if c((1 + u)x) ≡ b((1 + u)x) mod (xn − (1 + u)). 
As an immediate consequence, we obtain:
Corollary 3.1. I is an ideal of R[x]/(xn − 1) if and only if µ(I ) is an ideal of R[x]/(xn − (1 + u)).
Corollary 3.2. Let µ¯ be the permutation of Rn with n odd, such that µ¯(c0, c1, . . . , cn−1) = (c0, (1 + u)c1, (1 +
u)2c2, . . . , (1 + u)i ci , . . . , (1 + u)n−1cn−1), and D be a subset of Rn; then D is a linear cyclic code if and only if
µ¯(D) is a linear (1 + u) constacyclic code.
Proof. The proof is obvious by observing that the action of µ¯ on vectors is the translation of the action of µ on
polynomials. 
822 J.-F. Qian et al. / Applied Mathematics Letters 19 (2006) 820–823
4. Gray map and (1+ u) constacyclic codes
In this section, we generalize the main results of [7].
Proposition 4.1. Let ν and σ be as above. Then we have Φν(c) = σΦ(c).
Proof. Let c = (c0, c1, . . . , cn−1) be in Rn . Let qi and ri be in F2 such that ci = ri + uqi . From the definition, we
obtain
Φ(c) = (q0, q1, . . . , qn−1, q0 ⊕ r0, q1 ⊕ r1, . . . , qn−1 ⊕ rn−1)
and
σΦ(c) = (qn−1 ⊕ rn−1, q0, q1, . . . , qn−1, q0 ⊕ r0, . . . , qn−2 ⊕ rn−2).
On the other hand
ν(c) = ((1 + u)cn−1, c0, . . . , cn−2).
From the definition, we obtain
Φ(ν(c)) = (qn−1 ⊕ rn−1, q0, q1, . . . , qn−1, q0 ⊕ r0, . . . , qn−2 ⊕ rn−2).
Thus Φ(ν(c)) = (σΦ)(c). 
Theorem 4.1. The Gray image of a linear (1 + u) constacyclic code over R is a binary distance invariant linear
cyclic code.
Proof. Let C be a linear (1+u) constacyclic code over R. Then ν(C) = C , and therefore, (Φν)C = Φ(C). It follows
from Proposition 4.1 that σ(Φ(C)) = Φ(C), which means that Φ(C) is a linear cyclic code. 
We introduce a special permutation of F2n2 . Following [7], we call it the Nechaev permutation.
Definition 4.1. Let τ be the following permutation of {0, 1, . . . , 2n − 1} with n odd:
τ = (1, n + 1)(3, n + 3) · · · (2i + 1, n + 2i + 1) · · · (n − 2, 2n − 2).
The Nechaev permutation is the permutation π of F2n2 defined by
π(c0, c1, . . . , c2n−1) = (cτ (0), cτ (1), . . . , cτ (2n−1)).
Proposition 4.2. Let µ be defined as above. If π is the Nechaev permutation and n is odd, then Φµ¯ = πΦ.
Proof. Let c = (c0, c1, c2, . . . , ci , . . . , cn−1) be in Rn . From µ¯(c) = (c0, (1 + u)c1, . . . , (1 + u)i ci , . . . , (1 +
u)n−1cn−1), it follows that, if
(Φµ¯)(c) = (s0, s1, . . . , sn−1, sn, . . . , s2n−1),
then for 0 ≤ j ≤ n − 1:
if j even: s j = q j , sn+ j = q j ⊕ r j
if j odd: s j = q j ⊕ r j , sn+ j = q j .
Comparing with
Φ(c) = (q0, q1, . . . , qn−1, q0 ⊕ r0, q1 ⊕ r1, . . . , qn−1 ⊕ rn−1),
we see that (Φµ¯)(c) = (πΦ)(c) and therefore, Φµ¯ = πΦ. 
Corollary 4.1. Let π be the Nechaev permutation. If n is odd and if Γ is the Gray image of a linear cyclic code over
R, then π(Γ ) is a linear cyclic code.
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Proof. Let Γ be such that Γ = Φ(D) where D is a linear cyclic code over R. From Proposition 4.2 (Φµ¯)(D) =
(πΦ)(D) = π(Γ ). We know from Corollary 3.2 that µ¯(D) is a linear (1 + u) constacyclic code C . Thus (Φµ¯)(D) =
Φ(C) and according to Theorem 4.1, Φ(C) is a binary linear cyclic code. This proves the expected result. 
Recall that two codes Γ and ∆ of length n over F2 are said to be equivalent if there exists a permutation w of
{0, 1, . . . , n − 1} such that∆ = w¯(Γ ) where w¯ is the permutation of Fn2 such that
w¯(c0, c1, . . . , ci , . . . , cn−1) = (cw(0), cw(1), . . . , cw(i), . . . , cw(n−1)).
Obviously, a consequence of the previous result now is
Corollary 4.2. The Gray image of a linear cyclic code over R of odd length is equivalent to a linear cyclic code.
An example is given to illustrate the above results.
Example 4.1. Let n = 7, x7 − 1 = (x − 1)(x3 + x + 1)(x3 + x2 + 1) in R[x].
Applying the ring isomorphism µ, we have
x7 − (1 + u) = (x − (1 + u))(x3 + x + 1 + u)(x3 + (1 + u)x2 + 1 + u).
Let C be the (1 + u) constacyclic code and f1 = x − (1 + u), f2 = x3 + x + 1 + u, f3 = x3 + (1 + u)x2 + 1 + u.
(1) If C = ( f1 f2), then by Theorem 4.1, we know that the Gray map image of the (1 + u) constacyclic code C is
a [14, 6, 4]-binary linear cyclic code.
(2) If C = ( f1 f3, u f1 f2), then from [2] and Theorem 4.1, we know that the Gray map image of the (1 + u)
constacyclic code C is a [14, 9, 4]-binary linear cyclic code, which is an optimal code.
5. Conclusion
We have introduced (1 + u) constacyclic codes and cyclic codes over F2 + u F2 and characterized codes over F2
which are the Gray images of (1 + u) constacyclic codes or cyclic codes over F2 + u F2. It would be interesting to
investigate (1 + u) constacyclic codes over F2 + u F2 of even length.
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