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ABSTRACT 
This paper deals with the existence and associated realization theory of skew 
polynomial fraction representations for linear time-varying discrete-time systems. It is 
shown that the time-varying analog of the polynomial model always has a free 
state-space. Necessary and sufficient conditions for the existence of Bezout factoriza- 
tions are obtained in terms system theoretic properties of state-space realizations. 
1. INTRODUCTION 
The polynomial matrix-fraction approach to linear time-invariant systems 
has proven to be useful in studying several system and control-theoretic 
problems such as realization, dynamic compensation, regulation in the pres- 
ence of disturbances, etc. The reader is referred to [15], [18], [6], [16], [l], and 
[2] for some applications of polynomial matrix methods to such problems. 
Given the power and the utility of the polynomial matrix-fraction ap- 
proach, it would be very desirable to have a corresponding theory for linear 
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time-varying systems. Such systems arise frequently in practical applications: 
change of the mass of an aircraft due to fuel burning or to payload ejection, 
aging or slag buildup in chemical reactors, and linearization of nonlinear 
systems about a time-varying nominal trajectory, to mention a few. In order to 
generalize the matrix-fraction approach to the time-varying case, we need to 
incorporate time variation in a natural way into a transform-type description 
of the system behavior. Attempts have been made to develop a transfer-func- 
tion theory for linear time-varying systems (e.g., the system function of Zadeh 
[19]), but until recently, there has been no theory which has met with much 
success. 
In Section 2 of this paper, we establish some notation, and we outline the 
basic elements of a transfer-function approach to linear time-varying systems 
developed by Kamen and Khargonekar [8] and by Kamen, Khargonekar, and 
Poolla [9]. For a more detailed exposition, the reader is referred to the 
abovementioned papers and the dissertation of Poolla [12]. 
Following this, in Section, 3 we obtain a natural state-space realization for 
time-varying systems from a polynomial-matrix factorization of the transfer 
function. This realization is a time-varying analog of the Fuhrmann realization 
for time-invariant systems. We then investigate the relationship between 
system-theoretic properties of this realization and algebraic properties of the 
associated polynomial-matrix factorization. We also examine the issue of strict 
system equivalence for time-varying systems. Our results closely resemble 
those of Fuhrmann [6] for time-invariant systems and those of Khargonekar 
[lo] for systems over rings. However, this generalization to time-varying 
systems is entirely nontrivial, because our framework is specified in terms of a 
noncommutative (skew) ring to capture the time variation in the system 
structure. Consequently, in many instances, we are compelled to use proof 
techniques entirely different from those employed by Fuhrmann or by 
Khargonekar. 
In Section 4 we consider the issue of the existence of polynomial matrix- 
fraction representations. This is crucial in order to carry out further analysis 
(such as compensator design; see [2]). In particular, we show that right 
matrix-fraction representations are closely related to reachable realizations. 
Finally, in Section 5, we summarize our results and make some concluding 
remarks. 
2. THE BASIC FRAMEWORK 
With Z = set of integers and Iw = field of real numbers, let A denote the 
[W-linear space of all functions from Z into Iw. With the operations of 
pointwise addition and pointwise multiplication, it is easy to see that A is a 
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commutative ring with identity 1, where l(k) = 1 for all k E H. Let u denote 
the right-shij? operator on A defined by 
(acu)(k)=a(k-l), all kEi2. 
Let A+ denote the subring of A consisting of all functions with support 
bounded on the left; that is, for any (Y E A+ there is an integer k, (depending 
on cr in general) such that e(k) = 0 for all k < k,. 
DEFINITION 2.1. Let m and p be positive integers. An m-input p-output 
linear time-varying causal input-output map f is an R-linear map 
such that if u(k) = 0, k < k,, for some u E A’:, then f(u)(k) = 0 for all 
k =S k,,. 
It is well known that for any input-output map f as defined above, there 
exists a p X m matrix function W,(i, j) such that for any u E A’:, 
f(u)(i) = i W,(i, j)u(j>. 
j= -_5 
The matrix function Wf is the unit-pulse response function associated with 
the input-output map f. Note that by causality, Wf(i, j) is not defined for 
i < j. 
Our next concept is the notion of a system. 
DEFINITION 2.2. An m-input p-output n-dimensional linear time-varying 
system I: over A is a quadruple Z = (I?, G, H, 1) of matrices over A where F 
is n X n, G is n X m, H is p X n, and J is p X m. 
With a system Z = (F, G, H, J), we shall associate the dynamical equa- 
tions 
where u(j), x(j), y(j) have the usual interpretations. 
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A system X=(F,G,H,J) or the pair (F,G) over A is said to 
be reachable in N steps if there is a positive integer N such that for any 
j~i? and any XER” there exists an input sequence u(j - N), 
u(j - N+l),..., u( j - 1) which drives Z from the zero state at time j - N 
to the state x at time j. The dual notion of observability in N steps has the 
obvious system-theoretic interpretation. 
Let R, denote the N-step reachability matrix 
R,v:= [G 1 F(aG) 1 ... / F(uF)+J~~-~F)(u~'-'G)]. 
Weiss [17] has shown that Z = (F, G, H, J) is reachable in N steps if and only 
if rank R ,J j) = n for all j in h. Notice that this condition is equivalent to the 
right invertibility of R,V over the ring ,4. Dual criteria for observability also 
exist. 
We shall need the following interesting result on reachability. 
PROPOSITION 2.3. Let Z = (F, G, H, .l) over A be reachable in N steps. 
Then there exists an m X n matrix L over A such that F - GL is a-nilpotent, 
a.e., for some integer 9, 
(F-GL)o(F-GL)...a”(F-GL)=O. 
Proof. Consider the linear time-varying system described by 
x(k+l)=F(k)x(k)+G(k)u(k). 
Since the pair (F, G) is reachable in N steps, it is also controllable to the 
origin in N steps, i.e., any initial state x(0) in R” can be driven to zero final 
state in N steps. Therefore, there exist controls u(O), u(l), . . . , u( N - 1) in R “’ 
such that 
x(1) = F(O)x(O)+ G(O)u(O), 
r(2) = F(l)x(l)+ G(l)u(l), 
x(N)=F(N-l)x(N-l)+G(N-l)u(N-l)=O. 
Let V, c R’ ” be the subspace consisting of all initial states x(O) in R ” that can 
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be driven to zero final state in i steps or less. Clearly, 
We now select a linearly independent set of vectors hi, ha,. . . , h,, , that span 
Vi. We then extend this set to form a basis for V,. In this manner, we find a 
basis p = hi,..., h,, for V,,. = R”. Suppose some b, in /? is in V, but not in 
V , ,. For the initial state x(O) = b,, we can therefore find a control sequence 
U’(O),U’(l),..., u’( N - 1) where u’(k) = 0 for k > t which drives x(O) to the 
final state x( N ) = 0. In this manner, we determine 
u’(k), k=O,l,..., N-l, i=1,2 ,..., n. 
Let H be the n x n invertible matrix over R whose ith cohimn is b,. Let 
u,,,u,,...,u,v_, be m x n matrices over I3 where the ith column of Crk is 
u’(k). Also, recursively define the matrices X,,, Xi,. . , X,Y by 
x, = A, 
X k+, = F( k)X, + G( k)U,. 
It then follows that X,. = 0. 
Suppose [ is in ker( X,). This means that the initial state x(O) = Bt can be 
driven to zero final state in i steps. Therefore, B[ is in V,, and then by our 
judicious choice of controls, it follows that 
u,_= 0 for k>i. 
Specifically, U,[ = 0 or Ker( Xi) c Ker( U, ). Hence we can solve the N linear 
equations 
u,= -L,X;, i=O,l ,..., N- 1; 
for Lj. Observe now that 
X k+l= F(k)X, + G(W, 
= [F(k)-G(k)L,]X,. 
It then follows that 
o=x,~= [F(N-I)-G(N-i)~,~_,] . . . [F(O)-G(o)L,,]x,,. 
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However, X, = B is invertible. Consequently, 
[F(N-l)-G(N-l)L,_,][F(N-2)-G(N-2)L,v_,] ... 
[F(O) - G(O)L,] = 0. 
Since (F, G) is reachable in N steps at all times, we can repeat the above 
argument and find matrices L,, L,, 1,. . . , L,,,_ 1 such that 
[F(2N-1)-G(2N-1)L2N_l] ... [F(N)-G(N)L,v] =O. 
In this fashion, we find matrices L, for each integer k. Define the m X n 
matrix L over A by L(k) := L,. It is then apparent that 
(F - GL)a( F - GL) . . . u”“( F - GL) = 0, 
i.e., F - GL is a-nilpotent. n 
It is interesting to note that the above proposition implies the existence of 
a “dead-beat” control law for linear time-varying systems that are reachable 
in N steps. More precisely, with the matrix L as described in Proposition 2.3, 
it follows that starting from any initial state x in Iw n at any initial time k,, the 
state trajectory x(k) of r(k + 1) = (F(k) - G(k)L(k))x(k) is zero for k > 
k, + 4. 
As is well known, the unit-pulse response function W, associated with the 
system B = (F, G, H, J) is given by 
i 
H(i)F(i-l)F(ib2)...F(j+l)G(j), i> j, 
WAi, j) = J(j), i r j, 
not defined, i< j. 
The input-output behavior of a sj stem Z is described by its input-output map 
f& where 
f&u)(i) = i W,(i, j>u( j), u E A';. 
k= -m 
Given an input-output map f: A”: + AP,, a realization of f is a system 
Z = (F, G, H, J) over A such that fx = f. For results on realizability, we refer 
the reader to Weiss [17], Evans [4], and Ferrer and Kamen [S]. 
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The commutative rings of polynomials, power series, and formal Laurent 
series, all with coefficients in the reals R, play a central role in the transfer- 
function theory of linear time-invariant systems. For time-varying systems the 
analogous objects are skew (noncommutative) rings with coefficients in the 
ring of time functions. 
More precisely, with z equal to an indeterminate, let A(( zP ‘)) denote the 
set of all formal Laurent series of the form 
With the usual addition and multiplication defined by 
az = z( aa), ain A, 
where (acu)(k) = a(k - l), A((z-r)) 1s a noncommutative ring with identity, 
called the skew ring of formal Laurent series over A. There are two 
important subrings of A(( zP I)): The skew ring A [ z] of polynomials and the 
skew ring A[[c’]] of f ormal power series. These have the obvious defini- 
tions. 
Define a projection map 
: A(@‘)) -+A((=-‘)): f z-‘a, --z 
)‘= -,\ 
For any CY in A((z-I)), let (cY), := (Y - a(a). By (a),, we shall mean the 
constant coefficient of (Y, and LI is said to be strictly proper if a(a) = (Y. 
Given any r X r skew polynomial matrix 
Q = t z'Q;, 
i=O 
the degree of Q is the largest integer q such that Q, # 0, and Q is said to be 
manic if Q, = I. Also, Q is said to be right-invertible if and only if there 
exists an r X r matrix 4 over A(( z- ‘)) such that Q$ = 1. We have the 
following result on invertibility. 
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PROPOSITION 2.4. Let Q be an r X r polynomial matrix. Then, Q is 
right-invertible if and only if there exists an r x r polynomial matrix T such 
that QT is manic. Further, T cun be chosen such that deg Q = deg QT. 
Proof. Suppose Q is right-invertible, i.e., there exists a II/ in ArXr(( Y ‘)) 
such that Q$ = I. Let deg Q = cl. We can now write 
= Q( I/G”) ++ QT( 4~“). 
Notice that deg[QT( #z”)] < deg Q = d. Th ere f ore the highest-degree term of 
Q($=“)+ is z “I. Choosing T = ($z”)+, which is polynomial, proves the 
necessity. Notice that deg QT = deg Q = d. 
Now assume that there exists a T in A’ xr [~1 such that QT is a nmic 
r x r polynomial matrix. We can then do right division of 1 by QT and find a 
4 in ArX”(( =- I)) such that QT# = I, which implies that Q is right-invertible. 
n 
An analogous result holds for left-invertibility of Q. In general, left-invert- 
ibility is not equivalent to right-invertibility, the pathology being due to the 
skew nature of our rings. We shall always deal with polynomial matrices that 
are both left- and right-invertible, in which case we shall call them simply 
invertible. 
We now describe our transfer-function approach to linear time-varying 
systems. All proofs are omitted; they can be found in [9]. 
Again, let A + denote the subring of A consisting of all functions LY :Z + R 
with support bounded on the left. Let A denote the unit impulse at the origin, 
i.e., A(k) = 1 if k = 0, and A(k) = 0 otherwise. Given any b in A+, the 
(generalized) z-transform of 6, written B(z), is defined to be the skew 
Laurent series 
B(z) = xzmrb(r)A. 
Let f be an input-output map, and let Wf denote the unit-pulse response 
function associated with f. For each integer r >, 0, define a p x m matrix W, 
over A by 
W(j) =Wf(r + j, j), j inE. 
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DEFINITION 2.5. The (formal) transfer-function matrix “;(z) associated 
with the input-output map f is the p x m matrix over A[[ Z- ‘I] defined by 
The input-output difference equation y = f(u) can now be characterized 
in terms of the transfer-function matrix Gf-(z) as follows. 
PROPONTION 2.6. Let f he un input-output map. Let y he the output 
resulting from the input u in A’:. Let Y(z) and U(z) denote the (gener- 
alized) z-transforms of y and u. Then, 
Y(z) =~f(z)u(z). (2.7) 
Note the close resemblance of (2.7) to the time-invariant transfer-function 
theory. This analogy to the time-invariant theory is further ilhistrated by the 
PROPOSITION 2.8. Let Z = (F, G, H, 1) he a linear time-varying system 
with input-output map fx. Then the transfer-function matrix @x associated 
with fr. is given by 
%&)=H(z~-F)-‘G+J. (2.9) 
Despite the close resemblance these two results bear to the time-invariant 
theory, it must be emphasized that (2.7) and (2.9) are computed via the skew 
(noncommutative) multiplication defined earlier. For instance, ZZ - F has a 
unique inverse given by 
(zI-F)~~=z~‘[I+Fz l+F(oF)z?+ . ..I. 
Given an input-output map f, polynomial factorizations of I@( 2) as 
correspond in a natural way to input-output difference equations. For linear 
time-invariant systems, this was first observed by Rosenbrock [15]. The 
detailed study of such factorizations is the subject of the next two sections. 
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3. POLYNOMIAL REALIZATION THEORY 
We now consider matrix fraction descriptions of a given transfer function. 
Let P, Q, R, and S be polynomial matrices such that Q is invertible. Let f 
be an input-output map with the associated transfer matrix 
%+)=PQ-lR+S. 
For time-invariant systems over fields, Fuhrmann [6] gave a natural realiza- 
tion for f in terms of the polynomial matrices P, Q, R, and S. For 
time-invariant systems over arbitrary commutative rings, Khargonekar [lo] 
has obtained corresponding results. We now proceed to derive results for 
time-varying systems analogous to those of Fuhrmann and of Khargonekar. 
We first develop the machinery with which we can obtain these natural 
realizations for time-varying systems. 
Let Q be an r x T (skew) polynomial matrix, invertible over A((z- I)). 
Define a right A-module 
Xy:= {xinA’[z]:Q-‘xisstrictlyproper}. 
Define a right A-linear projection map 
where r(Q-‘x) is the strictly proper part of Q-lx. Clearly, r(‘(, is surjective. 
PROPOSITION 3.1. Xc, is a finitely generated, free right A-module. 
The proof of this hard technical fact is rather long, and we have therefore 
put it in the appendix. 
We can view X,, as a right A [ z]-module by defining right multiplication 
by u” in X,, as 
This right A[ z]-module structure of X,, is fundamental for obtaining the 
natural realizations alluded to in the beginning of this section (see Theorem 
3.3). 
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REMARK 3.2. The right A-module XC1 will serve as the state space for our 
natural realization. The above proposition tells us that for any polynomial 
matrix Q, XC, admits a basis, i.e., XC, is isomorphic as a right A-module to A” 
for some integer n. This result is very important in ensuring that our 
realizations are free. As shown in the proof of Proposition 3.1, the dimension 
of X,, is given by the rank of a certain matrix which can be computed for any 
given Q. 
We are now in a position to state the following result. 
THEOREM 3.3. Let P, Q, R, and S he p X r, r X r, r X 111, and p X 171 
polynomiul matrices such that Q is invertible over A(( Z- ‘)). Let f he an 
input-output map with the associated transfer matrix 
Define the maps a’, r, and \E by 
Let F, G, and H be the matrix representations of 0, I?, and \k respectively 
with reference to some (fixed) basis of X0, and letJ:=(PQ-‘R+ S),. l’hen 
Z( P, Q, R, S) := (F, G, H, J) is a realization off. 
Proof. Let b,, b,, . . . , b,, be a basis for X,,. Any element x: in X,, has the 
unique representation x = E~=lbi~, in A, since XC, is a free right A-module 
(see Proposition 3.1). We shall write this as 
where B = [b, b, .. . b,,]. Using this notation, the matrices F, G, and H 
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with respect to the basis b,, b,, . . . , b, are determined by 
BF=@(B), 
BG = W,,,), 
H=\k(B), 
(3.4) 
where I,, is the m x m identity matrix (over A). 
Notice that the maps up and 1c, and A-semilinear, i.e., 
@(ml) =a+)+), 
\k(xa) =*(+(a), 
for any (Y in A. The map r is A-linear. Let 0 denote composition of maps. 
We now compute 
The last equality above follows from the A-semilinearity of 4. Continuing our 
computation, we see that 
where the last equality was deduced from the A-semilinearity of +. In this 
manner, we see that 
A, = (\k 0 Qk-‘)( BG) 
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From Proposition 2.8 it follows that the transfer matrix L@,(Z) of the 
input-output map fr, where Z = (F, G, N, J), is given by 
Lk(z)=H(+F)--‘G+J 
= z A,zmmk + J 
k=l 
= k~l(PQ-lRz~)oz k+(PQ-lRfS),, 
= PQ-‘R + S, 
since (PQ- ‘R + S) is proper. Hence, GE(~) =6’,-(z), i.e., Z( P, Q, R, S) = 
(F, G, H, J) is a realization of f. n 
REMARK 3.5. We could have chosen a dif&ntpa$s {i?,, R,, . . , !I,, } for 
X,, and obtained a different realization 2 = (F, G, H, J) for the input-output 
map f. In this event f: and Z = (F, 6, H, J) are A-isomorphic. We shall 
call any realization of f obtained as in Theorem (3.3) the Fuhrmann reali- 
z&ion associated with the polynomial matrix fraction representation Wt- = 
PQ-‘R+S. 
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The Fuhrmann realization, say for systems over fields, is known to be 
useful in the time-invariant case for tackling many control-theoretic problems 
such as stabilization, regulation, tracking, etc. We now continue to develop 
the theory by examining the relationship between control-theoretic properties 
of the Fuhrmann realization and algebraic properties of the associated poly- 
nomial matrix representation. We begin by characterizing reachability in N 
steps. 
THEOREM 3.6. Let P, Q, and R be p X r, T x r, and r x m polynomial 
matrices over A[ z ] such that Q is invertible over A(( z- I)). Let f be an 
input-output map with the associated transfer matrix 
wf(z) = PQ-‘R. 
Then, the Fuhrmunn realization Z( P, Q, R) = (F, G, H) is reachable in N 
steps at all times, for some positive integer N, if and only if there exist 
polynomial matrices Y, and Yz such that 
QY, + RY, = I. 
Proof. Let Z(P, Q, R) = (F, G, H) be the Fuhrmann realization of 
W,(Z) = PQ-‘R relative to some (fixed) basis b,, b,,. . . , b,, of Xc,. We 
continue using the notation used in the proof of Theorem 3.3: any x in Xc, 
has a unique representation x = C:=,bja,, { ai} in A, and we shall write this 
as 
x= [bl b, ... b,,] 
Suppose Z: = (F, G, H) is reachable in N steps at all times, for some integer 
N. This means that there exist matrices CO, C,, . . . , C,V_, over A such that 
[G ) F(aG) ) ..- 1 F(aF) ... (o”~~F)(~“~~G)] = I. 
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Let T()( I) = BT, where T is an n X n matrix over A. It then follows that 
=B[G / F(aG) 1 ... 
= [W) I (@or)(z) I 
= $RY2L 
where Ya := c~&,‘z’C,T. Hence, r(,(Z - RY,) = 0. This implies that there 
exists an T X r polynomial matrix Y, over A[z] such that QY, + RY, = 1. 
Now suppose that there exist polynomial matrices Y, and Ya such that 
QY, + RY, = I. Then, for any x in Xg, 
RY,x = x - QY,x. 
Hence, n(,( RY,x) = rcj( x) = x. We can, therefore, write 
where B is as before. Let YzZI = C~::O’ziDi. It then follows that 
=r(z)D,+(qd)(z)~,+ . . . +(~v--lor)(z)D,~_, 
D” 
=B[ G 1 F(aG) 1 ... 1 F(cIF)(IJ~“~~F)(~~~-‘G)] I 1 u1 D’ ,A- 1 
Consequently, the system I: = (F, G, H) is reachable in N steps. n 
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REMARK 3.7. A dual version of Theorem 3.6 characterizes observability 
in N steps at all times. We state this without proof: The Fuhrmunn realization 
Z( P, Q, R) = (F, G, H) is observable in N steps at all times if and only if 
there exist polynomial matrices Y:, and Y, such that 
Y3Q + Y,P = I. 
It is a simple calculation to verify that the Fuhrmann realization Z associated 
with the polynomial matrix representation Wr( Z) = H( zZ - F)- ‘G is itself 
C = (F, G, H). Consequently, from Theorem 3.6 we can conchide that a 
system Z( F, G, H) is reachable in N steps at all times if and only if there 
exist polynomial matrices Y, and Y, such that (-51 - F)Y, + GY, = 1. A dual 
result holds for the observability of Z = (F, 6, H ). 
Let Q and Q be any r X r and 1 X 1 invertible polynomial matrices. We 
shall now give necessary and sufficient conditions for Xg and X0 to be 
A[ z]-module isomorphic. For the case where A is a field, this issue was 
resolved by Fuhrmann [6, Theorem 4.71, and for the case where A is an 
arbitrary commutative ring, by Khargonekar [lo, Theorem 3.61. The results 
we have obtained are natural extensions of those of Fuhrmann and 
Khargonekar. 
THEOREM 3.8. Let Q and 6 be r x r and 1 X 1 invertible polynomial 
matrices. A map $: X,, + Xc1 is a right A [ z]-module isomorphism if and 
only if there exist polynomial matrices C, D, Y,, Y,, Y:], and Y4 such that for 
ank x in Xg 
$4x) = 7$w (3.9) 
and such that 
CQ=oD, (3.10) 
cr,+Qr,=z, (3.11) 
Y,D + Y4Q = 1. (3.12) 
We omit the proof of this theorem, since it closely resembles that of 
Khargonekar [ 10, Theorem 3.61. 
Let f be an input-output map. In gener_al, there will exist several 
polynomial matrix-fraction representations for Wfc.~). We now address the 
following problem: If 
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are two polynomial matrix representations for er, what conditions must P, * n . 
Q, R, S, @, Q, R, and S satisfy in order that the Fuhrmann realizations 
Z( P, Q, R, S) and Z(i, G,8, S) be A-isomorphic? This problem is closely 
related to the problem of strict system equivalence (see Rosenbrock [15] and 
Fuhrmann [7] for strict equivalence for systems over fields). Our results 
closely resemble the results obtained by Fuhrmann [7, Theorem 4.11 and by 
Khargonekar [lo, Theorem 4.31 (for systems over rings). We state without 
proof the 
THEOREM 3.13. Let f be un input-output map whose associated transfer 
matrix is 
l’hen, the Fuhrmann realizations 2( P, Q, R) and Z( ?, 6, k) are A-isomor- 
phic if and only if there exist polynomial matrices C, D, Y,, . . , Y, such that 
CY, + i)Y, = 0, Y,D + Y4Q = I. 
4. POLYNOMIAL FACTORIZATIONS OF TRANSFER-FUNCTION 
MATRICES 
In this section, we shall consider the issues of existence and computation 
of polynomial matrix fraction representations. We would like to emphasize 
that all of our results are constructive. 
Many frequency-domain methods used to design controllers for time- 
invariant systems begin with polynomial factorizations of the plant transfer- 
function matrix G(s) of the form 
G(s) = Q-+)R(s), with Q(s)Y,(s)+ R(s)Y,(s) = I. (4.1) 
See for example the books of Rosenbrock [15] and Wolovich [18]. Here, Q, R, 
Y,, and Y2 are polynomial matrices, and (4.1) is referred to as a left-Bezout 
polynomial factorization. For time-invariant systems, the existence of these 
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factorizations is not an issue: any plant transfer-function matrix always 
admits left- or right-Bezout polynomial factorizations. This, however, is not 
the case with time-varying systems (see Example 4.5). We therefore need to 
understand what class of time-varying systems admit such factorizations 
before we use them to design control systems. Theorem 4.2 answers just this 
issue and essentially states that a transfer-function matrix admits Bezout 
factorizations if and only if the associated input-output map admits a canoni- 
cal realization. 
THEOREM 4.2. Let f be an input-output map, and let I@,.(z) = EF= ,A jzm i 
be the transfer-function matrix associated with f. Then the following state- 
ments are equivalent: 
(a) There exist polynomial matrices Q, R, Y,, Y2 over A[,-] with Q 
invertible and such that 
li$(z) =Q-lR, QY, + RY2 = I, 
i.e., WJz) admits a right-Bezout polynomial factorization. 
(b) There exist polynomial matrices P, Q1, Y3, and Y, with Q1 invertible 
and such that 
i$( z) = PQ,‘, Y,P + Y4Q1 = I, 
i.e., Wf( z) admits a left-Bezout polynomial factorizasltion. 
(c) f admits a canonical realization. 
Proof. The proof of this theorem is extremely long and rather intricate, 
and may be found in Appendix B. We would like to emphasize that this proof 
is constructive. 
We now present a systematic procedure for obtaining the polynomial 
factorizations (i.e., the matrices Q, R, Y,, and Y,) of part (a) of this theorem. 
An almost identical technique can be used to obtain the polynomial factoriza- 
tions of part (b) of the above theorem. 
Let Z = (F, G, If) be (given) a canonical realization of the input-output 
map f. 
Step 1. Since the given system Z is canonical, it is reachable in N steps 
for some integer N. Let R, := [G F(oG) . .. F(aF) . . . 
(0 A’-2F)(aN-‘G )] be the N-step reachability matrix for the pair (F, G). 
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Here, each of the identity matrices is an n x n block. It will happen that, 
with Xi and X, defined as above, 
(~1 - F)X, + GX, = 1. 
Stm ZZ. Find matrices X and Y over A such that 
MC,:= [ >F ;] 
is invertible over A. Different choices for the matrices X and Y will result in 
unimoduhrly related Bezout polynomial factorizations (see Appendix B). 
Step III. Compute NO := M, ’ and partition it as 
where A is an n X n matrix. It will happen because of the observability of the 
pair (F, H) (see Proposition B. 1) that the pair (A’, B’) is reachable in K steps 
for some integer K. Determine (using Proposition 2.3) an n x p matrix S over 
A such that d := A’+ B’S’ is a-nilpotent, i.e., for some integer L, 
d(lJd)(U2A)~~~ (d-‘&i) =o. 
Step IV. Define the matrix 
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and compute the polynomial matrix 
. 
v= i (- NoWz)’ No. 
i i=O 1 
Partition V as 
v= Jo 11 
[ 1 D -0 ’ (4.3) 
where Q is a p X p matrix. 
Step V. Define the polynomial matrices 
R:= ZIG, 
Y, := HX,( 2s + X) - Y, Y,:=X,(zS+X). 
Then R, Y,, Y,, and Q [as defined in (4.3)] determine the desired polynomial 
factorization of Gf(z) as in Theorem 4.2. 
We now illustrate this procedure using an example. 
EXAMPLE 4.4. Consider the linear time-varying system Z = (F, g, h), 
where F(k) = 1 for all k in Z, and g = h = (Y, where a(k) = 1 if k is even and 
o(k) = 0 otherwise. We systematically employ the procedure described earlier 
to obtain a right-Bezout polynomial factorization for $( -_) = h( d - F) ‘g. 
Step I. The pair (F, g) is easily seen to be reachable in two steps, since 
R, = [g F(ag)] = [CY 1 -a]. A right inverse for R, is simply U= [l 11’. 
Then, 
X,= -(aR,)[; ;]U=a-I, 
x2= [l z]ZI=z+l. 
Step II. With X = 0, and Y = 1, the matrix 
is invertible over A. 
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We need to find an S in A such that - 1 + aS is a-nilpotent. By inspection, it 
is clear that S = 1 will suffice. 
Step IV. Defining 
w:= 1 1 
[ 1 0 0’ 
we compute the polynomial matrix VI 
Step V. The desired factorization is then 
6$(z) = Q_‘R, QY, + RY, = 1, 
where 
Q zz az3 +a,_-1, R=a, 
Y,= -1, Yz = 22 + u’. 
We would like to remark that not all time-varying systems admit canonical 
realizations. This is demonstrated by the following example. 
EXAMPLE 4.5. Consider the linear time-varying system Z = (F, g, h), 
where F(k) = h(k) = 1 for all k in Z, and g = A = the unit pulse con- 
centrated at the origin. Let fI: be the input-output map associated with Z. 
We shall show thatA f2 does not admit a canonical realization, and therefore, 
by Theorem 4.2, WfcZ) does not admit left- or right-polynomial factoriza- 
tions. 
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Suppose fE did admit a canonical realization. Then, by Theorem 4.2, 
there exist polynomial matrices P and Q with Q invertible and such that 
h(zZ-F)-‘g=(z-l)-‘A=PQ-‘. (4.6) 
Let Q = Cy=O~‘Qi. From (4.6) it follows that (z - l)-‘AQ = P is a poly- 
nomial. The coefficient of 2-l above must be zero: 
O=AQO+(uA)Q1+ ... +(u”A)Q,,. 
Multiplying this equation on the left by (u ‘A) we conclude that (u’A)Q, = 0 
for i = 0, 1,. . . , n. Thus AQ( z) = 0, which is impossible, since Q is assumed to 
be invertible. 
The central theorem of this paper, Theorem 4.2, is stated for canonical 
linear time-varying systems. Under the weaker hypothesis of reachability we 
can obtain the following theorem (which is actually an intermediate result 
used in proving Theorem 4.2), the proof of which may be found in Appen- 
dix B. 
THEOREM 4.7. Let Z = (F, G, H) be a linear time-varying system that is 
reachable in N steps. Then there exist polynomial matrices P and Q with Q 
such that 
and the Fuhrmann realiuztion X( P, Q, I) is A-isomorphic to I: = (F, G, H). 
REM-K 4.8. Recently, the use of stable proper factorizations in control 
problems has become more popular, one advantage being that the properness 
of compensators is automatic. See for example [2]. The detailed study of the 
existence of such factorizations for time-varying systems may be found in 
[141* 
We would like to remark in closing that the systematic procedure given in 
this section for computing Bezout polynomial factorizations for time-varying 
systems carries through, with minor modifications, for systems over a prin- 
cipal-ideal domain. The interested reader may refer to [13] for more details. 
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APPENDIX A. PROOF OF PROPOSITION 3.1 
Before we establish Proposition 3.1, we shall require several intermediate 
lemmas. Let Q(z) = c~=az’Q be an r X r polynomial matrix that is invert- 
ible, and let its inverse be Q-‘(z) = ET= _,,,,Bjzpj. For i > n, define Qi := 0. 
Define a right A-linear projection map no (as before) by 
‘rr(,:A’[z] -+A’[z]:x+Q~{QVx}. 
Also, define a left A-linear projection map X,, by 
Here, elements y in A’[ z] are to be thought of as row vectors. Notice that 
r((,( x ) and h (,( y ) are polynomial vectors of degree less than n. We can 
therefore write 
n-1 
hg(kk) = C hj,kd. 
j=O 
Notice that 
n@zk) = Qr{ Q-'zk} 
= % .z~Q~ g B,+kz-'= “flzj$,j,k. 
i=o I=1 j = 0 
Equating powers of z, we get after some computation 
@j,k= t$,'-t(Qt+jA,+x). 
Similarly, we can obtain 
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Now define the nr X nr block matrices i), P, M, and N over A by 
LEMMA A.5. With the above definitions for i), 6, M, and N, 
M=@, N=.(@). 
Proof. We verify the first equation by direct computation: 
Mi,j’ % a-'(Ql+t-lBt+j-l) 
/=I 
= f $i,lb,.i 
I=1 
Thus, M = 66. The second equation can also be easily verified. 
Let 0 < k < n. Then 
Q(Q-‘z”), = zzk - 7Tc,(Zzk) 
is a polynomial matrix of degree < n. Thus, we can write 
(A.61 
n-1 
(zkQ-‘)+Q= C Pj,k'j 
j=O 
A direct computation for (Y and fi [in a manner similar to obtaining (A.2), 
(A.3)] yields 
(A.71 
Pj,k= f u~k(B,+k~r,)u-j(Qt+j~,l)’ 
I=1 
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Define the nr x nr block matrices X, Y, U, and V over A by 
x, j=a n-j(Qi+j_n-_l)> Yi,j=""-i(Bi+j-n-l)> 64.8) 
U, j=“~_l,j_1’ V,,j=Pj-I,,-1' 
LEMMA A.9. With the above definitions, 
U=XY, u”-‘(v) =YX, 
M+U=I, N+V=Z, M”=M. 
Proof. The first two equations can easily be verified by a direct compu- 





It now follows from the definitions of M and U that M + U = I. In an 
identical fashion, we can obtain N + V = I. 
We can now prove that M2 = M. Notice that 
I, -1 I, 1 
T~)(ZZ")= C zi@j,k= C “jMi+l,k+l 
j=O j = 0 
The right A-linear map r<(, is a projection. Consequently, 
= c “(l(zi)Mj+l,k+l 
j = 0 
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Equating powers of z, we get 
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i.e., M2 = M. This completes the proof. 
We shall also require the 
PROPOSITION A.lO. X,, is a finitely generated right A-module. Further, 
let M be the nr x nr matrix described above. Then Xy is isomorphic to 
image(M) (as a right A-module). 
Proof. We first prove that X. is finitely generated. Since Q is an r X r 
invertible polynomial matrix, it follows from Proposition 2.4 that there exists 
an r x r polynomial matrix T such that QT = K is manic and such that 
deg Q = deg K = n. For any x in X,, Q-lx = 7r( Q- ‘x). Therefore 
deg( T- ‘Q- lx) < deg(T- ‘) - 1. Notice that Tp ’ is K -‘Q. Thus, deg(T- ‘) = 
deg Q - deg K, since K is manic. However, deg Q = deg K; therefore, 
deg( Tp ‘) = 0, i.e., T- ’ is proper. Consequently, 
-n+degx=deg(K-‘x)<deg(T-‘)-l= -1. 
Thus, for any x in X0, deg x Q n - 1. Thus, X,, is finitely generated, and 
(bi,j:=7rC,{ziej}:i=0,1 ,..., n-l; j=1,2 ,..., r), 
where ej is the jth column of the r X r identity matrix, generate XC,. 
We now show that X, = image(M). Consider the map 
+:Xg-+image(M): c c bi,ja,,j-+ Ma, 
i=lJ j=l 
where a = [LYE, q2 . . . ao,,lal I . . . al,,I.. . ((Y_~,~ . . . a,,-,.,]‘. It is 
straightforward to verify that + is well defined and right A-linear. Also, since 
{ hi, j } generate XV, + is onto. Suppose that G(X) = 0 for some r in Xy. Let 
a be partitioned as a = [al, a; . . . ai,_ 1]‘, where each ai is an r X 1 block. 
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Then, Ma = 0, i.e., 7rQ(Ey~,‘t iu i) = 0. Notice however that 
11-l , ,I 1 
x= c c bi,j”i,j= c 77&~)ai=0. 
i-0 j-1 i=O 
Thus, + is one-to-one. Consequently, X. = image(M). 
This completes the proof. n 
The following lemma is a simple (discrete-time) version of a theorem of 
Dolezal [3]. 
LEMMA A.ll. Let M be any p x q matrix over A. Then the right 
A-module image(M) is free if and only if rank M( t ) = p = constant for all t 
in H. 
Proof. The proof, being straightforward, is omitted. 
We are now in a position to prove the 
n 
PROPOSITION 3.1. Xy is a finitely generated, free right A-module. 
Proof. We have already shown that Xg is finitely generated (Lemma 
A.lO). It follows from Lemmas A.lO, A.11 that in order to prove X,, is free, 
we need only to show that rank M( t ) = p = constant, for all t in Z. We 
proceed to do this. 
Notice that from Lemma A.5 
det[XZ- M(t)] =det[AZ-i)(t)g(t)]. 
From Lemma A.9, we see that M = Z - U = Z - XY. Consequently, 
det[AZ-M(t)] =det[(X-l)Z+X(t)Y(t)] 
=det[(h-l)Z+Y(t)X(t)]. 
Again from Lemma A.9, we have YX - Z= on-‘(V- I)= -u”-‘(N). 
Therefore, 
det[ AZ - M(t)] = det[ XI - N( t - n + I)]. 
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It now follows from Lemma A.5 that 
det[AZ-M(t)] =det[hZ-i3(t-n)Q(t-n)] 
=det[hZ-i)(t-n)g(t-n)] 
= det[hZ - M(t - n)]. 
Therefore, the eigenvalues of M(t) are identical to the eigenvalues of 
M(t - n). Since M(t) is idempotent, i.e., M’(t) = M(t) (see Lemma A.9) it 
follows from standard linear algebra that M(t) is simple. Thus, rank M(t) 
equals the number of eigenvalues that are nonzero, which in turn implies that 
rankM(t) = rankM(t - n). (A.12) 
We could also write 
Q(z)=z “+lO+ F ziQi = Q*(z). 
i = 0 
Corresponding to Q*, we obtain an (n + 1)r X (n + 1)r matrix M* in a 
manner analogous to the way M was obtained from Q. Notice that by Lemma 
A.10 
X, = image( M ) = image( M*). 
Thus, for all t in h, rank M(t) = rank M*(t). By an argument identical to the 
one presented above, we can conclude that for all t in Z 
rank M*(t) = rank M*(t - n - l), 
i.e., rank M(t) = rank M(t - n - 1). This together with (A.12) implies that 
rank M( t ) = p = constant for all t in E. n 
APPENDIX B. PROOFS OF THEOREMS 4.2 AND 4.7 
We would like to first emphasize that the proofs of Theorems 4.2 and 4.7 
given in the following pages is constructive. A systematic procedure for 
obtaining the polynomial factorizations of these theorems is given in Section 
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4, and essentially follows from this appendix. In particular, we will show that 
right matrix fractions are closely related to reachable realizations. 
Before we establish these results, we need to prove a few intermediate 
results, some of which are themselves of interest. We proceed to do this. 
Let (F, G) be a pair of matrices over A that are reachable in N steps at all 
times. Consequently, the matrix 
B,=[Gl F(oG)I ... 1 Of.. . (u*-~~)(o+~~)] 
is right-invertible over A. This implies that there exist matrices A and C such 
that 
i.e., the row [ - F G] is right-invertible (over A). It is now a classical fact that 
there exist matrices X and Y such that 
is unimodular (see [ll, application (d), p. 381). We now have the following 
key result. 
PROPOSITION B.l. Let (F, G) be a pair of matrices over A that are 
reachable in N steps at all times, for some integer N. Let 
be any unimodular completion of the row [ - F G] over A, and let A::, := M; I 
be partitioned as 
where A is an n X n matrix. Then the pair (A’, B’) is observable in K steps 
for some integer K. 
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Proof. Since the pair (F, G) is reachable in N steps at all times, it follows 
from Proposition 2.3 that there exists an m X n matrix L over A such that 
fi := F + GL is o-nilpotent, i.e., for some integer k 
l?(uQ . . . (a+) = 0. 
Notice that 
Z=M,‘M,= [; #2$4”[ IL f] 
Here, the precise formulae for e, i>, and _? are not critical to our needs. One 
component in the above equality is 
-A$+Bg=Z. (B.2) 
We now see that 
E;- = (a-‘Z)P 
= - (.+A)(a-‘fi)i; +(o+B)(odt)k 
Substituting this into (B.2) yields 
Z?i - A(6’B)(o-‘2)fi-t A(a+A)(a-‘fi)i; = I. (B.3) 
From (B.2) it follows that 
(a-‘i+)F = (u-2z)(u-‘QE 
= -(.-2A)(u-2~)(u-'~)~+(a-2B)(a-2~)(a-'~)i;. 
Using this in (B.3) gives us 
Sk - A(a+B)(a+~)@ + A(o~1A)(a-2B)(a~2r2)((7~1~)~ 
- A(a-rA)(a-2A)(a-2i;)(a-‘k)k = I. 
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Repeating this procedure k times, we obtain 
[R 1 A(u-'B) 1 ... ] A(a+A) ... (o++h)(&)] 
+ Sk(u-kk ). . . (a-‘QP = I, 
where S,,S,,..., S, are matrices over A whose exact formulae are not critical 
to our needs. Notice now that 
because F is a-nilpotent. Hence the matrix 
[B 1 A(a-‘B) ] ... ] A(a-'A) . . . (ak+‘A)(&)] 
is right-invertible over A. It is then apparent (see Weiss [17] and also Section 
2) that the pair (A’, B’) is observable in k steps at all times. n 
LEMMA B.4. Let (F, G) be a pair of matrices that are reachable in N 
steps. Let A and B be matrices as defined in Proposition B.l. Then there 
exists an m x n matrix S such that d := A + BS is a-‘-nilpotent, i.e., for 
some integer k 
d(u-‘A). . . (u-kd) = 0. 
Proof. Define the matrices A, and B, over A by 
A,(t)=-+t), B,(t) = B( -t). 
It follows from Proposition B.l that the pair (A’, B’) is observable in N steps, 
for some integer N. Hence, by duality, the pair (A,, B,) is reachable in N 
steps. We now apply Proposition 2.3 and conclude that there exists an m x n 
S, over A such that A, := A, + B,S, is a-nilpotent, i.e., there exists an 
integer k such that for any t, 
d,( - t)& - t - 1) . . +i,( - t - k) = 0. 
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Define a new matrix S over A by S(t) = S,( - t). Then for any time t, 
A(t)& + 1). . . A(t + k) = 0, 
where A := A + BS. 
We shall require one further lemma: 
LEMMA B.S. Let (F, G) be a pair of matrices that are reachable in N 
steps at all times. Then there exist polynomial matrices P(z) and Q(z) over 
A[ z] with Q(z) monk such that 
(zZ-F)-‘G=P(z)Q-‘(z). 
Proof. Since the pair (F, G) is reachable in N steps at all times, it follows 
that there exist matrices A,, A,, . . . , A,,,_ 1 over A such that 
A’ ~ 1 
c MiAi+Z=O, 
1=0 
where the matrices Mi are defined recursively by M, = G, Mi+ 1 = F(aM,). 
Multiplying the above equation on the right by M,V yields 
A’ 
c MiBi = 0, 
i=O 
where Bi := A i M,V for i = 0, 1,. . . , N - 1, and B,,, := 1. Define a manic poly- 
nomial matrix 
.v 
Q(z) := c z’B,. 
i = 0 
It is an easy computation to verify that V{ .zZ - F } _ ‘GQ } = 0. Consequently, 
(J - F ) ‘GQ = P is a polynomial matrix, verifying our claim. n 
We are now in a position to state the central result of Section 4. 
THEOREM 4.7. Let Z = (F, G, H) be a linear time-varying system that is 
reachable in N steps at all times. Then there exist polynomial matrices P and 
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Q over A[ z], where Q is invertible, such that 
and the Fuhrmunn realization C(P, Q, Z) is A-isomorphic to Z = (F, G, H). 
Proof. In order to prove this result, we have to find matrices 
C, D, y,, . . . > Y6 such that the isomorphism conditions of Theorem 3.13 are 
satisfied. 
Since the pair (F, G) is reachable in N steps at all times, the unimodular 
row [ - F G] can be completed to a unimodular (invertible over A) matrix 
(see discussion before Proposition B.l). Let 
M,= [ iF _Gy4] 
be any such completion, and let 
A B 
NO:=Mil= c J , I 1 
where A is an n X n matrix. From Lemma B.4 it follows that there exists an 
m x n matrix S over A such that A := A + BS is u ‘-nilpotent, i.e., for some 
integer k, 
da-‘(X). . . .-,+y/Q =o. 
Define the matrix 
w:= 1 0 
[ 1 as 0’ 
We claim that the polynomial matrix U := ZW + M, is unimodular (invert- 
ible over A[ z]) and its inverse is V := N,[~~~,‘( - zWNO)‘]. We verify this by 
direct computation. First, notice that 
wNo= [u: :][“c ;I = [($A (o:)B] 
34 PRAMOD P. KHARGONEKAR AND KAMESHWAR R. POOLLA 
Therefore, 
Observe that 
(&)“-‘= &--‘(Q . . . u-k+y~),k-l 
= 0 
A 
because A is u ’ -nilpotent. Consequently, ( - zWN,)~ = 0. It then follows 
that 
k-l 
UV= (zW+ M,)N, c (- zWN,)’ 
\i=O 
k-l 
=(zWNn+Z) c (-.zWN” 
i=O 
=I+( -zWN$=Z, 
proving our claim. 
We now partition V as 
where Q is an m X m polynomial matrix over A[z]. Let us define P := HD. 
Let y3 = z( US) + X. Then, 
WV= ,1;, -?y][; -"y]=" (B.6) 
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Since the pair (F, G) is reachable in N steps at all times, it follows from 
Lemma B.5 that there exist polynomial matrices p and Q, where Q is manic, 
such that (zZ - F)-‘G = PQ-‘. Therefore, 
where Y, is some polynomial matrix. We now see that 
“[ ;,] =vu[ $1 =z[ $1. 
Hence, 
$,I=[:: -“9][i7]=[-fJ 
Consequently, QY7 = Q, which from Proposition 2.4 allows us to conclude 
that Q is right-invertible. Let \k in A”lxm(( a-‘)) be any right-inverse of Q, 
i.e., Qq = 1. T o see that Q is also left-invertible, we examine (B.6). Two 
components of this equation are 
(z~-~)D=~Q, (B.7) 
Y,D + Y,D = I. (B.8) 
Multiplying (B.7) by YkI(zZ - F)-’ on the left, we obtain 
Y3D = Y,( zZ - F) 'GQ. 
Substituting this into (B.8) we see that 
Z=(Y,(zZ-F)-‘G+Y4)Q, 
I.e., Q is also left-invertible. Hence, Q has a unique inverse Q- ’ in 
A”’ X ,,I(( z 1)). 
We have thus constructed polynomial matrices P and Q, where Q is 
invertible, such that 
P=HD, PQ-’ = H(zZ - F) -lG, 
GY, + ( ZZ - F)Y, = I, Y3D + Y4Q = I. 
(B.9) 
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It is now straightforward to check that the isomorphism conditions of 
Theorem 3.13 are satisfied by choosing C = G, Y, = Ys: = 0 and with Y,, Y,, 
&, Y*, and D as in (B.9). This completes the proof. n 
REMARK B.lO. If the system Z = (F, G, H) is assumed to be canonical 
instead of only reachable in N steps at all times, the isomorphism conditions 
of Theorem 3.13 reduce to (much simpler form) the existence of polynomial 
matrices Y3, Y, such that 
Y,P + Y4Q = I, H(zZ - F) -'G = PQ-‘. (B.ll) 
Thus, Theorem 4.7 tells us that if Z = (F, G, H) is a canonical linear 
time-varying system, there exist polynomial matrices P and Q, where Q is 
invertible, such that (B.ll) is satisfied for some Y,, Y4. 
In view of the above remark, we have Theorem 4.2: 
Sketch of proof of Theorem 4.2. (c) - (a) is a restatement of Remark 
B. 10. 
(a) j(c): Let Z(P, Q, !) be the Fuhrmann realization associated with 
polynomial representation Wfcz) = PQ- ‘. From Theorem 3.6, since R = I, it 
follows that Z is reachable in N steps, and from Remark 3.7 it follows that Z 
is observable in N steps (because Y,P + Y,Q = Z). Therefore, Z is a canonical 
realization of 5 
(a) * (b) follows from duality. n 
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