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When manipulating a quantum system S, its surrounding system, or environment, E induces
unwanted effects. It is mainly due to its vastness and the lack of knowledge about the Hamiltonian
HSE that governs the dynamics inside E and the interaction with S. The detail of HSE is usually
extremely hard to identify, since E can hardly be measured or controlled directly. Nevertheless,
here we show that it is possible to probe and control a part of, if not all, the dynamics involving E,
within the timescale in which its effective dimension can be seen finite. That is, we may be able to
let a noisy environment work in our favor as a part of quantum computer.
PACS numbers:
I. INTRODUCTION
The full control of many-body quantum systems is no
doubt a key towards the future nano- and quantum tech-
nologies. Among others, the realisation of quantum in-
formation processing [1] has been studied intensively as
a good test bed of quantum control as well as an ulti-
mate engineering task that makes full use of quantum
mechanical effects [2, 3]. Yet, manipulating quantum
states is extremely hard, since information encoded in
quantum states easily leaks out to the environment due
to complex and inevitable interactions with it. In the
theory of open quantum systems, an environment is usu-
ally treated as a large bath [4, 5], washing away most of
its dynamical details, rather than a quantum object that
we can control actively.
Although it is indeed hopeless to have a full control
of infinitely large environment, what if we knew that
the system surrounding a small quantum device is finite
dimensional. There exist such compound quantum sys-
tems, in which a finite (possibly high) dimensional system
E interacts with a small device S that is directly control-
lable and measurable. A good example can be found in
the hybrid system of a superconducting qubit (SC) and
nitrogen-vacancy (NV) centres in diamond [6–8]. A SC
qubit (S), which is under control, is coherently coupled
with a finite number (107 ∼ 1012) of electron spins (E)
trapped by NV centres. Despite a huge number of spins
that are waiting to be controlled, we still lack a method,
thus any proposal towards the exploitation of high di-
mensionality is strongly coveted. The biggest obstacle
to this end would be the acquisition of precise informa-
tion of the Hamiltonian that governs the total dynamics.
How can we probe the internal, possibly quite complex,
dynamics in E by a limited access through S?
In this paper, we demonstrate how this formidable task
of identifying the dynamical structure of the total system
can be achieved, provided the dimension of E can be re-
garded as finite. More precisely, for a given principal sys-
tem S and its surrounding system E, we will estimate the
parameters of the Hamiltonian HSE , which will be suffi-
cient in terms of the indirect control of E as a resource
for quantum engineering, such as quantum computation,
through S. Throughout the paper, we shall call E the
environment symbolically, and its dimension is assumed
to be finite, but unknown a priori, as we will formally
state later.
Readers may be reminded of the methods of quantum
process tomography (QPT)[1, 9–14] as means to deter-
mine all the parameters that characterise a general quan-
tum evolution, namely a completely positive (CP) map.
Nevertheless, QPT is a scheme to estimate the CP map
for a quantum system for which we can prepare a specific
state and perform measurements. Thus, the conventional
QPT methods do not reveal the nature of environment,
which is beyond the reach of our measurement.
There have also been a series of studies on Hamilto-
nian identification of a many-body system under limited
access [15–18]. However, all of them assume that a pri-
ori knowledge is available about the system configuration,
and the controllability of the system state, which includes
initialisability. In the present analysis, no particular as-
sumptions as such are made about system structures or
the type of interaction, that is, the task is even more
nontrivial than existing tomographic schemes.
The identification method we present here consists of
two major parts: one is a state-steering protocol to es-
tablish entanglement between SE and an ancillary sys-
tem A, and the other is a tomographic process to re-
construct HSE . Let us depict the basic idea by a sim-
ple example with an illustration in Fig. 1, whose pro-
cesses (a)-(c) correspond to the state-steering protocol
and the information of HSE is extracted in (d). Sup-
pose both S and E are two-dimensional systems. By
preparing a maximally entangled state between a1 and
a2, |Υa1a2〉 = (|00〉 + |11〉)/
√
2, as an ancilla and swap-
ping S and a2, we can entangle S and a1 as in Fig. 1(a).
We will show later that we can probabilistically make
the evolution of SE be effectively a SWAP operation,
i.e., an operation that transfers entanglement between A
and S to that between A and E, even if HSE and the
initial state are unknown. This is possible as long as
HSE is an entangling interaction (Fig. 1(b)), like the
standard Heisenberg spin interaction. We can then en-
2FIG. 1: A simple example to explain the idea. With the
help of ancillary systems, the entire state can be steered to
be two pairs of maximally entangled states as in (c). State
tomography of ρSa1a2(t) provides us with information on the
Hamiltonian parameters.
tangle S and a2 to have two maximally entangled pairs
(Fig. 1(c)) (This is possible because both can be mea-
sured and controlled). Because of a property of maximal
entanglement,
USE(|ΥSa2〉 ⊗ |ΥEa1〉) = Va1a2(|ΥSa2〉 ⊗ |ΥEa1〉) (1)
holds when Va1a2 = U
T
SE . Thus, in a sense, the effect
of HSE will be reflected in the dynamics on the side of
a1a2. In our setting, since S is accessible as well as a1
and a2, the reduced density operator ρSa1a2(t) can be
obtained through state tomography on these three sub-
systems (Fig. 1(d)). The information about HSE will
then be acquired by analyzing ρSa1a2(t).
Even when there is no a priori knowledge available on
the dimensionality of E or the type of interaction, we
can construct a method for the two major processes, as
in the above somewhat simplistic example. There ex-
ists a protocol that steers the entire state so that it will
have the entanglement structure as in Fig. 1(c), and the
Hamiltonian HSE can be identified through tomography
of SA.
After giving an outline of the main results in Sec. II,
we will define the setup and the equivalence class with
respect to the observable dynamics in Sec. III more rigor-
ously. In Sec. IV, it will be shown that, if the Maxmailly
Entanglement (ME) condition, which can be verified by
tomography on SA, is satisfied, simply observing the nat-
ural time evolution of the state on SA is sufficient for
identifying the equivalence class. Also, the fulfillment of
the ME condition is shown to guarantee the establish-
ment of a state that is essentially maximally entangled
between SE and A (Sec. IV B). We will then discuss a
specific method as to how we can extract information on
HSE from the observed data in Sec. V and present the
state-steering protocol in Sec. VI that attains the right
entanglement structure. Section VII shows the results of
numerical simulations to confirm our ideas, taking a net-
work of four spins as an example, before summarising in
Sec. VIII.
II. MAIN RESULTS
Let HS and HE be the Hilbert spaces of the principal
system (S) and its environment (E), whose dimensions
are dS and dE , respectively. Then, the assumptions on
which we base our analysis are as follows.
(i) dE is finite, although its value may be unknown.
(ii) Ancillary states, each of which is a maximally en-
tangled pair,
|Υa1a2〉 =
1√
dS
dS∑
i=1
|ia1 ia2〉. (2)
can be provided abundantly. They will form the
ancillary system A as the state-steering protocol
proceeds (see below). The interaction between A
and E is negligible.
(iii) The state on HS ⊗HE can be initialised to a fixed
(unknown) pure state |ΨSE(0)〉.
(iv) Any quantum operations can be applied on SA in-
stantaneously.
(v) State tomography on SA can be performed at suf-
ficiently high frequency during the protocol so that
we can trace the time evolution of state ρSA(t) and
its functionals.
Although the assumptions (iii) and (iv) lead to (v), we
list it here for clarity because it is requisite for our pro-
tocol to work.
Naturally, dE may be infinitely large in general, but
we consider a situation where the system S effectively
interacts with only a finite dimensional subspace E of
the universe E′. That is, the interaction between S and
E is so dominant within the relevant timescale for de-
scribing the dynamics of the system that we can justify
this assumption. In other words, the combined system in
SE undergoes a unitary evolution.
For longer timescales, the combined system SE can-
not be immune to the effect of interactions with its sur-
rounding environment E′. A state ρSE is now subject to
equilibration and will tend to some fixed state ρ
(0)
SE. This
fact can be used to reset the state ρSE , albeit unknown,
before iterating the protocol. Further, we shall take it
for granted that ρSE(0) is pure, as assumed in (iii), be-
cause we can always purify it by appending an additional
Hilbert space to E.
Roughly speaking, we shall present two main results
in this paper. One is that, despite the limited access, it
is possible to verify the desired entanglement structure,
which is sufficient for our identification purpose. And the
other is that we show by construction the existence of a
protocol to attain the necessary structure in generic situ-
ations. In the following subsections, we give an intuitive
description of these two results and that of the tomog-
raphy for Hamiltonian identification as well as a remark
3on quantum control that becomes possible thanks to the
acquisition of those information.
A. Equivalence class and ME condition
As described in Sec. I, we aim at establishing two
pairs of maximally entangled pairs, however, it cannot
be directly verified because we are not allowed to access
E. Nevertheless, if we could check whether the state
on SA satisfies the ME condition, whose details will be
explained later in Sec. IV, then the dynamics observable
through SA is equivalent to the one that we would see
when there were two maximally entangled pairs as we
wanted (cf. Theorem 2 in Sec. IVB).
What we mean by equivalent dynamics is as follows,
while a mathematically more rigorous treatment is given
in Sec. III B. That is, under the physical situation we
consider, i.e., the one with limited access, there are mul-
tiple possibilities of the set (dE , |ΨSEA〉, HSE) that leads
to an identical observable dynamics on S and A, no mat-
ter what operations we perform on SA. Here, dE , |ΨSEA〉
and HSE are the dimension of E, the initial pure state
on SEA and the Hamiltonian on SE. We call this set of
three ingredients a triple. Figure 2 illustrates an intuitive
picture of the equivalence between dynamics observed on
a subsystem of a larger system.
In the context of system identification, the problem of
indistinguishable system models for a given experimen-
tal data set has been studied in the classical setting for
a long time [29] and also recently discussed in quantum
scenario, in which the entire system is known to be con-
trollable [30] with a known dimensionality of the system.
Our analysis in this paper is more universal with no ex-
tra assumptions, thus the differences between triples in
the same equivalence class look highly nontrivial: even
dimensionality can vary within the class.
With the notion of equivalence class, we can reexpress
the content of Theorem 2 in Sec. IVB as follows. If the
state |ΨSEA〉 fulfills the ME condition there exists an
equivalent triple in which A1 and A2 are fully entangled
with S and E, respectively. Namely,
|ΨSEA〉 = |ΥSA1〉 ⊗ |ΥEA2〉. (3)
This fact justifies the use of Eq. (5) below, or the mirror-
ing effect of maximally entangled states, for our Hamil-
tonian tomography, even though the observable E might
be only a subspace that moves around in a larger space.
Since the fulfillment of the ME condition can be
checked on S and A only, if any initial state on SE can
be steered to the one that satisfies the ME condition, we
can ascertain the establishment of two maximally entan-
gled pairs. The state-steering protocol, which is depicted
in the next subsection and Sec. VI, will achieve this task.
For a clear demonstration of the equivalence in terms
of the dynamics on SA, we have carried out a numerical
simulation of our protocol, taking a four-spin system as
FIG. 2: An illustration of the physical situations that lead
to identical observable dynamics. Here, the experimenter ob-
serves the dynamics a small magnet (spin) shows by varying
local control parameters. Yet, no matter what he controls,
there could be multiple possibilities of external elements, i.e.,
environment, which would give rise to the same dynamics of
the magnet. For example, he cannot distinguish two situ-
ations; the whole laboratory may be in the magnetic field
generated by wire or a permanent magnet. Similarly, in Sec
II, many triples {(dE, |ΨSEA〉,HSE)} would lead to indistin-
guishable dynamics on SA.
an example. In this example, the single spin of S inter-
acts with each of the three distinct spins of E. Since we
identify only one member in the equivalence class that
leads to the identical time evolution on SA, the ‘true’
dynamics on SE could be different from what we expect
from the estimated H˜SE . Figure 10 later in Sec. VII
shows how the difference between dynamics on SEA and
that on SA may vary: The observed time evolution on
SA stays the same regardless of the Hamiltonian within
the class, i.e., zero trace distance, while the entire SEA
evolves quite differently. For more description, refer to
Sec. VII.
B. State-steering protocol
In order to make use of the ‘mirroring effect’ of entan-
glement, Eq. (1), for the identification of HSE , we first
need to steer the state on SEA to establish maximal en-
tanglement between SE and A. Let us describe how the
state-steering protocol goes, and delineate why it works
out for our purpose. Figure 3 depicts the state-steering
protocol. We start with an initial (fixed, but unknown)
state ρ
(0)
SE and abundant copies of |Υa1a2〉 in Eq. (2). At
t = 0 (Step 0), HA is a null space, supporting no states.
The SWAP operation between S and a1, which must be
fast enough compared with the system dynamics, will be
denoted as SWAPSa1 . The C-th round of the protocol
proceeds as follows (C starts from zero at t = 0):
Step 1: Apply SWAPSa1 , where a1 is a subsystem of the
newly provided MES, |Υa1a2〉, and then let A in-
4FIG. 3: The protocol for steering the state on SEA to es-
tablish maximal entanglement between SE and A. The thick
blue lines and the red dotted line represent entanglement and
the interaction, respectively. The three systems, S, E, and
A, are in some entangled state after foregoing rounds of the
protocol, while A is a null space for the first round. In (a),
|Υa1a2〉 is provided and the states of a1 and S are swapped to
make the entanglement network look like (b). Relabeling A,
a1, and a2 as a new A as in (c), we perform state tomography
of A and subsequently a local filtering operation FALF on A.
If FALF succeeds, iterate the procedure, going back to (a).
corporate a1 (the former S) and a2.
Step 2: Apply a local filtering operation FALF on ρA and
increase C by one. If it fails, carry out the whole
protocol from the beginning.
Step 3: Let the SE system evolve for a time duration (<
∆tC) so that the functional of ρSA, ∆ESA, which
is defined below by Eq. (4), increases by ǫC > 0.
See Sec. VI as to how we should determine ∆tC
and ǫC .
Step 4: Terminate the protocol if ∆ESA is found to be non-
increasing; otherwise, let the SE system evolve so
that ∆ESA ≥ ǫC , and go back to Step 1.
Note that state tomography on SA is performed
at sufficiently high frequency during the protocol
so that we can trace the time evolution of state
ρSA(t) and its functionals, such as ∆ESA and ρA.
Intuitively, ∆tC and ǫC are set so that we can complete
the steering protocol within a desired time period, which
can be made as short as possible at the expense of success
probability.
The local filtering operation on ρA is written as
FALFρA = FLFρAF †LF, where FLF =
√
λmin · ρ−1A with
ρ−1A the inverse of ρA on its support and λmin the small-
est nonzero eigenvalue of ρA. The success probability of
FALF is λmin · rankρA.
The quantity ∆ESA we measure in Step 3 is defined as
∆ESA := S(ρSA)− S(ρA) + ln dS , (4)
where S(ρ) = −Tr(ρ ln ρ) is the von Neumann entropy
and ρA = TrSρSA. While what it represents may not be
obvious at first sight, ∆ESA is the change in entangle-
ment between SA and E due to SWAPSa1 in Step 1 of
the following round.
We shall see in Sec. VI that when ∆ESA = 0 for any
∆tC , there is a subsystem A1 of A that is maximally
entangled with S. Further, we expect that the remaining
part A2 of A is maximally entangled with E as a result of
FALF. The saturation of ESA, i.e., ∆ESA → 0, does occur
because the dimension of SE is finite in our analysis.
C. Tomography for Hamiltonian identification
Once two pairs of maximally entangled states are at-
tained, we move on to the Hamiltonian identification
stage. Due to a property of maximally entangled states,
for |ΨSEA〉 in Eq. (3) and a unitary operator USE , we
have
USE|ΨSEA〉 = VA|ΨSEA〉, (5)
where VA = U
T
SE acting on HA, as mentioned above (Eq.
(1)). Therefore, the unitary evolution we observe on the
ancillary system A = A1A2 should contain information
about the Hamiltonian HSE = i/t lnUSE(t).
Naturally, however, simply looking at the state of A
does not reveal any information on USE. As all we
can probe is the reduced density operator ρSA(t) =
trE |ΨSEA〉〈ΨSEA|, our task is to find a Hamiltonian H˜SE
that generates its time evolution ρSA(t), such that
i
∂
∂t
ρSA = [IS ⊗ H˜TSE , ρSA], (6)
where H˜TSE acts on HA, despite its notation. (We let a
tilde denote the estimated variable.) The density matrix
ρSA(t) can be Fourier transformed to extract information
about H˜SE in terms of an orthogonal basis of hermitian
operators. The matrix elements of H˜SE are then ob-
tained by solving a resulting set of linear equations. For
more details, refer to Sec. V.
D. Control of E through S
The Hamiltonian H˜SE thereby estimated contains all
the necessary information to characterise the observable
dynamics, albeit unmodulable per se. What we can con-
trol actively is the system S
5entire system SE is governed by the Hamiltonian
H(t) = H˜SE +
∑
n
fn(t)H
(n)
S , (7)
where H
(n)
S are independent Hamiltonians that act on
HS and can be modulated by fn(t). As we have already
identified H˜SE , there is sufficient information to judge
the controllability of the system SE under the Hamil-
tonian (7). A theorem from the quantum control the-
ory states that the set of realisable unitary operations is
generated by dynamical Lie algebra [19–21]. Dynamical
Lie algebra can be computed by taking all possible (re-
peated) commutators of operators in Eq. (7), i.e., iH˜SE
and {iH(n)S }, and their real linear combinations.
Therefore, our knowledge of H˜SE allows the control-
lable system to encompass not only the principal system
S but also (a part of) the environment E. That is, we
are now able to exploit the dynamics inside E for use-
ful quantum operations, such as quantum computing, by
controlling a small system S only. This is the same sit-
uation as in refs. [22–26], where only a small subsystem
is accessed to control a large system.
III. PRELIMINARIES AND EQUIVALENCE
CLASS OF DYNAMICAL BEHAVIOURS
We will now discuss the problem in a more mathe-
matically rigorous manner. In this section, we give the
definitions and premises of the problem, and define the
equivalence class of observable dynamics under limited
access.
A. Problem setting
We consider a joint system consisting of three parts:
the principal system S, its surrounding system (environ-
ment) E, and an ancillary systemA, whose Hilbert spaces
are denoted as HS , HE , and HA, respectively. The en-
tire system SEA on HS ⊗HE ⊗HA is a non-dissipative
closed system. The principal system S interacts with
its environment E via Hamiltonian HSE , while E does
not interact directly with the ancillary system A. Thus,
the Hamiltonian of the joint system can be written as
HSE ⊗ IA. We are not allowed to access the environ-
mental system E directly, which means that no part of
E can be a subject of direct control or measurement.
Meanwhile, we are able to perform any quantum opera-
tions and measurements on the joint system SA instan-
taneously.
A key assumption we make is that the environmen-
tal system E is finite-dimensional, i.e., dE := dimE <
+∞. Those systems under our control, S and A are
also finite-dimensional, and naturally dS := dimHS and
dA := dimHA are known. We do not assume any prior
knowledge of dE , the interaction Hamiltonian HSE , and
the state on HSEA := HS ⊗ HE ⊗HA. For most of the
discussion in this paper, dA refers to the dimension of A
after the state-steering protocol (see Sec II and VI) has
been completed, unless stated otherwise.
Under these settings, our goal is to obtain as much
information as possible about E and the interaction be-
tween S and E, namely, HE , HSE , and the state on
HSEA. A central tool for the information acquisition is
quantum state tomography [27] of the joint system SA
to determine ρSA as a function of time. This is possi-
ble since the initialisability of the entire state is assumed
so that we can prepare an identical, but not necessarily
known, initial state |ΨSEA〉 on HSEA as many times as
necessary. Pragmatically, such a state initialisation can
be achieved by waiting for the equilibration of the state,
which is caused by the interaction with a larger environ-
mental system that surrounds E′ [1, 4]. The timescale for
such an equilibration is much longer than the one within
which the entire system of SEA can be considered closed.
The initial time t0 is defined as the time when the state
initialisation is completed.
Since we have prior information about dS and dA, our
system dynamics can be characterised by dE , a state on
HSEA at the time t0, and the Hamiltonian HSE . Note
that at t0, we can always assume the initial state on
HSEA is pure. This is because when the state on HSEA
is mixed, we can append an extra Hilbert space HF to
the system so that the state on HSEA ⊗ HF is pure
[1, 28]. Then, we simply redefine HE ⊗ HF as HE , and
HSE⊗IF as a new Hamiltonian HSE to restart the whole
discussion. Therefore, we need a set of three elements
(dE , |ΨSEA〉, HSE), which we shall call a triple, to char-
acterise the behaviour of our system under the effect of
environment between the times t0 and t∞ (t0 < t∞). Al-
though we choose t∞ = +∞, which is theoretically natu-
ral, since we practically perform an experiment within a
finite time length, the consideration of a finite t∞ is also
useful as we will see later.
B. The equivalence due to indistinguishable
dynamics
As mentioned above, our primary goal is to identify
the triple (dE , |ΨSEA〉, HSE). Yet, it is an impossible
task to completely specify the triple when our access is
limited to only S and A, no extra assumptions are given.
What if there are more than one possible triple? Sim-
ilarly to the cases studied in the past [29, 30], for our
task of identifying the system E, it turns out that even if
there were multiple possibilities of triples that give rise to
the same dynamical behaviour on SA, the difference be-
tween them would not lead to distinct outcomes of quan-
tum control of E through S. In other words, if there
were two indistinguishable environmental systems char-
acterised by (dE , |ΨSEA〉, HSE) and (d˜E , |Ψ˜SEA〉, H˜SE)
in the time period [t0, t∞), the results of any quantum
computation that utilises E as a resource would be in-
6dependent of whether the true environment was either
of them. Therefore, for the acquisition of information
on the environmental system HE toward the exploita-
tion of E as a (partial) resource for quantum computing,
it suffices to determine the equivalence class on the set
of all triples through all possible sequences of quantum
operations on HS ⊗HA.
Before giving a rigorous definition of the equivalence
class of triples, let us first specify all operations we can
apply on the system. First, we do not consider opera-
tions that are applied continuously in time. Thus, what
we consider to be applicable is a sequence of instan-
taneous quantum operations [1, 28, 32, 33], {Γi}ni=1 at
time ti, where n < +∞ and ti < tj for all i < j. Sec-
ond, a quantum operation Γi can be non-deterministic,
i.e., trace non-increasing, because we can always post-
select the measurement results. Third, we are allowed
to append and remove finite-dimensional ancillary sys-
tems, which means that Γi is a quantum operation on
B
(HAi−1 ⊗HS) to B (HAi ⊗HS), where B (H) is a lin-
ear space of all (bounded) linear operators onH,HAi−1 6=
HAi in general, dimHAi < +∞, and HA0 := HA.
Hence, our definition of the equivalence class is as fol-
lows:
Definition 1. (The equivalence between triples) A
triple (dE , |ΨSEA〉, HSE) is said to be equivalent to an-
other triple, (d˜E , |Ψ˜SEA〉, H˜SE), in [t0, t∞), if they sat-
isfy
TrE
(
n∏
i=1
(Γi ⊗ IE) ◦
(
IA ⊗ U (i)SE
)
P (|ΨSEA〉)
)
=TrE
(
n∏
i=1
(Γi ⊗ IE) ◦
(
IA ⊗ U˜ (i)SE
)
P (|Ψ˜SEA〉)
)
(8)
for all n ∈ N and all sequences of completely positive
trace non-increasing maps {Γi}ni=1 [1, 28, 32, 33]. Each
Γi is a map from B
(HAi−1 ⊗HS) to B (HAi ⊗HS) and
performed at time ti (i ∈ {1, 2, ..., n}). We will denote
the equivalence between triples as (dE , |ΨSEA〉, HSE) ≡
(d˜E , |Ψ˜SEA〉, H˜SE).
In Eq. (8), IA and IE are identity (super)operators
on HA and HE , respectively. Also, P (|Ψ〉) stands for
P (|Ψ〉) := |Ψ〉〈Ψ|. U (i)SE is given as
U (i)SE(ρ) := exp (−iHSE(ti − ti−1)) ρ exp (iHSE(ti − ti−1)) ,
and U˜ (i)SE(ρ) is defined similarly with H˜SE instead ofHSE .
We can easily see that the relation “≡” is reflective, sym-
metric, and transitive. Thus, it is an equivalence relation
in the mathematical sense [34], and a set of all the triples
can be decomposed into equivalence classes accordingly.
Our definition of equivalence here differs from the one
in [30] in that ours includes the possibility of append-
ing an arbitrarily large ancillary system. Also, in Def. 1
above, the controllability of the system of interest is not
FIG. 4: (Color online) The definition of equivalence. Sup-
pose there are two situations that are characterised by triples
(dE, |ΨSEA〉,HSE) and (d˜E, |Ψ˜SEA〉, H˜SE), respectively. If
the same sequence of quantum operations {N
(j)
SA′
(j =
1, 2, ...)}, each of which is applied instantaneously on SA′
at time tj , leads to the same state on SA
′, i.e., ρSA′ =
ρ˜SA′ , we call the two situations are equivalent, denoting
(dE, |ΨSEA〉,HSE) ≡ (d˜E, |Ψ˜SEA〉, H˜SE). Here, the Hilbert
space HA′ includes HA.
assumed. Such a consideration is important especially
when we can utilise the joint system SE as a part of a
larger quantum network, rather than an isolated quan-
tum computer.
Let us slightly simplify the definition of the above
equivalence relation for the following discussion. Here,
we define a Hilbert space A′ that includes all Ai as its
subspace.
Lemma 1. A triple (dE , |ΨSEA〉, HSE) is equivalent to
anther one (d˜E , |Ψ˜SEA〉, H˜SE) in [t0, t∞), if and only if
they satisfy
TrEP
((
n∏
i=1
N
(i)
SA′ · U (i)SE
)
|ΨSEA〉
)
=TrEP
((
n∏
i=1
N
(i)
SA′ · U˜ (i)SE
)
|Ψ˜SEA〉
)
(9)
for all n ∈ N, all sequences of real numbers {ti}ni=1 with
ti < tj for i < j, all finite dimensional Hilbert spaces
HA′ which includes HA as a subspace (HA ⊂ HA′), and
all sequences of operators {N (i)SA′}ni=1 on HA′ ⊗HS.
A quantum circuit representation of Eq. (9) is shown
in Fig. 4, where LHS and RHS are denoted as ρSA and
ρ˜SA for short. In Eq. (9), U
(i)
SE := exp [−iHSE(ti − ti−1)],
and IE and IA′ are omitted. We shall not write identity
operators explicitly throughout the paper when there is
no risk of confusion.
(Proof)
In order to prove the “only if” part, since Γi(ρ) :=
N
(i)
SA′ρN
(i)†
SA′ is a trace non-increasing CP map, we sim-
ply need to define HA′ as HA′ := HAi . For the “if”
part, we define HA′ :=
⊕n
i=0HAi . Then, as any trace
non-increasing CP map can be expressed as a sum of the
7terms, each of which has the form of Eq. (9), the linear-
ity of the partial trace TrE guarantees the statement of
the lemma. 
IV. THE MAXIMAL ENTANGLEMENT
CONDITION AND THE EQUIVALENCE
BETWEEN TRIPLES
We now introduce a condition that is of crucial im-
portance for our analysis. We shall refer to it as the
maximal entanglement (ME) condition. It will be shown
that when our system satisfies this condition, the natural
time evolution of the system SA completely determines
the equivalence class (the subsection IVA). By natural
time evolution, we mean the evolution of the system with-
out active operations on it, namely, the evolution that is
driven only by the system Hamiltonian, which is HSE in
our case. Then, we prove that when the system satisfies
the ME condition, there exists an equivalent triple, in
which E which is maximally entangled [1, 35, 36] with
(a subset of) A (the subsection IVB). We note that al-
though our main focus is on a finite-dimensional HE in
this paper, some of the theorems and lemmas in this sec-
tion are valid even for infinite-dimensional HE , as long
as dA and dS are finite.
A. The maximal entanglement condition
The condition for the equivalence of triples still ap-
pears quite complicated even in the form of Lemma 1.
In this subsection, we prove that the condition for the
equivalence reduces to merely the indistinguishability of
the natural time evolution of the system SA, when the
condition defined in the following is satisfied:
Definition 2. (The maximal entanglement condi-
tion) The maximal entanglement (ME) condition is said
to be satisfied by a triple (dE , |ΨSEA〉, HSE) in [t0, t∞),
if for all t ∈ [t0, t∞), there exist Hilbert spaces HA1(t)
and HA2(t) such that HA = HA1(t)⊗HA2(t), dimHS =
dimHA1(t), and
TrEP (|ΨSEA(t)〉) = P (|ΥSA1(t)〉) ⊗ ρA2(t), (10)
where |ΥSA1(t)〉 is a maximally entangled state on HS ⊗
HA1(t) and a state ρA2(t) is a projector onto HA2(t) (up
to a proportionality constant).
Throughout this paper, |ΥXY 〉 denotes a state that
is maximally entangled fully on the space HX ⊗
HY specified by the subscripts. That is, |ΥXY 〉 =
d
−1/2
X
∑dX
i=1 |iX〉|iY 〉, where {|iX〉} and {|iY 〉} are arbi-
trary orthonormal bases of HX and HY , and dX =
dimHX(= dY ).
In the above definition, |ΨSEA(t)〉 is the entire state
at time t, i.e.,
|ΨSEA(t)〉 := exp(−iHSE(t− t0))|ΨSEA〉. (11)
Here, we note that the Hilbert spaces HA1(t) and HA2(t)
may vary inside HA as the time evolution of SE (due to
HSE) would be reflected in A1 and A2 through entangle-
ment.
Equation (10) implies the existence of a pure state
|ΦEA2(t)〉 on HE ⊗HA2(t) such that
|ΨSEA(t)〉 = |ΥSA1(t)〉 ⊗ |ΦEA2(t)〉, (12)
where |ΦEA2(t)〉 is a maximally entangled state (MES) on
a subspace of HE ⊗HA2(t). Yet the rank of the reduced
density matrix ρE may be smaller than the dimension of
the system E: rankρE < dE . It turns out, however, it
is possible to choose a triple (d˜E , |Ψ˜SEA〉, H˜SE) (equiva-
lent to (dE , |ΨSEA〉, HSE)) so that |Φ˜EA2(t)〉 can be ex-
pressed as |ΥEA2〉 = d˜−1/2E
∑d˜E
i=1 |iA2〉|iE〉, i.e., a state
that is not only maximally entangled but also satisfies
rankρ˜E = d˜E (see Theorem 2 and Corollary 3), where
ρ˜E = TrA2 |ΥEA2〉〈ΥEA2 |. When the ME condition is
found to be satisfied, we can take it for granted that the
whole E is maximally entangled with A2 ⊂ A, despite
the inaccessibility of E.
An observation is that the fulfillment of the ME con-
dition can be tested through tomography of the state on
SA only. This fact leads to a lemma:
Lemma 2. Suppose (dE , |ΨSEA〉, HSE) satisfies the
ME condition in [t0, t∞), and (dE , |ΨSEA〉, HSE) ≡
(d˜E , |Ψ˜SEA〉, H˜SE) in [t0, t∞). Then, (d˜E , |Ψ˜SEA〉, H˜SE)
also satisfies the ME condition in [t0, t∞).
(Proof) Due to the definition of the equivalence, if
(dE , |ΨSEA〉, HSE) ≡ (d˜E , |Ψ˜SEA〉, H˜SE) in [t0, t∞), we
have, for all t ∈ [t0, t∞),
TrEP (|ΨSEA(t)〉) = TrEP
(
|Ψ˜SEA(t)〉
)
, (13)
where |ΨSEA(t)〉 is given in Eq. (11) and |Ψ˜SEA(t)〉 is
defined similarly. Then, since the fulfillment of the ME
condition only depends on the reduced density opera-
tor on HS ⊗HA during [t0, t∞), Eq. (13) guarantees the
statement of the lemma. 
Lemma 2 implies that the ME condition can also be con-
sidered as a property of equivalence class of triples.
Let us now present a theorem, which claims that if two
triples give rise to an identical (natural) time evolution
on SA and if one of them satisfies the ME condition, then
those two triples are equivalent.
Theorem 1. Suppose (dE , |ΨSEA〉, HSE) satisfies the
ME condition in [t0, t∞). Then, (dE , |ΨSEA〉, HSE) ≡
(d˜E , |Ψ˜SEA〉, H˜SE) in [t0, t∞), if and only if they satisfy
TrEP (|ΨSEA(t)〉) = TrEP
(
|Ψ˜SEA(t)〉
)
(14)
for all t ∈ [t0, t∞).
Thus, when the ME condition is satisfied, an identical
time evolution on SA is sufficient to certify the equiva-
lence, that is, we do not need to consider all possible se-
quences of quantum operations {Γi}. Towards the proof
of the theorem, we show two lemmas.
8FIG. 5: (Color online) Schematic illustration of the relation in
Eq. (16). The Hilbert space HA′ includes HA = HA1 ⊗HA2 ,
and the state |ΨSEA〉 satisfies the ME condition. No matter
what operation NSA′ is performed on SA
′, the same effect
can be realised by an operation FρSA(NSA′) applied solely on
A′. F is a functional of NSA′ and the state ρSA.
Lemma 3. Suppose a state |ΨSEA〉 on the Hilbert space
HS ⊗HE ⊗HA1 ⊗HA2 , where dS = dimHS = dimHA1 ,
and |ΨSEA〉 can be written as
|ΨSEA〉 = |ΥSA1〉 ⊗ |ΦEA2〉, (15)
where |ΥSA1〉 is a maximally entangled state, and
TrEP (|ΦEA2〉) is a projector up to a proportionality con-
stant. Then, for all finite-dimensional Hilbert spaces HA′
that include HA1 ⊗HA2 as a subspace, and for all oper-
ators NSA′ on HS ⊗HA′ ,
1. suppTrA′P (NSA′ |ΨSEA〉) ⊂ suppTrAP (|ΨSEA〉)
2. For a given state ρSA := TrEP (|ΨSEA〉), there
exists a linear map FρSA from B (HS ⊗HA′) to
B (HA′) such that
FρSA (NSA′)⊗ ISE |ΨSEA〉 = NSA′ ⊗ IE |ΨSEA〉, (16)
for all NSA′ ∈ B (HS ⊗HA′).
Here, we note that the same FρSA satisfies Eq. (16)
for all states |ΨSEA〉 having the common reduced den-
sity matrix ρSA = TrEP (|ΨSEA〉). Figure 5 depicts the
equivalence relation of Eq. (16).
(Proof)
The proof of the first statement proceeds as follows. We
write |ΥSA1〉 and |ΦEA2〉 as
|ΥSA1〉 =
1√
dS
dS∑
i=1
|ei〉 ⊗ |i〉,
|ΦEA2〉 =
1√
r
r∑
j=1
|fj〉 ⊗ |j〉,
where {|ei〉}dSi=1, {|fj〉}dEj=1, {|i〉}dSi=1, and {|j〉}
dimHA2
j=1 are
orthonormal bases of HS ,HE ,HA1 , and HA2 , respec-
tively, and r is the Schmidt rank [1] of |ΦEA2〉. Defining
ni,j,k to be
∑ds
i′=1 S〈ei|A′〈ηk|NSA′ |ei′〉S |i′〉A1 |j〉A2/
√
dSr,
we see the following equality:
NSA′ |ΨSEA〉 =
dS∑
i=1
r∑
j=1
dimA′∑
k=1
ni,j,k|ei〉|fj〉|ηk〉A′ , (17)
where {|ηk〉}dimA
′
α=1 is an orthonormal basis of HA′ . As
the basis vectors of HE in the summation are re-
stricted to {|fj〉} with 1 ≤ j ≤ r, Eq. (17) implies
suppTrA′P (NSA′ |ΨSEA〉) ⊂ span {|ei〉|fj〉}dS , ri=1,j=1, hence
statement 1.
We now move on to the proof of the second state-
ment. Suppose {|ηα〉}dA′α=1 is an orthonormal basis ofHA′ , where dA′ = dimHA′ . There is a natural lin-
ear isomorphism, g, from HA′ ⊗ suppTrAP (|ΨSEA〉) to
B (suppTrAP (|ΨSEA〉) ,HA′) (B(H,K) is a space of all
linear operators from H to K). g is defined by the corre-
spondence of their bases:
g : |ei〉|fj〉|ηα〉 7→ |ηα〉〈ei|〈fj | (∀α, i, j). (18)
Then, we define a linear map FρSA as
FρSA(NSA′) :=
√
dSrg (NSA′ |ΨSEA〉)V, (19)
where NSA′ ∈ B (HS ⊗HA′), and V is a partial isometry
defined as
V :=
dS∑
i=1
r∑
j=1
|ei〉S |fj〉E〈i|A1〈j|A2 .
We note that FρSA is well defined thanks to statement
1. Then, it is straightforward to see that FρSA satisfies
Eq. (16).
It is possible to show that the linear map FρSA only
depends on the reduced density matrix ρSA of the state
|Ψ〉; more specifically, its effect does not depend on the
Schmidt bases {|ei〉}dSi=1 and {|fi〉}dEi=1. Although g and V
do depend on {|ei〉}dSi=1 and {|fi〉}dEi=1, their dependence
cancels out in Eq. (19). As a result, any specific choice
of these bases does not affect the action of FρSA . We can
also verify this property of FρSA from the fact that equa-
tion FρSA (NSA′)UE |ΨSEA〉 = NSA′UE|ΨSEA〉 holds for
all unitary operators UE on HE . Therefore, statement 2
holds. 
Lemma 4. Suppose (dE , |ΨSEA〉, HSE) satisfies the ME
condition in [t0, t∞). Then, for all instances {ti}ni=1,
where t0 < ti < tj < t∞ for i < j, all finite dimensional
Hilbert spaces HA′ ⊃ HA, and all sets of linear operators
9{
N
(i)
SA′
}n
i=1
on HS ⊗HA′ , the following equation holds:
n∏
j=1
(
N
(j)
SA′U
(j)
SE
)
|ΨSEA〉
=



FρSA(tn) ·
n∏
j=2
N
(j)
SA′FρSA(tj−1)

(N (1)SA′)

⊗ ISE
|ΨSEA(tn)〉, (20)
where NSA′Fρ is a linear map on B (HS ⊗HA′) defined
as NSA′Fρ(MSA) = NSA′ (Fρ(MSA′)⊗ IS) for MSA′ ∈
B (HS ⊗HA′).
(Proof)
By repeatedly applying Lemma 3, we have:
n∏
j=1
(
N
(j)
SA′U
(j)
SE
)
|ΨSEA〉
=
n∏
j=2
(
N
(j)
SA′U
(j)
SE
)
N
(1)
SA′ |ΨSEA(t1)〉
=
n∏
j=2
(
N
(j)
SA′U
(j)
SE
)
FρSA(t1)
(
N
(1)
SA′
)
|ΨSEA(t1)〉
=
n∏
j=3
(
N
(j)
SA′U
(j)
SE
)
N
(2)
SA′FρSA(t1)
(
N
(1)
SA′
)
|ΨSEA(t2)〉
=
n∏
j=3
(
N
(j)
SA′U
(j)
SE
)
FρSA(t2)
(
N
(2)
SA′FρSA(t1)
(
N
(1)
SA′
))
×|ΨSEA(t2)〉
=



FρSA(tn) ·
n∏
j=2
N
(j)
SA′FρSA(tj−1)

(N (1)SA′)

 ⊗ ISE
×|ΨSEA(tn)〉. (21)
This proves Eq. (20). 
We are now ready to prove Theorem 1.
(Proof of Theorem 1)
The “only if” part is trivial from the definition. We
therefore prove the “if” part of the statement. Sup-
pose (dE , |ΨSEA〉, HSE) satisfies the ME condition and
(dE , |ΨSEA〉, HSE) and (d˜E , |Ψ˜SEA〉, H˜SE) satisfy Eq.
(14). Then, for all instances {ti}ni=1, where t0 < ti <
tj < t∞ for i < j, all finite-dimensional Hilbert spaces
HA′ ⊃ HA and all sets of linear operators
{
N
(i)
SA′
}n
i=1
on
HS ⊗HA′ , we derive the following equations:
TrEP

 n∏
j=1
(
N
(j)
SA′U
(j)
SE
)
|ΨSEA〉


=



FρSA(tn) ·
n∏
j=2
N
(j)
SA′FρSA(tj−1)

(N (1)SA′)

⊗ IS ·
TrEP
(
|ΨSEA(tn)〉
)
·


FρSA(tn) ·
n∏
j=2
N
(j)
SA′FρSA(tj−1)

(N (1)SA′)


†
⊗ IS
=



FρSA(tn) ·
n∏
j=2
N
(j)
SA′FρSA(tj−1)

(N (1)SA′)

⊗ IS ·
TrEP
(
|Ψ˜SEA(tn)〉
)
·


FρSA(tn) ·
n∏
j=2
N
(j)
SA′FρSA(tj−1)

(N (1)SA′)


†
⊗ IS
= TrEP

 n∏
j=1
(
N
(j)
SA′ U˜
(j)
SE
)
|Ψ˜SEA〉

 , (22)
where Eq. (20) of Lemma 4 is used in the first and third
equalities. The above equation is nothing but Eq. (9) in
Lemma 1, and thus the “if” part of the theorem holds.

The flow of the proof of Lemma 4 and Theo-
rem 1 is also depicted in Fig. 6, which, together
with Fig. 5, would help readers understand more
easily. In Fig. 6, the reduced density operator in
Eq. (22) is denoted as ρ
(out)
SA .
Theorem 1 leads to the following corollary.
Corollary 1. Suppose (dE , |ΨSEA〉, HSE) satisfies the
ME condition in [t0, t∞), and dE < +∞. Then,
(dE , |ΨSEA〉, HSE) ≡ (d˜E , |Ψ˜SEA〉, H˜SE) in [t0, t∞),
and d˜E < +∞ imply that (dE , |ΨSEA(t˜0)〉, HSE) ≡
(d˜E , |Ψ˜SEA(t0)〉, H˜SE) in any time interval [t˜0, t˜∞).
Roughly speaking, what this claims is as follows. Sup-
pose there are two triples, the one with E and the other
with E˜. If the ME condition is fulfilled by one of them
and both give rise to the identical natural time evolution
on SA for a finite duration, regardless of its length, then
both triples are equivalent; that is, any active quantum
operations on SA cannot reveal the difference between
them.
(Proof)
Since both dE and d˜E are finite, both TrEP (|ΨSEA(t)〉)
and TrEP
(
|Ψ˜SEA(t)〉
)
are analytical functions and
coincide on [t0, t∞). Thus, by analytical continuation,
TrEP (|ΨSEA(z)〉) = TrEP
(
|Ψ˜SEA(z)〉
)
holds for all
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FIG. 6: (Color online) A diagrammatic demonstration of the
proof of Theorem 1. The nontrivial part of the proof, which is
ρSA(t) = ρ˜SA(t) ⇒ (dE , |ΨSEA〉,HSE) ≡ (d˜E, |Ψ˜SEA〉, H˜SE),
is shown. The operations N
(j)
SA′
on SA′ are applied instanta-
neously at time tj and U
(j)
SE = exp[−iHSE(tj − tj−1)]. Thin
grey ovals are inserted in (b) and (c) simply to emphasise
that the state at that instance is ρSA(t) (or ρ˜SA(t)). Using
Lemmas 3 and 4, operations N
(j)
SA′
in (a) can be merged to
an operation F on the system A′ only, as in (b). By assump-
tion, there is another situation (c) that leads to ρ˜SA(t) which
is equal to ρSA(t) in (b). Since F can be decomposed to
the sequence of N
(j)
SA′
as in (d), ρSA(t) = ρ˜SA(t) implies that
we cannot distinguish the situations (a) and (d), hence the
equivalence.
complex numbers z. Together with Theorem 1, we reach
the statement of the corollary. 
B. The ME condition implies maximal
entanglement between A and SE
In the previous subsection, we have suggested that
when the triple (dE , |ΨSEA〉, HSE) satisfies the ME con-
dition in [t0, t∞), there exists an equivalent triple in
which |ΦEA2(t)〉 can be chosen as a maximally entangled
state on the entire space ofHE⊗HA. Now we shall prove
it as a theorem in this subsection.
Theorem 2. Suppose (dE , |ΨSEA〉, HSE) satisfies the
ME condition in [t0, t∞), and dE < +∞. Then,
there exists a triple (d˜E , |Ψ˜SEA〉, H˜SE) such that
(d˜E , |Ψ˜SEA〉, H˜SE) ≡ (dE , |ΨSEA〉, HSE) in [t0, t∞), and
|Ψ˜SEA〉 is a maximally entangled state on the full space
FIG. 7: (Color online) A situation in which the ME condition
may be satisfied, but the support of the state |ΦEA2〉 in E
moves around in a larger space. Theorem 2 tells that there
should be an equivalent triple (d˜E, |Ψ˜SEA〉, H˜SE), for which
suppρE(t) matches the whole E once the ME condition is
fulfilled: E can be seen stationary, rather than moving as in
this figure.
of SEA with respect to the partition between SE and A;
that is, TrAP
(
|Ψ˜SEA〉
)
= 1dSdE IS ⊗ IE .
Let us sketch the idea of its proof: For
(dE , |ΨSEA〉, HSE) satisfying the ME condition, |ΨSEA〉
is a maximally entangled state on the full space of
S,E, and A if and only if dE = rankρE(t), where
ρE(t) := TrSAP
(
e−iHSE(t−t0)|ΨSEA〉
)
. If the rank of
ρE(t) is smaller than dE , suppρE(t) may move around
within E as time proceeds (see Fig. 7 for an intuitive
illustration). In such a case, the property of maximally
entangled pairs, Eq. (1) in Sec.II, cannot be used for our
Hamiltonian identification purpose, because HSE might
change according to the time evolution of the basis
on the E side. Thus, in order to prove the theorem,
we need to show the existence of Hamiltonian H ′SE
such that (dE , |ΨSEA〉, HSE) ≡ (dE , |ΨSEA〉, H ′SE) and
[H ′SE , ρSE(t0)] = 0, where ρSE = TrA|ΨSEA〉〈ΨSEA|.
With such a H ′SE , suppρE(t) can be seen stationary.
To this end, we restrict the space HE to suppρ′E(t), or
equivalently, we define d˜E , |Ψ˜SEA〉, and H˜SE as d˜E :=
rankρE(t0), |Ψ˜SEA〉 := |ΨSEA〉, and H˜SE := (ISA ⊗
PE(t0))H
′
SE(ISA⊗PE(t0)), respectively, where PE(t) :=
rankρ′E(t) · ρ′E(t) is a projector onto the support of ρE .
Then, the triple (d˜E , |Ψ˜SEA〉, H˜SE) satisfies the desired
conditions: (d˜E , |Ψ˜SEA〉, H˜SE) ≡ (dE , |ΨSEA〉, HSE) in
[t0, t∞), and |Ψ˜SEA〉 is a maximally entangled state on
the full space of SE˜A. Therefore, the proof of the theo-
rem can be reduced to constructing Hamiltonian H ′SE
so that (dE , |ΨSEA〉, HSE) ≡ (dE , |ΨSEA〉, H ′SE) and
[H ′SE , ρSE(t0)]=0. In fact, we shall see that the ME con-
dition enables us to do so.
In order to construct H ′SE , we need more detailed de-
scription of HSE . In general, a Hamiltonian HSE can be
decomposed as
HSE = IS ⊗Hid +
d2S−1∑
α=1
σα ⊗Hα, (23)
where {IS}
⋃{σα}d2S−1α=1 forms an orthogonal basis of a
11
real space of all Hermitian operators on HS . When
(dE , |ΨSEA〉, HSE) satisfies the ME condition, the state
on SE is proportional to IS ⊗ PE(t), where PE(t) is a
projector-valued function on E. Then, the Schroedinger
equation for |ΨSEA(t)〉 becomes
i
d
dt
IS ⊗ PE(t) (24)
= [HSE , IS ⊗ PE(t)]
=IS ⊗ [Hid, PE(t)] +
d2S−1∑
α=1
σα ⊗ [Hα, PE(t)] , (25)
for all t ∈ R. Thus, Hid and Hα satisfy
i
d
dt
PE(t) = [Hid, PE(t)] , (26)
0 = [Hα, PE(t)] (∀α) . (27)
That is, only Hid is responsible for the time evolution of
ρE(t) = PE(t)/rankρE(t0). Therefore, a modification to
Hid may lead to desired Hamiltonian H
′
SE . Suppose that
the desired modification is described as Hid → Hid−H ′id
with a Hermitian operator H ′id. Such a H
′
id is shown to
exist and has properties as in the following lemma.
Lemma 5. Suppose HE is a finite-dimensional Hilbert
space, and suppose a projector-valued function PE(t) on
HE, and Hamiltonians Hid and {Hα}cα=1 on HE satisfies
Eqs. (26) and (27) for all t ∈ It, where It is an open
subset of R. Then, there exists Hamiltonian H ′id that
satisfies the following equations:
[Hα, H
′
id] = 0 (∀α) (28)
[Hid, H
′
id] = 0, (29)
[Hid, PE(t)] = [H
′
id, PE(t)] , (t ∈ It). (30)
(Proof)
We generate a sequence of triples
{(
gn, Gn, H
(n)
id
)}∞
n=1
,
where H
(n)
id are Hamiltonians, gn are linear Lie algebras
on HE , and Gn are Lie groups [37], according to the
following procedure. Suppose Hα have spectral decom-
positions as Hα =
∑
j h
(α)
j P
(α)
j , where h
(α)
j 6= h(α)j′ for all
j 6= j′, and P (α)j are all projectors. Then, g1 is defined as
a Lie algebra whose elements are
{
iP
(α)
j
}
(∀j, α), G1 is
a compact Lie group generated by g1, and H
(1)
id is defined
as
H
(1)
id :=
∫
U∈G1
UHidU
†dµ (U) , (31)
where µ(U) is a Haar measure [37, 38] on G1.
Starting from
(
g1, G1, H
(1)
id
)
, we recurrently define(
gn, Gn, H
(n)
id
)
as follows: SupposeHid−H(n)id has a spec-
tral decomposition as Hid − H(n)id =
∑
j hjQ
(n)
j , where
Q
(n)
j are projectors. Then, we let gn+1 and Gn+1 be a
linear Lie algebra consisting of gn
⋃{
iQ
(n)
j
}
(∀j) and
a compact Lie group generated by gn+1. Similarly as
above, H
(n+1)
id is defined as
H
(n+1)
id :=
∫
U∈Gn+1
UH
(n)
id U
†dµ (U) . (32)
Then, we can prove the following equations for all t ∈ It
(The time t will denote t ∈ It hereafter):
[Hα, H
(n)
id ] = 0, (∀α, n) (33)
[Hid −H(n)id , H(n+1)id ] = 0, (∀n) (34)
[Hid, PE(t)] = [H
(n)
id , PE(t)], (∀n). (35)
Note that Eq. (35) can be reexpressed as [Q
(n)
j , PE(t)] =
0 by subtracting the RHS from the LHS.
Let us first show the following two equations:[
P
(α)
j , H
(n)
id
]
= 0, (∀j, α, n) (36)
and [
Q
(n)
j , H
(n+1)
id
]
= 0 (∀j, n), (37)
from which Eqs. (33) and (34) are directly obtained.
Since Uδ := IE−P (α)j +eiδP (α)j is in Gn for all δ (mod 2π),
H
(n)
id satisfies
H
(n)
id
=
∫
δ∈[0,2pi]
(
I − P (α)j + eiδP (α)j
)
H
(n)
id
·
(
I − P (α)j + e−iδP (α)j
) dδ
2π
=(I − P (α)j )H(n)id (I − P (α)j ) + P (α)j H(n)id P (α)j ,
which implies
P
(α)
j H
(n)
id = P
(α)
j H
(n)
id P
(α)
j = H
(n)
id P
(α)
j .
Thus, Eq. (36) holds. Similarly, we can prove Eq. (37)
from the fact Uδ := IE −Q(n)j + eiδQ(n)j in Gn+1.
We now prove Eq. (35) by induction. First, we con-
sider the case n = 1. Equation (27) implies that P
(α)
j
satisfies
[
P
(α)
j , PE(t)
]
= 0. Then, by differentiating this
equation and using Eq. (26), we obtain[
P
(α)
j , [Hid, PE(t)]
]
= 0 (38)
for all j and α. Then, because of the following identities,[
P
(α)
j , PE(t)
]
= 0,[
P
(α)
j , [Hid, PE(t)]
]
= 0,[[
P
(α1)
i1
, P
(α2)
i2
]
, P
(α3)
i3
]
+
[[
P
(α2)
i2
, P
(α3)
i3
]
, P
(α1)
i1
]
+
[[
P
(α3)
i3
, P
(α2)
i2
]
, P
(α1)
i1
]
= 0,
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the last of which is the Jacobi identify, all operators writ-
ten in the form of[
· · ·
[[
P
(α1)
i1
, P
(α2)
i2
]
, P
(α3)
i3
]
· · · , P (αk)ik
]
. (39)
commute with PE(t) and [Hid, PE(t)]. Thus, since an
arbitrary X ∈ g1 can be written as a linear combination
of the terms in the form of Eq. (39), any X ∈ g1 satisfies
[X,PE(t)] = 0 and [X, [Hid, PE(t)]] = 0.
Since G1 is a compact Lie group, for a given U ∈ G1,
there exists an operator X ∈ g1 satisfying U = expX .
Thus, an arbitrary U ∈ G1 satisfies
[U, PE(t)] = 0 (40)
and
[U, [Hid, PE(t)]] = 0. (41)
Hence, by using Eqs. (40) and (41), we can derive the
following equation for all U ∈ G1:
[Hid, PE(t)] = U [Hid, PE(t)]U
†
=
[
UHidU
†, PE(t)
]
.
By integrating the above equation on G1 with a Haar
measure µ(U), we obtain Eq. (35) for n = 1, i.e.,
[Hid, PE(t)] =
[
H
(1)
id , PE(t)
]
.
Second, following a discussion similar to the case of
n = 1, we prove Eq. (35) for n + 1 assuming that Eq.
(35) holds for all k ≤ n, i.e.,
[
Q
(k)
j , PE(t)
]
= 0 for all j
and k ≤ n. As in the case of P (α)j , this implies[
Q
(k)
j , [Hid, PE(t)]
]
= 0 (42)
for all j and k ≤ n. Then, since
{
iQ
(k)
j
}
j
with all k ≤ n
and
{
iP
(α)
j
}
j,α
generate Gn+1, Eqs. (38) and (42) imply
that an arbitrary X ∈ gn+1 satisfies [X,PE(t)] = 0 and
[X, [Hid, PE(t)]] = 0. Therefore, as in the case of n = 1,
we deduce [Hid, PE(t)] =
[
H
(n+1)
id , PE(t)
]
.
Equations (33), (34), and (35) can be used in the final
step to prove the lemma. Since all gn are Lie subalgebras
of su(dE), and thus finite-dimensional, there exists an
N ∈ N such that gn = gn+1 for all n ≥ N (note gn ⊂
gn+1). Therefore, we have
[Hα, H
(N)
id ] = 0, (43)
[Hid −H(N)id , H(N)id ] = 0, (44)
[Hid, PE(t)] = [H
(N)
id , PE(t)]. (45)
Taking H ′id := H
(N)
id proves the lemma. 
Let us proceed to the proof of Theorem 2.
(Proof of Theorem 2)
Suppose (dE , |ΨSEA〉, HSE) satisfies the ME condition in
[t0, t∞), i.e., PE(t) := rTrSAP (|ΨSEA(t)〉) is a projector-
valued function, where r := dim suppTrSAP (|ΨSEA〉).
Therefore, Eqs. (26) and (27) hold with Hid and
{Hα}cα=1 defined in Eq. (23). Lemma 5 then tells that
there exists a Hermitian operator H ′id on HE that satis-
fies Eqs. (28)-(30) for all It ⊂ R. We now define H ′SE
as
H ′SE := HSE − IS ⊗H ′id. (46)
Then, [H ′SE , IS ⊗H ′id] and [H ′SE , IS ⊗ PE(t)] can be
computed as
[H ′SE , IS ⊗H ′id] =IS ⊗ [Hid −H ′id, H ′id]
=0 (47)
and
[H ′SE , IS ⊗ PE(t)] = IS ⊗ [Hid −H ′id, PE(t)]
= 0, (48)
where we have used Eqs. (28) and (29) in Eq.(47), and
Eq. (30) in Eq. (48). Then, by defining |Ψ′SEA(t)〉 :=
exp (−iH ′SE(t− t0)) |ΨSEA〉, we obtain
TrEP (|ΨSEA(t)〉)
=TrE exp (−iHSE(t− t0))P (|ΨSEA〉) exp (iHSE(t− t0))
=TrE exp (−i (IS ⊗H ′id) (t− t0)) exp (−iH ′SE(t− t0))
· P (|ΨSEA〉) exp (iH ′SE(t− t0))
· exp (i (IS ⊗H ′id) (t− t0))
=TrE exp (−iH ′SE(t− t0))P (|ΨSEA〉) exp (iH ′SE(t− t0))
=TrEP (|Ψ′SEA(t)〉) , (49)
where we have used Eqs. (46) and (47) in the second and
third equalities, respectively. Also, since the state on SE
can be written as
TrAP (|Ψ′SEA(t)〉)
=
1
rdS
exp (−iH ′SE(t− t0))
· (IS ⊗ PE(t0)) exp (iH ′SE(t− t0))
=
1
rdS
IS ⊗ PE(t0), (50)
the state TrSAP (|Ψ′SEA(t)〉) = 1rPE(t0) is stationary,
thus, does not move around in a larger space. There-
fore, by defining a Hilbert space H˜E , a state |Ψ˜SEA〉,
and a Hamiltonian H˜SE on HS ⊗ H˜E as
H˜E := suppPE(t0), (51)
|Ψ˜SEA〉 := |Ψ′SEA(t0)〉 = |ΨSEA〉, (52)
H˜SE := IS ⊗ PE(t0)H ′SEIS ⊗ PE(t0), (53)
the triple
(
d˜E , |Ψ˜SEA〉, H˜SE
)
satisfies the statement of
the theorem, where d˜E := dim H˜E = rankPE(t0). 
An important corollary of Theorem 2 follows:
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Corollary 2. Suppose (dE , |ΨSEA〉, HSE) satisfies the
ME condition in [t0, t∞), and dim dE < +∞. Then,
(dE , |ΨSEA(t′0)〉, HSE) with |ΨSEA(t′0)〉 being given by
Eq. (11) also satisfies the ME condition in [t′0, t
′
∞) for
all t′0 and t
′
∞ (t
′
0 < t
′
∞).
(Proof)
Theorem 2 guarantees that there exists
(d˜E , |Ψ˜SEA〉, H˜SE) such that (dE , |ΨSEA〉, HSE) ≡
(d˜E , |Ψ˜SEA〉, H˜SE) in [t0, t∞) and |Ψ˜SEA〉 is
a MES with respect to the partition SE|A.
Then, for all t′0 and t
′
∞ satisfying t
′
0 < t
′
∞,
(dE , |ΨSEA(t′0)〉, HSE) ≡ (d˜E , |Ψ˜SEA(t′0)〉, H˜SE) in
[t′0, t
′
∞), as stated in Corollary 1. On the other hand,
since |Ψ˜SEA〉 is a MES, (d˜E , |Ψ˜SEA(t′0)〉, H˜SE) satisfies
the ME condition in any time intervals [t′0, t
′
∞) (t
′
0 < t
′
∞).
Recalling the definition of the triple equivalence (and
also the “if” part of Theorem 1), this leads to the
statement of the corollary. 
This corollary tells that if our system satisfies the ME
condition for a non-zero time period, no matter how
short it is, it will always satisfy the ME condition from
then on.
V. TOMOGRAPHY OF THE ENVIRONMENT
UNDER THE ME CONDITION
In this section, we show that, when the entire sys-
tem SEA satisfies the ME condition, it is possible to
specify the equivalence class by performing tomography
on joint system SA. More precisely, when our triple
(dE , |ΨSEA〉, HSE) satisfies the ME condition in the time
period [t0, t∞), we can reconstruct d˜E , |Ψ˜SEA〉 and H˜SE
that satisfy (dE , |ΨSEA〉, HSE) ≡
(
d˜E , |Ψ˜SEA〉, H˜SE
)
in
[t0, t∞) by simply performing tomography of SA while
SEA evolves naturally. As we have explained in Sec.
II D, this information is sufficient to control system E
and exploit it as a resource for quantum computation.
Let us start with another corollary of Theorem 2:
Corollary 3. Suppose a triple (dE , |ΨSEA〉, HSE) sat-
isfies the ME condition in [t0, t∞). Then, there
exist Hilbert spaces HA1 and HA2 and a triple(
d˜E , |Ψ˜SEA〉, H˜SE
)
, such that HA = HA1 ⊗ HA2 , and
|Ψ˜SEA〉 can be written as
|Ψ˜SEA〉 = |ΥSA1〉 ⊗ |ΥEA2〉, (54)
where |ΥSA1〉 ∈ HS ⊗ HA1 and |ΥEA2〉 ∈ HE ⊗
HA2 are maximally entangled states, and d˜E =
dim suppTrA2P (|ΥEA2〉). Moreover, we can choose a ba-
sis set freely for both A2 and E such that |ΥEA2〉 can be
expressed as
|ΥEA2〉 =
1√
d˜E
d˜E∑
i=1
|iE〉|iA2〉. (55)
The last part of the corollary states that there is a
freedom in the choice of basis for A2 and E due to the
equivalence of observable dynamics induced by Hamilto-
nians that may be equivalent up to a local unitary UE .
(Proof)
The first part of the statement is simply a rephrase
of Theorem 2. Thus, we only prove the second
part, which says that |ΥEA2〉 can always be writ-
ten in the form of Eq. (55) even if we choose an
arbitrary basis. Suppose that (dE , |ΨSEA〉, HSE)
satisfies the ME condition in [t0, t∞) and |Ψ˜SEA〉
and H˜SE are given as |Ψ˜SEA〉 := (I ⊗ UE)|ΨSEA〉
and H˜SE := (IS ⊗ UE)HSE(IS ⊗ U †E), respec-
tively, where UE is an arbitrary unitary opera-
tor on HE . Then, |ΨSEA(t)〉 := e−iHSEt|ΨSEA〉
and |Ψ˜SEA(t)〉 := e−iH˜SEt|Ψ˜SEA〉 satisfy
TrEP (|ΨSEA(t)〉) = TrE
(
|Ψ˜SEA(t)〉
)
, for all t ∈
[t0, t∞), i.e., (dE , |ΨSEA〉, HSE) ≡
(
d˜E , |Ψ˜SEA〉, H˜SE
)
.
Hence, the state |ΨSEA〉 has a unitary freedom on E,
which means that it is possible to choose a basis to
express it as Eq. (55). 
Therefore, when our system satisfies the ME condi-
tion, we can determine the decomposition HA = HA1 ⊗
HA2 , the state |ΥSA1〉, and the dimension d˜E satis-
fying d˜E = dim suppTrSEA1P (|ΨSEA〉) by performing
(joint) state tomography on SA. Moreover, by redefining
HA := suppTrSEP (|ΨSEA〉), we can assume dimHA2 =
dimHE = d˜E and dimHA = dS d˜E . The above corollary
also implies that we can always assume system EA2 is in
the d˜E × d˜E-dimensional standard maximally entangled
state (of the form of Eq. (55)).
The remaining task is now to determine the interaction
Hamiltonian HSE (finally!). Theorems 1 and 2 allow us
to state the following:
Corollary 4. Suppose a triple (dE , |ΨSEA〉, HSE) satis-
fies the ME condition in [t0, t∞). If a Hermitian matrix
H˜SE on HS ⊗HE satisfies
i
d
dt
ρSA(t) =
[
IS ⊗ H˜TSE , ρSA(t)
]
(56)
for all t in a neighbourhood of t0, then
(dE , |ΨSEA〉, HSE) ≡
(
dE , |ΨSEA〉, H˜SE
)
in [t0, t∞). In
Eq. (56), ρSA(t) := TrEP
(
e−iHSE(t−t0)|ΨSEA〉
)
, the
transposition T is taken with respect to the Schmidt basis
of |ΨSEA〉 and H˜TSE is an operator on HA.
Thanks to Corollary 3, we can take it for granted that
|ΨSEA〉 has the form of Eq. (54). Corollary 4 implies
that, for a given ρSA(t), which can be specified by state
tomography, all Hermitian matrices H˜SE satisfying Eq.
(56) can be adopted as the interaction Hamiltonian be-
tween systems S and E.
Let us now describe how to find such a matrix H˜SE
from the observed data of ρSA(t). Since the time evo-
lution of ρSA(t) is induced by the (finite-dimensional)
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matrix H˜SE , there exist a set of real numbers {θα}Lα=1
and a set of linear operators {ρα}Lα=0 on HS ⊗HA such
that ρSA(t) can be written as
ρSA(t) = ρ0 +
L∑
α=1
(
eiθα(t−t0)ρα + e
−iθα(t−t0)ρ†α
)
, (57)
where L is at most dS d˜E
(
dS d˜E − 1
)
/2 and ρ0 is Hermi-
tian. Setting t = t0, we have
ρSA(t0) = ρ0 +
L∑
α=1
(
ρα + ρ
†
α
)
. (58)
Further, differentiating Eq. (57) n times leads to
dn
dtn
ρSA(t)
∣∣∣
t=t0
=
L∑
α=1
{
(iθα)
n ρα + (−iθα)n ρ†α
}
. (59)
Therefore, we can determine {θα}Lα=1 and {ρα}Lα=0 from
at most d2A-th order derivative of ρSA(t) at t = t0, which
can be obtained experimentally in principle.
The information on {θα}Lα=1 and {ρα}Lα=0 allows us to
reconstruct H˜SE so that it satisfies Eq. (56). Here is a
lemma that shows a property the desired matrix should
have:
Lemma 6. A set of real numbers {θα}Lα=1, a set of lin-
ear operators {ρα}Lα=0 ⊂ B (HS ⊗HA), and a Hermitian
matrix H ∈ B (HA) satisfy the following equations:
[H, ρ0] = 0
[H, ρα] = −θαρα, (1 ≤ ∀α ≤ L, )
(60)
if and only if ρSA(t) ∈ B (HS ⊗HA) given by Eq. (57)
satisfies
i
d
dt
ρSA(t) = [H, ρSA(t)] . (61)
In Eqs. (60) and (61), IS is omitted for simplicity; that
is, H in these equations means H ⊗ IS .
(Proof)
Simply taking the time derivative of Eq. (57) and then
using Eq. (60) lead to Eq. (61) to prove the only if part.
The if part can be shown by substituting Eq. (57) into
Eq. (61):
[H, ρ0] +
L∑
α=1
{
([H, ρα]− θαρα) eiθαt
+
(
[H, ρ†α] + θαρ
†
α
)
e−iθαt
}
= 0. (62)
Equation (60) follows if we apply limT→+∞
1
T
∫ T
0
dteiθα′ t
to Eq. (62). 
Lemma 6 assures that any Hermitian matrix H satis-
fying Eq. (60) can be identified as an H˜SE (taking its
transpose HT ). The existence of such a matrix H , i.e.,
a Hermitian matrix that satisfies Eq. (60), is guaran-
teed by Corollary 4. Therefore, our task now is to find a
specific form of H , given the information on ρSA(t).
To this end, we fix an orthonormal basis of all Her-
mitian operators {Aj}d
4
S d˜
2
E
j=1 ⊂ B (HS ⊗HA), each of
which has the form Aj = Bj ⊗ IS , where {Bj}d
2
S d˜
2
E
j=1 ⊂
B (HA) (Recall that our target Hamiltonian has the form
HA ⊗ IS and ρSA1 is maximally entangled.). We also let
{ǫjkl}jkl (j, k, l ∈ {1, 2, ..., d4Sd˜2E}) denote a set of struc-
ture constants of the Lie algebra generated by {iAj}d
4
S d˜
2
E
j=1 ,
i.e.,
[iAj , iAk] =
d4S d˜
2
E∑
l=1
ǫjkliAl. (63)
Since the basis set {Aj}d
4
S d˜
2
E
j=1 is a basis of all Hermitian
operators on HS ⊗HA, we can uniquely expand the fol-
lowing operators in terms of {Aj}:
ρ0 =
d4S d˜
2
E∑
j=1
ujAj ,
ρα + ρ
†
α =
d4S d˜
2
E∑
j=1
v
(α)
j Aj ,
i
(
ρα − ρ†α
)
=
d4S d˜
2
E∑
j=1
w
(α)
j Aj ,
(64)
where {uj}d
4
S d˜
2
E
j=1 ,
{
v
(α)
j
}d4S d˜2E
j=1
, and
{
w
(α)
j
}d4S d˜2E
j=1
are all real
constants for all α. Similarly, an arbitrary Hermitian
operator H on HA can be written as
H ⊗ IS =
d2S d˜
2
E∑
j=1
hjAj , (65)
with real constants {hj}d
2
S d˜
2
E
j=1 . Then, a necessary and suf-
ficient condition for H , {θα}Lα=1, and {ρα}Lα=0 to satisfy
Eq. (60) is that {hj}d
2
S d˜
2
E
j=1 satisfies the system of linear
15
equations with 1 ≤ l ≤ d4S d˜2E and 1 ≤ α ≤ L:
d2S d˜
2
E∑
j=1

d4S d˜2E∑
k=1
ǫjkluk

hj = 0,
d2S d˜
2
E∑
j=1

d4S d˜2E∑
k=1
ǫjklv
(α)
k

hj = θαw(α)k ,
d2S d˜
2
E∑
j=1

d4S d˜2E∑
k=1
ǫjklw
(α)
k

hj = −θαv(α)k .
(66)
The system of linear equations (66) has at least one
solution, as for experimentally obtained {θα}Lα=1 and
{ρα}Lα=0 there must exist H that satisfies Eq. (60).
Eqs. (66) may have multiple independent solutions.
As we have mentioned above, for all such Hermitian
operators H , its transpose HT can be a legitimate
Hamiltonian H˜SE describing the dynamics of our triple,(
d˜E , |ΥSA1〉 ⊗ |ΥEA2〉, H˜SE
)
. Hence, the mission com-
pleted. :-)
VI. A PROTOCOL FOR STATE-STEERING
TOWARD THE FULFILLMENT OF THE ME
CONDITION
As we have seen in Sec. IV, as long as our access is
limited to the principal and ancillary systems S and A,
the best we can do (from quantum control perspective)
is to determine an equivalence class of triples in the form
of (dE , |ΨSEA〉, HSE). The information on HSE thereby
obtained is sufficient to exploit environment E as a re-
source for quantum computing by actively controlling it
via system S. In order for this Hamiltonian identifica-
tion to work out, the state |ΨSEA〉 has to satisfy the ME
condition in our scenario.
Therefore, we need a method to steer any given state
on HS ⊗ HE toward such a state that fulfills the ME
condition. In this section, we present a protocol for this
task allowing us to append an extra (ancillary) system
HA.
As we have mentioned in Sec III, it can be taken for
granted that the whole state on HS ⊗HE is pure at the
beginning. In addition, this initial state on HS ⊗ HE
is assumed to be the same (fixed), but perhaps an un-
known, state after equilibration. We set t = 0 when each
iteration of the protocol starts. The protocol proceeds by
iterating a block of steps that consist of four major ele-
ments, namely the SWAP operation [1] between S and (a
subsystem of) A, the time evolution driven by the Hamil-
tonian HSE , the local filtering operation FALF on A, and
state tomography on S and A. The number of iterations
of the block is indexed by C.
Since we need to perform state tomography on SA at
sufficiently high frequency to have the information on
the time evolution of ρSA and quantities related
to it, such as ∆ESA, and there are non-deterministic
operations FALF, the protocol needs to be iterated (ideally
infinitely) many times by resetting the entire state and
the clock.
A quantity ∆ESA, which plays a central role in de-
signing the protocol, is defined as a functional of state
on HS ⊗HA as
∆ESA := S(ρSA)− S(ρA) + log dS , (67)
where S(ρ) = −Trρ ln ρ is the von Neumann entropy of
state ρ [39–41].
The local filtering operation FALF is given as FALF(ρ) =
FLFρFLF, where FLF :=
√
λmin · ρ−1A , where ρ−1A and
λmin are the inverse of ρA on its support and the smallest
eigenvalue of ρA. The local filtering operation succeeds
with probability λmin · rankρA. When the local filtering
fails, we abort the present protocol and restart it from
the beginning.
The protocol proceeds as follows:
Step 0. At t = 0, i.e., before any iteration of the fol-
lowing steps, there is no ancillary system A, thus
dimHA = 1. Set the counter C = 0.
Step 1. Prepare a standard MES on a pair of new dS-
dimensional ancillary systems, Ha1 ⊗ Ha2 . Apply
SWAPSa1 on HS ⊗ Ha1 and relabel the resulting
group of Aa1a2 as a new A system.
Step 2. Apply the local filtering operation FALF on HA
and increase C by one and call this time tC . If it
fails, carry out the whole protocol from the begin-
ning, initialising the state |ΨSEA〉 (to an unknown,
but the same, state).
Step 3. Evaluate ∆ESA in Eq. (67) through state to-
mography on SA and define ǫC as
ǫC :=
1
2
sup {∆ESA (t) | t ∈ [tC , tC +∆t]} (68)
during [tC , tC +∆tC ].
Step 4. Terminate the protocol if ǫC = 0; otherwise, let
the SE system evolve until ∆ESA becomes larger
than (or equal to) ǫC and go back to Step 1.
As mentioned earlier, because state tomography is in-
volved in Step 3, the evaluation of ∆ESA can be achieved
by iterating all the preceding steps many times. Having
obtained ∆ESA as a function of time over [tC , tC +∆t],
we set ǫC to be a threshold that can be attained within
this time period. The factor of 1/2 in Eq. (68) is chosen
merely for convenience to define an achievable threshold.
How long can ∆t be? It is the time length, within
which we obtain ∆ESA as a function of time by repeating
state tomography. As long as our active controls, such
as SWAP and FALF, can be performed in an error-free
manner, as we assume in this study, ∆t can be arbitrary.
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In order to minimise the overall time length, the shorter
the ∆t is the better; however, if ∆t is too short the local
filtering would succeed with only a very small probability.
Therefore, a more realistic length of ∆t would be the
period of ’oscillation’ of ∆ESA, which means that the
value of ∆t may vary from time to time. Nevertheless,
this strategy should work, since ∆t only needs to have an
appropriate ǫC , and its precise, or best, value does not
have to be known a priori.
An important observation follows as a theorem:
Theorem 3. If dE := dimHE is finite, the protocol halts
when C = dE at latest, i.e., before t = dE∆t. In other
words, there exists a natural number K ≤ dE such that
∆ESA(t) = 0 for all t ∈ [tK , tK +∆t], or equivalently,
ǫK = 0.
Let us first see that ∆ESA at time t is equal to the
amount of the increment of entanglement between HA
and HS ⊗HE , which is induced when Step 1 of the pro-
tocol is performed at t.
Lemma 7. Suppose that the joint system SEA at time
t in the protocol is described by a state |ΨSEA〉, and
|ΨinSEA〉 and |ΨoutSEA〉 are states on HS⊗HE⊗HA⊗Ha1⊗
Ha2 given as
|ΨinSEA〉 := |ΨSEA〉 ⊗ |Υa1a2〉,
|ΨoutSEA〉 := SWAPSa1 |ΨinSEA〉
= |Ψa1EA〉 ⊗ |ΥSa2〉, (69)
where |Υa1a2〉 and |ΥSa2〉 are written in the standard
form of dS-dimensional maximally entangled states on
Ha1 ⊗Ha2 and HS⊗Ha2 , respectively. Then, for ρSA :=
TrEP (|ΨSEA〉) and ∆ESA defined in Eq. (67), we have
∆ESA = E(|ΨoutSEA〉)− E(|ΨinSEA〉, (70)
where E(|Ψ〉) is the amount of entanglement with respect
to the partition between HS ⊗HE and HA ⊗Ha1 ⊗Ha2
[1, 36, 42, 43].
(Proof)
E(|ΨoutSEA〉)− E(|ΨinSEA〉)
=E(|ΨAa1E〉 ⊗ |ΥSa2〉)− E(|ΨSEA〉 ⊗ |Υa1a2〉)
=E(|ΨAa1E〉 ⊗ |ΥSa2〉)− E(|ΨSEA〉)
=S(ρAa1 ⊗ ρmix)− S(ρA)
=S(ρSA)− S(ρA) + log dS
=∆ESA.
In the RHS of the fourth line, ρmix := IS/dS is a com-
pletely mixed state on HS . 
Note that ∆ESA is evaluated with respect to the state
before the SWAP between S and a1. During Step 3, the
state ρA := TrSEP (|ΨSEA〉) does not change, and stays
as a projector on HA (up to a proportionality constant)
as a result of FALF. Thus, if ∆ESA > 0, the Schmidt rank
of |ΨoutSEA〉 is strictly greater than that of |ΨinSEA〉. This
means that rankρoutA −rankρinA ≥ 1; namely, applying the
SWAPSa1 in the Step 1 increases the rank of the state
on A by at least 1.
Theorem 3 can now be proven with these lemmas and
facts.
(Proof of Theorem 3)
The state on the joint system SEA is always pure
throughout the protocol as long as all the local filtering
operations succeed. Since the local filtering operation
FALF preserves the Schmidt rank (increased due to time
evolution) of |ΨSEA〉 with respect to the partition
SE|A, the execution of Step 1 increases the Schmidt
rank of |ΨSEA〉 by at least 1 (as we have seen above).
The Schmidt rank of |ΨSEA〉 with respect to the same
partition is obviously smaller than dE . Thus C is no
greater than dE and the statement of the theorem
follows. 
The following lemma shows another, more intuitive,
meaning of ∆ESA:
Lemma 8. The following equation holds for ∆ESA:
∆ESA = D(ρSE‖ρS ⊗ ρE) +D(ρS‖ρmix), (71)
where D(ρ‖σ) is the relative entropy defined as
D(ρ‖σ) := Trρ log ρ − Trρ log σ [1, 28, 40, 41, 44, 45]
and ρmix = IS/dS.
(Proof)
∆ESA
=S(ρE)− S(ρSE) + log dS
=S(ρE) + S(ρS)− S(ρSE)− S(ρS)− TrρS log ρmix
=Iρ(S‖E) +D(ρS |ρmix)
=D(ρSE‖ρS ⊗ ρE) +D(ρS‖ρmix),
where Iρ(S‖E)) := S(ρS)+S(ρE)−S(ρSE) is the mutual
information between S and E, and we use the formula
Iρ(S‖E) = D(ρSE‖ρS ⊗ ρE) [1] in the third equation. 
This lemma guarantees that when ∆ESA is small, ρSE
is close to ρS ⊗ ρE and ρS is almost completely mixed.
We can also show the following:
Lemma 9. When ρSE = ρS ⊗ ρE, there exists a decom-
position of system A into two distinct subsystems A1 and
A2; that is, HA = HA1 ⊗ HA2 . Accordingly, a (pure)
state |ΨSEA〉 can be written as a product of pure states
|ΦSA1〉 ∈ HS ⊗HA1 and |ΦEA2〉 ∈ HE ⊗HA2 such that
|ΨSEA〉 = |ΦSA1〉 ⊗ |ΦEA2〉, (72)
where |ΦSA1〉 and |ΦEA2〉 satisfies TrA1P (|ΦSA1〉) =
ρS and TrA2P (|ΦEA2〉) = ρE, respectively. In par-
ticular, when ρS = ρmix, |ΦSA1〉 can be chosen as
a standard maximally entangled state, i.e., |ΥSA1〉 =
d
−1/2
S
∑dS
i=1 |iS〉|iA1〉.
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(Proof)
Consider any decomposition of A into subspaces A′1 and
A′2 such that HA = HA′1 ⊗HA′2 and dimHA′1 = dimHS .
Then there exist the purifications |ΦSA′
1
〉 and |ΦEA′
2
〉 of
ρS and ρE in each subspace, i.e., TrA′
1
P (|ΦSA′
1
〉) = ρS
and TrA′
2
P (|ΦEA′
2
〉) = ρE , respectively. As |ΨSEA〉 and
|ΦSA′
1
〉 ⊗ |ΦEA′
2
〉 have the same reduced density matrix
on HS ⊗HE , there exists a unitary operator UA on HA
such that [1, 28]
|ΨSEA〉 = UA|ΦSA′
1
〉 ⊗ |ΦEA′
2
〉. (73)
Defining HA1⊗HA2 := UAHA′1⊗HA′2 proves the lemma.

With Theorem 3 and Lemmas 8 and 9, we finally arrive
at the following theorem:
Theorem 4. Let K be the index of the counter C
when the protocol halts. Then, for all t∞ ≥ tK + ∆t,
(dE , |ΨSEA(tK)〉, HSE) satisfies the ME condition for
[tK , t∞), where |ΨSEA(tK)〉 is the state on SEA after
the K-th (successful) application of the local filtering op-
eration FALF in Step 2 at time tK .
(Proof )
By the construction of the protocol, ∆ESA (t) = 0 for
all t ∈ [tK , tK +∆t]. By Lemma 8, ρSE(t) = ρS(t) ⊗
ρE(t) and ρS(t) is a maximally mixed state for all t ∈
[tK , tk +∆t]. Then, due to Lemma 9, for all t ∈ [tK , tK+
∆t], there exist Hilbert spaces HA1(t) and HA2(t) such
that HA = HA1(t)⊗HA2(t) and |ΨSEA(t)〉 satisfies
TrEP (|ΨSEA(t)〉) = P
(|ΥSA1(t)〉)⊗ ρA2(t), (74)
where |ΥSA1(t)〉 is a maximally entangled state on
HS ⊗HA1(t). Moreover, ρA2(t)(t) is a projector, because
of the local filtering operation in Step 2. Therefore,
(dE , |ΨSEA(tK)〉, HSE) fulfills the ME condition for
[tK , tK +∆t]. Corollary 2 then lets us finish the proof of
the theorem. 
Therefore, steering the entire system of S,E, and A to-
wards one that satisfies the ME condition can be achieved
within a finite time. Once this state-steering has been
done, the identification of the equivalence class by prob-
ing only systems S and A can be performed, as shown in
Sec. V.
In the present study, we have assumed that the state
tomography on SA can be performed perfectly. The fea-
sibility of the presented protocol for state-steering de-
pends on this assumption: in order to complete the task,
we need to check whether ∆ESA(t) is exactly 0 for all
t ∈ [tC , tC +∆t].
VII. NUMERICAL SIMULATION OF THE
PROTOCOL
In order to reinforce our idea with a concrete example,
let us present the results of a numerical simulation. Here,
FIG. 8: (Color online) The spin network for the numerical
simulation. The small circles denote spins-1/2 and the edges
connecting them represent interaction between spins. The
central spin S interacts with the three surrounding spins, E =
{E1, E2, E3}, according to the Hamiltonian Eq. (75).
we consider a star-shaped network of spins-1/2 with the
Heisenberg-type inter-spin interaction. We focus on a
four-spin network, and identify the central spin as S and
three surrounding spins as E (See Fig. 8). The whole
system is represented by a Hilbert space HSE = HS ⊗
HE with HS = C2 and HE =
(
C
2
)⊗3
, and the system
Hamiltonian HSE is written as
HSE :=
1
2
∑
(m,n)∈E
JxXmXn + JyYmYn + JzZmZn, (75)
where E is the set of edges connecting spins m and n in
the network.
In the simulation, we set the coupling constants to be
Jx = Jy = Jy = 1 for all edges, and we use the eigenbasis,
{|0〉, |1〉}, of the standard Pauli Z operator as the basis
for each spin, i.e., Z|i〉 = (−1)i|i〉 (i = {0, 1}). We will
consider three types of initial states, |Ψ1〉, |Ψ2〉, and |Ψ3〉,
which are defined as
|Ψ1〉 = |0〉S |e1〉E , (76)
|Ψ2〉 = 1√
2
|0〉S (|e1〉E + |e2〉E) , (77)
|Ψ3〉 = 1
2
|0〉S (|e1〉E + |e2〉E + 2|e3〉) . (78)
The three state vectors on HE , |e0〉, |e1〉, and |e2〉, are
given by
|e1〉 := − 2√
6
|100〉+ 1√
6
(|010〉+ |001〉) , (79)
|e2〉 := 1√
2
(|110〉 − |101〉) , (80)
|e3〉 := |000〉, (81)
and these |ei〉 are orthogonal to each other. Note that
the reduced density matrices on S of these states are all
|0〉〈0|, thus the differences between |ei〉 cannot be seen
from an observer. The reason for these choices of the
initial states will be clear later.
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FIG. 9: (Color online) The changes in ∆E, ESE|A, and ESA|E
by the state-steering protocol as functions of time t. The ini-
tial state is set to be |Ψ3〉 defined by Eq. (78). The green line
with dots (·), the blue line with circles (◦), and the red line
with crosses (×), represent ∆E, ESA|E, and ESE|A, respec-
tively. ∆E is given by ∆E := ESA|E − ESE|A + 1 according
to Eq. (67).
Figure 9 shows the simulated time evolution of ∆E
defined by Eq. (67), ESE|A, and ESA|E , where EX|Y de-
notes the amount of entanglement between subsystems
X and Y . The initial state for this plot was chosen to
be |Ψ3〉. In this particular run of the simulation, the
local filtering operations in Step 2 of the state steering
protocol (cf. Sec. VI) were performed at times t = 0,
0.095, 0.19, and 0.28. As we have mentioned in Section
VI, ESE|A grows monotonically: it stays constant except
for the instances when the local filtering is successfully
executed. We also observe that ESA|E seems to increase
monotonically as well, although it does so only because
we set the parameter ∆tC sufficiently small.
We see in Fig. 9 that the final state |Φ3〉 of the state-
steering protocol satisfies ESE|A (|Φ3〉) = 4, which means
its Schmidt rank is 16. (We let |Φi〉 denote the final state
of the protocol after starting with |Ψi〉.) We have also
simulated the protocol with the initial states |Ψ1〉 and
|Ψ2〉. The results indicate that the Schmidt ranks of
the corresponding final states |Φ1〉 and |Φ2〉 are 4 and
8, respectively (plots not shown). Therefore, |Φ3〉 is a
maximally entangled state in the sense that its support
fully covers the entire Hilbert space HS⊗HE , while |Φ1〉
and |Φ2〉 are not, although all of them satisfy the ME
condition.
As we have described in Sections IV and V, the
Schmidt rank of the final state of the state-steering pro-
tocol is identified as dS d˜E with d˜E being the estimated
dimension of E. Suppose d˜
(i)
E is the estimated dimen-
sion after going through the protocol with initial state
|Ψi〉 (i = {1, 2, 3}). Then, we have d˜(1)E = 2, d˜(2)E = 4,
and d˜
(3)
E = 8. Although the three initial states lead to
the same reduced density matrix |0〉〈0| on S, these ex-
amples clearly show that an estimated dimension of E
depends on the state ρE of the system E. The details of
the classification of states will be discussed in the near
future [46].
We have also carried out a numerical simulation of the
tomography part of the protocol in Sec. V. Time t is reset
to zero at the instance when the state steering protocol
is terminated. Then, for each output state |Φi〉 (i =
{1, 2, 3}) of the state-steering protocol we computed its
time evolution under HSE and generated a sequence of
reduced density matrices ρSA(t) from t = 0 to t = n · dt
with interval dt. We chose n = 1, 500, 000 and dt =
0.1 · π/‖HSE‖op ≈ 0.063. In Section V, we obtained
{θα}Lα=1 and {ρα}Lα=1 defined in Eq. (57) from Eq. (59).
However, since Eq. (59) involves higher order derivatives,
this method is not preferable for numerical calculation.
Therefore, here, we first performed Fourier transform of
the data of matrix elements to get {θα}Lα=1, which appear
as the positions of peaks. Then, we derived {ρα}Lα=1 by
solving Eq. (57), which is a system of linear equations
about {ρα}Lα=1 for given {θα}Lα=1 and matrix elements of
ρAS(t).
Finally, by solving the system of linear equations (66),
using the values {θα}Lα=1 and {ρα}Lα=1, we estimated a
Hamiltonian H˜
(i)
SE corresponding to each initial state |Φi〉.
Note that, as a consequence of the differences between
d˜
(i)
E , the estimated Hamiltonian H˜
(i)
SE is a hermitian op-
erator on d˜
(i)
E -dimensional space.
As we have discussed in Sec. IV, there are multiple (in
fact infinite) possibilities for the triple (dE , |ΨSEA〉, HSE)
that lead to indistinguishable dynamics on SA, no matter
what operations we perform on SA. Therefore, what we
can estimate by the method above is one possible Hamil-
tonian among those in the same equivalence class, and it
is likely that the estimated Hamiltonian looks very dif-
ferent from the true Hamiltonian, Eq. (75). Let us now
verify that despite apparent differences between them
the observable time evolution of the state ρSA is indeed
the same irrespective of the choice of Hamiltonian in the
equivalence class.
Since we have identified three types of dynamics, de-
pending on the initial state |Ψi〉, let us call the corre-
sponding estimated Hamiltonian H˜
(i)
SE with i = {1, 2, 3}.
The matrix elements of the first three rows and columns
of the true Hamiltonian HSE are
HSE =
1
2


3 0 0 · · ·
0 1 0 · · ·
0 0 1 · · ·
...
...
...
. . .

 , (82)
where the basis is taken as {|0000〉, |0001〉, |0010〉, ...}.
The same part of the estimated Hamiltonians are
H˜
(1)
SE =


0 0 0 · · ·
0 0.167 0.167 · · ·
0 0.167 0.167 · · ·
...
...
...
. . .

 , (83)
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H˜
(2)
SE =


0 0 0 · · ·
0 1.167 −1.441 + 0.182i · · ·
0 1.441− 0.182i 1.274 · · ·
...
...
...
. . .

 ,
(84)
H˜
(3)
SE =


3.952 0 0 · · ·
0 1.372 0.093 + 0.072i · · ·
0 0.093 + 0.072i 0.536 · · ·
...
...
...
. . .

 .
(85)
What interests us is the difference between the effect of
HSE and that of H˜SE . For this comparison, we computed
the two states on SEA at time t, one is driven by HSE
and the other is by H˜
(i)
SE with the corresponding initial
state |Φi〉 [48]. Namely, |Φ(i)SEA(t)〉 = exp(−iHSEt)|Φi〉
and |Φ˜(i)SEA(t)〉 = exp
(
−iH˜(i)SEt
)
|Φi〉, from which re-
duced density matrices ρ
(i)
SA(t) and ρ˜
(i)
SA(t) are obtained.
Figure 10 shows how the states ρSA and ρSEA are af-
fected by those Hamiltonians. We measure the difference
between states with trace distance, and plot it in the fig-
ure. For two states on SA, ρ
(i)
SA(t) and ρ˜
(i)
SA(t), the trace
distance is defined as
D
(i)
SA(t) :=
1
2
‖ρ(i)SA(t)− ρ˜(i)SA(t)‖tr (86)
where ‖A−B‖tr = Tr
√
(A−B)†(A−B). The distance
D
(i)
SEA(t) between |Φ(i)SEA(t)〉 and |Φ˜(i)SEA(t)〉 is defined
similarly.
In Fig. 10(a), D
(i)
SA(t) and D
(i)
SEA(t) are plotted for the
case of i = 2, and Fig. 10(b) is for i = 3. The plot for
the i = 1 case is not shown here because both D
(1)
SA(t)
and D
(1)
SEA(t) stay zero for all t ≥ 0.
In both Figs. 10(a) and (b), we can see that the two
different-looking Hamiltonians, HSE and H˜
(i)
SE , give rise
to the identical dynamics on SA, i.e., D
(i)
SA(t) = 0, while
the entire state on SEA evolves quite differently under
these Hamiltonians. This observation convincingly con-
firms the equivalence we have analysed in this work, that
is (dE , |Φi〉, HSE) ≡ (d˜(i)E , |Φi〉, H˜(i)SE).
The three states defined in Eqs. (76)-(78), |Ψi〉 (i =
{1, 2, 3} showed distinct behaviours under the Hamilto-
nian H˜
(i)
SE that was estimated to describe the observable
dynamics on SA. The classification of the states, or more
precisely subspaces, in HS⊗HE is an interesting subject
in its own right, hence we will present it separately in the
near future [47].
To summarize, we have performed numerical simula-
tions of our protocol, focusing on the Heisenberg model
with a star-shaped graph. We considered three different
initial states |Ψi〉 (i = 1, 2, 3) for the state-steering proto-
col as in Eqs.(76) - (78). Then, the estimated dimension
FIG. 10: (Color online) The comparison of the time evolution
of the state |Φ
(i)
SA〉 and |ΦSEA〉 under the two Hamiltonians,
HSE and H˜
(i)
SE. (a) is for the case of i = 2 and (b) is for i = 3.
The blue thick line and the red thin line represent the trace
distances D
(i)
SA(t) and D
(i)
SEA(t), respectively.
d˜
(i)
E of E turned out to be different, depending on |Ψi〉.
Despite such a nontrivial difference, we have confirmed
that all estimated Hamiltonians H˜
(i)
SE (i = 1, 2, 3) gener-
ate a time evolution on system SA, which is identical to
that we expect from the ‘true’ Hamiltonian HSE . These
results suggest that our method can extract minimal, but
sufficient, information on the system Hamiltonian to ac-
count for the dynamics on SA. Finally, we note that in
order to explain what causes the differences in D
(i)
SA(t),
we need to analyze the dynamical Lie algebra for the
whole system more deeply, and it will be presented in a
follow-up paper [47].
VIII. CONCLUSION
We have shown the possibility of probing a large sur-
rounding quantum system (environment) through a small
principal system, provided the environment is effectively
finite-dimensional and the entire system can be initialised
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to be a fixed (unknown) state. By probing, we mean fully
identifying the Hamiltonian for the purpose of utilising it
as a useful resource for quantum control, e.g., quantum
computation.
In analyzing our idea, we have found that there are
equivalence classes, in terms of the observable dynam-
ics, induced by the limited access. We have also found
that the fulfillment of a condition, i.e., the ME condition,
which is verifiable without a direct access to the environ-
ment, is sufficient for the reconstruction of a representa-
tive of the equivalence class (Sec. IV). This reconstruc-
tion can be achieved by performing state tomography of
the joint system S and A without active operations on
them (Sec. V). In order to make the state satisfy the ME
condition, we have constructed a protocol to steer the en-
tire system (Sec. VI). Determining the equivalence class
provides us with the full information on the Hamiltonian
HSE to indirectly control the environment. As a concrete
corroboration of our theoretical analyses, we have carried
out a numerical simulation in Sec. VII.
Although we have focused on the theoretical aspect
of our tomographic scheme for a ‘not directly probable
system’, which is quite remarkable in its own right, any
quantum operation, including state tomography, is al-
ways fraught with the effect of unpredictable noise in re-
ality. Therefore, from a pragmatic point of view, we need
to modify the protocol and evaluate errors that may oc-
cur in the equivalent class identification. Since the anal-
ysis of errors in the protocol is beyond the scope of this
paper, we leave it as a future project [46].
Considering the extreme difficulty of manipulating a
huge number of individual quanta, indirect control seems
a rational approach. While the experimental implemen-
tation of the protocol might be unrealistic today, our
method opens up a path to the novel exploitation of
high dimensional quantum systems with minimal arti-
ficial controls.
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