Abstract. Let C be an n-dimensional integral box, and π be a monotone property defined over the elements of C. We consider the problems of incrementally generating jointly the families Fπ and Gπ of all minimal subsets satisfying property π and all maximal subsets not satisfying property π, when π is given by a polynomial-time satisfiability oracle. Problems of this type arise in many practical applications. It is known that the above joint generation problem can be solved in incremental quasi-polynomial time. In this paper, we present an efficient implementation of this procedure. We present experimental results to evaluate our implementation for a number of interesting monotone properties π.
Introduction
Let C = C 1 ×· · ·×C n be an integral box, where C 1 , . . . , C n are finite sets of integers. For a subset A ⊆ C, let us denote by A + = {x ∈ C | x ≥ a, for some a ∈ A} and A − = {x ∈ C | x ≤ a, for some a ∈ A}, the ideal and filter generated by A. Any element in C \ A + is called independent of A, and we let I(A) denote the set of all maximal independent elements for A. Call a family of vectors A Sperner if A is an antichain, i.e. if no two elements are comparable in A. If C is the Boolean cube 2
[n] , we get the well-known definitions of a hypergraph A and its family of maximal independent sets I(A).
Let π : C → {0, 1} be a monotone property defined over the elements of C: if x ∈ C satisfies property π, i.e. π(x) = 1, then any y ∈ C such that y ≥ x also satisfies π. We assume that π is described by a polynomial satisfiability oracle O π , i.e. an algorithm that can decide whether a given vector x ∈ C satisfies π, in time polynomial in n and the size |π| of the input description of π. Denote respectively by F π and G π the families of minimal elements satisfying property π, and maximal elements not satisfying property π. Then it is clear that G π = I(F π ) for any monotone property π. Given a monotone property π, we consider the problem of jointly generating the families F π and G π : It is clear that for a given monotone property π, described by a satisfiability oracle O π , we can generate both F π and G π simultaneously by starting with X = Y = ∅ and solving problem GEN(C, F π , G π , X , Y) for a total of |F π |+|G π |+1 times, incrementing in each iteration either X or Y by the newly found vector x ∈ (F π \ X ) ∪ (G π \ Y), according to the answer of the oracle O π , until we have (X , Y) = (F π , G π ).
GEN(C,
In most practical applications, the requirement is to generate either the family F π or the family G π , i.e. we consider the separate generation problems:
GEN(C, F π , X ) (GEN(C, G π , Y)): Given a monotone property π and a subfamily X ⊆ F π ⊆ C (respectively, Y ⊆ G π ⊆ C), either find a new minimal satisfying vector x ∈ F π \ X (respectively, maximal non-satisfying vector x ∈ G π \ Y), or prove that the given partial list is complete: X = F π (respectively, Y = G π ).
Problems GEN(C, F π , X ) and GEN(C, G π , Y) arise in many practical applications and in a variety of fields, including artificial intelligence [14] , game theory [18, 19] , reliability theory [8, 12] , database theory [9, 14, 17] , integer programming [4, 6, 20] , learning theory [1] , and data mining [2, 6, 9] . Even though these two problems may be NP-hard in general (see e.g. [20] ), it is known that the joint generation problem GEN(C, F π , G π , X , Y) can be solved in incremental quasipolynomial time poly(n, log C ∞ ) +m polylog m for any monotone property π described by a satisfiability oracle, where [4, 15] . In particular, there is a polynomial-time reduction from the joint generation problem to the following problem, known as dualization on boxes, see [4, 10, 16] :
DUAL(C, A, B): Given a family of vectors A ⊆ C, and a subset B ⊆ I(A) of its maximal independent vectors, either find a new maximal independent vector x ∈ I(A) \ B, or prove that no such vector exists, i.e., B = I(A).
The currently best known algorithm for dualization runs in time poly(n) + m o(log m) , see [4, 15] . Unfortunately, this joint generation may not be an efficient algorithm for solving either of GEN(C, F π , X ) or GEN(C, G π , Y) separately for the simple reason that we do not control which of the families F π \ X and G π \ Y contains each new vector produced by the algorithm. Suppose we want to generate F π and the family G π is exponentially larger than F π . Then, if we are unlucky, we may get elements of F π with exponential delay, while getting large subfamilies of G π (which are not needed at all) in between. However, there are two reasons that we are interested in solving the joint generation problem efficiently. First, it is easy to see [17] Proof. Clearly, any monotone property π can be defined by its value on the boundary F π ∪ G π . For any y ∈ F π ∪ G π , let us thus define the boundary of the monotone property π y as follows:
Then π y is a monotone property different from π, and algorithm A must be able to distinguish the Sperner families described by π and π y for every y ∈ F π ∪ G π .
Second, for a wide class of Sperner families (or equivalently, monotone properties), the so-called uniformly dual-bounded families, it was realized that the size of the dual family I(F π ) is uniformly bounded by a (quasi-)polynomial in the size of F π and the oracle description:
for any non-empty subfamily X ⊆ F π . An inequality of the form (1) would imply that joint generation is an incrementally efficient way for generating the family F π (see Section 2 below and also [5] for several interesting examples).
In [7] , we presented an efficient implementation of a quasi-polynomial dualization algorithm on boxes. Direct application of this implementation to solve the joint generation problem may not be very efficient since each call to the dualization code requires the construction of a new recursion tree, wasting therefore information that might have been collected from previous calls. A much more efficient approach, which we implement in this paper, is to use the same recursion tree for generating all elements of the families F π and G π . The details of this method will be described in Sections 3 and 4. In Section 2, we give three examples of monotone properties, that will be used in our experimental study. Finally, Section 5 presents our experimental findings, and Section 6 provides some conclusions.
Examples of Monotone Properties
We consider the following three monotone properties in this paper:
Monotone systems of linear inequalities. Let A ∈ R r×n be a given non-negative real matrix, b ∈ R r be a given r-vector, c ∈ R n + be a given non-negative n-vector, and consider the system of linear inequalities:
For x ∈ C, let π 1 (x) be the property that x satisfies (2). Then the families F π1 and G π1 correspond respectively to the minimal feasible and maximal infeasible vectors for (2) . It is known [4] that the family F π1 is (uniformly) dual bounded:
Minimal infrequent and maximal frequent sets in binary databases. Let D : R×V → {0, 1} be a given r×n binary matrix representing a set R of transactions over a set of attributes V . To each subset of columns X ⊆ V , let us associate the subset
is said to be t-infrequent. For each set X ∈ C def = 2 V , let π 2 (X) be the property that X is t-infrequent. Then π 2 is a monotone property and the families F π2 and G π2 correspond respectively to minimal infrequent and maximal frequent sets for D. It is known [9] that
Problems GEN(C, F π2 , Y) and GEN(C, G π2 , Y) appear in data mining applications, see e.g. [17] .
Sparse boxes for multi-dimensional data. Let S be a set of points in R n , and t ≤ |S| be a given integer. A maximal t-box is a closed n-dimensional interval which contains at most t points of S in its interior, and which is maximal with respect to this property (i.e., cannot be extended in any direction without strictly enclosing more points of S).
. . , n and consider the family of boxes
This gives a monotone injective mapping B → C (not all elements of C define a box, since a i > b i is possible for (a, u − b) ∈ C). Let us now define the monotone property π 3 to be satisfied by an x ∈ C if and only if x does not define a box, or the box defined by x contains at most t points of S in its interior. Then the sets F π3 and G π3 can be identified respectively with the set of maximal t-boxes (plus a polynomial number of non-boxes), and the set of minimal boxes of x ∈ B ⊆ C which contain at least k + 1 points of S in their interior. It is known [6] that the family of maximal t-boxes is (uniformly) dual-bounded:
The problem of generating all elements of F π3 has been studied in the machine learning and computational geometry literatures (see [11, 13, 23] ), and is motivated by the discovery of missing associations or "holes" in data mining applications (see [3, 21, 22] ). [13] gives an algorithm, for solving this problem, whose worst-case time complexity is exponential in the dimension n of the given point set.
Terminology and Outline of the Algorithm
Throughout the paper, we assume that we are given an integer box
, are integers, and a monotone property π, described by a polynomial time satisfiability oracle, for which it is required to generate the families F π and G π . The generation algorithm, considered in this paper, is based on a reduction to a dualization algorithm of [4] , for which an efficient implementation was given in [7] . For completeness, we briefly outline this algorithm. The problem is solved by decomposing it into a number of smaller subproblems and solving each of them recursively. The input to each such subproblem is a sub-box C of the original box C * and two subsets F ⊆ F * and G ⊆ G * of integral vectors, where F * ⊆ F π and G * ⊆ G π denote respectively the subfamilies of minimal satisfying and maximal non-satisfying vectors that have been generated so far. Note that, by definition, the following condition holds for the original problem and all subsequent subproblems:
Given an element a ∈ F (b ∈ G), we say that a coordinate
Let us denote by Ess(x) the set of essential coordinates of an element x ∈ F ∪ G. Finally, given a sub-box C ⊆ C * , and two subsets F ⊆ F * and G ⊆ G * , we shall say that
A key lemma, on which the algorithm in [4] is based, is that either (i) there is an element x ∈ F ∪ G with at most 1/ essential coordinates, where 
|G|. This allows us to decompose the original problem into two subproblems
− . This way, the algorithm is guaranteed to reduce the cardinality of one of the sets F or G by a factor of at least 1 − at each recursive step. For efficiency reasons, we do two modifications to this basic approach. First, we use sampling to estimate the sizes of the sets G , F (see subroutine Est() below). Second, once we have determined the new sub-boxes C , C above, we do not compute the active families G and F at each recursion step (this is called the Cleanup step in the next section). Instead, we perform the cleanup step only when the number of vectors reduces by a certain factor f , say 1/2, for two reasons: First, this improves the running time since the elimination of vectors is done less frequently. Second, the expected total memory required by all the nodes of the path from the root of the recursion tree to a leaf is at most
The Algorithm
We use the following data structures in our implementation:
-Two arrays of vectors, F and G containing the elements of F * and G * respectively.
-Two (dynamic) arrays of indices, index(F) and index(G), containing the indices of vectors from F * and G * (i.e. containing pointers to elements of the arrays F and G), that appear in the current subproblem. These arrays are used to enable sampling from the sets F and G, and also to keep track of which vectors are currently active, i.e, intersect the current box.
-Two balanced binary search trees T(F * ) and T(G * ), built on the elements of F * and G * respectively using lexicographic ordering. Each node of the tree T(F * ) (T(G * )) contains an index of an element in the array F (G). This way, checking whether a given vector x ∈ C belongs to F * (G * ) or not, takes
Note that each of the n coordinate steps in the above procedure can be reduced via binary search to at most log( C ∞ + 1) satisfiability oracle calls for the monotone property π.
More efficient procedures can be obtained if we specialize this routine to the specific monotone property under consideration. For instance, for property π 1 this operation can be performed in O(nr) steps as follows. For j = 1, . . . , r, let a j x ≥ b j be the jth inequality of the system. We initialize z * ← z and 
For the monotone property π 3 and z ∈ C, the operation min Fπ 3 (z) can be done in O(n|S|) as follows. For each point p ∈ S, let p ∈ R 2n be the point with components p i = p i for i = 1, . . . , n, and
Repeat, for i = 1, . . . , 2n, the following steps: Below, we denote respectively by T min and T max the maximum time taken by the routines min Fπ (z) and max Gπ (z) on any point z ∈ C. 
Exhaustive duality(C, π, F, G). Assuming
In cases 1, 2 and 3, return either min Fπ (z) or max Gπ (z) depending on whether π(z) = 1 or π(z) = 0, respectively.
Otherwise return FALSE (meaning that F and G are dual in C).
Second, if |F| = 0 then check satisfiability of u. If π(u) = 1 then return min Fπ (u). Else, if π(u) = 0 then let z = max Gπ (u), and return either FALSE or z depending on whether z ∈ G * or not (this check can be done in O(n log |G * |) using the search tree T(G * )). Finally, if |G| = 0 then check satisfiability of l. If π(l) = 0 then return max Gπ (l). Else, if π(l) = 1 then let z = min Fπ (l), and return either FALSE or z depending on whether z ∈ F * or not. This step takes
Random solution(C, π, F * , G * ). Repeat the following for k = 1, . . . , t 1 times, where t 1 is a constant (say 10): Find a random point z k ∈ C, by picking each coordinate z 
Cleanup(F,C) (Cleanup(G,C)). Set F ← {a ∈ F | a
+ ∩ C = ∅} (respectively, G ← {b ∈ G | b − ∩ C = ∅}),
and return F (respectively, G ). This step takes O(n|F|) (respectively, O(n|G|)).
Now, we describe the implementation of procedure GEN(C, π, F, G) which is called initially using C ← C * , F ← ∅ and G ← ∅. At the return of this call, the families F * and G * , which are initially empty, are extended respectively by the elements in F π and G π . Below we assume that f ∈ (0, 1) is a constant, say 1/2. The families F o and G o represent respectively the subfamilies of F π and G π that are generated at each recursion tree node.
Procedure GEN(C, π, F , G):
Input: A box C = C1 × · · · × Cn, a monotone property π, and subsets F ⊆ Fπ, and G ⊆ Gπ.
While |F||G| ≤ 1 3.
z ← Exhaustive duality (C, π, F , G) .
end while 14.
Symmetric versions for Steps 16-31 above (details omitted). 49.
end if 50.
Return
The following result, regarding the expected running time of the algorithm, is inherent from [7] .
Proposition 2. The expected number of recursive calls until a new element in (F
However, as we shall see from the experiments, the algorithm seems to practically behave much more efficiently than indicated by Proposition 2. In fact, in most of the experiments we performed, we got an almost everage linear delay (in m) for generating a new point in (
Experimental Results
We performed a number of experiments to evaluate our implementation on random instances of the three monotone properties described in Section 2. The experiments were performed on a Pentium 4 processor with 2.2 GHz of speed and 512M bytes of memory. For each monotone property π, we have limited the corresponding parameters defining the property to reasonable values such that the algorithm completes generation of the sets F π and G π in reasonable time.
Using larger values of the parameters increases the output size, resulting in large total time, although the time per output remains almost constant. For each case, the experiments were performed 5 times, and the numbers shown in the tables below represent averages. Tables 1 and 2 show our results for linear systems with n variables and r inequalities. Each element of the constraint matrix A and the right-hand side vector b is generated at random from 1 to 15. In the tables we show the output size, the total time taken to generate the output and the average time per each output vector. The parameter c denotes the maximum value that a variable can take. The last row of the table gives the ratio of the size of F π1 to the size of G π1 for comparison with the worst case bound of (3). Note that this ratio is relatively close to 1, making joint generation an efficient method for generating both families F π1 and G π1 . Tables 3 and 4 show the results for minimal infrequent/maximal frequent sets. In the tables, n, r and t denote respectively the number of columns, the number of rows of the matrix, and the threshold. Each row of the matrix was generated uniformly at random. As seen from Table 3 , for t = 1, 2, the bias between the numbers of maximal frequent sets and minimal infrequent sets, for the shown random examples, seem to be large. This makes joint generation an efficient method for generating minimal infrequent sets, but inefficient for generating maximal frequent sets for these examples. However, we observed that this bias in numbers decreases as the threshold t becomes larger. Table 4 illustrates this on a number of examples in which larger values of the threshold were used. Figures 1 and 2 show how the output rate changes for minimal feasible/maximal infeasible solutions of linear systems and for minimal infrequent/maximal frequent sets, respectively. For minimal feasible solutions, we can see that the output rate changes almost linearly as the number of outputs increases. This is not the case for the maximal infeasible solutions, where the algorithm efficiecy decreases (the generation problem for maximal infeasible solutions is NP-hard). For minimal infrequent and maximal frequent sets, Figure 2 shows that the output rate increases very slowly. This illustrates somehow that the algorithm practically behaves much better than the quasi-polynomial bound stated in Proposition 2. Table 5 shows the results for maximal sparse/minimal non-sparse boxes with dimension n, for a set of r random points, threshold t, and upper bound c on the coordinate of each point. As in the case of frequent sets, the bias between the numbers F π3 and G π3 is large for t = 0 but seems to decrease with larger values of the threshold. In fact, the table shows two examples in which the number of minimal non-sparse boxes is larger than the number of maximal sparse boxes. We are not aware of any implementation of an algorithm for generating maximal sparse boxes except for [13] which presents some experiments for n = 2 and t = 0. Experiments in [13] indicated that the algorithm suggested there is almost linear in the the number of points r. Figure 3 illustrates a similar behaviour exhibited by our algorithm. In the figure, we show the total time required to generate all the 2-dimensional maximal empty boxes, as the number of points is increased from 10,000 to 60,000, for two different values of the upper bound c. As mentioned in Section 4, it is possible in general to implement the procedures min F (z) and max G (z) using the coordinate decent method, but more efficient implementations can be obtained if we specialize these procedures to the monotone property under consideration. Figure 4 compares the two different implementations for the property π 3 . Clearly, the gain in performance increases as the upper bound c increases.
Let us finally point out that we have observed that the algorithm tends to run more efficiently when the sets F π and G π become closer in size. This observation Total output time (sec)
Number of points r (in thousands)
Upper bound c=100 Upper bound c=1000 Fig. 3 . Total generation time as a function of the number of points r for maximal boxes with n = 2, t = 0, and c = 100, 1000. is illustrated in Figure 5 which plots the average time per output (i.e. total time to output all the elements of F π ∪ G π divided by |F π ∪ G π |) versus the ratio |G π |/|F π |. This indicates that, when the elements of the sets F π and G π are more uniformly distributed along the space, it becomes easier for the joint generation algorithm to find a new vector not in the already generated sets F * ⊆ F π and G * ⊆ G π . Frequent sets, n=30, r=300
Sparse boxes, n=7, r=300, c=5 
Conclusion
We have presented an efficient implementation for a quasi-polynomial algorithm for jointly generating the families F π and G π of minimal satisfying and maximal non-satisfying vectors for a given monotone property π. We provided experimental evaluation of the algorithm on three different monotone properties. Our experiments indicate that the algorithm behaves much more efficiently than its worst-case time complexity indicates. The algorithm seems to run faster on instances where the families F π and G π are not very biased in size. Finally, our experiments also indicate that such non-bias in size is not a rare situation (for random instances), despite the fact that inequalities of the form (3)- (5) may hold in general.
