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TRACTABILITY OF NON-HOMOGENEOUS TENSOR PRODUCT
PROBLEMS IN THE WORST CASE SETTING
RONG GUO AND HEPING WANG
Abstract. We study multivariate linear tensor product problems with some
special properties in the worst case setting. We consider algorithms that use
finitely many continuous linear functionals. We use a unified method to in-
vestigate tractability of the above multivariate problems, and obtain neces-
sary and sufficient conditions for strong polynomial tractability, polynomial
tractability, quasi-polynomial tractability, uniformly weak tractability, (s, t)-
weak tractability, and weak tractability. Our results can apply to multivariate
approximation problems with kernels corresponding to Euler kernels, Wiener
kernels, Korobov kernels, Gaussian kernels, and analytic Korobov kernels.
1. Introduction
Recently, there has been an increasing interest in d-variate computational prob-
lems S = {Sd}d∈N with large or even huge d. In order to solve these problems we
usually consider algorithms using finitely many information operations. For a given
error threshold ε ∈ (0, 1), the information complexity n(ε, Sd) is defined to be the
minimal number of information operations for which the approximation error of
some algorithm is at most ε. It is interesting to study how the information com-
plexity n(ε, Sd) depends on ε
−1 and d. This is the subject of tractability. Research
on tractability of multivariate problems started in 1994 (see [24]) and they quickly
gained the popularity. Nowadays, tractability form an area of an intensive research
with wide scope of unexpected results and open problems. The fundamental refer-
ences about tractability are books [14, 15, 16]. There are new papers on the subject
constantly coming out (see e.g. [1, 2, 3, 8, 12, 19, 22, 23]).
Various notions of tractability have been studied recently for many multivariate
problems. We recall some of the basic tractability notions (see [14, 15, 16, 19, 22]).
Let S = {Sd}d∈N. We say the problem S is
• strongly polynomially tractable (SPT) iff there exist non-negative numbers C
and p such that
(1.1) n(ε, Sd) ≤ C(ε−1)p for all d ∈ N, ε ∈ (0, 1).
The exponent p∗ of SPT is defined as the infimum of p for which (1.1) holds;
• polynomially tractable (PT) iff there exist non-negative numbers C, p and q
such that
n(ε, Sd) ≤ Cdq(ε−1)p for all d ∈ N, ε ∈ (0, 1);
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2• quasi-polynomially tractable (QPT) iff there exist positive numbers C and t
such that
(1.2) n(ε, Sd) ≤ C exp(t(1 + ln d)(1 + ln ε−1)) for all d ∈ N, ε ∈ (0, 1).
The exponent t∗ of QPT is defined as the infimum of t for which (1.2) holds;
• uniformly weakly tractable (UWT) iff for all α, β > 0
lim
ε−1+d→∞
lnn(ε, Sd)
(ε−1)α + dβ
= 0;
• weakly tractable (WT) iff
lim
ε−1+d→∞
lnn(ε, Sd)
ε−1 + d
= 0;
• (s, t)-weakly tractable ((s, t)-WT) for fixed positive s and t iff
lim
ε−1+d→∞
lnn(ε, Sd)
(ε−1)s + dt
= 0.
Clearly, (1, 1)-WT is the same as WT. If the problem S is not WT, then S is
called intractable. We say that the problem S suffers from the curse of dimen-
sionality if there exist positive numbers C, ε0, α such that for all 0 < ε ≤ ε0 and
infinitely many d ∈ N,
n(ε, Sd) ≥ C(1 + α)d.
This paper is devoted to studying tractability of non-homogeneous tensor prod-
uct problems with some special properties in the worst case setting. Such approxi-
mation problems were investigated in [17, 20] for Korobov kernels, in [4] for Gauss-
ian kernels, and in [8, 9, 12] for analytic Korobov kernels. In the average case setting,
there are many papers devoted to discussing tractability of non-homogeneous ten-
sor product problems with covariance kernels being a product of univariate kernels
and satisfying some special properties (see [1, 2, 5, 10, 11, 13, 20, 21, 25, 26]).
In this paper, we use a unified method to study tractability of the above multi-
variate problems in the worst case setting, and obtain necessary and sufficient con-
ditions for strong polynomial tractability, polynomial tractability, quasi-polynomial
tractability, uniformly weak tractability, (s, t)-weak tractability, and weak tractabil-
ity. Our results can apply to multivariate approximation problems with kernels
corresponding to Euler kernels, Wiener kernels, Korobov kernels, Gaussian kernels,
and analytic Korobov kernels. For the first three kernels the obtained results are
new.
The paper is organized as follows. In Section 2 we give preliminaries about non-
homogeneous tensor product problems in the worst case setting and present the
main results, i.e., Theorem 2.1. Section 3 is devoted to proving Theorem 2.1. In
Section 4, we give the applications of Theorem 2.1 to the problems with kernels
corresponding to Euler kernels, Wiener kernels, Korobov kernels, Gaussian kernels,
and analytic Korobov kernels.
2. Preliminaries and main results
In this section, we recall the definition of non-homogeneous linear tensor product
problem in the worst case setting (see [17, 20]).
3A linear tensor product problem in the worst case setting is a sequence of linear
operators
S = {Sd}d∈N
such that for every j ∈ N there exists a separable Hilbert space Hj , a Hilbert space
Gj and a continuous linear operator Sj : Hj → Gj such that
Sd =
d⊗
j=1
Sj : Hd → Gd,
where Hd =
⊗d
j=1Hj and Gd =
⊗d
j=1 Gj for every d ∈ N.
If Hj = H1, Gj = G1 and Sj = S1 for all j ∈ N, then the linear tensor product
problem S is called homogeneous.
Without loss of generality we assume that all operators Sk, k ∈ N are compact.
Then the operators
Wk = S∗kSk : Hk → Hk k ∈ N
are compact, self-adjoint, and non-negative definite, where S∗k are the adjoint op-
erators of Sk. Let {(λ(k, j), η(k, j))}j∈N denote the eigenpairs of Wk satisfying
Wk(η(k, j)) = λ(k, j)η(k, j) with λ(k, 1) ≥ λ(k, 2) ≥ · · · ≥ 0, η(k, j) ∈ Hk.
Then the eigenpairs of the operators
Wd = S
∗
dSd =
d⊗
j=1
Wj , d ∈ N
are given by {
(λd,j, ηd,j)
}
j=(j1,j2,...,jd)∈Nd
,
where
λd,j =
d∏
k=1
λ(k, jk), ηd,j =
d∏
k=1
η(k, jk).
Let the sequence {λd,j}j∈N be the nonincreasing rearrangement of {λd,j}j∈Nd .
Then we have
(2.1)
∞∑
j=1
λτd,j =
d∏
k=1
∞∑
j=1
λ(k, j)τ , for any τ > 0.
Note that the above sums are not always finite for any τ > 0.
We approximate Sdf by algorithms An,df of the form
(2.2) An,df = φn,d(L1(f), L2(f), . . . , Ln(f)),
where L1, L2, . . . , Ln are continuous linear functionals on Hd, and φn,d : R
n → Gd
is an arbitrary measurable mapping. The worst case approximation error for the
algorithm An,d is defined as
e(An,d) = sup
‖f‖Hd≤1
‖Sd f −An,df‖Gd.
The nth minimal worst case error, for n ≥ 1, is defined by
e(n, Sd) = inf
An,d
e(An,d),
4where the infimum is taken over all algorithms of the form (2.2). According to [14],
the nth minimal worst case error is given by
e(n, Sd) = λ
1/2
d,n+1,
and is achieved by the nth optimal algorithm
A∗n,df =
n∑
j=1
〈
f, ηd,j
〉
Hd
Sd ηd,j.
For n = 0, we use A0,d = 0. We remark that the so-called initial error e(0, Sd)
is defined by
e(0, Sd) = sup
‖f‖Hd≤1
‖Sd f‖Gd = ‖Sd‖ = λ1/2d,1 .
The information complexity for Sd can be studied using either the absolute error
criterion (ABS), or the normalized error criterion (NOR). We define the information
complexity nX(ε, Sd) for X ∈ {ABS, NOR} as
nX(ε, Sd) = min{n : e(n, Sd) ≤ εCRId},
where
CRId =
{
1, for X=ABS,
e(0, Sd), for X=NOR.
In this paper we consider a special class of non-homogeneous linear tensor prod-
uct problems S = {Sd}d∈N in the worst case setting. In the average case setting
the similar non-homogeneous linear tensor product problems were investigated in
[2]. Assume that the eigenvalues
{ d∏
k=1
λ(k, jk)
}
(j1,j2,··· ,jd)∈Nd
of the operator Wd = S
∗
dSd of the problem S = {Sd}d∈N satisfy the following three
conditions:
(1) λ(k, 1) = 1, k ∈ N;
(2) the sequence {hk}k∈N is nonincreasing, where hk = λ(k,2)λ(k,1) ∈ (0, 1];
(3) there exist a positive constant τ > 0 such that
(2.3) sup
k∈N
H(k, τ) = H(1, τ) and Mτ = H(1, τ) <∞,
where
H(k, τ) =
∞∑
j=2
(λ(k, j)
λ(k, 2)
)τ
.
Let
τ0 = inf
{
τ
∣∣ τ satisfies (2.3)}.
Then we say that the problem S = {Sd}d∈N has Property (P).
We are ready to present the main result of this paper.
Theorem 2.1. Let S =
{
Sd
}
d∈N
be a non-homogeneous tensor product problem
with Property (P) in the worst case setting. Then for the absolute error criterion
or the normalized error criterion, we have
5(i) S is strongly polynomially tractable iff
(2.4) A∗ = lim inf
d→∞
lnh−1d
ln d
> 0,
and the exponent of SPT is
(2.5) p∗ = max
{ 2
A∗
, 2τ0
}
.
(ii) S is strongly polynomially tractable iff it is polynomially tractable.
(iii) S is quasi-polynomially tractable iff
(2.6) B := lim
d→∞
lnh−1d > 0.
This is equivalent to that hk 6≡ 1. Furthermore, the exponent of QPT is
(2.7) t∗ = max
{ 2
B
, 2τ0
}
.
(iv) S is quasi-polynomially tractable iff S is uniformly weakly tractable, iff S is
(s, t)-weakly tractable with s > 0 and t ∈ (0, 1], and iff S is weakly tractable.
(v) S is (s, t)-weakly tractable with s > 0 and t > 1.
(vi) S suffers from the curse of dimensionality iff hk ≡ 1.
Remark 2.2. Let S =
{
Sd
}
d∈N
be a non-homogeneous tensor product problem.
If the eigenvalues of the operator Wd = S
∗
dSd satisfy Conditions (2) and (3) of
Property (P), then for NOR, Theorem 2.1 holds.
Indeed, let S˜ =
{
S˜d
}
d∈N
be the non-homogeneous tensor product problem which
the eigenvalues
{∏d
k=1 λ˜(k, jk)
}
(j1,j2,...,jd)∈Nd
of the corresponding operator W˜d =
S˜∗dS˜d of satisfy
λ˜(k, j) =
λ(k, j)
λ(k, 1)
, j ∈ N, k = 1, . . . , d.
Then S˜ has Property (P) with the same hk and Theorem 2.1 is applicable. Also for
NOR, the problems S and S˜ have the same tractability. Hence, for NOR, Theorem
2.1 holds.
In order to prove Theorem 2.1 we need the following lemmas.
Lemma 2.3. (See [14, Theorem 5.2].) Consider the non-zero problem S = {Sd}d∈N
in the worst case setting, where Sd : Hd → Gd is a compact linear operator between
two Hilbert spaces Hd and Gd. Assume that the eigenvalues {λd,j}j∈N of the oper-
ator Wd = S
∗
dSd satisfying
λd,1 ≥ λd,2 ≥ · · · ≥ 0.
Then for the normalized error criterion, we have
(a) S is polynomially tractable iff there exist two constants q ≥ 0 and τ > 0 such
that
(2.8) Cτ,q := sup
d∈N
( ∞∑
j=1
(λd,j
λd,1
)τ) 1
τ
d−q <∞.
6(b) S is strongly polynomially tractable iff (2.8) holds with q = 0. If so then the
exponent of SPT is
p∗ = inf
{
2τ
∣∣ τ satisfies (2.8) with q = 0}.
Lemma 2.4. (See [16, Theorem 23.2].) Consider the problem S = {Sd}d∈N in the
worst case setting as in Lemma 2.3. Then for the normalized error criterion, S is
quasi-polynomially tractable iff there exists a τ > 0 such that
(2.9) Bτ := sup
d∈N
( ∞∑
j=1
(λd,j
λd,1
)τ(1+ln d)) 1
τ
d−2 <∞.
If so then the exponent of QPT is
t∗ = inf
{
2τ
∣∣ τ satisfies (2.9)}.
Lemma 2.5. Consider the problem S = {Sd}d∈N in the worst case setting as in
Lemma 2.3. For any fixed t > 0 if there exists a positive τ such that
lim
d→∞
d−t ln
( ∞∑
j=1
(λd,j
λd,1
)τ)
= 0,
then S is (s, t)-weakly tractable for any s > 0 and this t for the normalized error
criterion.
Lemma 2.5 is likely not new, however we cannot find its proof. For readers’
convenience we give its proof.
Proof. Without loss of generality we assume that λd,1 = 1. Since
n λτd,n ≤
n∑
k=1
λτd,k ≤
∞∑
k=1
λτd,k,
we get
λd,n ≤ n− 1τ
( ∞∑
k=1
λτd,k
) 1
τ
.
We note that λd,n ≤ ε2 holds for
n =
⌈ ∞∑
k=1
λτd,k ε
−2τ
⌉
.
It follows that
n(ε, Sd) = min{n|λd,n+1 ≤ ε2} ≤
⌈ ∞∑
k=1
λτd,k ε
−2τ
⌉
.
Since ⌈x⌉ ≤ x + 1 ≤ 2max{1, x} and lnmax{x, 1} ≤ max{0, lnx} = (lnx)+, we
have
lnn(ε, Sd)
ε−s + dt
≤
ln 2 +
(
2τ ln ε−1 + ln
( ∞∑
k=1
λτd,k
))
+
ε−s + dt
,
which goes to 0 as ε−1+ d tends to infinity. Hence S is (s, t)-weakly tractable with
s > 0 and this t.

73. Proof of Theorem 2.1
Proof of Theorem 2.1.
Since λd,1 =
∏d
k=1 λ(k, 1) = 1 we know that tractability for S =
{
Sd
}
d∈N
is the
same for both the absolute and normalized error criteria.
(i). If S is strongly polynomially tractable with the exponent p∗ of SPT, then
by Lemma 2.3 (b) we know that for any fixed x > p∗/2, we have
Cx := sup
d∈N
( ∞∑
j=1
λxd,j
) 1
x
<∞.
It follows from (2.1) and (2.3) that for any d ∈ N,
∞∑
j=1
λxd,j =
d∏
k=1
∞∑
j=1
λ(k, j)x =
d∏
k=1
(1 +
∞∑
j=2
λ(k, j)x)
=
d∏
k=1
(1 +H(k, x)hxk) ≤ Cxx <∞.(3.1)
This means that for 1 ≤ k ≤ d, H(k, x) <∞. This means that
x ≥ τ0.
Clearly for any x > p∗/2, we have
H(k, x) = 1 +
∞∑
j=3
(λ(k, j)
λ(k, 2)
)x
≥ 1.
It follows from (3.1) that
(3.2)
d∏
k=1
(1 + hxk) ≤
d∏
k=1
(1 +H(k, x)hxk) ≤ Cxx .
Using the inequality ln(1 + x) ≥ x ln 2, x ∈ [0, 1], Condition (2), and (3.2), we get
that
(3.3) d ln 2hxd ≤ ln 2
d∑
k=1
hxk ≤
d∑
k=1
ln(1 + hxk) = ln
( d∏
k=1
(1 + hxk)
)
≤ lnCxx ,
which means that
ln d+ ln(ln 2)− x ln h−1d ≤ ln(lnCxx ).
It follows that
(3.4)
lnh−1d
ln d
≥ ln d+ ln(ln 2)− ln(lnC
x
x )
x ln d
.
Letting d→∞ in (3.4), we get that
(3.5) A∗ = lim inf
d→∞
lnh−1d
ln d
≥ 1
x
> 0,
i.e., (3.1) holds. Since (3.5) and the inequality x ≥ τ0 hold for any x > p∗/2 we
obtain that
(3.6) p∗ ≥ max{ 2
A∗
, 2τ0
}
.
8On the other hand, assume that (2.4) holds. From (2.3) we know that for x > τ0,
(3.7) 1 ≤ sup
k∈N
H(k, x) = sup
k∈N
∞∑
j=2
(λ(k, j)
λ(k, 2)
)x
≤Mx <∞.
It follows from (3.1), (3.7), and the inequality ln(1 + x) ≤ x (x ≥ 0) that for any
x > max
{
1
A∗
, τ0
}
and d ∈ N,
(3.8)
∞∑
j=1
λxd,j ≤
d∏
k=1
(1 +Mxh
x
k) = exp
( d∑
k=1
ln(1 +Mxh
x
k)
)
≤ exp
(
Mx
∞∑
k=1
hxk
)
.
For any x > max
{
1
A∗
, τ0
}
, by (2.4) we have
hxk = k
−
x lnh
−1
k
ln k and lim inf
k→∞
x lnh−1k
ln k
= xA∗ > 1,
which implies that
Dx :=
∞∑
k=1
hxk <∞.
From (3.8) we get that
sup
d∈N
∞∑
j=1
λxd,j ≤ exp(DxMx) <∞.
By Lemma 2.3 (b) we obtain that S is strongly polynomially tractable, and the
exponent of SPT satisfies
(3.9) p∗ ≤ max{ 2
A∗
, 2τ0
}
.
From (3.6) and (3.9) we obtain (2.5). The proof of (i) is complete.
(ii). We know that SPT can deduce PT. So it suffices to show that PT implies
SPT. Assume that S is PT. By Lemma 2.3 (a) there exist numbers x > 0, q ≥ 0
such that
Cx,q := sup
d∈N
( ∞∑
j=1
λxd,j
) 1
x
d−q <∞.
It follows from (2.1) that
(3.10)
d∑
k=1
ln(1 + hxk) ≤
d∑
k=1
ln(1 +H(k, x)hxk) =
∞∑
j=1
λxd,j ≤ ln(Cxx,qdqx).
Similar to the proof of (3.3), by (3.10) we get
d ln 2hxd ≤ ln 2
d∑
k=1
hxk ≤
d∑
k=1
ln(1 + hxk) ≤ ln(Cxx,q) + qx ln d,
which implies that
ln d+ ln(ln 2)− x lnh−1d ≤ ln(lnCxx,q + qx ln d).
It follows that
(3.11)
lnh−1d
ln d
≥ ln d+ ln(ln 2)− ln(lnC
x
x,q + qx ln d)
x ln d
.
9Letting d→∞ in (3.11), we get that
lim inf
d→∞
lnh−1d
ln d
≥ 1
x
> 0.
This implies that (2.4) holds and hence by the proved (i) we obtain that S is
strongly polynomially tractable. This completes the proof of (ii).
(iii). Assume that S is quasi-polynomially tractable with the exponent t∗ of
QPT. Then by Lemma 2.4 we know that for any fixed x > t
∗
2 , we have
Bx := sup
d∈N
( ∞∑
j=1
λ
x(1+ln d)
d,j
) 1
x
d−2 <∞.
It follows from (2.1) that
d∑
k=1
ln
(
1 + h
x(1+ln d)
k
) ≤ d∑
k=1
ln
(
1 +H(k, x(1 + ln d))h
x(1+ln d)
k
)
= ln
( ∞∑
j=1
λ
x(1+ln d)
d,j
)
≤ ln(Bxx) + 2x ln d.(3.12)
If d = 1, then the above inequality gives that
∞∑
j=1
λ
x(1+ln 1)
1,j =
∞∑
j=1
λ(1, j)x = 1 +H(1, x)hx1 <∞.
This means that x ≥ τ0. Using (3.12), the inequality ln(1 + x) ≥ x ln 2 (x ∈ [0, 1]),
and the monotonicity of the sequence of {hk}, we get
ln 2 dh
x(1+ln d)
d ≤ ln 2
d∑
k=1
h
x(1+ln d)
k ≤
d∑
k=1
ln
(
1 + h
x(1+ln d)
k
) ≤ ln(Bxx) + 2x ln d,
which implies that
ln ln 2 + ln d− x(1 + ln d) lnh−1d ≤ ln
(
ln(Bxx) + 2x ln d
)
.
This yields that
(3.13) lnh−1d ≥
ln d+ ln ln 2− ln ( ln(Bxx) + 2x ln d)
x(1 + ln d)
.
Letting d→∞ in (3.13) and noting the monotonicity of {hk}, we get
B := lim
d→∞
lnh−1d ≥
1
x
> 0.
Since the inequalities B ≥ 1/x and x ≥ τ0 hold for any x > t∗/2 we obtain that
(3.14) t∗ ≥ max{ 2
B
, 2τ0
}
.
On the other hand, assume that (2.6) holds. From (2.3) we know that for x > τ0,
(3.15) 1 ≤ sup
k∈N
H(k, x(1 + ln d)) ≤ sup
k∈N
H(k, x) ≤Mx <∞.
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It follows from (3.12), (3.15), and the inequality ln(1 + x) ≤ x (x ≥ 0) that for any
x > max
{
1
B , τ0
}
and d ∈ N,
∞∑
j=1
λ
x(1+ln d)
d,j ≤
d∏
k=1
(1 +Mxh
x(1+ln d)
k ) = exp
( d∑
k=1
ln(1 +Mxh
x(1+ln d)
k )
)
≤ exp
(
Mx
d∑
k=1
h
x(1+ln d)
k
)
≤ exp
(
Mx
d∑
k=1
h
x(1+lnk)
k
)
≤ exp
(
Mx
∞∑
k=1
h
x(1+lnk)
k
)
.(3.16)
For any x > max
{
1
B , τ0
}
, by (2.6) we have
h
x(1+lnk)
k = k
−
x(1+ln k) lnh
−1
k
ln k and lim inf
k→∞
x(1 + ln k) lnh−1k
ln k
= xB > 1,
which implies that
Ex :=
∞∑
k=1
h
x(1+lnk)
k <∞.
From (3.16) we get that
sup
d∈N
∞∑
j=1
λ
x(1+ln d)
d,j ≤ exp(ExMx) <∞.
By Lemma 2.4 we obtain that S is quasi-polynomially tractable, and the exponent
of QPT satisfies
(3.17) t∗ ≤ max{ 2
B
, 2τ0
}
.
From (3.14) and (3.17) we obtain (2.7). This completes the proof of (iii).
(iv). Since QPT ⇒ UWT ⇒ (s, t)-WT (or WT), it suffices to show that (s, t)-
WT ⇒ QPT with t ∈ (0, 1] and s > 0. Assume that S is (s, t)-weakly tractable
with t ∈ (0, 1] and s > 0. First we show that hk 6≡ 1. If hk ≡ 1, then e(n, Sd) = 1
for 1 ≤ n ≤ 2d. This means that
n(ε, Sd) ≥ 2d − 1, ε ∈ (0, 1),
and
lim
d→∞
lnn(1/2, Sd)
2s + dt
≥ lim
d→∞
d1−t ln 2 > 0, t ∈ (0, 1].
Hence S suffers from the curse of dimensionality and is not (s, t)-weakly tractable
with t ∈ (0, 1] and s > 0. This leads to a contradiction. Hence hk 6≡ 1. By the
monotonicity of {hk} we get
B = lim
k→∞
lnh−1k > 0.
By the proved (iii) we obtain that S is quasi-polynomially tractable. (iv) is proved.
(v). It follows from (3.8) that for x > τ0,
ln
( ∞∑
j=1
λxd,j
)
≤Mx
d∑
k=1
hxk ≤Mxd.
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We have for t > 1,
lim
d→∞
d−t ln
( ∞∑
j=1
λxd,j
)
≤ lim
d→∞
Mxd
1−t = 0.
By lemma 2.5 we get that S is (s, t)-weakly tractable with s > 0 and t > 1. This
complete the proof of (v).
(vi). We have proved in (iv) that if hk ≡ 1 then S suffers from the curse of
dimensionality, and if hk 6≡ 1 then S is quasi-polynomially tractable and does not
suffer from the curse of dimensionality. This completes the proof of (vi).
The proof of Theorem 2.1 is finished.
Remark 3.1. Let S =
{
Sd
}
d∈N
be a non-homogeneous tensor product problem.
If the eigenvalues of the operator Wd = S
∗
dSd satisfy Condition (3) of Property
(P) and the following Condition (2)′: there exist a nonincreasing positive sequence{
fk
}
k∈N
and two positive constants A1, A2 such that such that for all k ∈ N, we
have
A1fk ≤ hk ≤ A2fk.
Then for NOR, Theorem 2.1 (i), (ii), (v) hold.
Indeed, in the proof of Theorem 2.1 (v), we only used Condition (3) of Property
(P). Hence for NOR, Theorem 2.1 (v) holds. In the proofs of Theorem 2.1 (i)
and (ii), we used Condition (3) of Property (P) and the monotonicity of {hk}. If
Condition (2) is replaced by Condition (2)′, then the inequalities (3.3) and (3.8)
can be replaced by the following inequalities
ln 2Ax1df
x
d ≤ ln 2Ax1
d∑
k=1
fxk ≤ ln 2
d∑
k=1
hxk ≤ ln
( ∞∑
j=1
λxd,j
)
,
and
ln
( ∞∑
j=1
λxd,j
)
≤Mx
∞∑
k=1
hxk ≤MxAx2
∞∑
k=1
fxk .
Using the above inequalities and the methods in the proofs of Theorem 2.1 (i) and
(ii), noting that
lim inf
d→∞
lnh−1d
ln d
= lim inf
d→∞
ln f−1d
ln d
,
we can prove that for NOR, Theorem 2.1 (i) and (ii) hold.
4. Applications of Theorem 2.1
Consider the approximation problem APP = {APPd}d∈N,
APPd : HKd → L2([0, 1]d) with APPdf = f,
where HKd is a Hilbert space related to the kernels Kd which are of tensor product
and correspond to Euler kernels, Wiener kernels, Korobov kernels, Gaussian kernels,
and analytic Korobov kernels. This section is devoted to giving the applications of
Theorem 2.1 to these cases.
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4.1. Function approximation with Euler kernels.
In this subsection we consider multivariate approximation problems with Euler
kernels. Assume that r = {rk}k∈N is a sequence of nondecreasing nonnegative
integers satisfying
(4.1) 0 ≤ r1 ≤ r2 ≤ r3 ≤ . . . .
Let H(KEd,r) be the reproducing kernel Hilbert space with reproducing kernel being
the Euler kernel
KEd,r(x,y) =
d∏
k=1
KE1,rk(xk, yk), x,y ∈ [0, 1]d,
where
KE1,r(x, y) =
∫
[0,1]r
min(x, s1)min(s1, s2) . . .min(sr, y)ds1ds2 . . . dsr, r ∈ N0
is the Euler kernel (see [16, pp. 222-226]). If r = 0, we get the standard Wiener
kernel
KE1,0(x, y) = min(x, y).
If XEr (t) is a Gaussian random process with zero mean and covariance kernel K
E
1,r,
then it is called the univariate integrated Euler process.
The reproducing kernel Hilbert space H(KE1,r) is equal to the space of functions
f : [0, 1] → R such that the rth derivative of f is absolutely continuous and the
(r + 1)st derivative of f belongs to L2[0, 1] and f satisfies the following boundary
conditions
f(0) = f ′(1) = f ′′(0) = · · · = f (r)(sr) = 0,
where sr = 0 if r is even and sr = 1 if r is odd. The inner product of H(K
E
1,r) is
given by
〈f, g〉r =
∫ 1
0
f (r+1)(x)g(r+1)(x)dx for all f, g ∈ H(KE1,r).
Obviously, the space H(KEd,r) is a tensor product of the univariate H(K
E
1,rj), i.e.,
H(KEd,r) = H(K
E
1,r1)⊗H(KE1,r2)⊗ · · · ⊗H(KE1,rd).
We consider the multivariate approximation problem APP = {APPd}d∈N which
is defined via the embedding operator
APPd : H(K
E
d,r)→ L2([0, 1]d) with APPd f = f.
For the above approximation problem APP = {APPd}, the eigenvalues of the
operator Wd = APP
∗
d APPd are given by (see [7] or [16, pp. 222-226]){
λEd,j
}
j∈Nd
=
{
λE(1, j1)λ
E(2, j2) . . . λ
E(d, jd)
}
(j1,...,jd)∈Nd
,
where
(4.2) λE(k, j) =
[
1
pi(j − 12 )
]2rk+2
, j ∈ N.
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Now we verify that the above approximation problem APP satisfies Conditions
(2) and (3) of Property (P). First we note that the sequence {hEk }, hEk = λ
E(k,2)
λE(k,1) =
1
32rk+2
is nonincreasing due to (4.1). Next we have for x > 12r1+2 ,
sup
k∈N
HE(k, x) = sup
k∈N
∞∑
j=2
(λE(k, j)
λE(k, 2)
)x
= sup
k∈N
∞∑
j=2
( 3
2j − 1
)x(2rk+2) ≤ ∞∑
j=2
( 3
2j − 1
)2x(r1+1)
<∞.
It follows that APP satisfies Condition (3) of Property (P) with hEk =
1
32rk+2
and
τ0 =
1
2r1+2
. By Remark 2.2, we have the following corollary.
Corollary 4.1. Consider the approximation problem APP =
{
APPd
}
d∈N
in the
space H(KEd,r) with sequence r = {rk}k∈N satisfying (4.1). Then for the normalized
error criterion, we have
(1) APP is strongly polynomially tractable iff
A∗ = lim inf
k→∞
(2rk + 2) ln 3
ln k
= 2 ln 3 lim inf
k→∞
rk
ln k
> 0,
and the exponent of SPT is
p∗ = max
{ 2
A∗
,
1
r1 + 1
}
.
(2) APP is strongly polynomially tractable iff it is polynomially tractable.
(3) APP is quasi-polynomially tractable for all sequences r = {rk}k∈N satisfying
(4.1). Furthermore, the exponent of QPT is
t∗ = max
{ 2
lim
k→∞
(2rk + 2) ln 3
,
1
r1 + 1
}
=
1
r1 + 1
.
(4) Obviously, QPT implies UWT, WT, and (s, t)-WT for any positive s and t,
for all sequences r = {rk}k∈N satisfying (4.1).
Remark 4.2. It is easy to see that for x ≥ 1r1+1 ,
sup
d∈N
∞∑
j=1
(λEd,j)
x = sup
d∈N
d∏
k=1
∞∑
j=1
[
1
pi(j − 12 )
](2rk+2)x
≤ sup
d∈N
d∏
k=1
∞∑
j=1
[
1
pi(j − 12 )
]2
< 1.
Here, we use the equality that
∞∑
j=1
1
(2j − 1)2 =
pi2
8
.
It follows from [14, Theorem 5.1] that for ABS, APP is strongly polynomially
tractable for all sequences r = {rk}k∈N satisfying (4.1).
Next we consider the exponent of SPT. Set
G(x) =
∞∑
j=1
[ 1
pi(j − 12 )
]x
, r = lim
k→∞
rk.
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Then G(x) is decreasing on (1,+∞), and G(2) = 1/2. So there exists a unique
ξ0 ∈ (1, 2) such that G(ξ0) = 1. Then
sup
d∈N
∞∑
j=1
(λEd,j)
x = sup
d∈N
d∏
k=1
G((2rk + 2)x)
{
<∞, if x > max{ ξ02r+2 , 12r1+2},
=∞, if x < max{ ξ02r+2 , 12r1+2}.
This means that the exponent of SPT is
max
{ ξ0
r + 1
,
1
r1 + 1
}
.
4.2. Function approximation with Wiener kernels.
In this subsection we consider multivariate approximation problems with Wiener
kernels. Let H(KWd,r) be the reproducing kernel Hilbert space with reproducing
kernel being the Wiener kernel
KWd,r(x,y) =
d∏
k=1
KW1,rk(xk, yk), x,y ∈ [0, 1]d,
where
KW1,r(x, y) =
∫ min(x,y)
0
(x− u)r
r!
(y − u)r
r!
du =
∫ 1
0
(x− u)r+
r!
(y − u)r+
r!
du
is the Wiener kernel, x, y ∈ [0, 1], t+ = max{t, 0}, and r = {rk}k∈N is a sequence
of nondecreasing nonnegative integers satisfying (4.1). If r = 0, we also get the
standard Wiener kernel
KW1,0(x, y) = min(x, y).
If XWr (t) is a Gaussian random process with zero mean and covariance kernel K
W
1,r,
then it is called the univariate integrated Wiener process. Integrated Euler and
Wiener processes have many applications in probability theory, statistics, physics.
The reproducing kernel Hilbert space H(KW1,r) is equal to the space of functions
f : [0, 1] → R such that f is absolutely continuous and satisfies the following
boundary conditions
f(0) = f ′(0) = f ′′(0) = · · · = f (r)(0) = 0.
The inner product of H(KW1,r) is given by
〈f, g〉r =
∫ 1
0
f (r+1)(x)g(r+1)(x)dx for all f, g ∈ H(KW1,r).
Obviously, the space H(KWd,r) is a tensor product of the univariate H(K
W
1,rj), i.e.,
H(KWd,r) = H(K
W
1,r1)⊗H(KW1,r2)⊗ · · · ⊗H(KW1,rd).
We consider the multivariate approximation problem APP = {APPd}d∈N which
is defined via the embedding operator
APPd : H(K
W
d,r)→ L2([0, 1]d) with APPd f = f.
For the above approximation problem APP = {APPd}, the eigenvalues of the
operator Wd = APP
∗
d APPd are given by (see [10, 11]){
λWd,j
}
j∈Nd
=
{
λW (1, j1)λ
W (2, j2) . . . λ
W (d, jd)
}
(j1,...,jd)∈Nd
,
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where
λW (k, j) =
[
1
pi(j − 12 )
]2rk+2
+O(j−(2rk+3)), j →∞,
and for two positive sequences f, g : N→ [0,∞),
f(k) = O(g(k)), k →∞
means that there exists two constants C > 0 and k0 ∈ N for which f(k) ≤ Cg(k)
holds for any k ≥ k0,
f(k) = Θ(g(k)), k→∞
mean that
f(k) = O(g(k)) and g(k) = O(f(k)), k →∞
Now we verify that the above approximation problem APP satisfies Conditions
(2) and (3) of Property (P). It was proved in [11] that the sequence {hWk } satisfies
hWk =
λW (k, 2)
λW (k, 1)
= Θ(r−2k ) = Θ((1 + rk)
−2), k →∞.
We conclude that the approximation problem APP satisfies Condition (2)′ defined
in Remark 3.1 with fWk = (1 + rk)
−2, k ∈ N.
It follows from [11, Thm. 4.1] that for x ∈ (3/5, 1],
Ax := sup
k∈N
∞∑
j=3
(λW (k, j)
λW (k, 2)
)x
<∞.
We conclude that for x > 35
sup
k∈N
HW (k, x) = sup
k∈N
∞∑
j=2
(λW (k, j)
λW (k, 2)
)x
= 1 + sup
k∈N
∞∑
j=3
(λW (k, j)
λW (k, 2)
)x
= 1 +Ax <∞.
It follows that APP satisfies Condition (3) of Property (P) with τ0 ∈ [0, 35 ]. By
Remark 3.1, we have the following corollary.
Corollary 4.3. Consider the approximation problem APP =
{
APPd
}
d∈N
in the
space H(KWd,r) with sequence r = {rk}k∈N satisfying (4.1). Then for the normalized
error criterion, we have
(1) APP is strongly polynomially tractable iff
A∗ = lim inf
k→∞
2 ln(1 + rk)
ln k
= 2 lim inf
k→∞
ln rk
ln k
> 0,
and the exponent of SPT is
p∗ = max
{ 2
A∗
, 2τ0
}
.
(2) APP is strongly polynomially tractable iff it is polynomially tractable.
(3) APP is (s, t)-weakly tractable with s > 0 and t > 1 for all sequences r =
{rk}k∈N satisfying (4.1).
Remark 4.4. We do not know the exact value of τ0. It is open.
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4.3. Function approximation with Korobov kernels.
In this subsection we consider multivariate approximation problems with Ko-
robov kernels. First we recall definition of Korobov spaces (see [14, Appendix A]).
Let r = {rk}k∈N and g = {gk}k∈N be two sequences satisfying
(4.3) 1 ≥ g1 ≥ g2 ≥ · · · ≥ gk ≥ · · · > 0,
and
(4.4) 0 < r1 ≤ r2 ≤ · · · ≤ rk ≤ · · · .
For d = 1, 2, · · · , we define the spaces
Hd,r,g = H1,r1,g1 ⊗H1,r2,g2 ⊗ · · · ⊗H1,rd,gd .
Here H1,α,β is the Korobov space of univariate complex valued functions f defined
on [0, 1] such that
‖f‖2H1,α,β := |fˆ(0)|2 + β−1
∑
h∈Z,h 6=0
|h|2α|fˆ(h)|2 <∞,
where β ∈ (0, 1] is a scaling parameter, and α > 0 is a smoothness parameter,
fˆ(h) =
∫ 1
0
exp(−2piihx)f(x)dx for h ∈ Z
are the Fourier coefficients of f , i =
√−1. If α > 12 , then H1,α,β consists of
1-periodic functions and is a reproducing kernel Hilbert space with reproducing
kernel
Rα,β(x, y) := 1 + 2β
∞∑
j=1
j−2α cos(2pij(x− y)), x, y ∈ [0, 1].
If α is an integer, then H1,α,β consists of 1-periodic functions f such that f
(α−1) is
absolutely continuous, f (α) belongs to L2([0, 1]), and
‖f‖2H1,α,β =
∣∣ ∫
[0,1]
f(x)dx
∣∣2 + (2pi)2αβ−1 ∫
[0,1]
|f (α)(x)|2dx.
For d ≥ 2 and two sequences r = {rk} and g = {gk} satisfying (4.3) and (4.4),
the space Hd,α,β is a Hilbert space with the inner product
〈f, g〉Hd,r,g =
∑
h∈Zd
ρd,r,g(h)fˆ(h)gˆ(h),
where
ρd,r,g(h) =
d∏
j=1
(δ0,hj + g
−1
j (1 − δ0,hj))|hj |2rj ,
δi,j =
{ 1, i = j,
0, i 6= j, and
fˆ(h) =
∫
[0,1]d
exp(−2piih · x)f(x)dx for h ∈ Zd
are the Fourier coefficients of f , x · y = x1y1 + · · · + xdyd. If r1 > 12 , then Hd,r,g
consists of 1-periodic functions on [0, 1]d and is a reproducing kernel Hilbert space
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with reproducing kernel
Kd,r,g(x,y) =
d∏
k=1
Rrk,gk(xk, yk)
=
d∏
k=1
(
1 + 2gk
∞∑
j=1
j−2rk cos(2pij(xk − yk))
)
, x,y ∈ [0, 1]d.
For integers rj , the inner product of Hd,r,g can be expressed in terms of derivatives,
see [14, Appendix A]. If {rk} is nondecreasing and gk = (2pi)−2rk , then we obtain
the specific Korobov spaces Hd,r which were given in [17, 20].
In this subsection, we consider the multivariate approximation problem APP =
{APPd}d∈N which is defined via the embedding operator
APPd : Hd,r,g → L2([0, 1]d) with APPd f = f.
For the above approximation problem APP = {APPd}, the eigenvalues of the
operator Wd = APP
∗
d APPd are given by (see [14, p. 184]){
λd,j
}
j∈Nd
=
{
λ(1, j1)λ(2, j2) . . . λ(d, jd)
}
(j1,...,jd)∈Nd
,
where λ(k, 1) = 1, and
λ(k, 2j) = λ(k, 2j + 1) = gk j
−2rk ∈ (0, 1], j ∈ N, .
Now we verify that the above approximation problem APP satisfies Property
(P). First we note that λ(k, 1) = 1, and the sequence {hk}, hk = λ(k,2)λ(k,1) = gk is
nonincreasing due to (4.3). Next we have for x > 12r1 ,
sup
k∈N
H(k, x) = sup
k∈N
∞∑
j=2
(λ(k, j)
λ(k, 2)
)x
= 2 sup
k∈N
∞∑
j=1
j−2rkx
= H(1, x) = 2
∞∑
j=1
j−2r1x = 2ζ(2r1x) <∞,
where ζ(s) =
∑∞
j=1 j
−s is the Riemann zeta function which is well-defined only for
s > 1. This means that the above approximation problem APP has Property (P)
with hk = gk and τ0 =
1
2r1
. By Theorem 2.1, we have the following corollary.
Corollary 4.5. Consider the above approximation problem APP =
{
APPd
}
d∈N
in
the worst case setting with the sequences r and g satisfying (4.3) and (4.4). Then
for the absolute error criterion or the normalized error criterion, we have
(1) APP is strongly polynomially tractable iff
A∗ = lim inf
k→∞
ln g−1k
ln k
> 0,
and the exponent of SPT is
p∗ = max
{ 2
A∗
,
1
r1
}
.
(2) APP is strongly polynomially tractable iff it is polynomially tractable.
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(3) APP is quasi-polynomially tractable iff B := lim
k→∞
ln g−1k > 0 iff gk 6≡ 1.
Furthermore, the exponent of QPT is
t∗ = max
{ 2
B
,
1
r1
}
.
(3) APP is quasi-polynomially tractable iff APP is uniformly weakly tractable,
iff APP is (s, t)-weakly tractable with s > 0 and t ∈ ([0, 1], and iff APP is weakly
tractable.
(4) APP is (s, t)-weakly tractable with s > 0 and t > 1 for all sequences r and g
satisfying (4.3) and (4.4).
(5) If gk ≡ 1, then APP suffers from the curse of dimensionality.
Remark 4.6. In [17, 20], the authors investigated tractability of the approximation
problem
APPd : Hd,r → L2([0, 1]d) with APPd f = f,
where Hd,r = Hd,r,g, r = {rk} and g = {gk} satisfy 0 < r1 ≤ r2 ≤ . . . , gk =
(2pi)−2rk , k = 1, 2, . . . . They obtained the following results.
For the absolute error criterion or the normalized error criterion, we have
• SPT holds iff PT holds iff
R = lim sup
k→∞
ln k
rk
< +∞,
with the exponent of SPT
p∗ = max
{ 1
r1
,
R
ln 2pi
}
.
• QPT holds iff UWT holds iff WT holds iff r1 > 0. Furthermore, the exponent
of QPT is
t∗ =
1
r1
.
We remark that the above results follows directly from Corollary 4.5. Hence
Corollary 4.5 is a generalization of the above conclusion.
4.4. Function approximation with Gaussian kernels.
In this subsection we consider multivariate approximation problems with Gauss-
ian kernels. Let H(Kd,γ) be the reproducing kernel Hilbert space with the Gaussian
kernel
Kd,γ(x,y) =
d∏
j=1
K1,γj(xj , yj), x,y ∈ Rd,
where
K1,γ(x, y) = exp(−γ2(x− y)2), γ > 0, x, y ∈ R,
and γ = {γ2j }j∈N is a given sequence of shape parameters not depending on d and
satisfying
(4.5) γ21 ≥ γ22 ≥ · · · > 0.
Obviously, the space H(Kd,γ) is a tensor product of the univariate H(K1,γj ), i.e.,
H(Kd,γ) = H(K1,γ1)⊗H(K1,γ2)⊗ · · · ⊗H(K1,γd).
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The reproducing kernel Hilbert space H(Kd,γ) has been widely used in many fields
such as numerical computation, statistical learning, and engineering (see e.g., [4, 6,
18]).
We consider the multivariate approximation problem APP = {APPd}d∈N which
is defined via the embedding operator
APPd : H(Kd,γ)→ L2,d with APPd f = f,
where
L2,d =
{
f
∣∣ ‖f‖L2,d =
(∫
Rd
|f(x)|2
d∏
j=1
exp (−x2j)√
pi
dx
)1/2
<∞
}
is a separable Hilbert space of real-valued functions on Rd with inner product
〈f, g〉L2,d =
∫
Rd
f(x)g(x)
d∏
j=1
exp (−x2j)√
pi
dx.
For the above approximation problem APP = {APPd}, the eigenvalues of the
operator Wd = APP
∗
d APPd are given by (see [4, 18, 23]){
λd,j
}
j∈Nd
=
{
λ(1, j1)λ(2, j2) . . . λ(d, jd)
}
(j1,...,jd)∈Nd
,
where
(4.6) λ(k, jk) = (1− ωγk)ωjk−1γk , and ωγ =
2γ2
1 + 2γ2 +
√
1 + 4γ2
for γ > 0.
Clearly, 0 < ωγ < 1 for γ > 0 and ωγ is an increasing function of γ and ωγ tends
to 0 iff γ tends to 0. We also have
(4.7) lim
γ→0
ωγ
γ2
= 1, and lim
γ→0
lnω−1γ
ln γ−2
= 1.
Now we verify that the above approximation problem APP satisfies Conditions
(2) and (3) of Property (P). First we note that the sequence {hk}, hk = λ(k,2)λ(k,1) = ωγk
is nonincreasing due to (4.5) and (4.6). Next we have for any x > 0,
H(k, x) =
∞∑
j=2
(λ(k, j)
λ(k, 2)
)x
=
∞∑
j=2
(ωj−1γk
ωγk
)x
=
∞∑
j=2
ωx(j−2)γk =
1
1− ωxγk
,
so that for x > 0,
sup
k∈N
H(k, x) = H(1, x) =
1
1− ωxγ1
<∞.
It follows that APP satisfies Condition (3) of Property (P) with hk = ωγk and
τ0 = 0. By Remark 2.2 and (4.7), we have the following corollary.
Corollary 4.7. Consider the approximation problem APP =
{
APPd
}
d∈N
in the
space H(Kd,γ) with shape parameters γ = {γj} satisfying (4.5). Then for the
normalized error criterion, we have
(1) APP is strongly polynomially tractable iff
r(γ) = lim inf
k→∞
lnω−1γk
ln k
= lim inf
k→∞
ln γ−2k
ln k
> 0,
and the exponent of SPT is 2r(γ) .
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(2) APP is strongly polynomially tractable iff it is polynomially tractable.
(3) APP is quasi-polynomially tractable for all shape parameters. Furthermore,
the exponent of QPT is
t∗ =
2
lim
k→∞
ln
1+2γ2
k
+
√
1+4γ2
k
2γ2
k
.
(4) Obviously, APP is quasi-polynomially tractable implies (s, t)-weakly tractable
for any positive s and t, as well as uniformly weakly tractable and weakly tractable
for all shape parameters.
Remark 4.8. In Corollary 4.7 we obtain the exact value of the exponent of QPT.
This result is new. The other results in Corollary 4.7 were obtained in [4]. Indeed,
the authors in [4] obtained complete results about the tractability of APP as follows.
For the absolute error criterion, we have
• SPT holds for all shape parameters with the exponent min{2, 2r(γ)}, where
r(γ) is defined by
r(γ) = sup
{
δ > 0 |
∞∑
j=1
γ
2/δ
j <∞
}
= sup
{
β ≥ 0 | lim
j→∞
jβγ2j = 0
}
= lim inf
j→∞
ln γ−2j
ln j
,
where the last equality follows from [1].
• Obviously, SPT implies all PT, QPT, WT, (s, t)-WT for any positive s and t,
as well as UWT and WT, for all shape parameters.
For the normalized error criterion, we have
• SPT holds iff PT holds iff r(γ) > 0, with the exponent 2r(γ) .
• QPT holds for all shape parameters with the exponent
t∗ ≤ 2
ln
1+2γ21+
√
1+4γ21
2γ21
.
• Obviously, QPT implies (s, t)-WT for any positive s and t, as well as UWT
and WT for all shape parameters.
4.5. Function approximation with analytic Korobov kernels.
In this subsection we consider multivariate approximation problems with analytic
Korobov kernels. Let H(Kd,a,b) be the reproducing kernel Hilbert space with the
analytic Korobov kernel
Kd,a,b(x,y) =
d∏
k=1
K1,ak,bk(xk, yk), x,y ∈ [0, 1]d,
where a = {ak}k∈N and b = {bk}k∈N are two sequences of positive weights satisfying
(4.8) 0 < a1 ≤ a2 ≤ · · · ≤ ak ≤ · · · , and b∗ := inf
k∈N
bk > 0,
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K1,ak,bk are univariate analytic Korobov kernels,
K1,a,b(x, y) =
∑
h∈Z
ωa|h|
b
exp(2piih(x− y)), x, y ∈ [0, 1].
Here ω ∈ (0, 1) is a fixed number, i = √−1, a, b > 0. Hence, we have
Kd,a,b(x,y) =
∑
h∈Z
ωh exp(2piih(x− y)), x,y ∈ [0, 1]d,
with
ωh = ω
d∑
k=1
ak|hk|
bk
, ∀ h = (h1, h2, · · · , hd) ∈ Zd,
for fixed ω ∈ (0, 1).
Obviously, the space H(Kd,a,b) is a tensor product of the univariate H(K1,ak,bk),
i.e.,
H(Kd,a,b) = H(K1,a1,b1)⊗H(K1,a2,b2)⊗ · · · ⊗H(K1,ad,bd).
The reproducing kernel Hilbert space H(Kd,a,b) has been widely used in the study
of tractability and exponential convergence-tractability (see [3, 8, 9, 12]).
We consider the multivariate approximation problem APP = {APPd}d∈N which
is defined via the embedding operator
APPd : H(Kd,a,b)→ L2([0, 1]d) with APPd f = f.
For the above approximation problem APP = {APPd}, the eigenvalues of the
operator Wd = APP
∗
d APPd are given by{
λd,j
}
j∈Nd
=
{
λ(1, j1)λ(2, j2) . . . λ(d, jd)
}
(j1,...,jd)∈Nd
,
where λ(k, 1) = 1, and
λ(k, 2j) = λ(k, 2j + 1) = ωakj
bk
, j ∈ N.
Now we verify that the above approximation problem APP satisfies Property
(P). First we note that λ(k, 1) = 1, and the sequence {hk}, hk = λ(k,2)λ(k,1) = ωak is
nonincreasing due to (4.8). Next we have for any x > 0,
sup
k∈N
H(k, x) = sup
k∈N
∞∑
j=2
(λ(k, j)
λ(k, 2)
)x
= 2 sup
k∈N
∞∑
j=1
ωxak(j
bk−1) ≤ 2
∞∑
j=1
ωxa1(j
b∗−1).
Since
ωxa1(j
b∗−1) = j−
xa1(j
b∗ −1) lnω−1
ln j and lim
j→∞
xa1(j
b∗ − 1) lnω−1
ln j
=∞,
we conclude that for x > 0,
sup
k∈N
H(k, x) ≤Mx := 2
∞∑
j=1
ωxa1(j
b∗−1) <∞.
This means that the above approximation problem APP has Property (P) with
hk = ω
ak and τ0 = 0. By Theorem 2.1, we have the following corollary.
Corollary 4.9. Consider the above approximation problem APP =
{
APPd
}
d∈N
in the space H(Kd,a,b) with the sequences a and b satisfying (4.8). Then for the
absolute error criterion or the normalized error criterion, we have
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(1) APP is strongly polynomially tractable iff
A∗ = lim inf
k→∞
ak lnω
−1
ln k
= lnω−1 lim inf
k→∞
ak
ln k
> 0,
and the exponent of SPT is
p∗ =
2
A∗
.
(2) APP is strongly polynomially tractable iff it is polynomially tractable.
(3) APP is quasi-polynomially tractable for all sequences a and b satisfying (4.8).
Furthermore, the exponent of QPT is
t∗ =
2
B
, B = lnω−1 lim
k→∞
ak.
(4) Obviously, quasi-polynomially tractable implies (s, t)-weakly tractable for any
positive s and t, as well as uniformly weakly tractable and weakly tractable for all
sequences a and b satisfying (4.8).
Remark 4.10. Corollary 4.9 is not new. All results in Corollary 4.9 were obtained
in [12, Theorem 3.1]. See [8, 9, 12] for background and more information.
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