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a b s t r a c t
In this paper, we investigate the pseudospectral method on quadrilaterals. Some results
on Legendre–Gauss-type interpolation are established, which play important roles in the
pseudospectral method for partial differential equations defined on quadrilaterals. As
examples of applications, we propose pseudospectral methods for two model problems
and prove their spectral accuracy in space. Numerical results demonstrate the efficiency
of the suggested algorithms. The approximation results and techniques developed in this
paper are also applicable to other problems defined on quadrilaterals.
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1. Introduction
During the past three decades, the spectral method has gained increasing popularity in scientific computations; see
[1–11] and the references therein. The standard spectralmethod is traditionally confined to periodic problems and problems
defined on rectangular domains. However, many practical problems are set on complex domains, for which we usually
used the finite element method. For obtaining accurate numerical results, it is also interesting to consider spectral method
and other high order methods for non-rectangular domains. Some authors proposed spectral methods for triangles and
quadrilaterals; see, e.g., [1,2,5,12–15].
Recently, Guo and Jia [16,17] provided a spectral method for quadrilaterals and a spectral element method for polygons.
But, it is more preferable to use pseudospectral method in actual computation, since we only need to evaluate unknown
functions at interpolation nodes. This feature simplifies calculations and saves a lot of work, cf. [2,5,13].
The main difficulty of pseudospectral method for quadrilaterals is how to design proper numerical quadratures. In
fact, for rectangle domains, it is natural to take the products of weights of one-dimensional numerical quadratures as
the weights of two-dimensional numerical quadratures. In this case, the corresponding numerical quadratures keep the
exactness for two-dimensional polynomials, which are taken as the basis functions of the pseudospectral method.Whereas,
in pseudospectral method for quadrilaterals, the basis functions are induced by two-dimensional polynomials, with certain
variable transformations changing various quadrilaterals to a standard square. Thus, they are not polynomials generally.
Consequently, the exactness is no longer valid for such basis functions. Moreover, even if the exactness of numerical
quadratures holds for some basis functions, it might fail for derivatives of basis functions. Furthermore, a reasonable
pseudospectralmethodusing certain numerical quadrature also depends onunderlying problems. In otherwords,we should
design different numerical quadratures for different differential equations, so that they possess the exactness for all terms
involved in differential equations.
∗ Corresponding author at: Department of Mathematics, Shanghai Normal University, 200234, Shanghai, China. Tel.: +86 21 64322851; fax: +86 21
64323364.
E-mail address: byguo@shnu.edu.cn (B.-y. Guo).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.04.027
B.-y. Guo, H.-l. Jia / Journal of Computational and Applied Mathematics 236 (2011) 962–979 963
Fig. 1. QuadrilateralΩ .
This paper is devoted to the pseudospectral method on convex quadrilaterals. The next section is for preliminaries. In
Section 3, we build up some basic results on the orthogonal approximation on quadrilaterals, which not only have the
spectral accuracy, but also keep the high accuracy for a function possessing certain singularity at the edges or corners of
quadrilateral. In Section 4, we establish the basic results on the Legendre–Gauss-type interpolation on quadrilaterals, which
play important roles in designing and analyzing the pseudospectralmethod for various partial differential equations defined
on quadrilaterals. As examples of applications, we provide pseudospectral schemes for two model problems in Section 5,
and then prove their spectral accuracy in space. In Section 6, we present some numerical results indicating the high accuracy
of the suggested algorithms. The final section is for concluding remarks.
2. Preliminaries
Let Ω be a convex quadrilateral with edges Lj, vertices Qj = (xj, yj), and angles θj, 1 ≤ j ≤ 4, see Fig. 1. We make the
variable transformation (cf. [2,5,16,13]):
x = a0 + a1ξ + a2η + a3ξη, y = b0 + b1ξ + b2η + b3ξη (2.1)
where
a0 = 14 (x1 + x2 + x3 + x4), b0 =
1
4
(y1 + y2 + y3 + y4),
a1 = 14 (−x1 + x2 + x3 − x4), b1 =
1
4
(−y1 + y2 + y3 − y4),
a2 = 14 (−x1 − x2 + x3 + x4), b2 =
1
4
(−y1 − y2 + y3 + y4),
a3 = 14 (x1 − x2 + x3 − x4), b3 =
1
4
(y1 − y2 + y3 − y4).
(2.2)
ThenΩ is changed to the square S = {(ξ , η) | −1 < ξ, η < 1}. IfΩ is a parallelogram, then a3 = b3 = 0. In this case, the
transformation (2.1) is an affine mapping. Especially, for any rectangleΩ , we have a2 = a3 = b1 = b3 = 0. For simplicity,
we denote ∂x
∂ξ
by ∂ξ x, etc. The Jacobi matrix of transformation (2.1) is
MΩ =

∂ξ x ∂ξy
∂ηx ∂ηy

=

a1 + a3η b1 + b3η
a2 + a3ξ b2 + b3ξ

.
Its Jacobian determinant is
JΩ(ξ , η) =
a1 + a3η b1 + b3ηa2 + a3ξ b2 + b3ξ
 = d0 + d1ξ + d2η (2.3)
where
d0 = a1b2 − a2b1, d1 = a1b3 − a3b1, d2 = a3b2 − a2b3.
According to (2.7) of [16,18], there exist positive constants δΩ and δ∗Ω , such that
0 < δΩ ≤ JΩ(ξ , η) ≤ δ∗Ω . (2.4)
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The inverse of transformation (2.1) is given by ξ = ξ(x, y) and η = η(x, y). Their explicit presentations were given in the
appendix of [16]. They are irrational functions generally. The Jacobi matrix of the above inverse transformation is
MS = M−1Ω =

∂xξ ∂xη
∂yξ ∂yη

= 1
JΩ(ξ , η)

b2 + b3ξ −b1 − b3η
−a2 − a3ξ a1 + a3η

. (2.5)
Thanks to (2.4), we have
0 <
1
δ∗Ω
≤ JS(x, y) = J−1Ω (ξ , η) ≤
1
δΩ
. (2.6)
In the forthcoming discussions, we put
σ(x, y) = J−2S (x, y) = J2Ω(ξ(x, y), η(x, y)). (2.7)
We use (2.3) and (2.5) to find that
∂xσ = 2(d1(b2 + b3ξ)− d2(b1 + b3η)), ∂yσ = 2(−d1(a2 + a3ξ)+ d2(a1 + a3η)). (2.8)
Using (2.3) and (2.5) again, we obtain
∂2x σ = 2b3(d1b2 + d2b1 + d1b3ξ + d2b3η)J−1Ω .
Substituting the expressions of d1 and d2 (see (2.3)) into the above equality, we obtain
d1b2 + d2b1 = (a1b3 − a3b1)b2 + (a3b2 − a2b3)b1 = d0b3.
The above two equalities with (2.3), lead to
∂2x σ = 2b23(d0 + d1ξ + d2η)J−1Ω = 2b23.
Similarly,
∂2y σ = 2a23(d0 + d1ξ + d2η)J−1Ω = 2a23.
Therefore,
1σ = 2(a23 + b23). (2.9)
3. Orthogonal approximation on quadrilaterals
In this section, we establish the basic results on a specific orthogonal approximation on quadrilaterals, whichwill be used
in the next section.
3.1. Legendre orthogonal approximation in one dimension
We first recall the recent results on Legendre orthogonal approximation in one dimension.
LetΛξ = {ξ | |ξ | < 1} and χ (α,β)(ξ) = (1− ξ)α(1+ ξ)β , α, β > −1. We define the Jacobin weighted space L2χ (α,β)(Λξ )
in the usual way, with the following inner product and norm,
(u, v)χ (α,β),Λξ =
∫
Λ
u(ξ)v(ξ)χ (α,β)(ξ)dξ, ‖v‖χ (α,β),Λξ = (v, v)
1
2
χ (α,β),Λξ
.
We omit the subscript χ (α,β) in notations whenever α = β = 0.
The Legendre polynomial of degree l is defined by
Ll(ξ) = (−1)
l
2ll! ∂
l
ξ (1− ξ 2)l, l ≥ 0.
The set of all Legendre polynomials is a complete L2(Λξ )-orthogonal system. Moreover,
‖Ll‖2Λξ =

l+ 1
2
−1
. (3.1)
Let 0H1(Λξ ) = H1(Λξ ) ∩ {v | v(−1) = 0}. For any positive integer N , we denote by PN(Λξ ) the set of all polynomials
of degree at most N . Furthermore, P 0N (Λξ ) = PN(Λξ ) ∩ H10 (Λξ ) and 0PN(Λξ ) = PN(Λξ ) ∩ 0H1(Λξ ).
The L2(Λξ )-orthogonal projection PN,Λξ : L2(Λξ )→ PN(Λξ ), is defined by
(PN,Λξ v − v, φ)Λξ = 0, ∀ φ ∈ PN(Λξ ). (3.2)
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According to Theorem 2.1 of [19], we know that if v ∈ L2(Λξ ), ∂ rξv ∈ L2χ (r,r)(Λξ ), integers r ≥ 0 and r ≤ N + 1, then
‖PN,Λξ v − v‖Λξ ≤ cN−r‖∂ rξv‖χ (r,r),Λξ . (3.3)
Hereafter, c denotes a generic positive constant independent of N and any function.
The orthogonal projection P1,0N,Λξ : H10 (Λξ )→ P0N(Λξ ), is defined by
(∂ξ (P
1,0
N,Λξ
v − v), ∂ξφ)Λξ = 0, ∀ φ ∈ P 0N (Λξ ). (3.4)
As a special case of Theorem 3.4 of [19], we have that if v ∈ H10 (Λξ ), ∂ rξv ∈ L2χ (r−1,r−1)(Λξ ) and integers 1 ≤ r ≤ N + 1, then
‖∂µξ (P1,0N,Λξ v − v)‖Λξ ≤ cNµ−r‖∂ rξv‖χ (r−1,r−1),Λξ , µ = 0, 1. (3.5)
The orthogonal projection 0P1N,Λξ : 0H1(Λξ )→ 0PN(Λξ ), is defined by
(∂ξ (0P1N,Λξ v − v), ∂ξφ)Λξ = 0, ∀ φ ∈ 0PN(Λξ ). (3.6)
We have from a slight modification of Theorem 3.2 of [19] that if v ∈ 0H1(Λξ ), ∂ rξv ∈ L2χ (r−1,r−1)(Λξ ) and integers
1 ≤ r ≤ N + 1, then
‖∂µξ (0P1N,Λξ v − v)‖Λξ ≤ cNµ−r‖∂ rξv‖χ (r−1,r−1),Λξ , µ = 0, 1. (3.7)
3.2. L2σ (Ω)-orthogonal approximation
Let Hrσ (Ω) be the weighted Sobolev space as usual. H
r
0,σ (Ω) stands for the closure in H
r
σ (Ω) of the set consisting of all
infinitely differential functions with compact supports inΩ . In particular, H0σ (Ω) = L2σ (Ω). The inner product and norm of
L2σ (Ω) are denoted by (u, v)σ ,Ω and ‖v‖σ ,Ω , respectively. We omit the subscript σ in notations whenever σ ≡ 1.
We set
ψl,m(x, y) = Ll

ξ(x, y)

Lm

η(x, y)

, l,m ≥ 0, (3.8)
and
VN(Ω) = span{ψl,m(x, y) | 0 ≤ l, m ≤ N}.
The L2σ (Ω)-orthogonal projection PN,Ω : L2σ (Ω)→ VN(Ω), is defined by
(PN,Ωv − v, φ)σ ,Ω = 0, ∀ φ ∈ VN(Ω). (3.9)
For simplicity of statements, we shall use the notation
Ar,Ω(v) =
r−
j=0
(‖(1− ξ 2) r2 (a1 + a3η)j(b1 + b3η)r−j∂ jx∂ r−jy v‖Ω + ‖(1− η2)
r
2 (a2 + a3ξ)j(b2 + b3ξ)r−j∂ jx∂ r−jy v‖Ω).
Theorem 3.1. If v ∈ L2σ (Ω), and Ar,Ω(v) is finite for integer 0 ≤ r ≤ N + 1, then
‖PN,Ωv − v‖σ ,Ω ≤ cδ∗Ω
3
2 δ
− 12
Ω N
−rAr,Ω(v). (3.10)
Proof. By projection theorem,
‖PN,Ωv − v‖2σ ,Ω ≤ ‖φ − v‖2σ ,Ω , ∀φ ∈ VN(Ω).
LetΛξ = {ξ | |ξ | < 1} andΛη = {η | |η| < 1}. Clearly, S = Λξ ×Λη . Further, we set
vˆ(ξ , η) = v(x(ξ , η), y(ξ , η)),
φ(x, y) = (PN,Λξ • PN,Λη vˆ)|ξ=ξ(x,y),η=η(x,y) ∈ VN(Ω). (3.11)
According to (3.3), we derive that
‖v − φ‖2σ ,Ω =
∫
S
(vˆ − PN,Λξ • PN,Λη vˆ)2J3Ω(ξ , η)dξdη
≤ 2δ∗Ω 3
∫
S
(vˆ − PN,Λξ vˆ)2dξdη + 2δ∗Ω 3
∫
S
(PN,Λξ (vˆ − PN,Λη vˆ))2dξdη
≤ cδ∗Ω 3N−2r‖∂ rξ vˆ‖2L2
χ(r,r)
(Λξ ,L2(Λη))
+ cδ∗Ω 3‖PN,Λη vˆ − vˆ‖2L2(Λξ ,L2(Λη))
≤ cδ∗Ω 3N−2r(‖∂ rξ vˆ‖2L2
χ(r,r)
(Λξ ,L2(Λη))
+ ‖∂ rηvˆ‖2L2(Λξ ,L2
χ(r,r)
(Λη))
). (3.12)
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It was shown in [17] that
‖∂ rξ vˆ‖L2
χ(r,r)(Λξ ,L2(Λη))
≤ cδ− 12Ω
r−
j=0
‖(1− ξ 2) r2 (a1 + a3η)j(b1 + b3η)r−j∂ jx∂ r−jy v‖Ω , (3.13)
‖∂ rηvˆ‖L2(Λξ ,L2
χ(r,r)
(Λη))
≤ cδ− 12Ω
r−
j=0
‖(1− η2) r2 (a2 + a3ξ)j(b2 + b3ξ)r−j∂ jx∂ r−jy v‖Ω . (3.14)
Finally, the desired result follows from a combination of (3.12)–(3.14). 
Remark 3.1. In the norms of derivatives ∂ jx∂
r−j
y v involved in the quantity Ar,Ω(v), there exist the weight functions (1−ξ 2) r2
or (1 − η2) r2 , respectively, which tend to zero simultaneously as the point Q (x, y) goes to the vertices of Ω . As a result,
‖PN,Ωv − v‖σ ,Ω still keeps the order N−r , even if the approximated function has certain weak singularities at the vertices.
Remark 3.2. If Ω is the rectangle Sa,b = {(x, y) | |x| < a, |y| < b, a, b, > 0}, then a1 = a, b2 = b, a0 = a2 = a3 = b0 =
b1 = b3 = 0. Accordingly, JΩ(ξ , η) = ab and σ(x, y) = a2b2. In this case, the L2σ (Ω)-orthogonal projection is reduced to the
L2(Ω)-orthogonal projection. Moreover, a direct calculation shows that
‖PN,Ωv − v‖Ω ≤ cN−r(‖(a2 − x2) r2 ∂ rxv‖Ω + ‖(b2 − y2)
r
2 ∂ ryv‖Ω).
Obviously, it keeps the same spectral accuracy, even if the considered function possesses certain singularities at the edges
of the quadrilateral.
3.3. H10,σ (Ω)-orthogonal approximation
We now turn to the H10,σ (Ω)-orthogonal approximation. According to the Poincaré inequality, there exists a positive
constant cΩ depending onΩ , such that
‖w‖σ ,Ω ≤ cΩδ∗Ωδ−1Ω ‖∇w‖σ ,Ω , ∀w ∈ H10,σ (Ω). (3.15)
Let x5 = x1 and y5 = y1. We set γΩ = max(|a3|, |b3|), and
λΩ = max
(ξ ,η)∈S
(|b2 + b3ξ |, |b1 + b3η|, |a2 + a3ξ |, |a1 + a3η|)
= 1
2
max
1≤j≤4
(|xj − xj+1|, |yj − yj+1|).
Due to (2.2), we have γΩ ≤ λΩ .
Let V 0N(Ω) = H10,σ (Ω)

VN(Ω). The orthogonal projection P
1,0
N,Ω : H10,σ (Ω)→ V 0N(Ω) is defined by
(∇(P1,0N,Ωv − v),∇φ)σ ,Ω = 0, ∀φ ∈ V 0N(Ω). (3.16)
For the description of approximation error, we introduce the quantity Br,Ω(v) =∑3j=1 B(j)r,Ω(v), with
B(1)r,Ω(v) =
r−
j=0
(‖(1− ξ 2) r−12 (a1 + a3η)j(b1 + b3η)r−j∂ jx∂ r−jy v‖Ω + ‖(1− η2)
r−1
2 (a2 + a3ξ)j(b2 + b3ξ)r−j∂ jx∂ r−jy v‖Ω),
B(2)r,Ω(v) =
r−1
j=0
(‖(1− ξ 2) r−22 (a1 + a3η)j(b1 + b3η)r−1−j(a2 + a3ξ)∂ j+1x ∂ r−1−jy v‖Ω
+‖(1− ξ 2) r−22 (a1 + a3η)j(b1 + b3η)r−1−j(b2 + b3ξ)∂ jx∂ r−jy v‖Ω
+‖(1− η2) r−22 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(a1 + a3η)∂ j+1x ∂ r−1−jy v‖Ω
+‖(1− η2) r−22 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(b1 + b3η)∂ jx∂ r−jy v‖Ω),
B(3)r,Ω(v) =
r−2
j=0
(‖(1− ξ 2) r−22 a3(a1 + a3η)j(b1 + b3η)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− ξ 2) r−22 b3(a1 + a3η)j(b1 + b3η)r−2−j∂ jx∂ r−1−jy v‖Ω
+‖(1− η2) r−22 a3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− η2) r−22 b3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ jx∂ r−1−jy v‖Ω).
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Theorem 3.2. If v ∈ H10,σ (Ω), and Br,Ω(v) is finite for integers 2 ≤ r ≤ N + 1, then
‖∇(P1,0N,Ωv − v)‖σ ,Ω ≤ cλΩδ∗Ω
1
2 δ
− 12
Ω N
1−rBr,Ω(v),
‖P1,0N,Ωv − v‖σ ,Ω ≤ cc¯Ωδ∗Ω 2δ−3Ω λ3Ω(λΩ + 1)(c2Ωδ∗Ω 2δ−2Ω + 1)N−rBr,Ω(v),
(3.17)
where c¯Ω is a positive constant depending onΩ , which will be determined in (3.26).
Proof. By projection theorem,
‖∇(P1,0N,Ωv − v)‖σ ,Ω ≤ ‖∇(φ − v)‖σ ,Ω , ∀φ ∈ V 0N(Ω). (3.18)
Let vˆ(ξ , η) be the same as in (3.11), and
φ(x, y) = φˆ(ξ(x, y), η(x, y)) = (P1,0N,Λξ • P1,0N,Λη vˆ)(ξ(x, y), η(x, y)) ∈ V 0N(Ω).
We denote by ‖w‖S the norm of the space L2(S), and ∇Sw = (∂ξw, ∂ηw)T . It can be shown that ∇Sw = MΩ∇w. Thus by
(2.5), ∇w = MS∇Sw. Consequently,
∂x(φ − v) = (b2 + b3ξ)J−1Ω ∂ξ (φˆ − vˆ)− (b1 + b3η)J−1Ω ∂η(φˆ − vˆ).
With the aid of (2.4), a direct calculation gives
‖∂x(φ − v)‖σ ,Ω ≤ cλΩδ∗Ω
1
2 ‖∇S(φˆ − vˆ)‖S .
We can estimate ‖∂y(φˆ − vˆ)‖Ω in the same manner. Accordingly,
‖∇(φ − v)‖σ ,Ω ≤ cλΩδ∗Ω
1
2 ‖∇S(φˆ − vˆ)‖S . (3.19)
As in the derivation of (7.6) of [16], we could use (3.5) to obtain (also see (3.22) of [17] for details)
‖∇S(φˆ − vˆ)‖2S ≤ cN2−2r(‖∂ rξ vˆ‖2L2
χ(r−1,r−1) (Λξ ,L
2(Λη))
+ ‖∂ rηvˆ‖2L2(Λξ ,L2
χ(r−1,r−1) (Λη))
+‖∂ξ∂ r−1η vˆ‖2L2(Λξ ,L2
χ(r−2,r−2) (Λη))
+ ‖∂ r−1ξ ∂ηvˆ‖2L2
χ(r−2,r−2) (Λξ ,L
2(Λη))
). (3.20)
Moreover, by virtue of (7.7) of [16] (also see (3.23)–(3.26) of [17] for details), we have that
‖∂ rξ vˆ‖L2
χ(r−1,r−1)(Λξ ,L2(Λη))
≤ cδ− 12Ω
r−
j=0
‖(1− ξ 2) r−12 (a1 + a3η)j(b1 + b3η)r−j∂ jx∂ r−jy v‖Ω , (3.21)
‖∂ rηvˆ‖L2(Λξ ,L2
χ(r−1,r−1) (Λη))
≤ cδ− 12Ω
r−
j=0
‖(1− η2) r−12 (a2 + a3ξ)j(b2 + b3ξ)r−j∂ jx∂ r−jy v‖Ω , (3.22)
and
‖∂ r−1ξ ∂ηvˆ‖L2
χ(r−2,r−2) (Λξ ,L
2(Λη))
≤ cδΩ− 12
r−1
j=0
(‖(1− ξ 2) r−22 (a1 + a3η)j(b1 + b3η)r−1−j(a2 + a3ξ)∂ j+1x ∂ r−1−jy v‖Ω
+‖(1− ξ 2) r−22 (a1 + a3η)j(b1 + b3η)r−1−j(b2 + b3ξ)∂ jx∂ r−jy v‖Ω)
+ c
r−2
j=0
(‖(1− ξ 2) r−22 a3(a1 + a3η)j(b1 + b3η)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− ξ 2) r−22 b3(a1 + a3η)j(b1 + b3η)r−2−j∂ jx∂ r−1−jy v‖Ω), (3.23)
‖∂ξ∂ r−1η vˆ‖L2(Λξ ,L2
χ(r−2,r−2) (Λη))
≤ cδΩ− 12
r−1
j=0
(‖(1− η2) r−22 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(a1 + a3η)∂ j+1x ∂ r−1−jy v‖Ω)
+ (‖(1− η2) r−22 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(b1 + b3η)∂ jx∂ r−jy v‖Ω)
+ c
r−2
j=0
(‖(1− η2) r−22 a3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− η2) r−22 b3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ jx∂ r−1−jy v‖Ω). (3.24)
Finally, the first result of (3.17) comes from a combination of (3.18)–(3.24) immediately.
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We now prove the second result of (3.17). Let g ∈ L2σ (Ω) and consider an auxiliary problem. It is to find w ∈ H10,σ (Ω)
such that
(∇w,∇z)σ ,Ω = (g, z)σ ,Ω , ∀ z ∈ H10,σ (Ω). (3.25)
Taking z = w in (3.25) and using (3.15), we obtain ‖∇w‖σ ,Ω ≤ cΩδ∗Ωδ−1Ω ‖g‖σ ,Ω . Moreover, by the property of elliptic
equation, there exists a positive constant c¯Ω such that
‖w‖H2σ (Ω) ≤ c¯Ωδ∗Ωδ−1Ω (‖w‖σ ,Ω + ‖g‖σ ,Ω) ≤ c¯Ωδ∗Ωδ−1Ω (cΩδ∗Ωδ−1Ω ‖∇w‖σ ,Ω + ‖g‖σ ,Ω)
≤ c¯Ωδ∗Ωδ−1Ω (c2Ωδ∗Ω 2δ−2Ω + 1)‖g‖σ ,Ω . (3.26)
Taking z = P1,0N,Ωv − v in (3.25). Then we use (3.16) and the first result of (3.17) to obtain
|(P1,0N,Ωv − v, g)σ ,Ω | = |(∇w,∇(P1,0N,Ωv − v))σ ,Ω | = |(∇(P1,0N,Ωw − w),∇(P1,0N,Ωv − v))σ ,Ω |
≤ ‖∇(P1,0N,Ωw − w)‖σ ,Ω‖∇(P1,0N,Ωv − v)‖σ ,Ω ≤ cλ2Ωδ∗Ωδ−1Ω N−rBr,Ω(v)B2,Ω(w). (3.27)
Since r ≥ 2, we use (3.15) to find that B2,Ω(w) ≤ δ−1Ω λΩ(λΩ + 1)‖w‖H2σ (Ω). Finally, we have from (3.26) and (3.27) that
‖P1,0N,Ωv − v‖σ ,Ω = sup
g∈L2σ (Ω),g≠0
|(P1,0N,Ωv − v, g)σ ,Ω |
‖g‖σ ,Ω ≤ cλ
2
Ωδ
∗
Ωδ
−1
Ω N
−r Br,Ω(v)B2,Ω(w)
‖g‖σ ,Ω
≤ cδ∗Ωδ−2Ω λ3Ω(λΩ + 1)N−r
Br,Ω(v)‖w‖H2σ (Ω)
‖g‖σ ,Ω
≤ cc¯Ωδ∗Ω 2δ−3Ω λ3Ω(λΩ + 1)(c2Ωδ∗Ω 2δ−2Ω + 1)N−rBr,Ω(v).
This ends the proof. 
Remark 3.3. If Ω = Sa,b as in Remark 3.2, then the H10,σ (Ω)-orthogonal approximation turns to the H10 (Ω)-orthogonal
approximation. In this case, a direct calculation leads to (cf. [17] for details)
‖∇(P1,0N,Ωv − v)‖Ω ≤ ‖∇(φ − v)‖Ω ≤ cN1−rB∗r,Ω(v),
‖P1,0N,Ωv − v‖Ω ≤ cN−r

max(a2 + b2, 1)B∗r,Ω(v),
(3.28)
where B∗r,Ω(v) = B∗,1r,Ω(v)+ B∗,2r,Ω(v), and
B∗,1r,Ω(v) = (‖(a2 − x2)
r−1
2 ∂ rxv‖2Ω + ‖(b2 − y2)
r−1
2 ∂ ryv‖2Ω)
1
2 ,
B∗,2r,Ω(v) = (b2‖(b2 − y2)
r−2
2 ∂x∂
r−1
y v‖2Ω + a2‖(a2 − x2)
r−2
2 ∂ r−1x ∂yv‖2Ω)
1
2 .
For numerical solutions of mixed boundary value problems, we need other orthogonal projections. For instance, let
0H1σ (Ω) = {v ∈ H1σ (Ω) | v = 0 on L1 ∪ L2}, 0VN(Ω) = 0H1σ (Ω) ∩ VN(Ω).
The orthogonal projection 0P1N,Ω : 0H1σ (Ω)→ 0VN(Ω) is defined by
(∇(0P1N,Ωv − v),∇φ)σ ,Ω = 0, ∀φ ∈ 0VN(Ω). (3.29)
By using (3.7) and an argument as in the proof of Theorem 3.2, we have the following result.
Theorem 3.3. If v ∈ 0H1σ (Ω) and Br,Ω(v) is finite for integers 2 ≤ r ≤ N + 1, then
‖∇(0P1N,Ωv − v)‖σ ,Ω ≤ cλΩδ∗Ω
1
2 δ
− 12
Ω N
1−rBr,Ω(v),
‖0P1N,Ωv − v‖σ ,Ω ≤ cc¯Ωδ∗Ω 2δ−3Ω λ3Ω(λΩ + 1)(c2Ωδ∗Ω 2δ−2Ω + 1)N−rBr,Ω(v).
(3.30)
If Ω = Sa,b, then we have results like (3.28).
4. Legendre–Gauss-type interpolation on quadrilaterals
In this section, we establish the basic results on the Legendre–Gauss-type interpolation on quadrilaterals.
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4.1. Legendre–Gauss-type interpolation on square
We first recall the Legendre–Gauss-type interpolation on the square S. Let ζG,N,j, ζR,N,j and ζL,N,j (0 ≤ j ≤ N) be the zeros
of polynomials LN+1(ξ), LN(ξ) + LN+1(ξ) and (1 − ξ 2)∂ξ LN(ξ), respectively. Meanwhile, we denote by ωG,N,j, ωR,N,j and
ωL,N,j (0 ≤ j ≤ N) the corresponding Christoffel numbers such that∫
Λ
φ(x)dx =
N−
j=0
φ(ζZ,N,j)ωZ,N,j, ∀φ ∈ P2N+λZ (Λ), Z = G, R, L, (4.1)
where λZ = 1 for Z = G, λZ = 0 for Z = R, and λZ = −1 for Z = L.
Next, let Z = (Z1, Z2), and
SZ,N = {(ξ , η) | ξ = ζZ1,N,j1 , η = ζZ2,N,j2 , 0 ≤ jq ≤ N, q = 1, 2}.
The Legendre–Gauss-type interpolation IZ,N,Sv(ξ, η) ∈ PN(S) = PN(Λξ )⊗ PN(Λη), is determined uniquely by
IZ,N,Sv(ξ, η) = v(ξ, η), ∀ (ξ , η) ∈ SZ,N .
For simplicity, we use the notations IG,N,Sv for Z = (G,G), IR,N,Sv for Z = (R, R), and IL,N,Sv for Z = (L, L), which
stand for the standard Legendre–Gauss interpolation, Legendre–Gauss–Radau interpolation and Legendre–Gauss–Lobatto
interpolation in two dimensions, respectively. In the pseudospectral method for mixed boundary value problems, we need
themixed interpolations with Z = (G, R), Z = (G, L) and Z = (R, L), denoted by IGR,N,Sv, IGL,N,Sv and IRL,N,Sv, respectively.
For description of approximation results, we introduce the following quantities:
Dr,S(v) = ‖∂ rξv‖L2
χ(r,r)
(Λξ ;L2(Λη)) + ‖∂ rηv‖L2(Λξ ;L2
χ(r,r)
(Λη))
+‖∂ r−1ξ ∂ηv‖L2
χ(r−1,r−1) (Λξ ;L
2
χ(1,1)
(Λη))
+ ‖∂ξ∂ r−1η v‖L2
χ(1,1)
(Λξ ;L2
χ(r−1,r−1) (Λη))
,
Er,S(v) = ‖∂ rξv‖L2
χ(r−1,r−1) (Λξ ;L
2(Λη))
+ ‖∂ rηv‖L2(Λξ ;L2
χ(r−1,r−1) (Λη))
+‖∂ r−1ξ ∂ηv‖L2
χ(r−2,r−2) (Λξ ;L
2(Λη))
+ ‖∂ξ∂ r−1η v‖L2(Λξ ;L2
χ(r−2,r−2) (Λη))
,
Fr,S(v) = ‖∂ rξv‖L2
χ(r,r)
(Λξ ;L2(Λη)) + ‖∂ rηv‖L2(Λξ ;L2
χ(r−1,r−1) (Λη))
+‖∂ r−1ξ ∂ηv‖L2
χ(r−1,r−1) (Λξ ;L
2(Λη))
+ ‖∂ξ∂ r−1η v‖L2
χ(1,1)
(Λξ ;L2
χ(r−2,r−2) (Λη))
.
According to Theorems 3.6–3.8 of [20], we assert that
(i) if integer r ≥ 1 and Dr,S(v) is finite, then
‖IZ,N,Sv − v‖ ≤ cN−rDr,S(v), Z = G, R or GR, (4.2)
(ii) if integer r ≥ 1 and Er,S(v) is finite, then
‖IL,N,Sv − v‖ ≤ cN−rEr,S(v), (4.3)
(iii) if integer r ≥ 1 and Fr,S(v) is finite, then
‖IZ,N,Sv − v‖ ≤ cN−rFr,S(v), Z = GL or RL. (4.4)
As is shown in Remark 3.1 of [20], wemay delete one of the last two terms in the definitions ofDr,S(v), Er,S(v) and Fr,S(v).
In these cases, the results (4.2)–(4.4) are still valid.
4.2. Legendre–Gauss-type interpolation on quadrilaterals
We now turn to the Legendre–Gauss-type interpolation on the quadrilateralΩ . Let
xZ,N,j1,j2 = x(ζZ1,N,j1 , ζZ2,N,j2), yZ,N,j1,j2 = y(ζZ1,N,j1 , ζZ2,N,j2),
ΩZ,N = {(x, y) | x = xZ,N,j1,j2 , y = yZ,N,j1,j2 , 0 ≤ jq ≤ N, q = 1, 2}.
In the forthcoming discussions, we take ΩZ,N as the set of interpolation nodes. However, how to chose the proper
weights of the corresponding interpolation is rather a problem. In fact, for the square S, it is natural to take the weights
ωZ,N,j1,j2,S = ωZ1,N,j1ωZ2,N,j2 , so that the related two-dimensional numerical quadrature keeps the exactness like (4.1).
Whereas, for a convex quadrilateral, the Jacobian determinant JΩ(ξ , η) is a linear function of ξ and η. Therefore, in general,
the usual exactness is no longer true. Moreover, even if the exactness holds for φ ∈ VN(Ω), it might not be valid for
∇φ. Indeed, due to (2.3) and (2.5), ∇φ does not belong to VN(Ω). Furthermore, a reasonable pseudospectral method using
certain numerical quadrature depends on the underlying problem. More precisely, the numerical quadratures used in the
970 B.-y. Guo, H.-l. Jia / Journal of Computational and Applied Mathematics 236 (2011) 962–979
pseudospectral method must possess the exactness for all terms appearing in the underlying differential equations. In this
paper, we focus on numerical solutions of parabolic equations of second order. In this case, we take the weights
ωZ,N,j1,j2,Ω = J−3S (xZ,N,j1,j2 , yZ,N,j1,j2)ωZ,N,j1,j2,S
= J3Ω(ζZ1,N,j1 , ζZ2,N,j2)ωZ,N,j1,j2,S . (4.5)
Accordingly, we define the discrete inner product and norm on the quadrilateralΩ , as follows,
(u, v)Z,N,Ω =
N−
j1,j2=0
u(xZ,N,j1,j2 , yZ,N,j1,j2)v(xZ,N,j1,j2 , yZ,N,j1,j2)ωZ,N,j1,j2,Ω ,
‖v‖Z,N,Ω = (v, v)
1
2
Z,N,Ω .
Wenowcheck the exactness of the above discrete inner product. Let vˆ(ξ , η) = v(ξ(x, y), η(x, y)) as before. Since JΩ(ξ , η)
is a linear function of ξ and η, we use (4.5), (4.1), (2.6) and (2.7) to verify that if φψ ∈ V2N−2(Ω), then
(φ, ψ)G,N,Ω =
N−
j1,j2=0
φˆ(ζG,N,j1 , ζG,N,j2)ψˆ(ζG,N,j1 , ζG,N,j2)J
3
Ω(ζG,N,j1 , ζG,N,j2)ωG,N,j1,j2,S
=
∫
S
φˆ(ξ , η)ψˆ(ξ , η)J3Ω(ξ , η)dξdη
=
∫
Ω
φ(x, y)ψ(x, y)J−2S (x, y)dxdy = (φ, ψ)σ ,Ω . (4.6)
Similarly,
(φ, ψ)Z,N,Ω = (φ, ψ)σ ,Ω , ∀ φψ ∈ V2N−3(Ω), Z = R or GR, (4.7)
(φ, ψ)Z,N,Ω = (φ, ψ)σ ,Ω , ∀ φψ ∈ V2N−4(Ω), Z = L,GL or RL. (4.8)
Next, we check the exactness of the previous discrete inner product for the derivatives of the considered functions. Due
to (2.5), we have
∂xv = ∂ξ vˆ(b2 + b3ξ)J−1Ω (ξ , η)− ∂ηvˆ(b1 + b3η)J−1Ω (ξ , η)
∂yv = −∂ξ vˆ(a2 + a3ξ)J−1Ω (ξ , η)+ ∂ηvˆ(a1 + a3η)J−1Ω (ξ , η).
(4.9)
Accordingly, we use (4.9), (4.5), (4.1), (2.6) and (2.7) successively to deduce that if φψ ∈ V2N(Ω), then
(∂xφ, ∂xψ)G,N,Ω =
N−
j1,j2=0
∂xφ(xG,N,j1,j2 , yG,N,j1,j2)∂xψ(xG,N,j1,j2 , yG,N,j1,j2)ωG,N,j1,j2,Ω
=
N−
j1,j2=0
(∂ξ φˆ(ζG,N,j1 , ζG,N,j2)(b2 + b3ζG,N,j1)− ∂ηφˆ(ζG,N,j1 , ζG,N,j2)(b1 + b3ζG,N,j2))
× (∂ξ ψˆ(ζG,N,j1 , ζG,N,j2)(b2 + b3ζG,N,j1)− ∂ηψˆ(ζG,N,j1 , ζG,N,j2)(b1 + b3ζG,N,j2))
× JΩ(ζG,N,j1 , ζG,N,j2)ωG,N,j1,j2,S
=
∫
S
(∂ξ φˆ(ξ , η)(b2 + b3ξ)− ∂ηφˆ(ξ , η)(b1 + b3η))
× (∂ξ ψˆ(ξ , η)(b2 + b3ξ)− ∂ηψˆ(ξ , η)(b1 + b3η))JΩ(ξ , η)dξdη
=
∫
Ω
∂xφ(x, y)∂xψ(x, y)J−2S (x, y)dxdy = (∂xφ, ∂xψ)σ ,Ω .
In the same manner, we obtain
(∂yφ, ∂yψ)G,N,Ω = (∂yφ, ∂yψ)σ ,Ω , ∀ φψ ∈ V2N(Ω).
Consequently,
(∇φ,∇ψ)G,N,Ω = (∇φ,∇ψ)σ ,Ω , ∀ φψ ∈ V2N(Ω). (4.10)
Similarly,
(∇φ,∇ψ)Z,N,Ω = (∇φ,∇ψ)σ ,Ω , ∀ ψφ ∈ V2N−1(Ω), Z = R or GR. (4.11)
(∇φ,∇ψ)Z,N,Ω = (∇φ,∇ψ)σ ,Ω , ∀ ψφ ∈ V2N−2(Ω), Z = L,GL or RL. (4.12)
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The Legendre–Gauss-type interpolation IZ,N,Ωv(x, y) ∈ VN(Ω) is determined uniquely by
IZ,N,Ωv(x, y) = v(x, y), ∀ (x, y) ∈ ΩZ,N . (4.13)
The interpolationsIG,N,Ωv, IR,N,Ωv, andIL,N,Ωv are namedas the Legendre–Gauss interpolation, the Legendre–Gauss–Radau
interpolation and the Legendre–Gauss–Lobatto interpolation, respectively. IGR,N,Ωv, IGL,N,Ωv, and IRL,N,Ωv aremixed inter-
polations.
We are going to estimate the approximation errors. For notational convenience, we introduce several quantities stated
below,
Gr,Ω(v) =
r−
j=0
(‖(1− ξ 2) r2 (a1 + a3η)j(b1 + b3η)r−j∂ jx∂ r−jy v‖Ω + ‖(1− η2)
r
2 (a2 + a3ξ)j(b2 + b3ξ)r−j∂ jx∂ r−jy v‖Ω)
+
r−1
j=0
(‖(1− ξ 2) r−12 (1− η2) 12 (a1 + a3η)j(b1 + b3η)r−1−j(a2 + a3ξ)∂ j+1x ∂ r−1−jy v‖Ω
+‖(1− ξ 2) r−12 (1− η2) 12 (a1 + a3η)j(b1 + b3η)r−1−j(b2 + b3ξ)∂ jx∂ r−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−12 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(a1 + a3η)∂ j+1x ∂ r−1−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−12 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(b1 + b3η)∂ jx∂ r−jy v‖Ω)
+
r−2
j=0
(‖(1− ξ 2) r−12 (1− η2) 12 a3(a1 + a3η)j(b1 + b3η)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− ξ 2) r−12 (1− η2) 12 b3(a1 + a3η)j(b1 + b3η)r−2−j∂ jx∂ r−1−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−12 a3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−12 b3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ jx∂ r−1−jy v‖Ω),
Hr,Ω(v) =
r−
j=0
(‖(1− ξ 2) r2 (a1 + a3η)j(b1 + b3η)r−j∂ jx∂ r−jy v‖Ω + ‖(1− η2)
r−1
2 (a2 + a3ξ)j(b2 + b3ξ)r−j∂ jx∂ r−jy v‖Ω)
+
r−1
j=0
(‖(1− ξ 2) r−12 (a1 + a3η)j(b1 + b3η)r−1−j(a2 + a3ξ)∂ j+1x ∂ r−1−jy v‖Ω
+‖(1− ξ 2) r−12 (a1 + a3η)j(b1 + b3η)r−1−j(b2 + b3ξ)∂ jx∂ r−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−22 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(a1 + a3η)∂ j+1x ∂ r−1−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−22 (a2 + a3ξ)j(b2 + b3ξ)r−1−j(b1 + b3η)∂ jx∂ r−jy v‖Ω)
+
r−2
j=0
(‖(1− ξ 2) r−12 a3(a1 + a3η)j(b1 + b3η)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− ξ 2) r−12 b3(a1 + a3η)j(b1 + b3η)r−2−j∂ jx∂ r−1−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−22 a3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ j+1x ∂ r−2−jy v‖Ω
+‖(1− ξ 2) 12 (1− η2) r−22 b3(a2 + a3ξ)j(b2 + b3ξ)r−2−j∂ jx∂ r−1−jy v‖Ω).
Theorem 4.1. If integer r ≥ 1 and Gr,Ω(v) is finite, then
‖IZ,N,Ωv − v‖σ ,Ω ≤ cδ∗Ω
3
2 δ
− 12
Ω N
−rGr,Ω(v), Z = G, R or GR. (4.14)
Proof. Let vˆ(ξ , η) be the same as before. Obviously,
IZ,N,Ωv(x, y)|x=x(ξ ,η),y=y(ξ ,η) = IZ,N,S vˆ(ξ , η). (4.15)
By using (2.4) and (4.2), we deduce that
‖IZ,N,Ωv − v‖2σ ,Ω =
∫
S
(IZ,N,S vˆ(ξ , η)− vˆ(ξ , η))2J3Ω(ξ , η)dξdη
≤ cδ∗Ω 3‖IZ,N,S vˆ − vˆ‖2S ≤ cδ∗Ω 3N−2rD2r,S(vˆ).
Finally, we use (3.21)–(3.24) and (2.4) successively to reach the desired result. 
972 B.-y. Guo, H.-l. Jia / Journal of Computational and Applied Mathematics 236 (2011) 962–979
Theorem 4.2. If integer r ≥ 1 and Br,Ω(v) is finite, then
‖IL,N,Ωv − v‖σ ,Ω ≤ cδ∗Ω
3
2 δ
− 12
Ω N
−rBr,Ω(v). (4.16)
Proof. Thanks to (4.15), (2.4) and (4.3), we verify that
‖IL,N,Ωv − v‖2σ ,Ω =
∫
S
(IL,N,S vˆ(ξ , η)− vˆ(ξ , η))2J3Ω(ξ , η)dξdη
≤ cδ∗Ω 3‖IL,N,S vˆ − vˆ‖2S ≤ cδ∗Ω 3N−2rE2r,S(vˆ).
Comparing the right-hand side of (3.20) and the definition of Er,S(vˆ), we use (3.21)–(3.24) and (2.4) to reach (4.16). 
By using (4.4) and an argument as in the derivation of (4.14), we have the following conclusion.
Theorem 4.3. If integer r ≥ 1 and Hr,Ω(v) is finite, then
‖IZ,N,Ωv − v‖σ ,Ω ≤ cδ∗Ω
2
3 δ
− 12
Ω N
−rHr,Ω(v), Z = GL or RL. (4.17)
At the end of this section, we estimate the errors of numerical quadratures. Firstly, we use (4.13), (4.6), (3.10) and (4.14)
successively to derive that for any φ ∈ VN−2(Ω),
|(v, φ)σ ,Ω − (v, φ)G,N,Ω | ≤ |(v − PN,Ωv, φ)σ ,Ω | + |(PN,Ωv − IG,N,Ωv, φ)G,N,Ω |
= |(v − PN,Ωv, φ)σ ,Ω | + |(PN,Ωv − IG,N,Ωv, φ)σ ,Ω |
≤ (2‖v − PN,Ωv‖σ ,Ω + ‖v − IG,N,Ωv‖σ ,Ω)‖φ‖σ ,Ω
≤ cδ∗Ω
3
2 δ
− 12
Ω N
−r(Ar,Ω(v)+ Gr,Ω(v))‖φ‖σ ,Ω . (4.18)
In the same manner, we use (4.13), (4.7), (3.10) and (4.14) to show that for any φ ∈ VN−3(Ω),
|(v, φ)σ ,Ω − (v, φ)Z,N,Ω | ≤ |(v − PN,Ωv, φ)σ ,Ω | + |(PN,Ωv − IZ,N,Ωv, φ)Z,N,Ω |
≤ (2‖v − PN,Ωv‖σ ,Ω + ‖v − IZ,N,Ωv‖σ ,Ω)‖φ‖σ ,Ω
≤ cδ∗Ω
3
2 δ
− 12
Ω N
−r(Ar,Ω(v)+ Gr,Ω(v))‖φ‖σ ,Ω , Z = R or GR. (4.19)
Also, by virtue of (4.8) and (4.16), we have that for any φ ∈ VN−4(Ω),
|(v, φ)σ ,Ω − (v, φ)L,N,Ω | ≤ |(v − PN,Ωv, φ)σ ,Ω | + |(PN,Ωv − IL,N,Ωv, φ)L,N,Ω |
≤ (2‖v − PN,Ωv‖σ ,Ω + ‖v − IL,N,Ωv‖σ ,Ω)‖φ‖σ ,Ω
≤ cδ∗Ω
3
2 δ
− 12
Ω N
−r(Ar,Ω(v)+ Br,Ω(v))‖φ‖σ ,Ω . (4.20)
Finally, we use (4.8) and (4.17) to obtain that for any φ ∈ VN−4(Ω),
|(v, φ)σ ,Ω − (v, φ)Z,N,Ω | ≤ |(v − PN,Ωv, φ)σ ,Ω | + |(PN,Ωv − IZ,N,Ωv, φ)Z,N,Ω |
≤ (2‖v − PN,Ωv‖σ ,Ω + ‖v − IZ,N,Ωv‖σ ,Ω)‖φ‖σ ,Ω
≤ cδ∗Ω
3
2 δ
− 12
Ω N
−r(Ar,Ω(v)+ Hr,Ω(v))‖φ‖σ ,Ω , Z = GL or RL. (4.21)
5. Pseudospectral method for quadrilaterals
In this section, we propose the pseudospectral method for quadrilaterals.
5.1. A model problem with Dirichlet boundary condition
Let β be a constant. We consider the problem
∂tU(x, y, t) = 1U(x, y, t)+ βU(x, y, t)+ f (x, y, t), (x, y) ∈ Ω, 0 < t ≤ T ,
U(x, y, t) = g(x, y, t), (x, y) ∈ ∂Ω, 0 < t ≤ T ,
U(x, y, 0) = U0(x, y), (x, y) ∈ Ω ∪ ∂Ω.
(5.1)
For simplicity, we assume that g(x, y, t) ≡ 0. By virtue of (2.7), we derive a weak formulation of (5.1). It is to seek
U ∈ L∞(0, T ; L2σ (Ω)) ∩ L2(0, T ;H10,σ (Ω)), such that(∂tU(t), v)σ ,Ω + (∇U(t),∇v)σ ,Ω + (∂xU(t)∂xσ + ∂yU(t)∂yσ , J
2
S v)σ ,Ω= β(U(t), v)σ ,Ω + (f (t), v)σ ,Ω , ∀v ∈ H10,σ (Ω), 0 < t ≤ T ,
U(0) = U0.
(5.2)
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Remark 5.1. Since Ω is convex, the norm of L∞(0, T ; L2σ (Ω)) ∩ L2(0, T ;H10,σ (Ω)) is equivalent to the norm of
L∞(0, T ; L2(Ω)) ∩ L2(0, T ;H10 (Ω)).
Remark 5.2. If g(x, y, t) is not null, we may use the variable transformation (7.3) of [16] to reform (5.1) to a problem with
homogeneous Dirichlet boundary condition, also see [21,22].
The pseudospectral scheme for (5.2) is to find uN ∈ V 0N−2(Ω) for all 0 < t ≤ T , such that(∂tuN(t), φ)L,N,Ω + (∇uN(t),∇φ)L,N,Ω + (∂xuN(t)∂xσ + ∂yuN(t)∂yσ , J
2
S φ)L,N,Ω= β(uN(t), φ)L,N,Ω + (f (t), φ)G,N,Ω , ∀φ ∈ V 0N−2(Ω), 0 < t ≤ T ,
uN(0) = IL,N−2,ΩU0.
(5.3)
For the numerical analysis, we derive an equivalent formulation of scheme (5.3). Indeed, uN(t)φ ∈ V2N−4(Ω). Thereby,
we use (4.8) to obtain that
(∂tuN(t), φ)L,N,Ω = (∂tuN(t), φ)σ ,Ω , β(uN(t), φ)L,N,Ω = β(uN(t), φ)σ ,Ω . (5.4)
Next, using (4.12) gives
(∇uN(t),∇φ)L,N,Ω = (∇uN(t),∇φ)σ ,Ω . (5.5)
Furthermore, we use (2.7), (2.3), (2.5), (4.5) and (4.1) successively, to verify that
(∂xuN(t)∂xσ , J2S φ)L,N,Ω =
N−
j1,j2=0
∂xuN(xL,N,j1,j2 , yL,N,j1,j2 , t)∂xσ(xL,N,j1,j2 , yL,N,j1,j2)
× J2S (xL,N,j1,j2 , yL,N,j1,j2)φ(xL,N,j1,j2 , yL,N,j1,j2)ωL,N,j1,j2,Ω
= 2
N−
j1,j2=0
(∂ξ uˆN(ζL,N,j1 , ζL,N,j2 , t)(b2 + b3ζL,N,j1)− ∂ηuˆN(ζL,N,j1 , ζL,N,j2 , t)
× (b1 + b3ζL,N,j2))(d1(b2 + b3ζL,N,j1)− d2(b1 + b3ζL,N,j2))φˆ(ζL,N,j1 , ζL,N,j2)ωL,N,j1,j2,S
= 2
∫
S
(∂ξ uˆN(ξ , η, t)(b2 + b3ξ)− ∂ηuˆN(ξ , η, t)(b1 + b3η))(d1(b2 + b3ξ)− d2(b1 + b3η))φˆ(ξ , η)dξdη
=
∫
Ω
∂xuN(x, y, t)∂xσ(x, y)φ(x, y)dxdy. (5.6)
Similarly,
(∂yuN(t)∂yσ , J2S φ)L,N,Ω =
∫
Ω
∂yuN(x, y, t)∂yσ(x, y)φ(x, y)dxdy. (5.7)
Consequently, by virtue of (5.4)–(5.7), scheme (5.3) is equivalent to the following system,(∂tuN(t), φ)σ ,Ω + (∇uN(t),∇φ)σ ,Ω + (∂xuN(t)∂xσ + ∂yuN(t)∂yσ , J
2
S φ)σ ,Ω= β(uN(t), φ)σ ,Ω + (f (t), φ)G,N,Ω , ∀φ ∈ V 0N−2(Ω), 0 < t ≤ T ,
uN(0) = IL,N−2,ΩU0.
(5.8)
We now analyze the convergence. Letting UN = P1,0N−2,ΩU and using (3.16), we derive from (5.2) that
(∂tUN(t), φ)σ ,Ω + (∇UN(t),∇φ)σ ,Ω + (∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2S φ)σ ,Ω
= β(UN(t), φ)σ ,Ω +
4∑
j=1
Gj(t, φ), ∀φ ∈ V 0N−2(Ω), 0 < t ≤ T ,
UN(0) = P1,0N−2,ΩU0,
(5.9)
with
G1(t, φ) = (∂t(UN(t)− U(t)), φ)σ ,Ω , G2(t, φ) = β(U(t)− UN(t), φ)σ ,Ω ,
G3(t, φ) = (∂x(UN(t)− U(t))∂xσ + ∂y(UN(t)− U(t))∂yσ , J2S φ)σ ,Ω ,
G4(t, φ) = (f (t), φ)σ ,Ω − (f (t), φ)G,N,Ω .
PuttingUN(t) = uN(t)− UN(t), and subtracting (5.9) from (5.8), we obtain
(∂tUN(t), φ)σ ,Ω + (∇UN(t),∇φ)σ ,Ω + (∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2S φ)σ ,Ω
= β(UN(t), φ)σ ,Ω − 4∑
j=1
Gj(t, φ), ∀φ ∈ V 0N−2(Ω), 0 < t ≤ T ,UN(0) = IL,N−2,ΩU0 − P1,0N−2,ΩU0.
(5.10)
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Taking φ = 2UN(t) in (5.10), we obtain
∂t‖UN(t)‖2σ ,Ω + 2‖∇UN(t)‖2σ ,Ω + 2(∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2SUN(t))σ ,Ω
≤ 2β‖UN(t)‖2σ ,Ω + 2 4−
j=1
|Gj(t,UN(t))|. (5.11)
By (2.7), integration by parts, (2.9) and (2.4), we deduce that
2(∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2SUN(t))σ ,Ω = ∫
Ω
(∂x(U2N(t))∂xσ + ∂y(U2N(t))∂yσ)dxdy
= −
∫
Ω
U2N(t)1σdxdy ≤ 2(a23 + b23)δ−2Ω ‖UN(t)‖2σ ,Ω . (5.12)
We are going to estimate |Gj(t,UN(t))|, 1 ≤ j ≤ 4. We first use (3.15) and (3.17) to deduce that
2|G1(t,UN(t))| ≤ 1
4c2Ωδ
∗
Ω
2δ−2Ω
‖UN(t)‖2σ ,Ω + 4c2Ωδ∗Ω 2δ−2Ω ‖∂t(UN(t)− U(t))‖2σ ,Ω
≤ 1
4
‖∇UN(t)‖2σ ,Ω + cc2Ω c¯2Ωδ∗Ω 6δ−8Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2N2−2rB2r−1,Ω(∂tU(t)), (5.13)
2|G2(t,UN(t))| ≤ 14‖∇UN(t)‖2σ ,Ω + cβ2c2Ω c¯2Ωδ∗Ω 6δ−8Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2N−2rB2r,Ω(U(t)). (5.14)
Next, we use (2.8), (2.4) and (3.17) to obtain
2|G3(t,UN(t))| ≤ 14‖∇UN(t)‖2σ ,Ω + cc2Ωδ∗Ω 3δ−5Ω λ4Ω(d21 + d22)N2−2rB2r,Ω(U(t)). (5.15)
On the other hand, using (4.18) and (3.15) yields
2|G4(t,UN(t))| ≤ 1
4c2Ωδ
∗
Ω
2δ−2Ω
‖UN(t)‖2σ ,Ω + cc2Ωδ∗Ω 5δ−3Ω N2−2r(A2r−1,Ω(f )+ G2r−1,Ω(f ))
≤ 1
4
‖∇UN(t)‖2σ ,Ω + cc2Ωδ∗Ω 5δ−3Ω N2−2r(A2r−1,Ω(f )+ G2r−1,Ω(f )). (5.16)
Besides, we use (4.16) and the second result of (3.17) to derive that
‖UN (0)‖2σ ,Ω ≤ 2‖IL,N−2,ΩU0 − U0‖2σ ,Ω + 2‖P1,0N−2,ΩU0 − U0‖2σ ,Ω ≤ cN2−2rρr,Ω(U0), (5.17)
with
ρr,Ω(U0) = (δ∗Ω 3δ−1Ω + c¯2Ωδ∗Ω 4δ−6Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2)B2r−1,Ω(U0).
Now, let κ1 = 2β + 2(a23 + b23)δ−2Ω , and
E(v(t)) = ‖v(t)‖2σ ,Ω +
∫ t
0
‖∇v(ξ)‖2σ ,Ωdξ,
Rr,β,Ω(U(t)) = c2Ω c¯2Ωδ∗Ω 6δ−8Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2(B2r−1,Ω(∂tU(t))+ β2B2r,Ω(U(t)))
+ c2Ωδ∗Ω 3δ−5Ω λ4Ω(d21 + d22)B2r,Ω(U(t)),
Ξr,Ω(f (t)) = c2Ωδ∗Ω 5δ−3Ω (A2r−1,Ω(f )+ G2r−1,Ω(f )).
Substituting (5.12)–(5.16) into (5.11), we obtain
∂t(E(UN(t))e−κ1t) ≤ ce−κ1tN2−2r(Rr,β,Ω(U(t))+ Ξr,Ω(f (t))). (5.18)
Integrating (5.18) with respect to t and using (5.17), we obtain
E(UN(t)) ≤ cN2−2reκ1t ∫ t
0
e−κ1ξ (Rr,β,Ω(U(ξ))+ Ξr,Ω(f (ξ)))dξ + ρr,Ω(U0)

. (5.19)
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Finally, a combination of (3.17) and (5.19) leads to the following conclusions,∫ t
0
‖∇(uN(ξ)− U(ξ))‖2σ ,Ωdξ ≤ cN2−2r

eκ1t
∫ t
0
e−κ1ξ (Rr,β,Ω(U(ξ))+ Ξr,Ω(f (ξ)))dξ + ρr,Ω(U0)

+ λ2Ωδ∗Ωδ−1Ω
∫ t
0
B2r,Ω(U(ξ))dξ

, (5.20)
‖uN(t)− U(t)‖2σ ,Ω ≤ cN2−2r

eκ1t
∫ t
0
e−κ1ξ (Rr,β,Ω(U(ξ))+ Ξr,Ω(f (ξ)))dξ + ρr,Ω(U0)

+ c¯2Ωδ∗Ω 4δ−6Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2B2r−1,Ω(U(t))

. (5.21)
5.2. A model problem with mixed boundary condition
We consider the problem
∂tU(x, y, t) = 1U(x, y, t)+ βU(x, y, t)+ f (x, y, t), (x, y) ∈ Ω, 0 < t ≤ T ,
∂nU(x, y, t) = g1(x, y, t), (x, y) ∈ L3 ∪ L4, 0 < t ≤ T ,
U(x, y, t) = g0(x, y, t), (x, y) ∈ L1 ∪ L2, 0 < t ≤ T ,
U(x, y, 0) = U0(x, y), (x, y) ∈ Ω ∪ ∂Ω.
(5.22)
For simplicity, we assume that g0(x, y, t) ≡ g1(x, y, t) ≡ 0. Then, a weak formulation of (5.22) is to look for U ∈
L∞(0, T ; L2σ (Ω)) ∩ L2(0, T ; 0H1σ (Ω)), such that(∂tU(t), v)σ ,Ω + (∇U(t),∇v)σ ,Ω + (∂xU(t)∂xσ + ∂yU(t)∂yσ , J
2
S v)σ ,Ω= β(U(t), v)σ ,Ω + (f (t), v)σ ,Ω , ∀v ∈ 0H1σ (Ω), 0 < t ≤ T ,
U(0) = U0.
(5.23)
Remark 5.3. If g0(x, y, t) is not null, wemay change (5.22) to a problemwith homogeneous Dirichlet boundary condition on
L1 ∪ L2. To do this, we put gˆ0(ξ , η, t) = g0(x(ξ , η), y(ξ , η), t). Next, we follow the idea of [16,17] to introduce the following
functions,
Uˆ0b,L1(η, t) = gˆ0(−1, η, t)−
1
2
(1− η)gˆ0(−1,−1, t),
Uˆ0b,L2(ξ , t) = gˆ0(ξ ,−1, t)−
1
2
(1− ξ)gˆ0(−1,−1, t),
Uˆb(ξ , η, t) = 12 (1− ξ)Uˆ
0
b,L1(η, t)+
1
2
(1− η)Uˆ0b,L2(ξ , t)+
1
4
(1− ξ)(1− η)gˆ0(−1,−1, t),
Ub(x, y, t) = Uˆb(ξ(x, y), η(x, y), t).
It can be checked that Ub(x, y, t) = U(x, y, t) on L1 ∪ L2. Furthermore, let V (x, y, t) = U(x, y, t) − Ub(x, y, t). Then
V (x, y, t) = 0 on L1 ∪ L2. By the above transformation, we could reform (5.22) to a problem with homogeneous Dirichlet
boundary condition on L1 ∪ L2.
Remark 5.4. If g1(x, y, t) is not null, then in the weak form (5.23), there is an additional term
−
∫
L3∪L4
g1vσds.
The pseudospectral scheme for (5.23) is to find uN ∈ 0VN−2(Ω) for all 0 < t ≤ T , such that(∂tuN(t), φ)R,N,Ω + (∇uN(t),∇φ)R,N,Ω + (∂xuN(t)∂xσ + ∂yuN(t)∂yσ , J
2
S φ)R,N,Ω= β(uN(t), φ)R,N,Ω + (f (t), φ)G,N,Ω , ∀φ ∈ 0VN−2(Ω), 0 < t ≤ T ,
uN(0) = IR,N−2,ΩU0.
(5.24)
By virtue of (4.7) and (4.11), we have that
(∂tuN(t), φ)R,N,Ω = (∂tuN(t), φ)σ ,Ω , β(uN(t), φ)R,N,Ω = β(uN(t), φ)σ ,Ω ,
(∇uN(t),∇φ)R,N,Ω = (∇uN(t),∇φ)σ ,Ω . (5.25)
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Furthermore, we use (2.7), (2.5), (2.3), (4.5) and (4.1) successively, to verify that
(∂xuN(t)∂xσ , J2S φ)R,N,Ω =
N−
j1,j2=0
∂xuN(xR,N,j1,j2 , yR,N,j1,j2 , t)∂xσ(xR,N,j1,j2 , yR,N,j1,j2)
× J2S (xR,N,j1,j2 , yR,N,j1,j2)φ(xR,N,j1,j2 , yR,N,j1,j2)ωR,N,j1,j2,Ω
= 2
N−
j1,j2=0
(∂ξ uˆN(ζR,N,j1 , ζR,N,j2 , t)(b2 + b3ζR,N,j1)− ∂ηuˆN(ζR,N,j1 , ζR,N,j2 , t)
× (b1 + b3ζR,N,j2))(d1(b2 + b3ζR,N,j1)− d2(b1 + b3ζR,N,j2))φˆ(ζR,N,j1 , ζR,N,j2)ωR,N,j1,j2,S
= 2
∫
S
(∂ξ uˆN(ξ , η, t)(b2 + b3ξ)− ∂ηuˆN(ξ , η, t)(b1 + b3η))(d1(b2 + b3ξ)
− d2(b1 + b3η))φˆ(ξ , η)dξdη
=
∫
Ω
∂xuN(x, y, t)∂xσ(x, y)φ(x, y)dxdy. (5.26)
Similarly,
(∂yuN(t)∂yσ , J2S φ)R,N,Ω =
∫
Ω
∂yuN(x, y, t)∂yσ(x, y)φ(x, y)dxdy. (5.27)
Consequently, thanks to (5.25)–(5.27), scheme (5.24) is equivalent to the following system,(∂tuN(t), φ)σ ,Ω + (∇uN(t),∇φ)σ ,Ω + (∂xuN(t)∂xσ + ∂yuN(t)∂yσ , J
2
S φ)σ ,Ω= β(uN(t), φ)σ ,Ω + (f (t), φ)G,N,Ω , ∀φ ∈ 0VN−2(Ω), 0 < t ≤ T ,
uN(0) = IR,N−2,ΩU0.
(5.28)
We now analyze the convergence. Letting UN = 0P1N−2,ΩU and using (3.30), we derive from (5.23) that
(∂tUN(t), φ)σ ,Ω + (∇UN(t),∇φ)σ ,Ω + (∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2S φ)σ ,Ω
= β(UN(t), φ)σ ,Ω +
4∑
j=1
Gj(t, φ), ∀φ ∈ 0VN−2(Ω), 0 < t ≤ T ,
UN(0) = 0P1N−2,ΩU0,
(5.29)
where Gj(t, φ)(1 ≤ j ≤ 4) are the same as in (5.9). PuttingUN(t) = uN(t) − UN(t), and subtracting (5.29) from (5.28), we
obtain
(∂tUN(t), φ)σ ,Ω + (∇UN(t),∇φ)σ ,Ω + (∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2S φ)σ ,Ω
= β(UN(t), φ)σ ,Ω − 4∑
j=1
Gj(t, φ), ∀φ ∈ 0VN−2(Ω), 0 < t ≤ T ,UN(0) = IR,N−2,ΩU0 − 0P1N−2,ΩU0.
(5.30)
Taking φ = 2UN(t) in (5.30), we obtain
∂t‖UN(t)‖2σ ,Ω + 2‖∇UN(t)‖2σ ,Ω + 2(∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2SUN(t))σ ,Ω
≤ 2β‖UN(t)‖2σ ,Ω + 2 4−
j=1
|Gj(t,UN(t))|. (5.31)
By using the Cauchy–Schwarz inequality, (2.4) and (2.8), we deduce that
2(∂xUN(t)∂xσ + ∂yUN(t)∂yσ , J2SUN(t))σ ,Ω = 2 ∫
Ω
(∂xUN(t)∂xσUN(t)+ ∂yUN(t)∂yσUN(t))dxdy
≤ 1
5δ−2Ω
∫
Ω
((∂xUN(t))2 + (∂yUN(t))2)dxdy+ 5δ−2Ω ∫
Ω
U2N(t)((∂xσ)2 + (∂yσ)2)dxdy
≤ 1
5
‖∇UN(t)‖2σ ,Ω + 80δ−4Ω λ2Ω(d21 + d22)‖UN(t)‖2σ ,Ω . (5.32)
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Table 1
The values of EN,τ (5)with β = −1.
N = 5 N = 10 N = 15 N = 20
τ = 0.01 1.99E−1 3.02E−6 2.21E−6 2.21E−6
τ = 0.001 1.99E−1 2.06E−6 2.21E−8 2.21E−8
τ = 0.0001 1.99E−1 2.06E−6 4.96E−10 2.32E−10
Table 2
The values of EN,τ (5)with β = 1.
N = 5 N = 10 N = 15 N = 20
τ = 0.01 9.47E−2 3.06E−6 2.24E−6 2.24E−6
τ = 0.001 9.47E−2 2.10E−6 2.24E−8 2.24E−8
τ = 0.0001 9.47E−2 2.10E−6 5.06E−10 2.45E−10
Like (5.13)–(5.16), we have that
2|G1(t,UN(t))| ≤ 15‖∇UN(t)‖2σ ,Ω + cc2Ω c¯2Ωδ∗Ω 6δ−8Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2N2−2rB2r−1,Ω(∂tU(t)), (5.33)
2|G2(t,UN(t))| ≤ 15‖∇UN(t)‖2σ ,Ω + cβ2c2Ω c¯2Ωδ∗Ω 6δ−8Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2N−2rB2r,Ω(U(t)), (5.34)
2|G3(t,UN(t))| ≤ 15‖∇UN(t)‖2σ ,Ω + cc˜2Ωδ∗Ω 3δ−5Ω λ4Ω(|d1| + |d2|)2N2−2rB2r,Ω(U(t)), (5.35)
2|G4(t,UN(t))| ≤ 15‖∇UN(t)‖2σ ,Ω + cc2Ωδ∗Ω 5δ−3Ω N2−2r(A2r−1,Ω(f )+ G2r−1,Ω(f )). (5.36)
Besides, we use (4.14) and the second result of (3.17) to derive that
‖UN (0)‖2σ ,Ω ≤ 2‖IR,N−2,ΩU0 − U0‖2σ ,Ω + 2‖P1,0N−2,ΩU0 − U0‖2σ ,Ω ≤ cN2−2rρr,Ω(U0), (5.37)
with
ρr,Ω(U0) = δ∗Ω 3δ−1Ω G2r−1,Ω(U0)+ c¯2Ωδ∗Ω 4δ−6Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2B2r−1,Ω(U0).
Now, let κ2 = 2β + 80δ−4Ω λ2Ω(d21 + d22). Substituting (5.32)–(5.36) into (5.31), we obtain
∂t(E(UN(t))e−κ2t) ≤ ce−κ2tN2−2r(Rr,β,Ω(U(t))+ Ξr,Ω(f (t))), (5.38)
where Rr,β,Ω(U(t)) andΞr,Ω(f (t)) are the same as in (5.18). Integrating (5.38) with respect to t and using (5.37), we obtain
E(UN(t)) ≤ cN2−2reκ2t ∫ t
0
e−κ2ξ (Rr,β,Ω(U(ξ))+ Ξr,Ω(f (ξ)))dξ + ρr,Ω(U0)

. (5.39)
Finally, a combination of (3.30) and (5.39) leads to the following conclusions,∫ t
0
‖∇(uN(ξ)− U(ξ))‖2σ ,Ωdξ ≤ cN2−2r

eκ2t
∫ t
0
e−κ2ξ (Rr,β,Ω(U(ξ))+ Ξr,Ω(f (ξ)))dξ + ρr,Ω(U0)

+ λ2Ωδ∗Ωδ−1Ω
∫ t
0
B2r,Ω(U(ξ))dξ

, (5.40)
‖uN(t)− U(t)‖2σ ,Ω ≤ cN2−2r

eκ2t
∫ t
0
e−κ2ξRr,β,Ω(U(ξ))+ Ξr,Ω(f (ξ))

dξ + ρr,Ω(U0)

+ c¯2Ωδ∗Ω 4δ−6Ω λ6Ω(λΩ + 1)2(c2Ωδ∗Ω 2δ−2Ω + 1)2B2r−1,Ω(U(t)). (5.41)
6. Numerical results
In this section, we present some numerical results. In actual calculation, we take the coordinates of the vertices ofΩ as
x1 = 0, x2 = 3, x3 = 2, x4 = 1, y1 = 0, y2 = 0, y3 = 3 and y4 = 2.
We first use (5.3) to solve (5.2) with the test function
U(x, y, t) =

y− (x− x1)(y4 − y1)
(x4 − x1) − y1

y− (x− x2)(y2 − y1)
(x2 − x1) − y2

y− (x− x3)(y3 − y2)
(x3 − x2) − y3

×

y− (x− x4)(y4 − y3)
(x4 − x3) − y4

x2 + y2 + t + 1. (6.1)
We adapt the Crank–Nicolson discretization in time, with the step size τ . We measure the numerical errors by EN,τ (t) =
log10 ‖U(t) − uN(t)‖L,N,Ω . In Tables 1 and 2, we list the values of EN,τ (t) with t = 5, N = 5, 10, 15, 20, and τ = 0.01,
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Table 3
The values of EN,τ (t)with N = 20, τ = 0.001.
t = 5 t = 10 t = 15 t = 20 t = 25 t = 30
β = −1 2.21E−8 1.17E−8 7.50E−9 5.35E−9 4.07E−9 3.22E−9
β = 1 2.24E−8 1.17E−8 7.54E−9 5.37E−9 4.08E−9 3.23E−9
Table 4
The values of EN,τ (5)with β = −1.
N = 5 N = 10 N = 15 N = 20
τ = 0.01 1.25E−1 7.88E−5 6.02E−5 6.02E−5
τ = 0.001 1.25E−1 5.19E−5 6.02E−7 6.02E−7
τ = 0.0001 1.25E−1 5.19E−5 6.33E−9 6.01E−9
Table 5
The values of EN,τ (5)with β = 1.
N = 5 N = 10 N = 15 N = 20
τ = 0.01 3.71E−1 7.12E−5 5.04E−5 5.04E−5
τ = 0.001 3.71E−1 5.11E−5 5.04E−7 5.04E−7
τ = 0.0001 3.71E−1 5.11E−5 5.40E−9 5.04E−9
Table 6
The values of EN,τ (t)with N = 20, τ = 0.001.
t = 5 t = 10 t = 15 t = 20 t = 25 t = 30
β = −1 6.02E−7 7.71E−7 8.94E−7 4.72E−7 9.93E−7 5.31E−7
β = 1 5.04E−7 7.72E−7 7.93E−7 4.89E−7 9.19E−7 4.59E−7
Table 7
The values of EN,τ (5).
Case A Case B Case C
2.21E−8 3.01E−9 3.63E−6
0.001, 0.0001. The parameter β = −1, 1, respectively. Clearly, the error decays rapidly as N increases and τ decreases.
They show the high accuracy in space of our new method. In Table 3, we list the values of EN,τ (t) at different times t , with
N = 20, τ = 0.001 and β = −1, 1. It indicates the stability of the long-time calculation.
We next consider (5.22) with the test function
U(x, y) = sin(2x+ 3y+ t). (6.2)
As is pointed out in Remark 5.3, we change the corresponding problem to a problem like (5.23), with homogeneous Dirichlet
boundary condition on L1 ∪ L2. Then we use scheme (5.24) with an additional term as mentioned in Remark 5.4, to solve
the resulting problem. We measure the numerical errors by EN,τ (t) = log10 ‖U(t) − uN(t)‖R,N,Ω . In Tables 4 and 5, we list
the values of EN,τ (t) with t = 5,N = 5, 10, 15, 20, and τ = 0.01, 0.001, 0.0001. The parameter β = −1, 1, respectively.
Obviously, the error decays fast asN increases and τ decreases. They also demonstrate the high accuracy in space of our new
method. In Table 6, we list the values of EN,τ (t) at different times t , with N = 20, τ = 0.001 and β = −1, 1. It indicates the
stability of the long-time calculation.
We see fromestimates (5.20), (5.21), (5.40) and (5.41) that the errors of numerical solutions depend on the ratio ofmax JΩ
and min JΩ , which in turn depends on the angles of quadrilateral, as pointed out in [16,18]. In other words, the bigger the
smallest angle of Ω , the smaller the numerical errors. Also, the smaller the largest angle of Ω , the smaller the numerical
errors. In particular, for the rectangleΩ, JΩ is a constant, and so leads to the best numerical results.
For checking the effect of shapes of quadrilaterals, we consider the following three different domains with the same area,
Case A. the same quadrilateral Ω as in the previous numerical experiments, i.e., Q1 = (0, 0),Q2 = (3, 0),Q3 = (2, 3)
and Q4 = (1, 2),
Case B. the rectangleΩ with the vertices Q1 = (0, 0), Q2 = (2.5, 0),Q3 = (2.5, 2) and Q4 = (0, 2). In this case, JΩ is a
constant and ∇σ = 0,
Case C. the quadrilateralΩ with a small angle, namely, Q1 = (0, 0),Q2 = (6, 0),Q3 =
 20
3 , 1

and Q4 = (6, 1.5).
We solve (5.2) with β = −1 by scheme (5.3) with N = 15 and τ = 0.001. We take the test function (6.1). In Table 7, we
list the errors EN,τ (t) with t = 5. They show that the numerical error for case A is bigger than case B, but less than case C.
This fact coincides with the analysis.
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7. Concluding remarks
In this paper, we developed the pseudospectralmethod on convex quadrilaterals. Some basic results on Legendre–Gauss-
type interpolation were established, which play important roles in the pseudospectral method for partial differential
equations defined on quadrilaterals. As examples of applications, the pseudospectral schemes were provided for two
unsteady model problems with Dirichlet or mixed boundary conditions. The sharp error estimates of numerical solutions
were derived. The numerical results demonstrated the high accuracy in space of proposed algorithms, and coincided with
the theoretical analysis well. The approximation results and techniques developed in this work are also applicable to the
pseudospectral method of other problems defined on quadrilaterals.
In this paper, we considered the pseudospectral method for convex quadrilaterals. The related results could be
generalized to the pseudospectral method for convex hexahedrons. For instance, letΩ be the hexahedron with the vertices
Qj = (xj1, xj2, xj3), 1 ≤ j ≤ 8. Let
σ1(ξ1, ξ2, ξ3) = 18 (1− ξ1)(1− ξ2)(1− ξ3), σ2(ξ1, ξ2, ξ3) =
1
8
(1+ ξ1)(1− ξ2)(1− ξ3),
σ3(ξ1, ξ2, ξ3) = 18 (1+ ξ1)(1+ ξ2)(1− ξ3), σ4(ξ1, ξ2, ξ3) =
1
8
(1− ξ1)(1+ ξ2)(1− ξ3),
σ5(ξ1, ξ2, ξ3) = 18 (1− ξ1)(1− ξ2)(1+ ξ3), σ6(ξ1, ξ2, ξ3) =
1
8
(1+ ξ1)(1− ξ2)(1+ ξ3),
σ7(ξ1, ξ2, ξ3) = 18 (1+ ξ1)(1+ ξ2)(1+ ξ3), σ8(ξ1, ξ2, ξ3) =
1
8
(1− ξ1)(1+ ξ2)(1+ ξ3).
Wemake the variable transformation (cf. [23])
xi(ξ1, ξ2, ξ3) =
8−
j=1
xjiσj(ξ1, ξ2, ξ3), i = 1, 2, 3.
We take the basis functions ψl,m,n(x1, x2, x3) as
ψl,m,n(x1, x2, x3) = Ll(ξ1(x1, x2, x3))Lm(ξ1(x1, x2, x3))Ln(ξ1(x1, x2, x3)), l,m, n ≥ 0.
Then, we could follow the same line as in this work to design the three-dimensional numerical quadrature and the
corresponding pseudospectral method.
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