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Abstract
A q-deformed version of classical analysis is given to quantum
spaces of physical importance, i.e. Manin plane, q-deformed Euclidean
space in three or four dimensions, and q-deformed Minkowski space.
The subject is presented in a rather complete and selfcontained way.
All relevant notions are introduced and explained in detail. The dif-
ferent possibilities to realize the objects of q-deformed analysis are
discussed and their elementary properties are studied. In this manner
attention is focused on star products, q-deformed tensor products, q-
deformed translations, q-deformed partial derivatives, dual pairings,
q-deformed exponentials, and q-deformed integration. The main con-
cern of this work is to show that these objects fit together in a con-
sistent framework, which is suitable to formulate physical theories on
quantum spaces.
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1 Introduction
1.1 General motivation for deforming spacetime
Relativistic quantum field theory is not a fundamental theory, since its for-
malism leads to divergencies. In some cases like that of quantum electrody-
namics one is able to overcome the difficulties with the divergencies by ap-
plying the so-called renormalization procedure due to Feynman, Schwinger,
and Tomonaga [1]. Unfortunately, this procedure is not successful if we want
to deal with quantum gravity. Despite the fact that gravitation is a rather
weak interaction we are not able to treat it perturbatively. The reason for
this lies in the fact that transition amplitudes of n-th order to the gravitation
constant diverge like a momentum integral of the general form [2]∫
p2n−1dp, (1)
leaving us with an infinite number of ultraviolet divergent Feynman diagrams
that cannot be removed by redefining finitely many physical parameters.
It is surely legitimate to ask for the reason for these fundamental difficul-
ties. It is commonplace that the problems with the divergences in relativistic
quantum field theory result from an incomplete description of spacetime at
very small distances [1]. Niels Bohr and Werner Heisenberg have been the
first who suggested that quantum field theories should be formulated on a
spacetime lattice [3,4]. Such a spacetime lattice would imply the existence of
a smallest distance a with the consequence that plane-waves of wave-length
smaller than twice the lattice spacing could not propagate. In accordance
with the relationship between wave-length λ and momentum p of a plane-
wave, i.e.
λ ≥ λmin = 2a ⇒
1
λ
∼ p ≤ pmax ∼
1
2a
, (2)
it follows then that physical momentum space would be bounded. Hence,
the domain of all momentum integrals in Eq. (1) would be bounded as well
with the consequence that momentum integrals should take on finite values.
3
1.2 q-Deformation of symmetries as an attempt to get
a more detailed description of nature
Discrete spacetime structures in general do not respect classical Poincare´
symmetry. A possible way out of this difficulty is to modify not only space-
time but also its corresponding symmetries. How are we to accomplish this?
First of all let us recall that classical spacetime symmetries are usually de-
scribed by Lie groups. If we realize that Lie groups are manifolds the Gelfand-
Naimark theorem tells us that Lie groups can be naturally embedded in the
category of algebras [5]. The utility of this interrelation lies in formulating
the geometrical structure of Lie groups in terms of a Hopf structure [6]. The
point is that during the last two decades generic methods have been discov-
ered for continuously deforming matrix groups and Lie algebras within the
category of Hopf algebras. It is this development which finally led to the
arrival of quantum groups and quantum spaces [7–13].
From a physical point of view the most realistic and interesting defor-
mations are given by q-deformed versions of Minkowski space and Euclidean
spaces as well as their corresponding symmetries, i.e. respectively Lorentz
symmetry and rotational symmetry [14–18]. Further studies even allowed
to establish differential calculi on these q-deformed quantum spaces [19–22]
representing nothing other than q-analogs of translational symmetry. In
this sense we can say that q-deformations of the complete Euclidean and
Poincare´ symmetries are now available [23]. Finally, Julius Wess and his
coworkers were able to show that q-deformation of spaces and symmetries
can indeed lead to the wanted discretizations of the spectra of spacetime ob-
servables [24–27], which nourishes the hope that q-deformation might give a
new method to regularize quantum field theories [28–31].
1.3 Foundations of q-deformed analysis
In order to formulate quantum field theories on quantum spaces it is neces-
sary to provide us with some essential tools of a q-deformed analysis [32]. The
main question is how to define these new tools, which should be q-analogs of
classical notions. Towards this end the considerations of Shahn Majid have
proved very useful [33–36]. The key idea of this approach is that all the quan-
tum spaces to a given quantum symmetry form a braided tensor category.
Consequently, operations and objects concerning quantum spaces must rely
on this framework of a braided tensor category, in order to guarantee their
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well-defined behavior under quantum group transformations. This so-called
principle of covariance can be seen as the essential guideline for constructing
a consistent theory.
In our previous work [37–44] we have applied these general considerations,
exposed in Refs. [35,36,45–47], to quantum spaces of physical importance, i.e.
q-deformed quantum plane, q-deformed Euclidean space with three or four
dimensions, and q-deformed Minkowski space. In this manner, we obtained
explicit expressions for computing star products, operator representations of
partial derivatives and symmetry generators, q-integrals, q-exponentials, q-
translations, and braided products. With this toolbox of essential elements
of q-analysis we should be able to develop a q-deformed version of quantum
field theory along the same line of reasonings as in the classical case. To
achieve this we have to gain further insight into the properties of the new
objects. In other words, we need a set of consistent rules telling us how to
perform calculations with the new objects.
In this respect we have to be aware of one remarkable difference between q-
deformed objects and their classical counterparts. For each of our q-deformed
objects we can find different realizations, which in the undeformed case be-
come identical. The reason for this lies in the fact that the braided tensor
category in which a deformed object lives is not uniquely determined. This
becomes quite clear, if one realizes that each braided category is character-
ized by a so-called braiding mapping Ψ. Its inverse Ψ−1 gives an equally
good braiding which, in general, leads to a different braided category. But
we have to deal with both categories, since they are linked via the operation
of conjugation [48–50].
1.4 Intention and content of this work
Important developments in theoretical physics are often accompanied by the
arrival of new mathematical techniques. Classical mechanics, for example,
is deeply connected to classical analysis. It is also well-known that general
relativity and quantum mechanics are heavily based on ideas of Rieman-
nian geometry and functional analysis, respectively. As it was pointed out
above, the mathematics of quantum groups and quantum spaces can provide
a framework for a more detailed description of spacetime at very small dis-
tances. If this is the case the formalism should be prepared in a manner that
allows to formulate and evaluate physical theories on quantum spaces in a
rather systematical way.
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In this article we develop basic ideas of q-analysis on quantum spaces
of physical importance in a rather complete and self-contained way. We
introduce and explain all relevant notions in detail and discuss the different
possibilities for realizing the objects of q-analysis. Furthermore, we give a
review of elementary properties and derive useful calculational rules. We
show how the various objects fit together in a consistent framework. It is
also our aim to introduce a convenient notation, which will prove useful in
further investigations. In doing so, we hope to provide the foundations for
performing concrete calculations, as they are necessary in formulating and
evaluating field theories on quantum spaces.
In particular, we intend to proceed as follows. In Section 2 we deal with
star products, q-deformed tensor products, and q-deformed translations. In
Section 3 we concern ourselves with q-deformed partial derivatives. Section
4 is devoted to the discussion of dual pairings and q-deformed exponentials.
In Section 5 we introduce a powerful concept of integration on q-deformed
quantum spaces. Section 6 closes our considerations by a short conclusion.
For reference and for the purpose of introducing consistent and convenient
notation, we provide a review of key notation and results in Appendix A.
Last but not least Appendix B contains a discussion of the details about
integration on q-deformed Minkowski space.
2 Star products, q-tensor products, and q-
translations
This section is devoted to star products, q-deformed tensor products, and q-
deformed translations. Our considerations apply to quantum spaces like the
Manin plane, the q-deformed Euclidean space in three or four dimensions,
and the q-deformed Minkowski space.
2.1 Definition of star products and q-deformed tensor
products
For our purposes, it is at first sufficient to consider a quantum space as an
algebra of formal power series in non-commuting coordinatesX1, X2, . . . , Xn,
6
i.e.
Aq = C [[X1, . . . , Xn]] /I, (3)
where I denotes the ideal generated by the relations of the non-commuting
coordinates. The term ’coordinate’, however, is a little bit misleading, since
the generators of quantum spaces cannot only play the role of coordinates
but also that of partial derivatives or differentials.
The two-dimensional Manin plane is one of the simplest examples for a
quantum space [51]. It consists of all the power series in two coordinates X1
and X2 being subject to the commutation relations
X1X2 = qX2X1, q > 1. (4)
We can think of q as a deformation parameter measuring the coupling among
different spatial degrees of freedom. In the classical case, i.e. if q becomes 1
we regain commutative coordinates.
Next, we would like to focus our attention on the question how to perform
calculations on an algebra of quantum space coordinates. This can be accom-
plished by a kind of pullback transforming operations on non-commutative
coordinate algebras to those on commutative ones. For this to become more
clear, we have to realize that the non-commutative algebras we are dealing
with satisfy the Poincare´-Birkhoff-Witt property. It tells us that the dimen-
sion of a subspace of homogenous polynomials should be the same as for
commuting coordinates. This property is the deeper reason why monomials
of a given normal ordering constitute a basis of Aq. Due to this fact, we can
establish a vector space isomorphism between Aq and a commutative algebra
A generated by ordinary coordinates x1, x2, . . . , xn:
W : A −→ Aq,
W((x1)i1 . . . (xn)in) ≡ (X1)i1 . . . (Xn)in. (5)
This vector space isomorphism can even be extended to an algebra iso-
morphism by introducing a non-commutative product in A, the so-called star
product [52–54]. This product is defined via the relation
W(f ⊛ g) =W(f) · W(g), (6)
7
being tantamount to
f ⊛ g ≡ W−1 (W (f) · W (g)) , (7)
where f and g are formal power series in A. In the case of the Manin plane,
the star product is of the well-known form
f(xi)⊛ g(xj) = q−nˆx2 nˆy1
[
f(xi) g(yj)
]∣∣
y→x
= f(xi) g(xj) +O(h), with q = eh, (8)
where we have introduced the operators
nˆxi ≡ x
i ∂
∂xi
, i = 1, 2. (9)
From the last equality in (8) we see that star products on quantum spaces
lead to modifications of commutative products. Evidently, this modifications
vanish in the classical limit q → 1.
Next, we would like to deal with tensor products of quantum spaces. To
this end, we have to specify the commutation relations between generators
of distinct quantum spaces. These relations are completely determined by
the requirement of being consistent with the action of a Hopf algebra H de-
scribing the symmetry of the quantum spaces. Making for the commutation
relations between two quantum space generators X i ∈ Aq and Y
j ∈ A′q an
ansatz of the form
X iY j = k C ijkl Y
kX l, k, C ijkl ∈ C, (10)
the coefficients C ijkl have to be determined in such a way that the following
condition of covariance is satisfied:
(h(1) ⊲ X
i)(h(2) ⊲ Y
j) = k C ijkl (h(1) ⊲ Y
k)(h(2) ⊲ X
l), (11)
where h denotes an arbitrary element of H. Notice that the coproduct of
h is written in the so-called Sweedler notation, i.e. ∆(h) = h(1) ⊗ h(2), and
repeated indices are to be summed.
It is well-known that for a quasitriangular Hopf algebraH the last identity
is fulfilled if we substitute for the coefficients C ijkl a suitable representation
of the universal R-matrix R = R[1] ⊗R[2] ∈ H⊗H. To be more specific, we
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have
X iY j = (R[2] ⊲ Y
j) (R[1] ⊲ X
i)
= (Y j ⊳R[2]) (X
i ⊳R[1]) = k Rˆ
ij
kl Y
kX l. (12)
Alternatively, we can take a representation of the transposed inverse of R,
i.e. τ(R−1) = R−1[2] ⊗R
−1
[1] , giving us
X iY j = (R−1[1] ⊲ Y
j) (R−1[2] ⊲ X
i)
= (Y j ⊳R−1[1] ) (X
i ⊳R−1[2] ) = k
−1(Rˆ−1)ijkl Y
kX l. (13)
To understand the second identity in (12) and (13), one has to realize that
(S−1 ⊗ S−1) ◦ R = R, (14)
(S−1 ⊗ S−1) ◦ R−1 = R−1,
and
S−1(h) ⊲ a = a ⊳ h, h ∈ H, a ∈ Aq, (15)
where S−1 denotes the inverse of the antipode of H.
The identities in (12) and (13) extend to arbitrary quantum space ele-
ments. Especially, we have for the commutation relations of a single quantum
space generator X i with an arbitrary element g of another quantum space
X ia = (R[2] ⊲ a) (R[1] ⊲ X
i) =
(
(L¯x)
i
j ⊲ a
)
Xj,
aX i = (X i ⊳R[2]) (a ⊳R[1]) = X
j
(
a ⊳ (Lx)
i
j
)
, (16)
or
X ia = (R−1[1] ⊲ a) (R
−1
[2] ⊲ X
i) =
(
(Lx)
i
j ⊲ a
)
Xj ,
aX i = (X i ⊳R−1[1] ) (a ⊳R
−1
[2] ) = X
j
(
a ⊳ (L¯x)
i
j
)
, (17)
where we introduced the so-called L-matrix together with its conjugate. It
should be obvious that the entries of the L-matrices live in the quantum al-
gebra H. As an example, we give the non-vanishing entries of the L-matrices
in the case of the Manin plane [43]:
(La)
1
1 = Λ(a)τ
−1/4,
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(La)
2
1 = −qλΛ(a)τ
−1/4T+,
(La)
2
2 = Λ(a)τ
1/4, (18)
and likewise
(L¯a)
1
1 = Λ
−1(a)τ 1/4,
(L¯a)
1
2 = q
−1λΛ−1(a)τ−1/4T−,
(L¯a)
2
2 = Λ
−1(a)τ−1/4. (19)
Notice that τ±1/4 and T± denote generators of the quantum algebra Uq(su2)
and Λ(a) stands for a unitary scaling operator. The constant λ is given by
λ ≡ q− q−1. The L-matrices for q-deformed Euclidean space in three or four
dimensions and those for q-deformed Minkowski space can easily be read off
from the results in Refs. [38] and [43].
By virtue of the algebra isomorphism W we are able to introduce the
following operations:
f(xi) ⊙L g(y
j) ≡ W−1
(
R−1[1] ⊲W(g)
)
⊗W−1
(
R−1[2] ⊲W(f)
)
,
f(xi) ⊙R¯ g(y
j) ≡ W−1
(
W(g) ⊳R−1[1]
)
⊗W−1
(
W(f) ⊳R−1[2]
)
, (20)
and
f(xi) ⊙L¯ g(y
j) ≡ W−1
(
R[2] ⊲W(g)
)
⊗W−1
(
R[1] ⊲W(f)
)
,
f(xi) ⊙R g(y
j) ≡ W−1
(
W(g) ⊳R[2]
)
⊗W−1
(
W(f) ⊳R[1]
)
, (21)
where f and g denote formal power series in the commutative coordinate
algebras Ax and Ay, respectively. The operations in (20) and (21) are re-
ferred to as braided products. Using the explicit form of the identities in
(16) and (17) we derived in Ref. [42] commutation relations between normal
ordered monomials. With these results at hand we are able to write down
explicit formulae for computing braided products. As an example we give
the expression we obtained for the braided product of the Manin plane [42]:
f(x1, x2) ⊙L g(y
1, y2)
=
∞∑
i=0
qi
2
(−λ)i
(y2)i ⊗ (x1)i
[[i]]q−2 !
q−nˆy1⊗nˆx2−2nˆy2⊗nˆx1−2nˆy1⊗nˆx1−2nˆy2⊗nˆx1
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× (D1q−2)
ig(q−iy1, q−2iy2)⊗ (D2q−2)
if(q−2ix1, q−ix2). (22)
In the above formulae we introduced the so-called Jackson derivatives, which
are defined by [55]
Diqaf(x
i) =
f(xi)− f(qaxi)
(1− qa)xi
, a ∈ C. (23)
It should be mentioned that the equalities in (12) and (13) imply that
f(xi) ⊙L g(y
j) = f(xi) ⊙R¯ g(y
j),
f(xi) ⊙L¯ g(y
j) = f(xi) ⊙R g(y
j). (24)
Thus, it would be sufficient to deal with ⊙L and ⊙L¯, only.
Now, we are in a position to introduce the tensor product of quantum
spaces. It is equipped with a multiplication being determined by
(a⊗ a′)(b⊗ b′) =
(
a(R[2] ⊲ b)
)
⊗
(
(R[1] ⊲ a
′)b′
)
, (25)
or
(a⊗ a′)(b⊗ b′) =
(
a(R−1[1] ⊲ b)
)
⊗
(
(R−1[2] ⊲ a
′)b′
)
, (26)
where a, b ∈ Aq and a
′, b′ ∈ A′q. We see that multiplication on a tensor
product requires to know the commutation relations between the elements
of the two tensor factors. Essentially for us is the fact that the algebra
isomorphism W allows us to represent the tensor product of quantum spaces
on a tensor product of commutative coordinate algebras. To be more specific,
this can be achieved by extending the braided products in (20) and (21) as
follows: (
f(xi)⊗ f ′(yj)
)
⊙L
(
g(xk)⊗ g′(yl)
)
≡
[
f
x
⊛W−1
(
R−1[1] ⊲W(g)
)]
⊗
[
W−1
(
R−1[2] ⊲W(f
′)
) y
⊛ g′
]
, (27)
and similarly(
f(xi)⊗ f ′(yj)
)
⊙L¯
(
g(xk)⊗ g′(yl)
)
≡
[
f
x
⊛W−1
(
R[2] ⊲W(g)
)]
⊗
[
W−1
(
R[1] ⊲W(f
′)
) y
⊛ g′
]
, (28)
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where f, g ∈ Ax and f
′, g′ ∈ Ay.
2.2 Definition and basic properties of q-deformed trans-
lations
Before introducing q-translations, it is useful to make contact with the notion
of a cross product algebra [56]. It is well-known that we can combine a
Hopf algebra H with its representation space Aq to form a left cross product
algebra Aq ⋊H built on Aq ⊗H with product
(a⊗ h)(b⊗ g) = a(h(1) ⊲ b)⊗ h(2)g, a, b ∈ Aq, h, g ∈ H. (29)
There is also a right-handed version of this notion called a right cross product
algebra H⋉A and built on H⊗A with product
(h⊗ a)(g ⊗ b) = hg(1) ⊗ (a ⊳ g(2))b. (30)
When Aq is a q-deformed quantum space the cross product algebras have a
Hopf structure. On quantum space generators the corresponding coproduct,
antipode, and counit take the form [22, 23]
∆L¯(X
i) = X i ⊗ 1 + (L¯x)
i
j ⊗X
j ,
∆L(X
i) = X i ⊗ 1 + (Lx)
i
j ⊗X
j , (31)
SL¯(X
i) = −S(L¯x)
i
j X
j,
SL(X
i) = −S(Lx)
i
j X
j, (32)
εL¯(X
i) = εL(X
i) = 0. (33)
There are opposite Hopf structures related to the above ones via
∆R¯/R = τ ◦∆L¯/L, SR¯/R = S
−1
L¯/L
, εR¯/R = εL¯/L, (34)
where τ shall denote the usual transposition of tensor factors. Notice that
for the antipodes SR and SR¯ it holds
SR¯(X
i) = −XjS−1(L¯x)
i
j,
SR(X
i) = −XjS−1(Lx)
i
j, (35)
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which is a direct consequence of the Hopf algebra axiom
a(2)S
−1(a(1)) = ε(a). (36)
An essential observation is that coproducts of coordinates imply their
translations [23,41,44,46,57,58]. This can be seen as follows. The coproduct
on coordinates is an algebra homomorphism. If the coordinates constitute a
module coalgebra then the algebra structure of the coordinates X i is carried
over to their coproduct ∆A(X
i). More formally, we have
∆A(X
iXj) = ∆A(X
i)∆A(X
j) and ∆A(h⊲X
i) = ∆(h)⊲∆A(X
i). (37)
Due to this fact we can think of (31) as nothing other than an addition law
for q-deformed vector components.
To proceed any further we have to realize that our algebra morphism
W−1 can be extended by
W−1L : Aq ⋊H −→ A,
W−1L ((X
1)i1 . . . (Xn)in ⊗ h) ≡ W−1((X1)i1 . . . (Xn)in) ε(h), (38)
or
W−1R : H⋉Aq −→ A,
W−1R (h⊗ (X
1)i1 . . . (Xn)in) ≡ ε(h)W−1((X1)i1 . . . (Xn)in), (39)
with ε being the counit of the Hopf algebra H. The meaning of the definitions
in (38) and (39) becomes more clear when we assume the existence of a
vacuum state |0〉 with
〈0|(X1)i1 . . . (Xn)in|0〉 =W−1((X1)i1 . . . (Xn)in),
〈0|0〉 = 1. (40)
Furthermore, we require for the vacuum state to be invariant under symmetry
operations, i.e.
h|0〉 = ε(h)|0〉. (41)
Combining (38) and (39) then yields
〈0|(X1)i1 . . . (Xn)inh|0〉 = 〈0|(X1)i1 . . . (Xn)in|0〉ε(h)
13
=W−1((X1)i1 . . . (Xn)in)ε(h) =W−1L ((X
1)i1 . . . (Xn)in ⊗ h). (42)
Similar considerations hold for W−1R .
With these mappings at hand we are able to introduce q-deformed trans-
lations:
f(xi ⊕L/L¯ y
j) ≡ ((W−1L ⊗W
−1
L ) ◦∆L/L¯)(W(f)),
f(xi ⊕R/R¯ y
j) ≡ ((W−1R ⊗W
−1
R ) ◦∆R/R¯)(W(f)), (43)
f(⊖L/L¯ x
i) ≡ (W−1R ◦ SL/L¯)(W(f)),
f(⊖R/R¯ x
i) ≡ (W−1L ◦ SR/R¯)(W(f)). (44)
The following formulae referring to the Manin plane shall serve as concrete
examples:
f(xi ⊕L y
j) =
∞∑
k1,k2=0
(x1)k1(x2)k2
[[k1]]q−2 ![[k2]]q−2 !
(
(D1q−2)
k1(D2q−2)
k2f
)
(q−k2y1), (45)
f(⊖L x
i) = q−(nˆx1 )
2−(nˆx2)
2−2nˆx1 nˆx2 f(−qx1,−qx2). (46)
It should be mentioned that Eq. (45) can be seen as q-deformed version of
the Taylor rule in two dimensions.
It is useful to notice that the considerations so far provide us with nothing
other than a realization of a braided Hopf algebra on an algebra of commuting
coordinates. For this reason we take another point of view which is provided
by category theory. A category is a collection of objects X, Y, Z, . . . together
with a set Mor(X, Y ) of morphisms between two objects X, Y . The composi-
tion of morphisms has similar properties as the composition of maps. We are
interested in tensor categories. These categories have a product, denoted ⊗
and called the tensor product. It admits several ’natural’ properties such as
associativity and existence of a unit object. For a more formal treatment we
refer to Refs. [33, 34, 47, 59]. If the action of a quasitriangular Hopf algebra
H on the tensor product of two quantum spaces X and Y is defined by
h ⊲ (v ⊗ w) = (h(1) ⊲ v)⊗ (h(2) ⊲ w) ∈ X ⊗ Y, h ∈ H, (47)
then the representations (quantum spaces) of the given Hopf algebra H are
14
the objects of a tensor category.
In this tensor category exist a number of morphisms of particular impor-
tance that are covariant with respect to the Hopf algebra action. First of all,
for any pair of objects X, Y there is an isomorphism ΨX,Y : X⊗Y → Y ⊗X
such that (g ⊗ f) ◦ ΨX,Y = ΨX′,Y ′ ◦ (f ⊗ g) for arbitrary morphisms f ∈
Mor(X,X ′) and g ∈Mor(Y, Y ′). In addition to this one requires the hexagon
axiom to hold. The hexagon axiom is the validity of the two conditions
ΨX,Z ◦ΨY,Z = ΨX⊗Y,Z , ΨX,Z ◦ΨX,Y = ΨX,Y⊗Z . (48)
A tensor category equipped with such mappings ΨX,Y for each pair of objects
X, Y is called a braided tensor category. The mappings ΨX,Y as a whole are
often referred to as the braiding of the tensor category. Furthermore, for any
quantum space algebra X in this category there are morphisms ∆ : X →
X⊗X, S : X → X, and ε : X → C forming a braided Hopf algebra, i.e. ∆, S,
and ε obey the usual axioms of a Hopf algebra, but now as morphisms in the
braided category. At this point, it should be noted that the inverse mappings
Ψ−1X,Y give a braiding as well, to which we can assign another braided Hopf
structure denoted in the following by ∆¯ : X → X ⊗ X, S¯ : X → X, and
ε¯ : X → C. For further details we recommend Refs. [47], [50], and [60].
In what follows it is important to realize that braided products and q-
deformed translations are linked to the braiding mappings and the Hopf
structures of a braided Hopf algebra, respectively. This way the axioms
of a braided Hopf algebra carry over to the corresponding operations on
commutative algebras. To this end, we first collect the axioms of a braided
Hopf algebra, which are given by (see for example Ref. [35])
m ◦ (S ⊗ S) ◦Ψ−1 = m ◦Ψ−1 ◦ (S ⊗ S) = S ◦m,
m ◦ (S¯ ⊗ S¯) ◦Ψ = m ◦Ψ ◦ (S¯ ⊗ S¯) = S¯ ◦m, (49)
m ◦ (S−1 ⊗ S−1) ◦Ψ = m ◦Ψ ◦ (S−1 ⊗ S−1) = S−1 ◦m,
m ◦ (S¯−1 ⊗ S¯−1) ◦Ψ−1 = m ◦Ψ−1 ◦ (S¯−1 ⊗ S¯−1) = S¯−1 ◦m, (50)
and
∆ ◦ S = (S ⊗ S) ◦ (Ψ ◦∆),
∆¯ ◦ S¯ = (S¯ ⊗ S¯) ◦ (Ψ−1 ◦ ∆¯), (51)
15
(Ψ ◦∆) ◦ S−1 = (S−1 ⊗ S−1) ◦∆,
(Ψ−1 ◦ ∆¯) ◦ S¯−1 = (S¯−1 ⊗ S¯−1) ◦ ∆¯, (52)
where m denotes multiplication in the quantum space algebra. Furthermore,
there are the axioms
m ◦ (S ⊗ id) ◦∆ = m ◦ (id⊗ S) ◦∆ = ε,
m ◦ (S¯ ⊗ id) ◦ ∆¯ = m ◦ (id⊗ S¯) ◦ ∆¯ = ε¯, (53)
m ◦ (S−1 ⊗ id) ◦ (Ψ ◦∆) = m ◦ (id⊗ S−1) ◦ (Ψ ◦∆) = ε,
m ◦ (S¯−1 ⊗ id) ◦ (Ψ−1 ◦ ∆¯) = m ◦ (id⊗ S¯−1) ◦ (Ψ−1 ◦ ∆¯) = ε¯. (54)
It is our aim to reformulate the above axioms in terms of the new op-
erations on commutative coordinate algebras. For this to achieve we need
a kind of dictionary which contains the correspondence between the set of
morphisms in the braided category and the new operations on commutative
algebras:
∆→ f(xi ⊕L y
j), S → f(⊖L x
i),
∆¯→ f(xi ⊕L¯ y
j), S¯ → f(⊖L¯ x
i), (55)
Ψ ◦∆→ f(xi ⊕R y
j), S−1 → f(⊖R x
i),
Ψ−1 ◦ ∆¯→ f(xi ⊕R¯ y
j), S¯−1 → f(⊖R¯ x
i), (56)
Ψ→ f(xi) ⊙L¯ g(y
j), Ψ−1 → f(xi) ⊙L g(y
j),
m→ f ⊛ g. (57)
In addition to this, we should mention that
f(xi ⊕L y
j) = f(xi ⊕R¯ y
j),
f(xi ⊕L¯ y
j) = f(xi ⊕R y
j), (58)
and
f(⊖L x
i) = f(⊖R¯ x
i),
f(⊖L¯ x
i) = f(⊖R x
i). (59)
These identifications follow from arguments similar to those leading to (24) or
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from a direct inspection of the explicit formulae for q-deformed translations
[41].
Now, we are ready to rewrite the axioms in (49) and (50) as
f(⊖L x
i)⊙L g(⊖L x
j) = (f ⊛ g)(⊖L x
i),
f(⊖L¯ x
i)⊙L¯ g(⊖L¯ x
j) = (f ⊛ g)(⊖L¯ x
i), (60)
f(⊖R x
i)⊙R g(⊖R x
j) = (f ⊛ g)(⊖R x
i),
f(⊖R¯ x
i)⊙R¯ g(⊖R¯ x
j) = (f ⊛ g)(⊖R¯ x
i). (61)
Notice that we take the convention that tensor factors which are addressed
by the same coordinates have to be multiplied via the star product. This
means, for example,
f(xi)⊙L¯ g(x
j) = (R[2] ⊲ g(x
j))
x
⊛ (R[1] ⊲ f(x
i)). (62)
Likewise we find from the axioms in (51) and (52) that
f(⊖L(x
i ⊕L y
j)) = f((⊖L x
i)⊕R (⊖L y
j)),
f(⊖L¯(x
i ⊕L¯ y
j)) = f((⊖L¯ x
i)⊕R¯ (⊖L¯ y
j)), (63)
f(⊖R(x
i ⊕R y
j)) = f((⊖R x
i)⊕L (⊖R y
j)),
f(⊖R¯(x
i ⊕R¯ y
j)) = f((⊖R¯ x
i)⊕L¯ (⊖R¯ y
j)). (64)
Furthermore, we are able to translate the axioms in (53) and (54) into the
identities
f((⊖L x
i)⊕L x
j) = f(xi ⊕L (⊖L x
j)) = f(0),
f((⊖L¯ x
i)⊕L¯ x
j) = f(xi ⊕L¯ (⊖L¯ x
j)) = f(0), (65)
f((⊖R x
i)⊕R x
j) = f(xi ⊕R (⊖R x
j)) = f(0),
f((⊖R¯ x
i)⊕R¯ x
j) = f(xi ⊕R¯ (⊖R¯ x
j)) = f(0), (66)
where
f(0) ≡ ε(W(f)) = f(xi)
∣∣
xi=0
. (67)
Notice that a function being q-translated depends on two sets of coordinates.
In the above formulae the tensor factors corresponding to these coordinates
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again have to be multiplied via the star product. The expressions for star
products given in the work of Ref. [37] can easily be adapted to this task. In
the case of the quantum plane, for example, we have
f(xi, xj) = q−nˆx2 nˆy1 f(xi, yi)
∣∣
yi→xi
. (68)
Finally, the property of the coproduct to be an algebra homomorphism [cf.
(37)] gives rise to
(f ⊛ g)(xi ⊕L y
j) = f(xi ⊕L y
j) ⊙L g(x
i ⊕L y
j),
(f ⊛ g)(xi ⊕L¯ y
j) = f(xi ⊕L¯ y
j) ⊙L¯ g(x
i ⊕L¯ y
j), (69)
(f ⊛ g)(xi ⊕R y
j) = f(xi ⊕R y
j) ⊙R g(x
i ⊕R y
j),
(f ⊛ g)(xi ⊕R¯ y
j) = f(xi ⊕R¯ y
j) ⊙R¯ g(x
i ⊕R¯ y
j). (70)
To understand the right-hand side of the above equalities recall that each
function being translated lives in a tensor product of two coordinate algebras.
So functions that undergo the same q-translation have to be multiplied by
the q-deformed tensor product of (27) or (28).
As we know, classical translations form a group. Considering q-deformed
translations we can detect reminiscences of the group axioms satisfied by
classical translations. We wish to illustrate this observation by the following
calculation:
f((xi ⊕L y
j)⊕L (⊖Ly
k)) = f(xi ⊕L (y
j ⊕L (⊖Ly
k)))
= f(xi ⊕L 0) = f(x
i). (71)
The first equality means associativity of q-deformed translations and follows
from coassociativity of comultiplication. The second equality results from
the identities in (65), which concern the existence of inverse elements. The
last equality, which is a consequence of the Hopf algebra axiom
(id⊗ ε) ◦∆ = (ε⊗ id) ◦∆ = id, (72)
tells us that we have an identity element.
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2.3 Conjugation properties and crossing symmetries
Now, we would like to discuss the conjugation properties of our quantum
spaces. First of all, let us recall that our quantum spaces are endowed with
a mapping a→ a¯ that makes them ∗-algebras, i.e.
αa+ βb = α¯a¯+ β¯b¯, a¯ = a, ab = b¯a¯, (73)
with α, β ∈ C and a, b ∈ Aq. This mapping can be extended to tensor
products of quantum spaces by
(a⊗ b) = b¯⊗ a¯. (74)
A quantum space generator is said to be real if
X i = Xi = gijX
j = X¯i, (75)
where gij stands for the corresponding quantum metric. Notice that the
quantum metric allows us to raise and lower indices as usual (see also Ap-
pendix A). From Eq. (75) we see that conjugating coordinates changes their
transformation properties, i.e. contravariant coordinates become covariant
and vice versa. However, there is one exception from (75) since the time
element X0 for q-deformed Minkowski space is imaginary, i.e. it fulfills
X0 = −X0 = −g00X
0 = X0 = −X¯0. (76)
So iX0 is a real coordinate. In order to simplify our considerations we will as-
sume that all quantum space coordinates are real. For q-deformed Minkowski
space this requires to deal with iX0 instead of X0.
Next, we wish to focus our attention on the conjugation properties of the
L-matrices. Applying the conjugation properties of the symmetry generators
to the explicit form of the L-matrices (see for example Ref. [43]) one can
check the identities
(Lx)ij = gik (L¯x)
k
l g
lj,
(L¯x)ij = gik (Lx)
k
l g
lj. (77)
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With these relations at hand we can proceed as follows:
X ia = (1⊗X i)(a⊗ 1) =
(
(L¯x)
i
j ⊲ a
)
⊗Xj
= X¯j ⊗
(
a¯ ⊳ (L¯x)
i
j
)
= X¯j ⊗
(
a¯ ⊳ (Lx)
k
l gikg
lj
)
= gik X¯
l ⊗
(
a¯ ⊳ (Lx)
k
l
)
= gik(1⊗ a¯)(X¯
k ⊗ 1)
= (1⊗ a¯)(X¯i ⊗ 1) = a¯ X¯i. (78)
For arbitrary quantum space elements we analogously get
ab = (1⊗ a)(b⊗ 1) = (R[2] ⊲ b)⊗ (R[1] ⊲ a)
= (a¯ ⊳R[2])⊗ (b¯ ⊳R[1]) = (1⊗ b¯)(a¯⊗ 1)
= b¯a¯, (79)
where for the third equality we used that the universal R-matrix is real in
the sense
R[1] ⊗R[2] = R[2] ⊗R[1]. (80)
It should be mentioned that the result in (79) remains unchanged if we use
the braiding induced by τ ◦R−1. The product in (78) and (79) should not be
confused with that in (73). In (73) a and b live in the same quantum space,
but in (78) and (79) this is not the case. Introducing the braiding mappings
ΨAq ,A′q(a⊗ b) ≡ (R[2] ⊲ b)⊗ (R[1] ⊲ a),
Ψ−1
Aq ,A
′
q
(a⊗ b) ≡ (R−1[1] ⊲ b)⊗ (R
−1
[2] ⊲ a), (81)
the results of the above considerations can be reformulated as
ΨAq ,A′q(a⊗ b) = ΨAq,A
′
q
(b¯⊗ a¯),
Ψ−1
Aq ,A
′
q
(a⊗ b) = Ψ−1
Aq,A
′
q
(b¯⊗ a¯). (82)
In very much the same way as in (78) we can compute for the coproduct
of single quantum space generators
∆L(X i) = (X i ⊗ 1 + (Lx)
i
j ⊗X
j)
= 1⊗ X¯i + X¯j ⊗ (Lx)ij
= 1⊗ X¯i + X¯j ⊗ gik (L¯x)
k
l g
lj
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= 1⊗ gikX¯
k + X¯ l ⊗ gik (L¯x)
k
l
= ∆R¯(gikX¯
k) = ∆R¯(X¯i). (83)
This result confirms (cf. Ref. [50]),
τ ◦ (∗ ⊗ ∗) ◦∆L/L¯ = ∆R¯/R ◦ ∗, (84)
where ∗ symbolizes the operation for conjugation. Similar considerations
hold for the corresponding antipodes. As an example we give
SL(X i) = −S(Lx)ij X
j = −X¯j S(Lx)ij
= −X¯j S
−1(Lx)
i
j = −X¯j gik g
lj S−1(L¯x)
k
l
= −gik X¯
l S−1(L¯x)
k
l = SR¯(X¯i), (85)
where the third equality makes use of the identity ∗ ◦ S = S−1 ◦ ∗. The
calculation in (85) and its counterparts for SL¯ and SR imply
∗ ◦ SL/L¯ = SR¯/R ◦ ∗. (86)
Essentially for us is the fact that the conjugation on a quantum space Aq
induces a mapping on the corresponding commutative algebra A. This can
be achieved through
W( f(xi) ) =W(f(xi)) or f(xi) =W−1(W(f(xi)) ), (87)
i.e. the algebra isomorphism W intertwines the conjugation on the quantum
space algebra with that on the corresponding commutative algebra. Since we
assume that a commutative function f(xi) can be written as a power series
we especially have
f(xi) =
∑
k1,...,kn
f¯k1,...,kn (x
1)k1 . . . (xn)kn, (88)
where f¯k1,...,kn denotes the complex conjugate of the coefficient fk1,...,kn. Thus,
it suffices to know how monomials behave under conjugation:
(x1)k1 . . . (xn)kn =W−1
(
(X1)k1 . . . (Xn)kn
)
=W−1
(
(Xn)kn . . . (X1)k1
)
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=W−1
(
(Xn)
kn . . . (X1)
k1
)
=W−1
(
(gnn¯X
n¯)kn . . . (g11¯X
1¯)k1
)
=W−1
(
(g1¯1X
1)kn . . . (gn¯nX
n)k1
)
= (g1¯1x
1)kn . . . (gn¯nx
n)k1. (89)
Notice that in the third equality we have introduced for each index i a so-
called conjugate index i(≡ n + 1 − i). For the quantum spaces we are con-
sidering for physical reasons the conjugate indices are given by
(i) (quantum plane) i ≡ 3− i, i = 1, 2,
(ii) (three-dimensional Euclidean space) (+, 3,−) = (−, 3,+),
(iii) (four-dimensional Euclidean space) i ≡ 5− i, i = 1, . . . , 4,
(iv) (q-deformed Minkowski space) (+, 3, 0,−) = (−, 3, 0,+).
One should also realize that there is no summation over repeated indices in
(89), since the non-vanishing entries of the quantum metric are given by gii or
g ii for all possible values of i. Finally, we can summarize our considerations
by
f(xi) = f¯( xi ) ≡ f¯(xi)
∣∣
xi→gii x
i , (90)
where
f¯(xi)
∑
k1,...,kn
f¯k1,...,kn (x
1)k1 . . . (xn)kn . (91)
Now, we are in a position to describe the conjugation properties of star
products, braided products, and q-deformed translations. First of all, from
(73) and (87) it follows directly that
f(xi)⊛ g(xj) =W−1
(
W (f)W (g)
)
=W−1
(
W (f)W (g)
)
=W−1
(
W (g)W (f)
)
=W−1
(
W (g¯)W(f¯ )
)
=W−1
(
W (g¯)
)
W−1
(
W(f¯ )
)
= g(xi)⊛ f(xj). (92)
It should also be clear from what we have done so far that the relations in
(82) give rise to the following identities:
f(xi)⊙L g(yj) = g(yj)⊙R¯ f(x
i) = g(yj)⊙L f(xi),
22
f(xi)⊙L¯ g(y
j) = g(yj)⊙R f(xi) = g(yj)⊙L¯ f(x
i). (93)
Furthermore, we can write down commutative counterparts of the relations
in (84) and (86). Towards this end, we perform the calculation
f(xi ⊕L/L¯ y
j)
(43)
=
(
W−1L ⊗W
−1
L
)
◦∆L/L¯(W(f))
=
(
W−1R ⊗W
−1
R
)(
∆L/L¯(W(f))
)
(84)
=
(
W−1R ⊗W
−1
R
)(
∆R¯/R(W(f) )
)
(87)
=
(
W−1R ⊗W
−1
R
)(
∆R¯/R(W(f¯ ))
)
= f¯(( yj )⊕R¯/R ( xi )), (94)
and similarly
f(⊖L/L¯ xi)
(44)
= W−1R
(
SL/L¯(W(f))
)
=W−1L
(
SL/L¯(W(f))
)
(86)
= W−1L
(
SR¯/R(W(f) )
) (87)
= W−1L
(
SR¯/R(W(f¯ ))
)
= f¯(⊖R¯/R ( xi )). (95)
Notice that in (94) and (95) we make use of
W−1L (ah) =W
−1
R (h¯a¯),
W−1R (ha) =W
−1
L (a¯h¯), (96)
where a ∈ Aq and h ∈ H. To sum up, the above considerations leave us with
the rules
f(xi ⊕L/L¯ y
j) = f¯(( yj )⊕R¯/R ( x
i )),
f(xi ⊕R/R¯ y
j) = f¯(( yj )⊕L¯/L ( x
i )), (97)
f(⊖L/L¯ x
i) = f¯(⊖R¯/R ( x
i )),
f(⊖R/R¯ x
i) = f¯(⊖L/L¯ ( x
i )). (98)
Our last comment in this section concerns the existence of crossing sym-
metries. They are based on the observation that the R-matrix and its inverse
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are related to each other by
Rˆijkl
q→1/q
←→ (Rˆ−1)i j
k l
. (99)
This means that substituting 1/q for q we obtain from the entries of the R-
matrix those of its inverse, but now labeled by the corresponding conjugate
indices. The crossing symmetries are responsible for a number of remarkable
correspondences. In the following we would like to present some of these
correspondences.
In Ref. [37] we derived operator expressions for calculating star products.
These formulae refer to a given normal ordering, but due to the crossing sym-
metries they can easily be transformed into expressions holding for reversed
normal ordering. In other words, if we use as algebra homomorphism
W˜ : A −→ Aq,
W˜((x1)i1 . . . (xn)in) = (Xn)in . . . (X1)i1 , (100)
we get formulae for star products that can be obtained from those for the
algebra homomorphism W [cf. (5)] via the transition
f ⊛ g
i
q
↔
↔
i
1/q
←→ f ⊛˜ g, (101)
where the symbol
i
q
↔
↔
i
1/q
←→ now denotes the substitutions
Diqa → D
i
q−a , nˆxi → nˆxi , q → q
−1. (102)
Notice that the tilde in Eq. (101) shall remind us of the fact that the star
product on the left-hand side refers to the algebra homomorphism W˜ . In the
case of the Manin plane the relationship in Eq. (101), for example, becomes
f(xi)⊛ g(xj) =
[
q−nˆx2 nˆy1f(xi)g(yj)
]
y→x
i
q
↔
↔
i
1/q
←→
[
qnˆx1 nˆy2f(xi)g(yj)
]
y→x
= f(xi) ⊛˜ g(xj). (103)
In Refs. [41] and [42] we calculated explicit formulae for q-translations
and braided products. The crossing symmetries we could read off from our
results are sketched in Fig. 1. Notice that expressions linked by an arrow
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x↔ y
q ↔ 1/q
x↔ y
ordering
is reversed
q ↔ 1/q
x↔ y
ordering
is reversed
ordering is reversed
ordering is reversed
i↔ i q ↔ 1/q
i↔ i q ↔ 1/q
⊙R,⊕R,⊖R
⊙L,⊕L,⊖L
⊙R¯,⊕R¯,⊖R¯
⊙L¯,⊕L¯,⊖L¯
Figure 1: Crossing-symmetries for braided products and q-translations
can be transformed into each other. The transition i ↔ i means that we
have to substitute for each coordinate index the conjugate one. In the same
way, q ↔ 1/q requires to interchange q and its inverse. The symbol x ↔ y
indicates that the variables corresponding to different tensor factors have to
be interchanged. Finally, the label ’ordering is reversed’ tells us that the
corresponding expressions refer to different algebra isomorphisms (given by
W and W˜).We wish to illustrate these descriptions by the following example:
f(xi ⊕L y
j) =
∞∑
k1,k2=0
(x1)k1(x2)k2
[[k1]]q−2 ![[k2]]q−2 !
(
(D1q−2)
k1(D2q−2)
k2f
)
(q−k2y1)
i
q
↔
↔
i
1/q
←→ f(xi ⊕L¯ y
j) =
∞∑
k1,k2=0
(x2)k2(x1)k1
[[k1]]q2 ![[k2]]q2 !
(
(D1q2)
k1(D2q2)
k2f
)
(qk1y2)
x
q
↔
↔
y
1/q
←→ f(xi ⊕R¯ y
j) =
∞∑
k1,k2=0
(y1)k1(y2)k2
[[k1]]q−2![[k2]]q−2 !
(
(D1q−2)
k1(D2q−2)
k2f
)
(q−k1y2).
(104)
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One should also keep in mind that the expressions for braided products
and q-deformed translations depend on the choice for the normal ordering.
Sometimes it is convenient to work with different normal orderings at the
same time. However, a physical theory should be formulated in terms of
objects referring to the same normal ordering. Thus, we need operators that
enable us to transform a commutative function to another one representing
the same quantum space element but now for reversed ordering. For the
quantum spaces we are interested in the explicit form of these operators can
be found in the work of Ref. [38]. In the case of the Manin plane, for example,
they are given by
f˜(x2, x1) = Uˆ(f(x1, x2)) = qnˆx1 nˆx2 f(x1, x2),
f(x1, x2) = Uˆ−1(f˜(x2, x1)) = q−nˆx1 nˆx2 f˜(x2, x1). (105)
Notice that we take the convention that the underlying normal ordering is
indicated by the order in which the arguments of commutative functions are
arranged.
3 Partial derivatives on quantum spaces
There are q-deformed analogs of partial derivatives, which act upon the al-
gebra of quantum space coordinates [19–21]. In our approach the role of
q-deformed partial derivatives and coordinates is completely symmetrical,
i.e. partial derivatives show the same algebraic properties as quantum space
coordinates. In this manner, q-deformed partial derivatives span quantum
space algebras that are isomorphic to the quantum spaces they act upon.
Thus, we can conclude that the considerations of the previous section also
hold for the quantum space algebras of partial derivatives. In the present
section we focus attention on actions of partial derivatives.
3.1 Leibniz rules and representations of partial deriva-
tives
In analogy to (12) and (13) there are two possibilities for commutation rela-
tions between partial derivatives and quantum space coordinates. However,
the action of partial derivatives on quantum space coordinates requires to
modify the commutation relations in (12) and (13) in such a way that they
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take the form
∂iXj = gij + k(Rˆ−1)ijklX
k∂l,
∂ˆiXj = g¯ij + k−1RˆijklX
k∂ˆl, (106)
X i∂j = −gij + k(Rˆ−1)ijkl ∂
kX l,
X i∂ˆj = −g¯ij + k−1Rˆijkl ∂ˆ
kX l, (107)
where we have introduced a conjugate quantum metric g¯ij. One should notice
that in the case of the quantum plane it holds g¯ij = −gij. Otherwise we have
gij = g¯ij. The constant k is a power of q and takes on the values
(i) (quantum plane) k = q2,
(ii) (three-dimensional Euclidean space) k = 1,
(iii) (four-dimensional Euclidean space) k = q,
(iv) (q-deformed Minkowski space) k = q−2.
Let us say a few words about the relationship between the partial deriva-
tives ∂i and ∂ˆi. In the former literature [18, 48] ∂i and ∂ˆi are seen to be
conjugate to each other. In our approach, however, the partial derivatives ∂i
and ∂ˆi differ from each other by a normalization factor, only. Concretely, we
have
∂ˆi = (α0)
−1k∂i, (108)
where α0 denotes the eigenvalue to the one-dimensional subspace of the vector
representation of the universal R-matrix. For the quantum spaces we are
interested in, relation (108) becomes
(i) (quantum plane) ∂ˆi = q3∂i,
(ii) (three-dimensional Euclidean space) ∂ˆA = q6∂A,
(iii) (four-dimensional Euclidean space) ∂ˆi = q4∂i,
(iv) (q-deformed Minkowski space) ∂ˆµ = q−4∂µ.
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From the q-deformed Leibniz rules in (106) and (107) we can derive right
and left actions of partial derivatives on quantum space elements. To this
end, we repeatedly apply the Leibniz rules to the product of a partial deriva-
tive with a normal ordered monomial of coordinates, until we obtain an
expression with all partial derivatives standing to the right of all quantum
space coordinates, i.e.
∂i(X1)k1 . . . (Xn)kn =
(
∂i(1) ⊲ (X
1)k1 . . . (Xn)kn
)
∂i(2). (109)
Taking the counit of all partial derivatives appearing on the right-hand side
finally yields the left action of ∂i, since we have(
∂i(1) ⊲ (X
1)k1 . . . (Xn)kn
)
ε(∂i(2)) = ∂
i ⊲ (X1)k1 . . . (Xn)kn. (110)
Right actions of partial derivatives can be calculated in a similar way if we
start from a partial derivative standing to the right of a normal ordered mono-
mial and commute it to the left of all quantum space coordinates. Instead of
(109) and (110), we now have
(X1)k1 . . . (Xn)kn∂i = ∂i(2)
(
(X1)k1 . . . (Xn)kn ⊳ ∂i(1)
)
(111)
and
ε(∂i(2))
(
(X1)k1 . . . (Xn)kn ⊳ ∂i(1)
)
= (X1)k1 . . . (Xn)kn ⊳ ∂i. (112)
The algebra isomorphismW allows us to introduce q-deformed derivatives
that act upon commutative functions. By means of the relations
W(∂i ⊲ f) = ∂i ⊲W(f), f ∈ A,
W(f ⊳ ∂i) =W(f) ⊳ ∂i, (113)
or
∂i ⊲ f ≡ W−1
(
∂i ⊲W(f)
)
,
f ⊳ ∂i ≡ W−1
(
W(f) ⊳ ∂i
)
, (114)
the actions of partial derivatives on the quantum space algebra Aq carry over
to the corresponding commutative algebra A. It should be obvious that each
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Leibniz rule in (106) and (107) leads to its own q-derivative:
∂iXj = gij + k(Rˆ−1)ijklX
k∂l ⇒ ∂i ⊲ f,
∂ˆiXj = g¯ij + k−1RˆijklX
k∂ˆl ⇒ ∂ˆi ⊲¯ f, (115)
X i∂j = −g¯ij + k(Rˆ−1)ijkl ∂
kX l ⇒ f ⊳¯ ∂i,
X i∂ˆj = −gij + k−1Rˆijkl ∂ˆ
kX l ⇒ f ⊳ ∂ˆi. (116)
In the work of Ref. [38] we derived operator representations for q-deformed
partial derivatives by applying these ideas. Our results can be viewed as
multi-dimensional versions of the celebrated Jackson derivative [55]. As an
example we write down the left representations for partial derivatives on the
two-dimensional quantum plane:
∂1 ⊲ f(x1, x2) = −q−1/2D2q2f(qx
1, x2),
∂2 ⊲ f(x1, x2) = q1/2D1q2f(x
1, q2x2). (117)
Next, we would like to discuss a point that is important for q-deformed
quantum mechanics. In our approach, as already mentioned, there is a sym-
metry between coordinates and partial derivatives with the exception that
under conjugation coordinates are real objects, while partial derivatives have
to be imaginary (see the discussion in the next subsection). However, if we
introduce momentum variables by setting P k ≡ i∂k, we obtain objects with
the very same conjugation properties as quantum space coordinates. With
these new variables the Leibniz rules in (106) and (107) now become
P k(iX l) = −gkl + k(Rˆ−1)klmn (iX
m)P n,
P k(iXˆ l) = −g¯kl + k−1Rˆklmn (iXˆ
m)P n, (118)
(iXk)P l = g¯kl + k(Rˆ−1)klmn P
m(iXn),
(iXˆk)P l = gkl + k−1Rˆklmn P
m(iXˆn). (119)
This means that
∂kp ≡ iX
k as well as ∂ˆkp ≡ iXˆ
k (120)
can play the role of partial derivatives on momentum space. In the case of
the Manin plane, however, we have to take into account an additional minus
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sign in the definition of ∂kp and ∂ˆ
k
p .
Furthermore, we see by comparing (118) with (106) and (119) with (107)
that the Leibniz rules for position and momentum space are linked via the
substitutions
Xk ←→ P k, ∂kx ←→ ∂
k
p , ∂ˆ
k
x ←→ ∂ˆ
k
p . (121)
Due to this fact, the actions of partial derivatives on momentum space take
on the same form as those for partial derivatives on coordinate space. To be
more specific we have the correspondences
∂kx ⊲ f(x
j)
x↔p
←→ ∂kp ⊲ f(p
j),
∂ˆkx ⊲¯ f(x
j)
x↔p
←→ ∂ˆkp ⊲¯ f(p
j), (122)
f(xj) ⊳ ∂ˆkx
x↔p
←→ f(pj) ⊳ ∂ˆkp ,
f(xj) ⊳¯ ∂kx
x↔p
←→ f(pj) ⊳¯ ∂kp , (123)
where
x↔p
←→ instructs us to substitute the momentum variable pi for each
space coordinate xi and vice versa. These observations should tell us that all
considerations for position space pertain equally for momentum space.
3.2 Conjugation properties and crossing symmetries
As already mentioned, partial derivatives obey the same algebra relations as
the corresponding quantum space coordinates. Since we require for partial
derivatives to be imaginary, they have to satisfy
∂i = −∂¯i = −∂i = −gij∂
j . (124)
Again, there is one exception from this rule, since in the case of the q-
deformed Minkowski space we have
∂0 = ∂¯0 = ∂0 = g00∂
0 = −∂0. (125)
Next, we would like to say a few words about the conjugation properties
of the actions of partial derivatives. To this aim, we examine how the Leibniz
rules in (106) and (107) change under conjugation. We have
∂iXj = gij + k(Rˆ−1)ijklX
k∂l
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⇒ −X¯j ∂¯i = g¯ij − k(Rˆ
−1)klij ∂¯lX¯k
⇒ Xj∂i = −g¯ij + k(Rˆ
−1)klij ∂lXk
⇒ X i∂j = −g¯ij + k(Rˆ−1)ijkl ∂
kX l, (126)
and likewise
∂ˆiXj = g¯ij + k−1RˆijklX
k∂ˆl
⇒ X i∂ˆj = −gij + k−1Rˆijkl ∂ˆ
kX l. (127)
The derivation in (126) makes use of (73), (75), and (124). In addition to
this, we need the identities
gij = gij = g¯ij , g¯ij = g¯
ij = gij,
(Rˆ±1)klij = (Rˆ
±1)klij = (Rˆ
±1)ijkl,
gmlgnk(Rˆ±1)ijkl = (Rˆ
±1)mnkl g
ligkj. (128)
The above considerations tell us that under conjugation the Leibniz rules
leading to left actions transform into those for right actions and vice versa.
However, this statement is only valid, if we deal with coordinates and partial
derivatives being respectively real and imaginary under conjugation. For q-
deformed Minkowski space this means that we have to work with iX0 and i∂0
instead of X0 and ∂0. In doing so, the quantum metric and the R-matrices
for q-deformed Minkowski space must be modified as follows:
gµν → iδµ0+δν0gµν ,
(Rˆ±1)µνρσ → i
δµ0+δν0(Rˆ±1)µνρσ i
δρ0+δσ0. (129)
The substitutions in (129) can be viewed as a q-analog of classical Wick rota-
tion. By virtue of the identifications in (115) and (116), we finally conclude
that the results of (126) and (127) imply the identities
∂i ⊲ f(xj) = −f(xj) ⊳¯ ∂i, f(xj) ⊳¯ ∂i = −∂i ⊲ f(xj),
∂ˆi ⊲¯ f(xj) = −f(xj) ⊳ ∂ˆi, f(xj) ⊳ ∂ˆi = −∂ˆi ⊲¯ f(xj). (130)
Next, we turn to the crossing symmetries for partial derivatives, since
they give a simple method to transform the different representations of par-
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tial derivatives into each other. In the case of partial derivatives crossing
symmetries represent the fact that we can make a transition between a Leib-
niz rule and its conjugate version by applying the substitutions
∂i ↔ ∂ˆi, X i ↔ X i, q ↔ q−1. (131)
For this to become more clear we write down the explicit form of the Leibniz
rules in the case of the two-dimensional quantum plane:
∂1X1 = qX1∂1,
∂1X2 = −q−1/2 + q2X2∂1, (132)
∂2X1 = q1/2 + q2X1∂2 − q2λX2∂1,
∂2X2 = qX2∂2. (133)
The substitutions in (131) indeed give the conjugate Leibniz rules, i.e.
∂ˆ1X1 = q−1X1∂ˆ1,
∂ˆ1X2 = q−1/2 + q−2X2∂ˆ1 + q−2λX1∂ˆ2, (134)
∂ˆ2X1 = −q1/2 + q−2X1∂ˆ2,
∂ˆ2X2 = q−1X2∂ˆ2. (135)
This correspondence is the deeper reason for the transition rules:
∂1 ⊲ f(x1, x2) = −q−1/2D2q2f(qx
1, x2)
i
q
→
→
i
1/q
←→ ∂ˆ2 ⊲¯ f(x2, x1) = −q1/2D1q−2f(q
−1x2, x1), (136)
∂2 ⊲ f(x1, x2) = q1/2D1q2f(x
1, q2x2)
i
q
→
→
i
1/q
←→ ∂ˆ1 ⊲¯ f(x2, x1) = q−1/2D2q−2f(x
2, q−2x1), (137)
where the transition symbol has the same meaning as in (102). It should
be noted that the above transition rules require to reverse the underlying
normal ordering.
It is also possible to establish a relationship between right and left ac-
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tions of partial derivatives. To this end, let us recall that the identities in
(130) enable us to derive right representations from left ones and vice versa.
Exploiting this idea one can show that in the case of the Manin plane we
have
∂1 ⊲ f(x1, x2) = −q−1/2D2q2f(qx
1, x2)
i↔i
←→ −f(x1, x2) ⊳¯ ∂2 = q−1/2D1q2f(x
1, qx2), (138)
∂2 ⊲ f(x1, x2) = q1/2D1q2f(x
1, q2x2)
i↔i
←→ −f(x1, x2) ⊳¯ ∂1 = −q1/2D2q2f(q
2x1, x2), (139)
where the symbol
i↔i
←→ stands for the substitutions
Diqa → D
i
qa , nˆxi → nˆxi, x
i → xi. (140)
These reasonings carry over to the other quantum spaces we are con-
sidering without any problem. In general, the correspondences between the
different representations diagrammatically appear as in Fig. 2. For the sake
of completeness we want to list the normal orderings that lead to the simplest
expressions for unconjugate left actions of partial derivatives:
(i) (quantum plane) (X1)n1(X2)n2 ,
(ii) (three-dimensional Euclidean space) (X+)n+(X3)n3(X−)n−,
(iii) (four-dimensional Euclidean space) (X4)n4(X3)n3(X2)n2(X1)n1,
(iv) (q-deformed Minkowski space) (X−)n−(X3/0)n3/0(X3)n3(X+)n+ .
3.3 Further correspondences between actions of par-
tial derivatives
Next, we would like to mention that the operations introduced in (44) inter-
twine the actions of partial derivatives with their conjugate counterparts, as
was pointed out in Ref. [50]. Using the explicit form for the actions of partial
derivatives and that for the operations in (44) one directly verifies that
∂ˆi ⊲¯
(
f(⊖R x
j)
)
= −(∂i ⊲ f)(⊖R x
j),
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Figure 2: Crossing-symmetries for q-deformed partial derivatives
∂i ⊲
(
f(⊖R¯ x
j)
)
= −(∂ˆi ⊲¯ f)(⊖R¯ x
j), (141)
(
f(⊖L¯ x
j)
)
⊳ ∂ˆi = −(f ⊳¯ ∂i)(⊖L¯ x
j),(
f(⊖L x
j)
)
⊳¯ ∂i = −(f ⊳ ∂ˆi)(⊖L x
j). (142)
It should be noticed that in the case of the Manin plane the minus sign on
the right-hand side must be dropped.
From (141) and (142) we can derive further relations which also intertwine
the actions of partial derivatives with their conjugate versions. To clarify this
assertion we start from the first identity in (141) and proceed as follows:
∂ˆi ⊲¯
(
f(⊖R x
j)
)
= −(∂i ⊲ f)(⊖R x
j),
⇒ ∂ˆi ⊲¯ S−1(W(f)) = −S−1(∂i ⊲W(f)),
⇒ S
(
∂ˆi ⊲¯ S−1(W(f))
)
= −∂i ⊲W(f),
⇒ S
(
∂ˆi ⊲¯W(f)
)
= −∂i ⊲ S(W(f)),
⇒ (∂ˆi ⊲¯ f)(⊖L x
j) = −∂i ⊲
(
f(⊖L x
j)
)
. (143)
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The first step uses (44) and (114). For the second step we hit both sides of the
second relation by the antipode. For the third step we substitute S(W(f))
forW(f) and the final result is obtained by applying the definitions in (114).
Repeating the same steps for the other identities in (141) and (142) gives us
(∂i ⊲ f)(⊖L¯ x
j) = −∂ˆi ⊲¯
(
f(⊖L¯ x
j)
)
, (144)
(f ⊳ ∂ˆi)(⊖R¯ x
j) = −
(
f(⊖R¯ x
j)
)
⊳¯ ∂i,
(f ⊳¯ ∂i)(⊖R x
j) = −
(
f(⊖R x
j)
)
⊳ ∂ˆi. (145)
Our last comment in this section concerns the fact that we can switch
between right and left representations of partial derivatives by means of the
antipode and its inverse. Concretely, we have the identities
∂i ⊲ f(xk) = f(xk) ⊳ SL(∂
i) = −
(
f(xk) ⊳ S(L∂)
i
j
)
⊳ ∂j
= −
(
(L∂)
i
j ⊲ f(x
k)
)
⊳ ∂j ,
∂i ⊲¯ f(xk) = f(xk) ⊳¯ SL¯(∂
i) = −
(
f(xk) ⊳ S(L¯∂)
i
j
)
⊳¯ ∂j
= −
(
(L¯∂)
i
j ⊲ f(x
k)
)
⊳¯ ∂j , (146)
f(xk) ⊳ ∂i = SR(∂
i) ⊲ f(xk) = −∂j ⊲
(
S−1(L∂)
i
j ⊲ f(x
k)
)
= −∂j ⊲
(
f(xk) ⊳ (L∂)
i
j
)
,
f(xk) ⊳¯ ∂i = SR¯(∂
i) ⊲¯ f(xk) = −∂j ⊲¯
(
S−1(L¯∂)
i
j ⊲ f(x
k)
)
= −∂j ⊲¯
(
f(xk) ⊳ (L¯∂)
i
j
)
, (147)
where we used (32) and (35).
4 Dual pairings and q-exponentials
In this section we deal with dual pairings and exponentials for q-deformed
quantum spaces. Let us recall that the comodules of a given quantum group
form the objects of a braided tensor category [cf. Section 2]. In what follows
we suppose that for each quantum space algebra Aq in the braided tensor cat-
egory we have a dual object A∗q living in the same category. Our assumption
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means that in our tensor category we have dual pairings
〈. , .〉 : Aq ⊗A
∗
q → C with
〈
ea, f
b
〉
= δba,
〈. , .〉′ : A∗q ⊗Aq → C with
〈
f b, ea
〉′
= δba, (148)
where {ea} is a basis in Aq and {f
b} a dual basis in A∗q.
4.1 Definition and basic properties of dual pairings
In Ref. [46] it was shown that the algebra of quantum space coordinates and
that of the corresponding partial derivatives are dual to each other. The dual
pairing is given by
〈. , .〉 : A∗q ⊗Aq → C with
〈
f(∂i), g(Xj)
〉
≡ ε(f(∂i) ⊲ g(Xj)), (149)
or
〈. , .〉′ : Aq ⊗A
∗
q → C with
〈
f(X i), g(∂j)
〉′
≡ ε(f(X i) ⊳ g(∂j)). (150)
As usual the above pairings carry over to commutative algebras by means of
the algebra isomorphism W, i.e.
〈. , .〉 : A∗ ⊗A → C with
〈
f(∂i), g(xj)
〉
≡
〈
W(f(∂i)),W(g(xj))
〉
, (151)
and likewise
〈. , .〉′ : A⊗A∗ → C with
〈
f(xi), g(∂j)
〉′
≡
〈
W(f(xi)),W(g(∂j))
〉′
. (152)
Since the partial derivatives can act on coordinates in four different ways,
there are four possibilities for defining a pairing between coordinates and
derivatives. More concretely, we have the pairings〈
f(∂i), g(xj)
〉
L,R¯
≡ (f(∂i) ⊲ g(xj))|xj=0 = (f(∂
i) ⊳¯ g(xj))|∂i=0,〈
f(∂ˆi), g(xj)
〉
L¯,R
≡ (f(∂ˆi) ⊲¯ g(xj))|xj=0 = (f(∂ˆ
i) ⊳ g(xj))|∂i=0, (153)
〈
f(xi), g(∂j)
〉
L,R¯
≡ (f(xi) ⊳¯ g(∂j))|xi=0 = (f(x
i) ⊲ g(∂j))|∂j=0,〈
f(xi), g(∂ˆj)
〉
L¯,R
≡ (f(xi) ⊳ g(∂ˆj))|xi=0 = (f(x
i) ⊲¯ g(∂ˆj))|∂j=0. (154)
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Notice that in (153) and (154) a label is introduced to characterize the
different pairings. Its meaning can be understood in the following way. The
left and right indices refer to the left and right arguments of the dual parings,
respectively. If an argument of a given dual paring acts on the other argu-
ment via the conjugate representation the index for the acting argument is
overlined. One should also notice that each pairing can be calculated in two
different ways. This observation shows us the symmetry between derivatives
and coordinates once again. As an example we give the explicit form of a
pairing for the Manin plane. In this case the first pairing in (153) reads on
normal ordered monomials as follows:〈
(∂1)
n1(∂2)
n2 , (x2)m2(x1)m1
〉
L,R¯
= δm1,n1δm2,n2 [[n1]]q2 ! [[n2]]q2 !. (155)
From their definitions in (153) and (154) we see that the different pairings
are determined by the actions of derivatives on coordinates. On the other
hand the dual pairings together with the coaddition on quantum spaces allow
us to write down the so-called coregular actions, which are identical with the
actions in (115) and (116). Concretely, we have
∂i ⊲ f(xj) =
〈
∂i, f(L¯,1)
〉
L,R¯
f(L¯,2) =
(
∂i
y
⊲ f(yk ⊕L¯ x
j)
)∣∣
yk=0
,
∂ˆi ⊲¯ f(xj) =
〈
∂ˆi, f(L,1)
〉
L¯,R
f(L,2) =
(
∂ˆi
y
⊲¯ f(yk ⊕L x
j)
)∣∣
yk=0
, (156)
f(xj) ⊳¯ ∂i = f(R,1)
〈
f(R,2), ∂
i
〉
L,R¯
=
(
f(xj ⊕R y
k)
y
⊳¯ ∂i
)∣∣
yk=0
,
f(xj) ⊳ ∂ˆi = f(R¯,1)
〈
f(R¯,2), ∂ˆ
i
〉
L¯,R
=
(
f(xj ⊕R¯ y
k)
y
⊳ ∂ˆi
)∣∣
yk=0
, (157)
where
f(L/L¯,1) ⊗ f(L/L¯,2) ≡
(
W−1L ⊗W
−1
L
)
◦∆L/L¯(W(f)),
f(R/R¯,1) ⊗ f(R/R¯,2) ≡
(
W−1R ⊗W
−1
R
)
◦∆R/R¯(W(f)). (158)
Notice that in (156) and (157) the coordinate on top of the symbol for the
action indicates the tensor factor the partial derivative acts upon.
There are several properties of the pairings in (153) and (154) worth
recording here. As can be seen from their definition the values of the pairings
are numbers. Due to this fact they should behave like scalars, i.e. the pairings
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obey
h ⊲
〈
f(∂i), g(xj)
〉
L,R¯
= ε(h)
〈
f(∂i), g(xj)
〉
L,R¯
,
h ⊲
〈
f(∂ˆi), g(xj)
〉
L¯,R
= ε(h)
〈
f(∂ˆi), g(xj)
〉
L¯,R
, (159)
h ⊲
〈
f(xi), g(∂j)
〉
L,R¯
= ε(h)
〈
f(xi), g(∂j)
〉
L,R¯
,
h ⊲
〈
f(xi), g(∂ˆj)
〉
L¯,R
= ε(h)
〈
f(xi), g(∂ˆj)
〉
L¯,R
. (160)
Furthermore, from the relations in (156) and (157) together with the defini-
tion of the dual pairings in (153) and (154) we find〈
∂i∂j , f(xk)
〉
L,R¯
=
(
∂i∂j ⊲ f(xk)
)∣∣
xk=0
=
(
∂i ⊲ (∂j ⊲ f(xk))
)∣∣
xk=0
=
〈
∂j , f(L¯,1)
〉
L,R¯
〈
∂i, f(L¯,2)
〉
L,R¯
=
(
∂j
x
⊲ [∂i
y
⊲ f(xk ⊕L¯ y
l)]
)∣∣
xk=yl=0
,〈
∂ˆi∂ˆj , f(xk)
〉
L¯,R
=
〈
∂ˆj , f(L,1)
〉
L¯,R
〈
∂ˆi, f(L,2)
〉
L¯,R
=
(
∂ˆj
x
⊲¯ [∂ˆi
y
⊲¯ f(xk ⊕L y
l)]
)∣∣
xk=yl=0
, (161)
〈
f(xk), ∂j∂i
〉
L,R¯
=
〈
f(R,1), ∂
i
〉
L,R¯
〈
f(R,2), ∂
j
〉
L,R¯
=
(
[f(yl ⊕R x
k)
y
⊳¯ ∂j ]
x
⊳¯ ∂i
)∣∣
xk=yl=0
,〈
f(xk), ∂ˆj ∂ˆi
〉
L¯,R
=
〈
f(R¯,1), ∂ˆ
i
〉
L¯,R
〈
f(R¯,2), ∂ˆ
j
〉
L¯,R
=
(
[f(yl ⊕R¯ x
k)
y
⊳ ∂ˆj ]
x
⊳ ∂ˆi
)∣∣
xk=yl=0
. (162)
In addition to this, we have〈
1, f(xi)
〉
L,R¯
= f(xi)|xi=0,
〈
1, f(xi)
〉
L¯,R
= f(xi)|xi=0,〈
f(xi), 1
〉
L,R¯
= f(xi)|xi=0,
〈
f(xi), 1
〉
L¯,R
= f(xi)|xi=0, (163)
which again is a direct consequence of the definition of the dual pairings in
(153) and (154).
There is another axiom the dual pairing has to fulfill. For this purpose
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we perform the following calculation:〈
f(⊖R ∂
i), g(xj)
〉
L,R¯
=
(
f(⊖R ∂
i) ⊲ g(xj)
)∣∣
x=0
=
(
[R−1[1] ⊲ g(x
j)] ⊳ [(R−1[2] ⊲ f(∂
i)]
)∣∣
xj=0
=
(
[R−1[1] ⊲ g(x
j)] ⊲¯ [R−1[2] ⊲ f(∂
i)]
)∣∣
∂i=0
=
(
f(∂i) ⊳¯ g(⊖L¯ x
j)
)∣∣
∂i=0
=
〈
f(∂i), g(⊖L¯ x
j)
〉
L,R¯
, (164)
where the second and fourth identity hold due to (146) and (147), respec-
tively. With the same reasonings we can also show that〈
f(⊖R¯ ∂ˆ
i), g(xj)
〉
L¯,R
=
〈
f(∂ˆi), g(⊖L x
j)
〉
L¯,R
,〈
f(∂i), g(⊖R¯ x
j)
〉
L,R¯
=
〈
f(⊖L ∂
i), g(xj)
〉
L,R¯
,〈
f(∂ˆi), g(⊖R x
j)
〉
L¯,R
=
〈
f(⊖L¯ ∂ˆ
i), g(xj)
〉
L¯,R
. (165)
Interchanging the roles of coordinates and derivatives we additionally obtain〈
f(⊖R x
i), g(∂j)
〉
L,R¯
=
〈
f(xi), g(⊖L¯ ∂
j)
〉
L,R¯
,〈
f(⊖R¯ x
i), g(∂ˆj)
〉
L¯,R
=
〈
f(xi), g(⊖L ∂ˆ
j)
〉
L¯,R
, (166)
〈
f(xi), g(⊖R¯ ∂
j)
〉
L,R¯
=
〈
f(⊖L x
i), g(∂j)
〉
L,R¯
,〈
f(xi), g(⊖R ∂ˆ
j)
〉
L¯,R
=
〈
f(⊖L¯ x
i), g(∂ˆj)
〉
L¯,R
. (167)
4.2 Definition and basic properties of q-deformed ex-
ponentials
Let us make contact with another very important ingredient of braided tensor
categories, i.e. an exponential. From an abstract point of view an exponential
is nothing other than an object whose dualization is the pairing in (149) or
(150). Thus, the exponential is given by the mapping
exp : C −→ Aq ⊗A
∗
q, with exp(α) = α
∑
a
ea ⊗ f
a, (168)
or
exp′ : C −→ A∗q ⊗Aq, with exp
′(α) = α
∑
a
fa ⊗ ea. (169)
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Again, the algebra isomorphism W enables us to introduce q-deformed ex-
ponentials that live on a tensor product of commutative algebras. More
concretely, this is achieved by the expressions
exp(xi|∂j) ≡
∑
a
W(ea)⊗W(f
a), (170)
and
exp(∂i|xj) ≡
∑
a
W(fa)⊗W(ea). (171)
If we want to derive explicit formulae for q-deformed exponentials it is
our task to determine a basis of the coordinate algebra Aq being dual to a
given one of the derivative algebra A∗q. Inserting the elements of the two
bases into the formulae of (170) and (171) will then provide us with explicit
expressions for q-deformed exponentials. It should be obvious that the two
bases being dually paired depend on the choice of the pairing. Thus, each
pairing in (153) and (154) leads to its own q-exponential:〈
f(∂i), g(xj)
〉
L,R¯
⇒ exp(xi|∂j)R¯,L,〈
f(∂ˆi), g(xj)
〉
L¯,R
⇒ exp(xi|∂ˆj)R,L¯, (172)
〈
f(xi), g(∂j)
〉
L,R¯
⇒ exp(∂i|xj)R¯,L,〈
f(xi), g(∂ˆj)
〉
L¯,R
⇒ exp(∂ˆi|xj)R,L¯. (173)
In Ref. [40] we presented explicit formulae for q-deformed exponentials. Once
again, the results for the two-dimensional quantum plane shall serve as an
example. For the second exponential in (172) we found the expression
exp(xi|∂ˆj)R,L¯ =
∞∑
n1,n2=0
(x1)n1(x2)n2 ⊗ (∂ˆ2)
n2(∂ˆ1)
n1
[[n1]]q−2! [[n2]]q−2 !
. (174)
Next, we wish to explain, in more detail, what it means that pairings and
exponentials are dual to each other. To this aim, we should realize that the
existence of two bases being dual to each other gives rise to completeness
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relations of the form
u =
∑
a
〈u, ea〉 f
a ∈ A∗q, y =
∑
a
ea 〈f
a, y〉 ∈ Aq, (175)
and
u =
∑
a
〈ea, u〉
′ fa ∈ A∗q, y =
∑
a
ea 〈y, f
a〉′ ∈ Aq. (176)
From our definitions so far, it should be clear that the relations in (175) and
(176) imply
id =
(
〈. , .〉L,R¯ ⊗ id
)
◦
(
id⊗ exp(xi|∂j)R¯,L
)
,
id =
(
〈. , .〉L¯,R ⊗ id
)
◦
(
id⊗ exp(xi|∂ˆj)R,L¯
)
, (177)
id =
(
id⊗ 〈. , .〉L,R¯
)
◦
(
exp(xi|∂j)R¯,L ⊗ id
)
,
id =
(
id⊗ 〈. , .〉L¯,R
)
◦
(
exp(xi|∂ˆj)R,L¯ ⊗ id
)
. (178)
Let us note that here and in what follows we limit ourselves to the expo-
nentials of (172), since the relations for the other types of q-deformed expo-
nentials are easily obtained by interchanging the roles for coordinates and
derivatives.
Now, we would like to use the properties in (177) and (178) to derive the
addition laws for q-exponentials. To this end, we show that the mapping in
(170) has to be subject to
(∆⊗ id) exp = exp23 exp13 =
∑
a
ea ⊗
(∑
b
eb ⊗ f
b
)
fa,
(id⊗∆) exp = exp13 exp12 =
∑
a
ea
(∑
b
eb ⊗ f
b
)
⊗ fa, (179)
where
exp12(α) ≡ α
∑
a
ea ⊗ f
a ⊗ 1,
exp23(α) ≡ α
∑
a
1⊗ ea ⊗ f
a,
exp13(α) ≡ α
∑
a
ea ⊗ 1⊗ f
a. (180)
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It should be mentioned that the relations in (179) can be viewed as dualized
versions of the identities [cf. (161) and (162)]〈
uv, x
〉
=
〈
u, x(2)
〉〈
v, x(1)
〉
,〈
u, xy
〉
=
〈
u(2), x
〉〈
u(1), y
〉
. (181)
For this reason the proof of the relations in (179) is mainly based on the
identities in (181), as can be seen by the following calculations:
exp23 exp13 =
∑
a,b
ea ⊗ eb ⊗ f
bfa
(175)
=
∑
a,b,c
ea ⊗ eb ⊗
〈
f bfa, ec
〉
f c
(181)
=
∑
a,b,c
ea ⊗ eb ⊗
〈
f b, (ec)(2)
〉〈
fa, (ec)(1)
〉
f c
(175)
=
∑
c
(ec)(1) ⊗ (ec)(2) ⊗ f
c = (∆⊗ id) exp, (182)
and
exp13 exp12 =
∑
a,b
eaeb ⊗ f
b ⊗ fa
(175)
=
∑
a,b,c
ec
〈
eaeb, f
c
〉′
⊗ f b ⊗ fa
(181)
=
∑
a,b,c
ec
〈
ea, f
c
(2)
〉′〈
eb, f
c
(1)
〉′
⊗ f b ⊗ fa
(175)
=
∑
c
ec ⊗ f
c
(1) ⊗ f
c
(2) = (id⊗∆) exp . (183)
It should be obvious that the relations in (179) carry over to q-deformed
exponentials on commutative algebras. This way, they can be reformulated
as
exp(xi ⊕L y
j|∂ˆk)R,L¯ = exp(x
i| exp(yj|∂ˆk)R,L¯
∂
⊛ ∂ˆl)R,L¯,
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exp(xi ⊕L¯ y
j|∂k)R¯,L = exp(x
i| exp(yj|∂k)R¯,L
∂
⊛ ∂l)R¯,L, (184)
exp(xk|∂ˆj ⊕R¯ ∂ˆ
′i)R,L¯ = exp(x
l
x
⊛ exp(xk|∂ˆj)R,L¯|∂ˆ
′i)R,L¯,
exp(xk|∂j ⊕R ∂
′i)R¯,L = exp(x
l
x
⊛ exp(xk|∂j)R¯,L|∂
′i)R¯,L. (185)
To understand the physical meaning of q-exponentials it is recorded that
they can be regarded as q-analogs of classical plane waves. In other words,
q-exponentials are in some sense eigenfunctions of partial derivatives, since
they obey
∂i
x
⊲ exp(xk|∂l)R¯,L = exp(x
k|∂l)R¯,L
∂
⊛ ∂i,
∂ˆi
x
⊲¯ exp(xk|∂ˆl)R,L¯ = exp(x
k|∂ˆl)R,L¯
∂
⊛ ∂ˆi, (186)
exp(∂l|xk)R¯,L
x
⊳¯ ∂i = ∂i
∂
⊛ exp(∂l|xk)R¯,L,
exp(∂ˆl|xk)R,L¯
x
⊳ ∂ˆi = ∂ˆi
∂
⊛ exp(∂ˆl|xk)R,L¯, (187)
and
exp(xk|∂l)R¯,L
∂
⊳¯ xi = xi
x
⊛ exp(xk|∂l)R¯,L,
exp(xk|∂ˆl)R,L¯
∂
⊳ xi = xi
x
⊛ exp(xk|∂ˆl)R,L¯, (188)
xi
∂
⊲ exp(∂l|xk)R¯,L = exp(∂
l|xk)R¯,L
x
⊛ xi,
xi
∂
⊲¯ exp(∂ˆl|xk)R,L¯ = exp(∂ˆ
l|xk)R,L¯
x
⊛ xi. (189)
For a proof of the above identities we need the coregular actions in (156) and
(157), which more abstractly take the form
∂i ⊲ f =
〈
∂i, f(1)
〉
f(2),
f ⊳ ∂i = f(2)
〈
f(1), ∂
i
〉
. (190)
With these identities at hand a straightforward computation yields
∂i ⊲ exp(xk|∂l) =
∑
a
(
∂i ⊲W(ea)
)
⊗W(fa)
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(190)
=
∑
a
〈
∂i,W(ea)(1)
〉
W(ea)(2) ⊗W(f
a)
(179)
=
∑
a,b
〈
∂i,W(ea)
〉
W(eb)⊗W(f
b)W(fa)
(175)
=
∑
a
W(ea)⊗W(f
a)∂i = exp(xk|∂l)
∂
⊛ ∂i. (191)
Through a slight modification to these arguments one can prove the corre-
sponding identities concerning right actions of xi.
For the sake of completeness let us note that our q-exponentials are nor-
malized in such a way that
exp(xi|∂j)R¯,L|xi=0 = exp(x
i|∂j)R¯,L|∂j=0 = 1,
exp(xi|∂ˆj)R,L¯|xi=0 = exp(x
i|∂ˆj)R,L¯|∂j=0 = 1. (192)
These equalities result from
exp(xi|∂j)|xi=0
(163)
=
∑
a
〈
1,W(ea)
〉
⊗W(fa)
(175)
= 1⊗ 1 = 1, (193)
and
exp(xi|∂j)|xi=0
(163)
=
∑
a
W(ea)⊗
〈
W(fa), 1
〉
(175)
= 1⊗ 1 = 1. (194)
It is well-known that the generators of the quantum algebras describing
the underlying symmetry can be realized within the Weyl-algebras A∗q ⊗Aq
and Aq⊗A
∗
q, i.e. they can be represented in terms of coordinates and partial
derivatives [18, 71]. Due to this fact, it immediately follows from (186) and
(188) that q-deformed exponentials satisfy
h
x
⊲ exp(xi|∂j)R¯,L = exp(x
i|∂j)R¯,L
∂
⊳ h,
h
x
⊲ exp(xi|∂ˆj)R,L¯ = exp(x
i|∂ˆj)R,L¯
∂
⊳ h, (195)
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where h stands for an element of the symmetry algebra. With these relations
at hand we can now prove that q-deformed exponentials behave like scalars:
h ⊲
(
exp(xi|∂j)
)
=
∑
a
(
h(1) ⊲W(ea)
)
⊗
(
h(2) ⊲W(f
a)
)
(195)
=
∑
a
W(ea)⊗
(
h(2) ⊲ (W(f
a) ⊳ h(1))
)
=
∑
a
W(ea)⊗
(
h(2)S
−1(h(1)) ⊲W(f
a)
)
= ε(h)
∑
a
W(ea)⊗W(f
a) = ε(h) exp(xi|∂j), (196)
(
exp(xi|∂j)
)
⊳ h
=
∑
a
(
W(ea) ⊳ h(2)
)
⊗
(
W(fa) ⊳ h(1)
)
(195)
=
∑
a
(
(h(1) ⊲W(ea)) ⊳ h(2)
)
⊗W(fa)
=
∑
a
(
W(ea) ⊳ S(h(1))h(2)
)
⊗W(fa)
= ε(h)
∑
a
W(ea)⊗W(f
a) = ε(h) exp(xi|∂j). (197)
Next, we come to the dualized versions of the relations in (164)-(167).
They are given by
exp(⊖L¯ x
i|∂j)R¯,L = exp(x
i| ⊖R ∂
j)R¯,L,
exp(⊖L x
i|∂j)R,L¯ = exp(x
i| ⊖R¯ ∂
j)R,L¯, (198)
exp(⊖R¯ x
i|∂j)R¯,L = exp(x
i| ⊖L ∂
j)R¯,L,
exp(⊖R x
i|∂j)R,L¯ = exp(x
i| ⊖L¯ ∂
j)R,L¯. (199)
To prove them we first perform calculations like the following one:∑
a
〈
g(∂i), S¯(ea)
〉
fa
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=
∑
a
〈
S−1(g(∂i)), ea
〉
fa
= S−1(g(∂i)) =
∑
a
〈
g(∂i), ea
〉
S−1(fa), (200)
where S¯ and S−1 respectively denote conjugate and inverse of the antipode
of the braided Hopf algebra A [cf. (55) and (56)]. For the first identity in
(200) we applied the result of (164), while for the second and third equality
we made use of (175). Realizing that the pairing is non-degenerate we can
finally read off from (200) that∑
a
S¯(ea)⊗ f
a =
∑
a
ea ⊗ S
−1(fa), (201)
which is equivalent to the first relation in (198). Similar considerations lead
to the other relations in (198) and (199).
It should also be mentioned that in some sense the exponentials in (198)
are inverse to those introduced in (172), since they obey the identities
exp(xi
x
⊛ exp(⊖L¯ x
j |∂k)R¯,L
∂
⊛ ∂l)R¯,L
(184)
= exp(xi ⊕L¯ (⊖L¯ x
j)|∂k)R¯,L
(65)
= exp(xi|∂k)R¯,L|xi=0 = 1
(65)
= exp((⊖L¯ x
j)⊕L¯ x
i|∂k)R¯,L
(184)
= exp((⊖L¯ x
j)
x
⊛ exp(xi|∂k)R¯,L
∂
⊛ ∂l)R¯,L, (202)
and
exp(xi
x
⊛ exp(xj | ⊖R ∂
k)R¯,L
∂
⊛ ∂l)R¯,L
(185)
= exp(xi|(⊖R ∂
k)⊕R ∂
l)R¯,L
(66)
= exp(xi|∂k)R¯,L|∂k=0 = 1
(66)
= exp(xi|∂k ⊕R (⊖R ∂
l))R¯,L
(185)
= exp(xi
x
⊛ exp(xj |∂k)R¯,L
∂
⊛ (⊖R ∂
l))R¯,L. (203)
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Before proceeding further we would like to examine wether the inverse
exponentials also show the property of being eigenfunctions of partial deriva-
tives. This is indeed the case, but compared to (186) in a somewhat different
way, as can be shown by the following calculation:∑
a
(∂i ⊲ ea)⊗ S
−1(fa)
=
∑
a
ea ⊗ S
−1(fa∂i)
= −
∑
a
ea ⊗ ∂
jS−1(fa ⊳ Lij)
= −
∑
a
(1⊗ ∂k)
(
(ea ⊳ L
j
k)⊗ S
−1(fa ⊳ Lij)
)
= −(1⊗ ∂i)
∑
a
ea ⊗ S
−1(fa)
= −
∑
a
(Lij ⊲ ea)⊗ ∂
jS−1(fa). (204)
The first equality is nothing else than (186) and the second equality uses (50)
together with S−1(∂i) = −∂i. For the third equality we commute the partial
derivative to the left of the exponential. The fourth equality results from
the fact that exponentials behave like scalars [cf. (196) and (197)]. Thus,
exponentials are invariant under the action of Lij (notice that for the entries
of the L-matrix we have ∆(Lij) = L
i
k⊗L
k
j and ε(L
i
j) = δ
i
j). It should be clear
that on commutative algebras the result in (204) reads as
∂i
x
⊲ exp(xk| ⊖R ∂
l)R¯,L = −∂
i
∂|x
⊙L exp(x
k| ⊖R ∂
l)R¯,L, (205)
where the factors of the braided product are indicated by the variables on
top of the corresponding symbol. Likewise, we have
∂ˆi
x
⊲¯ exp(xk| ⊖R¯ ∂ˆ
l)R,L¯ = −∂ˆ
i
∂|x
⊙ L¯ exp(x
k| ⊖R¯ ∂ˆ
l)R,L¯, (206)
and
exp(xk| ⊖R ∂
l)R¯,L
∂
⊳¯ xi = − exp(xk| ⊖R ∂
l)R¯,L
∂|x
⊙ R¯ x
i,
47
exp(xk| ⊖R¯ ∂ˆ
l)R,L¯
∂
⊳ xi = − exp(xk| ⊖R¯ ∂ˆ
l)R,L¯
∂|x
⊙R x
i. (207)
So far it seems that the inverse exponentials give another set of plane-
waves, since the identities in (205)-(207) differ from those in (186) and (188).
Remarkably, the inverse exponentials can be identified with the exponentials
introduced in (172). For this to become clear, we show that the inverse
exponentials satisfy the same relations as the original ones. With the help
of the identities in (141), we get∑
a
(∂i ⊲ S¯−1(ea))⊗ f
a
= −
∑
a
S−1(∂ˆi ⊲¯ ea)⊗ f
a
= −
∑
a
S¯−1(ea)⊗ (f
a∂ˆi) (208)
being tantamount to
∂i
x
⊲ exp(⊖R¯ x
k|∂ˆl)R,L¯ = exp(⊖R¯ x
k|∂ˆl)R,L¯
∂
⊛ (−∂ˆi). (209)
The point now is that the exponentials in (172) are completely character-
ized by their relations in (186). Thus, comparing the result of (208) to the
relations in (186) yields
exp(⊖R¯ x
i|∂ˆj)R,L¯ = exp(x
i| − ∂ˆj)R¯,L ≡ exp(x
i|∂j)R¯,L|∂j→−∂ˆj , (210)
which by virtue of f(⊖L¯(⊖R¯ x
i)) = f(xi) leads to the equality
exp(⊖L¯x
i|∂j)R¯,L = exp(x
i| − ∂j)R,L¯ ≡ exp(x
i|∂ˆj)R,L¯|∂ˆj→−∂j . (211)
In the same way we can verify that
exp(⊖Rx
i|∂j)R¯,L = exp(x
i| − ∂j)R,L¯ ≡ exp(x
i|∂ˆj)R,L¯|∂ˆj→−∂j , (212)
and
exp(⊖Lx
i|∂ˆj)R,L¯ = exp(x
i| − ∂ˆj)R¯,L ≡ exp(x
i|∂j)R¯,L|∂j→−∂ˆj . (213)
Notice that for the Manin plane the minus sign in the expressions (209)-(213)
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must be dropped.
4.3 q-Deformed analogs of Taylor rules
Now, we come to a very useful application of our q-deformed exponentials, i.e.
q-deformed Taylor rules. First of all, we should note that our exponentials
generate q-deformed translations in the following sense:
exp(xi|∂j)R¯,L
∂|y
⊲ g(yk) = g(xi ⊕L¯ y
k),
exp(xi|∂ˆj)R,L¯
∂|y
⊲¯ g(yk) = g(xi ⊕L y
k), (214)
and
g(yk)
y|∂
⊳¯ exp(∂j |xi)R¯,L = g(y
k ⊕R x
i),
g(yk)
y|∂
⊳ exp(∂ˆj |xi)R,L¯ = g(y
k ⊕R¯ x
i), (215)
where we have extended our notation in order to indicate the acting object.
The above identities can be proved by straightforward calculations, i.e.
exp(xi|∂j)R¯,L
∂|y
⊲ g(yk) =
∑
a
W(ea)⊗
〈
W(fa), g(yk)(L¯,1)
〉
L,R¯
g(yk)(L¯,2)
=
∑
a
W(ea)⊗ ε
(
W(fa) ⊳¯ g(yk)(L¯,1)
)
g(yk)(L¯,2)
=
∑
a
(
g(xi)(L¯,1)
x
⊛W(ea)
)
⊗ ε (W(fa)) g(yk)(L¯,2)
= g(xi)(L¯,1) ⊗ g(y
k)(L¯,2) = g(x
i ⊕L¯ y
k), (216)
and
g(yk)
y|∂
⊳¯ exp(∂j |xi)R¯,L =
∑
a
g(yk)(R,1)
〈
g(yk)(R,2),W(f
a)
〉
L,R¯
⊗W(ea)
=
∑
a
g(yk)(R,1) ε
(
g(yk)(R,2) ⊲W(f
a)
)
⊗W(ea)
=
∑
a
g(yk)(R,1) ε (W(f
a))⊗
(
W(ea)⊛ g(x
i)(R,2)
)
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= g(yk)(R,1) ⊗ g(x
i)(R,2) = g(y
k ⊕R x
i). (217)
For the first step we have rewritten the action of the partial derivatives by
(156) and (157). The second equality is the definition of the pairing. The
third and fourth equality respectively use the properties in (186) and the
normalization conditions in (192).
It is very instructive to expand the q-exponentials in (214) and (215) up
to terms linear in xi. In doing so, we obtain
f(xi ⊕L y
j) = 1⊗ f(yj) + xk ⊗ ∂ˆk ⊲¯ f(y
j) +O(x2),
f(xi ⊕L¯ y
j) = 1⊗ f(yj) + xk ⊗ ∂k ⊲ f(y
j) +O(x2), (218)
f(yi ⊕R¯ x
j) = f(yi)⊗ 1− f(yi) ⊳ ∂ˆk ⊗ xk +O(x
2),
f(yi ⊕R x
j) = f(yi)⊗ 1− f(yi) ⊳¯ ∂k ⊗ xk +O(x
2). (219)
As one expects we see that the partial derivatives indeed generate infinites-
imal translations. Furthermore, the above relations give a hint to another
possibility for defining the action of partial derivatives. In analogy to the
undeformed situation, we have
∂i ⊲ f(x
j) = lim
yk→0
f(yk ⊕L¯ x
j)− f(xj)
yi
,
∂ˆi ⊲¯ f(x
j) = lim
yk→0
f(yk ⊕L x
j)− f(xj)
yi
, (220)
f(xj) ⊳¯ ∂i = lim
yk→0
f(xj)− f(xj ⊕R y
k)
yi
,
f(xj) ⊳ ∂ˆi = lim
yk→0
f(xj)− f(xj ⊕R¯ y
k)
yi
. (221)
Now, we are in a position to write down q-deformed Taylor rules, which
allow us to determine the value of a function at a certain point from its values
at a different point. From what we have done so far, it is not very difficult
to convince oneself that we have
f(yi) = f((yi ⊕L¯ (⊖L¯ x
j))⊕L¯ x
k)
= exp(yi ⊕L¯ (⊖L¯ x
j)|∂l)R¯,L
∂|x
⊲ f(xk),
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f(yi) = f((yi ⊕L (⊖L x
j))⊕L x
k)
= exp(yi ⊕L (⊖L x
j)|∂ˆl)R,L¯
∂|x
⊲¯ f(xk), (222)
and
f(yi) = f(xk ⊕R ((⊖R x
j)⊕R y
i))
= f(xk)
x|∂
⊳ exp(∂l|(⊖R x
j)⊕R y
i)R¯,L,
f(yi) = f(xk ⊕R¯ ((⊖R¯ x
j)⊕R¯ y
i))
= f(xk)
x|∂
⊳¯ exp(∂ˆl|(⊖R¯ x
j)⊕R¯ y
i)R,L¯. (223)
4.4 Conjugation properties and crossing symmetries
Next, we turn to the conjugation properties of dual pairings and q-deformed
exponentials. We start our considerations with the following calculation:
〈
f(∂i), g(xj)
〉
L,R¯
= ε(f(∂i) ⊲ g(xj)) = ε(f(∂i) ⊲ g(xj))
= ε(g(xi) ⊳¯ f(∂j)) =
〈
g(xi), f(∂j)
〉
L,R¯
. (224)
In the same way, we can verify
〈
f(∂ˆi), g(xj)
〉
L¯,R
=
〈
g(xj), f(∂ˆi)
〉
L¯,R
, (225)
and 〈
f(xi), g(∂j)
〉
L,R¯
=
〈
g(∂j), f(xi)
〉
L,R¯
,〈
f(xi), g(∂ˆj)
〉
L¯,R
=
〈
g(∂ˆj), f(xi)
〉
L¯,R
. (226)
In order to derive the conjugation properties for q-deformed exponentials,
let us recall that q-deformed exponentials are completely characterized by the
equations in (186) and (188). Thus, the conjugation properties of q-deformed
exponentials can easily be read off if we compare these equations with their
conjugate versions. For this to become more clear we proceed as follows:
∂k
x
⊲ exp(xi|∂j)R¯,L = exp(xi|∂j)R¯,L
∂
⊛ ∂k,
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⇒ exp(xi|∂j)R¯,L
x
⊳¯ ∂k = ∂k
∂
⊛ exp(xi|∂j)R¯,L. (227)
Comparing the last result with
exp(∂j |xi)R¯,L
x
⊳¯ ∂k = ∂k
∂
⊛ exp(∂j |xi)R¯,L (228)
yields the identification
exp(xi|∂j)R¯,L = exp(∂
j |xi)R¯,L. (229)
Similar considerations additionally give
exp(xi|∂ˆj)R,L¯ = exp(∂ˆ
j |xi)R,L¯, (230)
and
exp(∂i|xj)R¯,L = exp(x
j |∂i)R¯,L,
exp(∂ˆi|xj)R,L¯ = exp(x
j |∂ˆi)R,L¯. (231)
Now we come to the crossing symmetries for pairings and exponentials.
As we know there are different versions of dual pairings and q-deformed
exponentials. Again, the crossing symmetries are responsible for the fact
that the expressions for the different versions of dual pairings and q-deformed
exponentials can be transformed into each other by applying some simple
substitutions. Fig. 3 shows the concrete relationship between the different
types of pairings and exponentials. Again, we illustrate the transition rules
by an example referring to the Manin plane [40]:〈
(∂ˆ2)
n2(∂ˆ1)
n1, (x1)m1(x2)m2
〉
L¯,R
= δm1,n1δm2,n2 [[n1]]q−2 ! [[n2]]q−2 !
←→
〈
(∂1)
n1(∂2)
n2, (x2)m2(x1)m1
〉
L,R¯
= δm1,n1δm2,n2 [[n1]]q2 ! [[n2]]q2 !
←→
〈
(x1)
n1(x2)
n2, (−∂2)m2(−∂1)m1
〉
L,R¯
= δm1,n1δm2,n2 [[n1]]q2 ! [[n2]]q2 !, (232)
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✲✛
✲✛
✻
❄
✻
❄
q ↔ 1/q
∂ˆi ↔ ∂i
xi ↔ xi
ordering
is reversed
q ↔ 1/q
∂ˆi ↔ ∂i
xi ↔ xi
ordering
is reversed
xi ↔ −∂i ∂i ↔ xi
xi ↔ −∂ˆi ∂ˆi ↔ xi
〈
f(∂i), g(xj)
〉
L,R¯
exp(xi|∂j)R¯,L
〈
f(∂ˆi), g(xj)
〉
L¯,R
exp(xi|∂ˆj)R,L¯
〈
f(xi), g(−∂j)
〉
L,R¯
exp(∂i|xj)R¯,L
〈
f(xi), g(−∂ˆj)
〉
L¯,R
exp(∂ˆi|xj)R,L¯
Figure 3: Crossing-symmetries for braided products and q-translations
and
exp(xi|∂ˆj)R,L¯ =
∞∑
n1,n2=0
(x1)n1(x2)n2 ⊗ (∂ˆ2)
n2(∂ˆ1)
n1
[[n1]]q−2 ![[n2]]q−2!
←→ exp(xi|∂j)R¯,L =
∞∑
n1,n2=0
(x2)n2(x1)n1 ⊗ (∂1)
n1(∂2)
n2
[[n1]]q2 ![[n2]]q2!
←→ exp(∂i|xj)R¯,L =
∞∑
n1,n2=0
(−∂2)n2(−∂1)n1 ⊗ (x1)
n1(x2)
n2
[[n1]]q2 ![[n2]]q2!
. (233)
We would like to close this section with a comment on q-deformed ex-
ponentials in terms of momentum variables. It should be clear that there is
no reason to prevent us from substituting i−1pk for ∂k in the expressions for
q-deformed exponentials.
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5 Integration on quantum spaces
In this section we introduce a powerful concept of integration on q-deformed
quantum spaces. We start with presenting the basic ideas and illustrate them
by the results for the two-dimensional quantum plane. We shall then explore
the main features of q-deformed integrals. For other concepts of integration
on quantum spaces we refer the reader to Refs. [66–69].
5.1 Inverse partial derivatives and their representa-
tions
Let us recall that integrals can be seen as operations being inverse to partial
derivatives. Thus, we first try to extend the algebra of partial derivatives by
introducing inverse elements. In the case of the two-dimensional quantum
plane the algebra of partial derivatives is now characterized by the following
relations:
∂2∂1 = q−1∂1∂2, (234)
∂i(∂i)−1 = (∂i)−1∂i = 1, i = 1, 2,
∂2(∂1)−1 = q(∂1)−1∂2,
∂1(∂2)−1 = q(∂2)−1∂1, (235)
(∂2)−1(∂1)−1 = q−1(∂1)−1(∂2)−1. (236)
It should be mentioned that the commutation relations involving inverse
partial derivatives can be derived most easily by means of the operator ex-
pressions for star products. To understand this more properly we give the
following calculation holding for the Manin plane:
(X i)±1(Xj)±1 =W
(
W−1((X i)±1)⊛W−1((Xj)±1)
)
=W
(
(xi)±1 ⊛ (xj)±1
)
=W
([
q−nˆx2 nˆy1 (xi)±1(yj)±1
]
yj→xi
)
= q−(±δi2)(±δj1)W
(
(xi)±1(xj)±1
)
. (237)
For the sake of completeness we would like to mention that inverse partial
derivatives show well-defined transformation properties. In the case of the
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two-dimensional quantum plane, for example, the relations (234)-(236) to-
gether with the commutation relations between Uq(su2)-generators and par-
tial derivatives imply
T+(∂1)−1 = q−1(∂1)−1T+ − q−1(∂1)−2∂2,
T+(∂2)−1 = q(∂2)−1T+, (238)
T−(∂1)−1 = q−1(∂1)−1T−,
T−(∂2)−1 = q(∂2)−1T− − q2∂1(∂2)−2, (239)
τ 1/2(∂1)−1 = q−1(∂1)−1τ 1/2,
τ 1/2(∂2)−1 = q(∂2)−1τ 1/2, (240)
Λ(∂i)−1 = q−2(∂i)−1Λ, i = 1, 2, (241)
where Λ denotes a scaling operator.
As a next step we would like to find representations for the inverse partial
derivatives. This can be achieved in the following way. In Ref. [38] it was
shown that according to
∂i ⊲ F =
(
∂icl + ∂
i
cor
)
F (242)
the representations of our partial derivatives can be divided up into a classical
part and corrections vanishing in the undeformed limit q → 1. Thus, seeking
a solution to the equation
∂i ⊲ F = f (243)
for given f it is reasonable to consider the following expression:
F = (∂i)−1 ⊲ f =
1
∂icl + ∂
i
cor
f
=
1
∂icl (1 + (∂
i
cl)
−1∂icor)
f
=
1
1 + (∂icl)
−1∂icor
·
1
∂icl
f
=
∞∑
k=0
(−1)k
[
(∂icl)
−1∂icor
]k
(∂icl)
−1f. (244)
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To apply this formula, we need to identify the contributions ∂icl and ∂
i
cor the
representations of our partial derivatives consist of. In the two-dimensional
case, for example, we can read off from the expressions in (117) that
(∂1cl)f = −q
−1/2D2q2f(qx
1), (∂1cor)f = 0,
(∂2cl)f = q
1/2D1q2f(q
2x2), (∂2cor)f = 0. (245)
Plugging this into formula (244) leaves us with
(∂1)−1 ⊲ f = (∂1cl)
−1 ⊲ f = −q1/2(D2q2)
−1f(q−1x1),
(∂2)−1 ⊲ f = (∂2cl)
−1 ⊲ f = q−1/2(D1q2)
−1f(q−2x2), (246)
where (Diqa)
−1 denotes the Jackson integral operator [61]. For a > 0, q > 1,
and xi > 0, the definition of the Jackson integral is given by
(Diqa)
−1
∣∣xi
0
f = −(1 − qa)
∞∑
k=1
(q−akxi)f(q−akxi),
(Diqa)
−1
∣∣∞
xi
f = −(1 − qa)
∞∑
k=0
(qakxi)f(qakxi),
(Diq−a)
−1
∣∣xi
0
f = (1− q−a)
∞∑
k=0
(q−akxi)f(q−akxi),
(Diq−a)
−1
∣∣∞
xi
f = (1− q−a)
∞∑
k=1
(qakxi)f(qakxi), (247)
and likewise for a > 0, q > 1, and xi < 0,
(Diqa)
−1
∣∣0
xi
f = (1− qa)
∞∑
k=1
(q−akxi)f(q−akxi),
(Diqa)
−1
∣∣xi
−∞
f = (1− qa)
∞∑
k=0
(qakxi)f(qakxi),
(Diq−a)
−1
∣∣0
xi
f = −(1 − q−a)
∞∑
k=0
(q−akxi)f(q−akxi),
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(Diq−a)
−1
∣∣xi
−∞
f = −(1 − q−a)
∞∑
k=1
(qakxi)f(qakxi). (248)
From the discussion so far it is apparent that on an algebra of commuta-
tive functions the representations of inverse partial derivatives are given by
expressions that depend on Jackson integrals and Jackson derivatives. But
this is not the whole story, since the explicit form of a Jackson integral is de-
termined by the choice of its limits. Realizing that the expression for (∂icor)
−1
is mainly given by a Jackson integral we can introduce definite integrals by
(∂i)−1
∣∣xi
b
⊲ f =
∞∑
k=0
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
(∂icl)
−1
∣∣xi
b
f, (249)
i.e. the lower and upper limits of all Jackson integrals appearing on the left
side of Eq. (249) are respectively given by a constant b and the variable xi
(notice that the partial derivative ∂i does not refer to the coordinate xi but
xi).
Now we would like to explore in which sense the operator in (249) is
inverse to that in (242). To this end we perform the following calculations:
∂i ⊲
(
(∂i)−1
∣∣xi
b
⊲ f
)
=
∞∑
k=0
(−1)k (∂icl)
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
(∂icl)
−1
∣∣xi
b
f
+
∞∑
k=0
(−1)k (∂icor)
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
(∂icl)
−1
∣∣xi
b
f
=
∞∑
k=0
(−1)k
[
∂icor(∂
i
cl)
−1
∣∣xi
b
]k
f
−
∞∑
k=1
(−1)k
[
∂icor(∂
i
cl)
−1
∣∣xi
b
]k
f
= f, (250)
and
(∂i)−1
∣∣xi
b
⊲
(
∂i ⊲ f
)
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=
∞∑
k=0
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
(∂icl)
−1
∣∣xi
b
∂iclf
+
∞∑
k=0
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
(∂icl)
−1
∣∣xi
b
∂icorf
=
∞∑
k=0
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k(
f
∣∣xi
b
)
−
∞∑
k=1
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
f
=
∞∑
k=0
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k(
f − f |xi=b
)
−
∞∑
k=1
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
f
= f −
∞∑
k=0
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k(
f |xi=b
)
. (251)
In the above derivations we make use of the identities
∂icl(∂
i
cl)
−1
∣∣xi
b
f = f, (∂icl)
−1
∣∣xi
b
∂iclf = f
∣∣xi
b
, (252)
which are a direct consequence of the well-known relations
Diqa(D
i
qa)
−1
∣∣xi
b
f = f,
(Diqa)
−1
∣∣xi
b
Diqaf = f
∣∣xi
b
. (253)
We can now summarize that in contradiction to ∂i(∂i)−1 = (∂i)−1∂i = 1 we
instead have
∂i ⊲
(
(∂i)−1
∣∣xi
b
⊲ f
)
= f, (254)
(∂i)−1
∣∣xi
b
⊲
(
∂i ⊲ f
)
= f − Bˆi
(
f |xi=b
)
, (255)
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where, for brevity, we have introduced
Bˆi ≡
∞∑
k=0
(−1)k
[
(∂icl)
−1
∣∣xi
b
∂icor
]k
. (256)
However, if the lower limit b tends to −∞ and if we restrict attention to
functions f ∈ A˜ with
A˜ ≡
{
f ∈ A, lim
xj→−∞
(xj)αf = 0, for all α ∈ R and j
}
, (257)
the representations (249) now respect all algebra relations for inverse partial
derivatives [cf. (235) and (236)]. This observation motivates us to define the
q-deformed integral over the interval ]−∞, xi ] as the mapping
∫ yi
−∞
dLx
i : A˜ −→ A˜,
∫ yi
−∞
dLx
i f(xj) ≡ lim
b→−∞
(
(∂i)−1
∣∣xi
b
⊲ f(xj)
)
. (258)
If we want to deal with definite integrals over arbitrary intervals it is reason-
able to generalize the definition of (258) by
∫ yi
zi
dLx
i : A˜ −→ A˜ ⊗ A˜,
∫ yi
zi
dLx
i f(xj) ≡
(∫ yi
−∞
dLx
i f(xj)
)
⊗ 1− 1⊗
(∫ zi
−∞
dLx
i f(xj)
)
. (259)
We started our considerations for introducing q-deformed integrals from
one specific representation of partial derivatives. But what we have done so
far applies to the other representations for partial derivatives as well. In this
manner, q-deformed integrals can be placed into four categories:
∂i ⊲ f ⇒ (∂i)−1
∣∣xi
b
⊲ f,
∫ yi
−∞
dLx
i f(xj) ≡ lim
b→−∞
(
(∂i)−1
∣∣xi
b
⊲ f
)
,
∂ˆi ⊲¯ f ⇒ (∂ˆi)−1
∣∣xi
b
⊲¯ f,
∫ yi
−∞
dL¯x
i f(xj) ≡ lim
b→−∞
(
(∂i)−1
∣∣xi
b
⊲¯ f
)
, (260)
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f ⊳ ∂ˆi ⇒ f ⊳ (∂ˆi)−1
∣∣xi
b
,
∫ yi
−∞
dRx
i f(xj) ≡ lim
b→−∞
(
f ⊳ (∂ˆi)−1
∣∣xi
b
)
,
f ⊳¯ ∂i ⇒ f ⊳¯ (∂i)−1
∣∣xi
b
,
∫ yi
−∞
dR¯x
i f(xj) ≡ lim
b→−∞
(
f ⊳¯ (∂i)−1
∣∣xi
b
)
. (261)
In complete analogy to (259) we have
∫ yi
zi
dL¯x
i f(xj) ≡
(∫ yi
−∞
dL¯x
i f(xj)
)
⊗ 1− 1⊗
(∫ zi
−∞
dL¯x
i f(xj)
)
, (262)
but in contrast to this we now require for right integrals to hold
∫ yi
zi
dRx
i f(xj) ≡ 1⊗
(∫ yi
−∞
dRx
i f(xj)
)
−
(∫ zi
−∞
dRx
i f(xj)
)
⊗ 1,
∫ yi
zi
dR¯x
i f(xj) ≡ 1⊗
(∫ yi
−∞
dR¯x
i f(xj)
)
−
(∫ zi
−∞
dR¯x
i f(xj)
)
⊗ 1. (263)
It should be clear that the crossing-symmetries for representations of
partial derivatives carry over to the corresponding integrals. For this reason,
the relationship between the expressions for the various types of q-deformed
integrals can be graphed as in Fig. 4. Applying these transition rules to the
first relation in (246), we obtain as example
(∂1)−1
∣∣x2
b
⊲ f(x1, x2) = −q1/2(D2q2)
−1
∣∣x2
b
f(q−1x1, x2)
←→ (∂ˆ2)−1
∣∣x1
b
⊲¯ f(x2, x1) = −q−1/2(D1q−2)
−1
∣∣x1
b
f(qx2, x1),
←→ f(x1, x2) ⊳¯ (∂2)−1
∣∣x1
b
= −q1/2(D1q2)
−1
∣∣x1
b
f(x1, q−1x2). (264)
5.2 Basic properties of q-deformed integrals
Next we would like to discuss some important properties of q-deformed inte-
grals. First of all, the fact that the antipodes for the quantum space algebra
intertwine the actions of partial derivatives [cf. (141) and (142)] also holds
for the representations of inverse partial derivatives. This can be seen as
follows:
∂ˆi ⊲¯
(
f(⊖R x
j)
)
= −
(
∂i ⊲ f
)
(⊖R x
j)
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✲✛
✻
❄
✻
❄
 
 
 
 
 ✠
❅
❅
❅
❅
❅■
❅
❅
❅
❅
❅❘
 
 
 
 
 ✒
i↔ iq ↔ 1/q q ↔ 1/q
ordering is reversed
ordering is reversed
i↔ i q ↔ 1/q
i↔ i q ↔ 1/q
⊳(−∂ˆi)−1
∣∣xi
b
(∂i)−1
∣∣xi
b
⊲
⊳¯(−∂i)−1
∣∣xi
b
(∂ˆi)−1
∣∣xi
b
⊲¯
Figure 4: Crossing-symmetries for q-deformed integrals
⇒ ∂ˆi ⊲¯
[(
(∂i)−1 ⊲ f
)
(⊖R x
j)
]
= −
(
∂i ⊲
(
(∂i)−1 ⊲ f
))
(⊖R x
j)
⇒ ∂ˆi ⊲¯
(
(∂i)−1 ⊲ f
)
(⊖R x
j) = −f(⊖R x
j)
⇒ (∂ˆi)−1 ⊲¯
[
∂ˆi ⊲¯
[(
(∂i)−1 ⊲ f
)
(⊖R x
j)
]]
= −(∂ˆi)−1 ⊲¯
(
f(⊖R x
j)
)
⇒
(
(∂i)−1 ⊲ f
)
(⊖R x
j) = −(∂ˆi)−1 ⊲¯
(
f(⊖R x
j)
)
, (265)
where again the minus sign has to be dropped in the case of the Manin plane.
In very much the same way, we obtain(
(∂ˆi)−1 ⊲¯ f
)
(⊖R¯ x
j) = −(∂i)−1 ⊲
(
f(⊖R¯ x
j)
)
(266)
and (
f ⊳¯ (∂i)−1
)
(⊖L¯ x
j) = −
(
f(⊖L¯ x
j)
)
⊳ (∂ˆi)−1,(
f ⊳ (∂ˆi)−1
)
(⊖L x
j) = −
(
f(⊖L x
j)
)
⊳¯ (∂i)−1. (267)
What we are doing next is to consider rules for integration by parts. To
this end, let us first recall that the coproduct for partial derivatives leads to
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a kind of q-deformed product rule, since we have
∂i ⊲ (fg) = (∂i ⊲ f)g + ((L∂)
i
j ⊲ f)(∂
j ⊲ g),
∂ˆi ⊲¯ (fg) = (∂ˆi ⊲¯ f)g + ((L¯∂)
i
j ⊲ f)(∂ˆ
j ⊲¯ g), (268)
(fg) ⊳ ∂ˆi = f(g ⊳ ∂ˆi) + (f ⊳ ∂ˆj)(g ⊳ (L∂)
i
j),
(fg) ⊳¯ ∂i = f(g ⊳¯ ∂i) + (f ⊳¯ ∂j)(g ⊳ (L¯∂)
i
j). (269)
Hitting the above equations with the corresponding integral operator and
rearranging terms, we get
∫ yi
−∞
dLx
i (∂i ⊲ f)g = fg|y
i
−∞ −
∫ yi
−∞
dLx
i ((L∂)
i
j ⊲ f)(∂
j ⊲ g),
∫ yi
−∞
dL¯x
i (∂ˆi ⊲¯ f)g = fg|y
i
−∞ −
∫ yi
−∞
dL¯x
i ((L¯∂)
i
j ⊲ f)(∂ˆ
j ⊲¯ g), (270)
∫ yi
−∞
dRx
i f(g ⊳ ∂ˆi) = fg|y
i
−∞ −
∫ yi
−∞
dRx
i (f ⊳ ∂ˆj)(g ⊳ (L∂)
i
j),∫ yi
−∞
dR¯x
i f(g ⊳¯ ∂i) = fg|y
i
−∞ −
∫ yi
−∞
dR¯x
i (f ⊳¯ ∂j)(g ⊳ (L¯∂)
i
j). (271)
It is not very difficult to convince oneself that the above identities also hold
for integrals over arbitrary intervals. In the case of the two-dimensional
quantum plane the rules in (270) and (271) explicitly read as
∫ y2
−∞
dLx
2 (∂1 ⊲ f)⊛ g =
f ⊛ g|y
2
−∞ −
∫ y2
−∞
dLx
2 (Λ−3/4τ−1/4 ⊲ f)⊛ (∂1 ⊲ g), (272)
∫ y1
−∞
dLx
1 (∂2 ⊲ f)⊛ g =
f ⊛ g|y
1
−∞ −
∫ y1
−∞
dLx
1 (Λ−3/4τ 1/4 ⊲ f)⊛ (∂2 ⊲ g)
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+ qλ
∫ y1
−∞
dLx
1 (Λ−3/4τ−1/4T+ ⊲ f)⊛ (∂1 ⊲ g), (273)
∫ y2
−∞
dL¯x
2 (∂ˆ1 ⊲¯ f)⊛ g =
f ⊛ g|y
2
−∞ −
∫ y2
−∞
dL¯x
2 (Λ3/4τ 1/4 ⊲ f)⊛ (∂ˆ1 ⊲¯ g)
− q−1λ
∫ y2
−∞
dL¯x
2 (Λ3/4τ−1/4T− ⊲ f)⊛ (∂ˆ2 ⊲¯ g), (274)
∫ y1
−∞
dL¯x
1 (∂ˆ2 ⊲¯ f)g =
f ⊛ g|y
1
−∞ −
∫ y1
−∞
dL¯x
1 (Λ3/4τ−1/4 ⊲ f)⊛ (∂ˆ2 ⊲¯ g), (275)
and likewise∫ y2
−∞
dRx
2 f ⊛ (g ⊳ ∂ˆ1) =
f ⊛ g|y
2
−∞ −
∫ y2
−∞
dRx
2 (f ⊳ ∂ˆ1)⊛ (g ⊳ Λ−3/4τ−1/4), (276)
∫ y1
−∞
dRx
1 f ⊛ (g ⊳ ∂ˆ2) =
f ⊛ g|y
1
−∞ −
∫ y1
−∞
dRx
1 (f ⊳ ∂ˆ2)⊛ (g ⊳ Λ−3/4τ 1/4)
+ qλ
∫ y1
−∞
dRx
1 (f ⊳ ∂ˆ1)⊛ (g ⊳ Λ−3/4τ−1/4T+), (277)
∫ y2
−∞
dR¯x
2 f ⊛ (g ⊳¯ ∂1) =
f ⊛ g|y
2
−∞ −
∫ y2
−∞
dR¯x
2 (f ⊳¯ ∂1)⊛ (g ⊳ Λ3/4τ 1/4)
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− q−1λ
∫ y2
−∞
dR¯x
2 (f ⊳¯ ∂2)⊛ (g ⊳ Λ3/4τ−1/4T−), (278)
∫ y1
−∞
dR¯x
1 f ⊛ (g ⊳¯ ∂2) =
f ⊛ g|y
1
−∞ −
∫ y1
−∞
dR¯x
1 (f ⊳¯ ∂2)⊛ (g ⊳ Λ3/4τ−1/4). (279)
One readily checks the above identities by inserting the expressions of (18)
and (19) into (270) and (271).
Now, we come to another important point concerning translations of inte-
grals. To this end, we take up the relations in (186)-(189) again and proceed
as follows:
∂i
x
⊲ exp(xk|∂l)R¯,L = exp(x
k|∂l)R¯,L
∂
⊛ ∂i
⇒ ∂i
x
⊲ exp(xk|∂l)R¯,L
∂|y
⊲
yi∫
−∞
dLy
i f(yj) =
(
exp(xk|∂l)R¯,L
∂
⊛ ∂i
) ∂|y
⊲
yi∫
−∞
dLy˜
i f(y˜j)
⇒
xi∫
−∞
dLx˜
i ∂˜i
∂˜|x˜
⊲ exp(x˜k|∂l)R¯,L
∂|y
⊲
yi∫
−∞
dLy˜
i f(y˜j) =
xi∫
−∞
dLx˜
i exp(x˜k|∂l)R¯,L
∂|y
⊲ f(yj)
⇒ exp(xk|∂l)R¯,L
∂|y
⊲
yi∫
−∞
dLy˜
i f(y˜j) =
xi∫
−∞
dLx˜
i exp(x˜k|∂l)R¯,L
∂|y
⊲ f(yj)
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⇒(xk⊕L¯y
j)i∫
−∞
dLy˜
i f(y˜j) =
xi∫
−∞
dLx˜
i f(x˜k ⊕L¯ y
j). (280)
In the above derivation we suppose f ∈ A˜ and apply (255). For the last step
we make use of (214).
If we consider integrals over finite intervals, we have to work a little bit
harder. First of all, it is necessary to realize that
∂i
y,z
⊲
yi∫
zi
dLy˜
i f(y˜k) = ∂i
y
⊲
yi∫
−∞
dLy˜
i f(y˜k)⊗ 1− 1⊗ ∂i
z
⊲
zi∫
−∞
dLz˜
i f(z˜l)
= f(yk)⊗ 1− 1⊗ f(zl), (281)
and analogously
exp(xk|∂l)R¯,L
∂|y,z
⊲
yi∫
zi
dLy˜
i f(y˜j)
= exp(xk|∂l)R¯,L
∂|y
⊲
yi∫
−∞
dLy˜
i f(y˜j)⊗ 1− 1⊗ exp(xk|∂l)R¯,L
∂|z
⊲
zi∫
−∞
dLz˜
i f(z¯j)
=
(xk⊕L¯y
j)i∫
−∞
dLy˜
i f(y˜j)⊗ 1− 1⊗
(xk⊕L¯z
j)i∫
−∞
dLz˜
i f(z˜j)
=
(xk⊕L¯y
j)i∫
(xk⊕L¯z
j)i
dLy˜
i f(y˜j). (282)
With these identities at hand the considerations in (280) now lead to
(xk⊕L¯y
j)i∫
(xk⊕L¯z
j)i
dLx˜
i f(x˜k) =
xi∫
−∞
dLx˜
i f(x˜k ⊕L¯ y
j)−
xi∫
−∞
dLx˜
i f(x˜k ⊕L¯ z
j)
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=(xk⊕L¯y
j)i∫
−∞
dLx˜
i f(x˜k)−
(xk⊕L¯z
j)i∫
−∞
dLx˜
i f(x˜k)
=
(xk⊕L¯y
j)i∫
−∞
dLx˜
if(x˜k)−
xi∫
−∞
dLx˜
i f(x˜k)
−
(xk⊕L¯z
j)i∫
−∞
dLx˜
i f(x˜k) +
xi∫
−∞
dLx˜
i f(x˜k)
=
(xk⊕L¯y
j)i∫
xi
dLx˜
i f(x˜k)−
(xk⊕L¯z
j)i∫
xi
dLx˜
i f(x˜k), (283)
being equivalent to
(xk⊕L¯y
j)i∫
xi
dLx˜
i f(x˜k) =
(xk⊕L¯y
j)i∫
(xk⊕L¯z
j)i
dLx˜
i f(x˜k) +
(xk⊕L¯z
j)i∫
xi
dLx˜
i f(x˜k). (284)
Everything so far applies equally well to the other types of integrals, i.e.
we additionally have
(xk⊕Ly
j)i∫
−∞
dL¯x˜
i f(x˜j) =
xi∫
−∞
dL¯x˜
i f(x˜k ⊕L y
j)
(yj⊕R¯x
k)i∫
−∞
dRx˜
i f(x˜j) =
xi∫
−∞
dRx˜
i f(yj ⊕R¯ x˜
k),
(yj⊕Rx
k)i∫
−∞
dR¯x˜
i f(x˜j) =
xi∫
−∞
dR¯x˜
i f(yj ⊕R x˜
k), (285)
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and
(xk⊕Ly
j)i∫
xi
dL¯x˜
i f(x˜k) =
(xk⊕Ly
j)i∫
(xk⊕Lzj)i
dL¯x˜
i f(x˜k) +
(xk⊕Lz
j)i∫
xi
dL¯x˜
i f(x˜k),
(yj⊕R¯x
k)i∫
xi
dRx˜
i f(x˜k) =
(yj⊕R¯x
k)i∫
(zj⊕R¯x
k)i
dRx˜
i f(x˜k) +
(zj⊕R¯x
k)i∫
xi
dRx˜
i f(x˜k),
(yj⊕Rx
k)i∫
xi
dR¯x˜
i f(x˜k) =
(yj⊕Rx
k)i∫
(zj⊕Rxk)i
dR¯x˜
i f(x˜k) +
(zj⊕Rx
k)i∫
xi
dR¯x˜
i f(x˜k). (286)
For a correct understanding of the relations in (285) one should keep in mind
that the set A˜ [cf. Eq. (257)] is invariant under translations, i.e. it holds
f ∈ A˜ ⇒ f(xi ⊕L/L¯ y
j) ∈ A˜, f(⊖L/L¯x
i) ∈ A˜. (287)
In other words, translations do not change the boundary conditions a func-
tion shows at infinity. This assertion follows from a direct inspection of the
operator expressions for q-deformed translations (see for example Ref. [41]).
5.3 Integrals over the whole space and their transla-
tion invariance
Up to now we have considered one-dimensional integrals only. We are now
looking for integrals over the entire space. In the work of Ref. [39] such
integrals were obtained by applying one-dimensional integrals in succession,
i.e.
+∞∫
−∞
dnLx f ≡
+∞∫
−∞
dLx
n¯ . . .
+∞∫
−∞
dLx
2¯
+∞∫
−∞
dLx
1¯ f(xi)
= lim
x1¯,...,xn¯→∞
(
(∂n)−1
∣∣xn¯
−∞
. . . (∂1)−1
∣∣x1¯
−∞
⊲ f
)
,
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+∞∫
−∞
dnRx f ≡
+∞∫
−∞
dRx
1
+∞∫
−∞
dRx
2 . . .
+∞∫
−∞
dRx
n f(xi)
= lim
x1,...,xn→∞
(
f ⊳ (∂ˆ1¯)−1
∣∣x1
−∞
. . . (∂ˆn¯)−1
∣∣xn
−∞
)
. (288)
There seems to be one difficulty with these definitions, since they can depend
on the order in which the one-dimensional integrals are performed. However,
in the above definitions we take for all the lower and upper limits of in-
tegration −∞ and +∞, respectively. For this reason, the one-dimensional
integrals being of the form (244) contribute to the expressions in (288) by
their summands with k = 0, only. This observation relies on the fact that
all summands with k > 0 lead to surface terms that can be neglected. This
way, the expressions in (288) should simplify to
+∞∫
−∞
dnLx f(x
i) = (∂ncl )
−1
∣∣∞
−∞
. . . (∂1cl )
−1
∣∣∞
−∞
⊲ f,
+∞∫
−∞
dnRx f(x
i) = f ⊳ (∂ˆ1¯cl )
−1
∣∣∞
−∞
. . . (∂ˆn¯cl )
−1
∣∣∞
−∞
. (289)
The point now is that the integral operators (∂icl)
−1, i = 1, . . . , n, commute
among each other up to certain powers of q, as can be seen from a direct
inspection of their explicit form [cf. (246)]. Thus, we can conclude that the
above definitions do not really depend on the order of the one-dimensional
integrals, since changing their order leads to expressions that differ from the
original ones by a global factor, only.
Next, we wish to find the explicit form of the integrals over the whole
space for the cases we are interested in for physical reasons. This can be done
as sketched above. First, we identify the expressions for each ∂icl. Taking the
corresponding inverse and plugging it into the formulae of (289), we finally
obtain
(i) (quantum plane)
+∞∫
−∞
d2Lx f(x
1, x2) ≡ −(D1q2)
−1
∣∣∞
−∞
q−2nˆx2 (D2q2)
−1
∣∣∞
−∞
q−nˆx1f, (290)
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(ii) (three-dimensional Euclidean space)
+∞∫
−∞
d3Lx f(x
+, x3, x−) ≡
(D+q4)
−1
∣∣∞
−∞
(D3q2)
−1
∣∣∞
−∞
q2nˆx+ (D−q4)
−1
∣∣∞
−∞
q2nˆx3f, (291)
(iii) (four-dimensional Euclidean space)
+∞∫
−∞
d4Lx f(x
4, x3, x2, x1) ≡
(D1q2)
−1
∣∣∞
−∞
qnˆx2+ nˆx3 (D2q2)
−1qnˆ4
∣∣∞
−∞
(D3q2)
−1
∣∣∞
−∞
qnˆx4 (D4q2)
−1
∣∣∞
−∞
f,
(292)
(iv) (q-deformed Minkowski space)
+∞∫
−∞
d4Lx f(r
2, x−, x3/0, x+) ≡
−qλ−3+ (D
r2
q−2)
−1
∣∣∞
−∞
q2(nˆx++ nˆx3/0+ nˆx−)(D+q−2)
−1
∣∣∞
−∞
×(D
3/0
q−2)
−1
∣∣∞
−∞
q2nˆr2 (D−q−2)
−1
∣∣∞
−∞
q2nˆr2f. (293)
Notice that we have added Appendix B to explain in more detail the reason-
ings leading to the expression in (293).
Obviously, the above considerations apply to all types of one-dimensional
integrals without any difficulties. As we know, it suffices to concern ourselves
with one type of integrals, since the expressions for the other versions are
obtained most easily by the crossing symmetries graphed in Fig. 4. Thus,
we concretely have the correspondences
+∞∫
−∞
dnLx f(x
i) = (∂n)−1
∣∣∞
−∞
. . . (∂1)−1
∣∣∞
−∞
⊲ f
i↔i
q↔1/q
←→
+∞∫
−∞
dnL¯x f˜(x
i) = (∂ˆn¯)−1
∣∣∞
−∞
. . . (∂ˆ1¯)−1
∣∣∞
−∞
⊲¯ f˜ , (294)
+∞∫
−∞
dnR¯x f(x
i) = f ⊳¯ (∂1)−1
∣∣∞
−∞
. . . (∂n)−1
∣∣∞
−∞
i↔i
q↔1/q
←→
+∞∫
−∞
dnRx f˜(x
i) = f˜ ⊳ (∂ˆ1¯)−1
∣∣∞
−∞
. . . (∂ˆn¯)−1
∣∣∞
−∞
, (295)
and
+∞∫
−∞
dnRx f˜(x
i)
i↔i
←→ (−1)n
+∞∫
−∞
dnL¯x f˜(x
i), (296)
+∞∫
−∞
dnR¯x f(x
i)
i↔i
←→ (−1)n
+∞∫
−∞
dnLx f(x
i),
where
i↔i
q↔1/q
←→ and
i↔i
←→ respectively indicate transitions via the substitutions
(Diqa)
−1 → (Diq−a)
−1, nˆxi → nˆxi, x
i → xi, q → q−1, (297)
and
(Diqa)
−1 → (Diqa)
−1, nˆxi → nˆxi, x
i → xi. (298)
Furthermore, one should notice that the tilde on the symbol for the function
shall remind us of the fact that the corresponding expression refers to reversed
normal ordering. We would like to illustrate the transition rules in (294)-
(296) by the following example:
+∞∫
−∞
d2Lx f(x
1, x2) ≡ −(D1q2)
−1
∣∣∞
−∞
q−2nˆx2 (D2q2)
−1
∣∣∞
−∞
q−nˆx1f
i↔i
q↔1/q
←→
+∞∫
−∞
d2L¯x f(x
2, x1) = −(D2q−2)
−1
∣∣∞
−∞
q2nˆx1 (D1q−2)
−1
∣∣∞
−∞
qnˆx2f
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i↔i
←→
+∞∫
−∞
d2Rx f(x
2, x1) = −(D1q−2)
−1
∣∣∞
−∞
q2nˆx2 (D2q−2)
−1
∣∣∞
−∞
qnˆx1f. (299)
Remarkably, q-deformed integrals over the whole space can also be ob-
tained in a different manner, i.e. by seeking expressions being translationally
invariant. This way we begin by defining an integral over the whole space as
a mapping ∫
: A˜ → C, (300)
being left and right invariant in the sense∫
∂i ⊲ f =
∫
f ⊳ ∂i = ε(∂i)
∫
f = 0. (301)
Notice that this kind of invariance also implies invariance under the action of
generators of the quantum algebra describing the underlying symmetry, i.e.∫
Lij ⊲ f =
∫
f ⊳ Lij = ε(Lij)
∫
f = 0. (302)
This can be seen rather easily from the fact that the generators of the quan-
tum algebra are realized within the differential calculus by
Lij ≡ k(PA)
ij
kl Λ
αXk∂l = k′(PA)
ij
kl ∂
kX lΛα, (303)
where k and k′ stand for suitable constants, while Λα and PA denote a scaling
operator and a q-analog of an antisymmetrizer, respectively.
That the integrals given by (288) indeed satisfy (301) can be readily
checked by using the commutation relations involving inverse partial deriva-
tives [see for example (255)]. In this respect, we should realize that each
time we commute a partial derivative with an inverse one a one-dimensional
integral disappears and surface terms, which vanish at infinity, arise. In the
case of the two-dimensional quantum plane, for example, we have
lim
x1,x2→∞
(∂2)−1
∣∣x1
−∞
(∂1)−1
∣∣x2
−∞
⊲ (∂1 ⊲ f)
= lim
x1,x2→∞
(∂2)−1
∣∣x1
−∞
⊲ f = 0, (304)
71
lim
x1,x2→∞
(∂2)−1
∣∣x1
−∞
(∂1)−1
∣∣x2
−∞
⊲ (∂2 ⊲ f)
= q−1 lim
x1,x2→∞
(∂1)−1
∣∣x2
−∞
⊲ f = 0, (305)
where it is assumed that f ∈ A˜. It should be clear that these reasonings
require for the representations of the ∂i to be of the same type as the rep-
resentations of the (∂i)−1. However, from (146) and (147) we know that the
antipode and its inverse enable us to transform left and right actions into
each other. In this manner, we can proceed as follows:
lim
x1¯,...,xn¯→∞
[
(∂n)−1
∣∣xn¯
−∞
. . . (∂1)−1
∣∣x1¯
−∞
⊲ (f ⊳ ∂ˆi)
]
= lim
x1¯,...,xn¯→∞
[
(∂n)−1
∣∣xn¯
−∞
. . . (∂1)−1
∣∣x1¯
−∞
⊲ (−∂ˆjS−1(L∂)
i
j ⊲ f)
]
= 0. (306)
The above considerations also apply for right integrals. Thus, we have
lim
x1,...,xn→∞
[
(∂i ⊲ f) ⊳ (∂ˆ1¯)−1
∣∣x1
−∞
. . . (∂ˆn¯)−1
∣∣xn
−∞
]
= lim
x1,...,xn→∞
[
(f ⊳ ∂ˆi) ⊳ (∂ˆ1¯)−1
∣∣x1
−∞
. . . (∂ˆn¯)−1
∣∣xn
−∞
]
= 0. (307)
Moreover, conjugate actions of partial derivatives can be expressed by un-
conjugate ones and vice versa, since we have [18, 71]
∂ˆi ⊲¯ f = k1∂
i ⊲ (Λ ⊲ f) + k2(gij∂
i∂i) ⊲ (Λ ⊲ (xi ⊛ f)),
∂i ⊲ f = k˜1∂ˆ
i ⊲¯ (Λ˜ ⊲ f) + k˜2(gij∂ˆ
i∂ˆi) ⊲¯ (Λ˜ ⊲ (xi ⊛ f)), (308)
and
f ⊳ ∂ˆi = k3(f ⊳ Λ
−1) ⊳¯ ∂i + k4((f ⊛ x
i) ⊳ Λ−1) ⊳¯ (∂i∂igij),
f ⊳¯ ∂i = k˜3(f ⊳ Λ˜
−1) ⊳¯ ∂ˆi + k˜4((f ⊛ x
i) ⊳ Λ˜−1) ⊳ (∂ˆi∂ˆigij), (309)
with suitable constants ki, k˜i ∈ R and scaling operators Λ and Λ˜. Together
72
with (306) and (307) these relations give rise to the identities∫
dnAx(∂
i ⊲ f) =
∫
dnAx(∂ˆ
i ⊲¯ f)
=
∫
dnAx(f ⊳ ∂ˆ
i) =
∫
dnAx(f ⊳¯ ∂
i) = 0, (310)
where A ∈ {L, L¯, R, R¯}.
Translation invariance of integrals can help to simplify the rules for inte-
gration by parts. This becomes quite clear from the calculation
+∞∫
−∞
dL/Rx
n f ⊛ (∂i ⊲ g) =
+∞∫
−∞
dL/Rx
n (f ⊳ ∂i)⊛ g
+
+∞∫
−∞
dL/Rx
n (L∂)
i
j ⊲
[
(f ⊳ ∂j)⊛ g
]
=
+∞∫
−∞
dL/Rx
n (f ⊳ ∂i)⊛ g. (311)
The first step is an application of the coproduct for partial derivatives. For
the second step we have to recall that the entries of the L-matrix are elements
of the symmetry algebra. [To be more precise, we should mention that the
entries of the L-matrix depend on a scaling operator. But the invariance
of our integrals under the action of this scaling operator is a rather subtle
point. See the discussion of (324)]. Applying (302) together with ε(Lij) = δ
i
j
then yields the final result. By a slight modification we can repeat these
arguments for the symmetry generators Lij . In doing so, we get
+∞∫
−∞
dL/Rx
n f ⊛ (Lij ⊲ g)
=
+∞∫
−∞
dL/Rx
n (Lij)(2) ⊲
([
S−1((Lij)(1)) ⊲ f
]
⊛ g
)
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=+∞∫
−∞
dL/Rx
n ε((Lij)(2))
[(
f ⊳ (Lij)(1)
)
⊛ g
]
=
+∞∫
−∞
dL/Rx
n
(
f ⊳ Lij
)
⊛ g, (312)
where the second step again makes use of (302).
Next, we would like to rewrite the condition of translation invariance in
terms of q-translations. To this end, we first reformulate the properties in
(310) by inserting the expressions for the coregular actions [cf. (156) and
(157)]. The non-degeneracy of the pairings then implies
〈
∂i, f(L¯,1)
〉
L,R¯
∫
dnAx f(L¯,2) =
〈
∂i, 1
〉
L,R¯
∫
dnAx f,
⇒ f(L¯,1) ⊗
∫
dnAx f(L¯,2) = 1⊗
∫
dnAx f, (313)
〈
∂ˆi, f(L,1)
〉
L¯,R
∫
dnAx f(L,2) =
〈
∂ˆi, 1
〉
L¯,R
∫
dnAx f,
⇒ f(L,1) ⊗
∫
dnAx f(L,2) = 1⊗
∫
dnAx f, (314)
and ∫
dnAx f(R¯,1)
〈
f(R¯,2), ∂
i
〉
L¯,R
=
∫
dnAx f
〈
1, ∂i
〉
L¯,R
,
⇒
∫
dnAx f(R¯,1) ⊗ f(R¯,2) =
∫
dnAx f ⊗ 1, (315)
∫
dnAx f(R,1)
〈
f(R,2), ∂ˆ
i
〉
L,R¯
=
∫
dnAx f
〈
1, ∂ˆi
〉
L,R¯
,
⇒
∫
dnAx f(R,1) ⊗ f(R,2) =
∫
dnAx f ⊗ 1. (316)
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To sum up, we have
+∞∫
−∞
dAx
n f(xi) =
+∞∫
−∞
dAx
n f(yj ⊕L¯ x
i) =
+∞∫
−∞
dAx
n f(xi ⊕R¯ y
j)
=
+∞∫
−∞
dAx
n f(yj ⊕L x
i) =
+∞∫
−∞
dAx
n f(xi ⊕R y
j), (317)
with A ∈ {L, L¯, R, R¯}.
Let us return to the property in (301). It tells us that an integral over
the whole space is nothing other than a functional which is invariant under
translations. For this reason, the problem of constructing an integral over
the whole space is equivalent to that of seeking a functional being invariant
under translations. To find such a functional it is helpful to realize that all
functions subject to
∂i ⊲ F (xj) = F (xj) ⊳ ∂i = 0, for all i, (318)
have to be periodic in the sense
(i) (quantum plane)
F (q±2x1) = F (q±2x2) = F, (319)
(ii) (three-dimensional Euclidean space)
F (q±4x+) = F (q±2x3) = F (q±4x−) = F, (320)
(iii) (four-dimensional Euclidean space)
F (q±2x1) = F (q±2x2) = F (q±2x3) = F (q±2x4) = F, (321)
(iv) (q-deformed Minkowski space)
F (q±2r2) = F (q±2x+) = F (q±2x3/0) = F (q±2x−) = F. (322)
These conditions follow from a direct inspection of the results in Ref. [41].
In other words (319)-(322) characterize functions being constant from the
point of view provided by q-deformation. For the sake of completeness we
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also note that due to (214) and (215) the requirement in (318) is equivalent
to
F (yj ⊕L/L¯ x
i) = F (xi), F (xi ⊕R/R¯ y
j) = F (xi). (323)
Now, we are ready to solve the problem of constructing translationally
invariant functionals. Functions satisfying the periodicity conditions in (319)-
(322) are obtained most easily by means of the Jackson integrals (a > 0,
q > 1)
F = (Diq±a)
−1
∣∣∞
0
f = ∓(1 − q±a)
∞∑
k=−∞
(qakxi)f(qakxi), xi > 0,
F = (Diq±a)
−1
∣∣0
−∞
f = ±(1 − q±a)
∞∑
k=−∞
(qakxi)f(qakxi), xi < 0, (324)
since it holds (
(Diqa)
−1
∣∣∞
0
f
)
(q±axi) = (Diqa)
−1
∣∣∞
0
f,(
(Diqa)
−1
∣∣0
−∞
f
)
(q±axi) = (Diqa)
−1
∣∣0
−∞
f. (325)
A short glance at (290)-(293) tells us that our integrals over the whole space
are built up out of Jackson integrals. From this observation we see once again
that the integrals in (290)-(293) are indeed invariant under translations.
However, there is a point we have to discuss more carefully. Remarkably,
the Jackson integrals over the intervals [ 0,−∞) and (−∞, 0 ] still depend on
the integration variable. Thus, the value of the Jackson integral in (324) is
not completely determined. This ambiguity can be removed by setting the
value of the integration variable equal to 1 or −1, i.e.
(Diq±a)
−1
∣∣∞
−∞
f ≡ ∓(1− q±a)
∞∑
k=−∞
qak
(
f(qak) + f(−qak)
)
. (326)
Nevertheless, it arises the question where this ambiguity comes from and
what it physically means. First of all, we can say that due to the periodicity
of the Jackson integrals in (324) their values can vary within a certain range.
So to speak, an infinite Jackson integral cannot be characterized by a cer-
tain value, only, but an interval of values. We can believe that this feature
expresses the impossibility of making sharp measurements.
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There is another very important point which should be clarified. It con-
cerns the behavior of integrals under the action of scaling operators. Up to
now we know that the values of infinite Jackson integrals are not uniquely
determined, since they depend on a parameter. Important for us is the fact
that scaling operators of the form qαnˆi have an influence on this parameter,
when they act on infinite Jackson integrals. This can be seen rather easily
by the following calculation:
qαnˆi ⊲ (Diq±a)
−1
∣∣∞
0
f = ∓(1− q±a)
∞∑
k=−∞
qak(qαxi)f(qak(qαxi))
=
(
(Diq±a)
−1
∣∣∞
0
f
)
(qαxi). (327)
However, if we keep in mind that the parameters of infinite Jackson integrals
can take on arbitrary values, we are always allowed to drop scaling operators
acting on infinite Jackson integrals.
Now, we can go one step further. The considerations so far show us
that right and left invariant functionals are obtained by products of Jackson
integrals of the form (326). The integrals in (290)-(293) give examples for
such functionals. Due to the identities
(Diqa)
−1
∣∣∞
−∞
f = qa(Diq−a)
−1
∣∣∞
−∞
f,
(Diqa)
−1
∣∣∞
−∞
qcnˆif(xi) = q−cqcnˆi(Diqa)
−1
∣∣∞
−∞
f, (328)
which are a direct consequence of the definitions in (324), these integrals
are unique up to a global factor if we neglect the parametrization of infinite
Jackson integrals and if we do not take into account the appearance of scaling
operators.
Up to now we know that integrals over the whole space are invariant
under translations and behave like scalars under the action of the algebra
describing the quantum symmetry. This way, integrals over the whole space
should have trivial braiding. However, a short glance at the L-matrices [cf.
(18) and (19)] shows us that the braiding is not only determined by the action
of symmetry generators but also by that of certain scaling operators. From
the discussion above we know that a scaling operator Λ with Λ ⊲ xi = qαxi
does not really change a Jackson integral over the intervals [ 0,−∞) and
(−∞, 0 ]. This, in turn, implies that integrals over the whole space remain
unchanged under the action of scaling operators. Hence, integrals over the
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whole space can indeed be treated as objects having trivial braiding.
Lastly, let us remind of the fact that the explicit form of our integrals
depends on the choice for the normal ordering of quantum space coordinates.
On this ground, it would be interesting to understand how a change of the
underlying normal ordering affects the evaluation of integrals over the whole
space. As we know from the discussion in Section 2, there are operators
transforming functions to those representing the same quantum space ele-
ment but for reversed normal ordering. With these operators at hand we
show in Appendix B how the expressions for integrals over q-deformed Min-
kowski space change under reversing the normal ordering. The same method
applies to the other quantum spaces we are considering in this article. In this
manner we get
(i) (quantum plane)
+∞∫
−∞
d2L/R¯x f(x
1, x2) =
+∞∫
−∞
d2L/R¯x q
−nˆx2 nˆx1 f˜(x2, x1), (329)
+∞∫
−∞
d2L¯/Rx f˜(x
2, x1) =
+∞∫
−∞
d2L¯/Rx q
nˆx2 nˆx1f(x1, x2), (330)
(ii) (three-dimensional Euclidean space)
+∞∫
−∞
d3L/R¯x f(x
+, x3, x−) =
+∞∫
−∞
d3L/R¯x q
2nˆx3 (nˆx++ nˆx−)f˜(x−, x3, x+), (331)
+∞∫
−∞
d3L¯/Rx f˜(x
−, x3, x+) =
+∞∫
−∞
d3L¯/Rx q
−2nˆx3 (nˆx++ nˆx−)f(x+, x3, x−),
(332)
(iii) (four-dimensional Euclidean space)
+∞∫
−∞
d4L¯/Rx f(x
1, x2, x3, x4) =
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+∞∫
−∞
d4L¯/Rx q
−(nˆx2+ nˆx3 )(nˆx1+ nˆx4)f˜(x4, x2, x3, x1), (333)
+∞∫
−∞
d4L/R¯x f˜(x
4, x3, x2, x1) =
+∞∫
−∞
d4L/R¯x q
(nˆx2+ nˆx3)(nˆx1+ nˆx4)f(x1, x2, x3, x4), (334)
(iv) (q-deformed Minkowski space)
+∞∫
−∞
d4L¯/Rx f(r
2, x+, x3/0, x−) =
+∞∫
−∞
d4L¯/Rx q
2nˆx+ nˆx−+2nˆx3(nˆx++ nˆx−)f˜(x−, x3/0, x+, r2), (335)
+∞∫
−∞
d4L¯/Rx f˜(x
−, x3/0, x+, r2) =
+∞∫
−∞
d4L¯/Rx q
−2nˆx+ nˆx−− 2nˆx3 (nˆx++ nˆx−)f(r2, x+, x3/0, x−), (336)
where f and f˜ represent the same quantum space element but for different
normal orderings.
5.4 Conjugation properties of q-deformed integrals
Now, we turn to the conjugation properties of our integrals. To begin with,
let us mention that from an algebraic point of view a consistent conjugation
is introduced by
(∂i)−1 = (∂i)−1. (337)
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With this convention the properties in (130) imply for representations of
inverse partial derivatives the following identities
(
(∂i)−1 ⊲ f(xj)
)
= f(xj) ⊳¯ (∂i)−1,
(
f(xj) ⊳¯ (∂i)−1
)
= (∂i)−1 ⊲ f(xj),(
(∂ˆi)−1 ⊲¯ f(xj)
)
= f(xj) ⊳ (∂ˆi)−1,
(
f(xj) ⊳ (∂ˆi)−1
)
= (∂ˆi)−1 ⊲¯ f(xj). (338)
Moreover, from (337) it follows that inverse partial derivatives are imaginary,
i.e.
(∂i)−1 = −(∂i)
−1 = −(∂i)
−1 = −gij(∂
j)−1. (339)
However, for this to be true in general we have to deal with −i(∂0)−1 instead
of (∂0)−1 in the case of q-deformed Minkowski space.
In addition to this, we can ask about the conjugation properties of inte-
grals over the whole space. Applying the above results to the expressions in
(288) yields
+∞∫
−∞
dnLx f = lim
x1¯,...,xn¯→∞
(∂n)−1
∣∣xn¯
−∞
. . . (∂1)−1
∣∣x1¯
−∞
⊲ f
= (−1)n lim
x1,...,xn→∞
f¯ ⊳¯ (∂1¯)−1
∣∣x1
−∞
. . . (∂n¯)−1
∣∣xn
−∞
= (−1)n
+∞∫
−∞
dnR¯x f¯ , (340)
+∞∫
−∞
dnRx f = lim
x1,...,xn→∞
f ⊳ (∂ˆ1¯)−1
∣∣x1
−∞
. . . (∂ˆn¯)−1
∣∣xn
−∞
= (−1)n lim
x1¯,...,xn¯→∞
(∂ˆn)−1
∣∣xn¯
−∞
. . . (∂ˆ1)−1
∣∣x1¯
−∞
⊲¯ f¯
= (−1)n
+∞∫
−∞
dnL¯x f¯ , (341)
where we used the fact that the metrical factors stemming from (339) cancel
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against each other. In very much the same way, we obtain
+∞∫
−∞
dn
L¯
x f = (−1)n
+∞∫
−∞
dnRx f¯ ,
+∞∫
−∞
dn
R¯
x f = (−1)n
+∞∫
−∞
dnLx f¯. (342)
It is easily seen that under conjugation left integrals are transformed into
right ones and vice versa.
If we want to have an integral with∫
f =
∫
f¯ , (343)
it should be clear that we can take the combinations
in
+∞∫
−∞
dnL¯x f + i
n
+∞∫
−∞
dnRx f,
in
+∞∫
−∞
dnLx f + i
n
+∞∫
−∞
dnR¯x f. (344)
Notice that for q-deformed Minkowski space integration over the time coor-
dinate requires an additional imaginary factor in the above expressions.
6 Conclusion
Let us end with some comments on what we have done so far. The aim of our
program was to provide us with a q-deformed version of analysis on quantum
spaces of physical interest, i.e. Manin plane, q-deformed Euclidean space in
three or four dimensions, and q-deformed Minkowski space. In our previ-
ous work attention was focused on explicit formulae realizing the elements
of q-analysis on commutative coordinate algebras. This way, we got multi-
dimensional versions of the well-known q-calculus with Jackson integrals and
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Jackson derivatives [62]. In the present article we continued these considera-
tions, but stress was taken on a presentation which reveals the properties of
the elements of q-deformed analysis. Remarkably, our reasonings are in com-
plete analogy to the classical situation, which we regain in the undeformed
limit as q → 1.
It should be mentioned that in some sense our work is inspired by the
so-called star-product formalism. Nevertheless we do not explicitly consider
expansions in terms of a deformation parameter, since we try to work with
closed expressions, only. In the former literature the problem of formula-
ting physical theories is often attacked by the construction of Hilbert space
representations [27, 63–65]. Although this approach is rather rigorous from
a mathematical point of view it is not so easy to understand the physical
meaning of its results. As was pointed out above, in our framework, how-
ever, the relationship to the classical limit is very clear. This observation
nourishes the hope that our concept will enable us to develop a q-deformed
field theory along the same line of reasonings as its undeformed counterpart.
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A Quantum spaces
The coordinates of the two-dimensional q-deformed quantum plane fulfill the
relation [51, 70]
X1X2 = qX2X1, (345)
whereas the quantum metric is given by a matrix εij with non-vanishing
elements
ε12 = q−1/2, ε21 = −q1/2. (346)
The inverse of εij is given by
(ε−1)ij = εij = −ε
ij . (347)
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In the case of the q-deformed Euclidean space in three dimensions the
commutation relations read [18]
X3X+ = q2X+X3,
X−X3 = q2X3X−,
X−X+ = X+X− + λX3X3. (348)
The non-vanishing elements of the quantum metric are
g+− = −q, g33 = 1, g−+ = −q−1. (349)
Its inverse is determined by
(g−1)AB = gAB = g
AB. (350)
For the four-dimensional q-deformed Euclidean space we have the rela-
tions [14, 71]
X1X2 = qX2X1,
X1X3 = qX3X1,
X3X4 = qX4X3,
X2X4 = qX4X2,
X2X3 = X3X2,
X4X1 = X1X4 + λX2X3. (351)
The metric has as non-vanishing components
g14 = q−1, g23 = g32 = 1, g41 = q, (352)
and it holds
(g−1)ij = gij = g
ij. (353)
In the case of the q-deformed Minkowski space the coordinates obey the
relations [14]
XµX0 = X0Xµ, µ ∈ {0,+,−, 3},
X−X3 − q2X3X− = −qλX0X−,
X3X+ − q2X+X3 = −qλX0X+,
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X−X+ −X+X− = λ(X3X3 −X0X3), (354)
and the non-vanishing components of the metric read
η00 = −1, η33 = 1, η+− = −q, η−+ = −q−1. (355)
Again, we have
(η−1)µν = ηµν = ηµν . (356)
For other deformations of Minkowski spacetime we refer to Refs. [72–78].
B Integrals for q-deformed Minkowski space
In this appendix we would like to deal with integrals for q-deformed Min-
kowski space, which from a physical point of view is the most interesting
case among q-deformed quantum spaces. Especially, we derive expressions
for one-dimensional integrals as well as for integrals over the whole space. In
the latter case, we additionally explain how these expressions depend on the
choice for the normal ordering.
To begin with, we recall the explicit form of conjugate left representations
of partial derivatives [41]:
∂ˆ3 ⊲¯ f(r2, x+, x3/0, x−) = D
3/0
q2 f(q
2r2)
+ q−1λ+x
3/0Dr
2
q2f(q
2x+)
+
(
− q−2r2(x3/0)−1 − q−4x3/0
)
Dr
2
q2f
+ q−2λ+x
+x−(x3/0)−1Dr
2
q2f(q
2x3/0)
− qλ−1+ λx
3/0D+q2D
−
q2f(q
2r2), (357)
∂ˆ+ ⊲¯ f(r2, x+, x3/0, x−) = −qD−q2f(q
2r2)
+ q−1λ+x
+Dr
2
q2f, (358)
∂ˆ− ⊲¯ f(r2, x+, x3/0, x−) = −q−1D+q2f
+ q−1λ+x
−Dr
2
q2f(q
2x+, q2x3/0)
+ q−2λ(x3/0)2D+q2D
r2
q2f(q
2x+, q2x−)
84
− q−1λ2(x3/0)2x−D+q2D
−
q2D
r2
q2f(q
2x+), (359)
∂ˆ2 ⊲¯ f(r2, x+, x3/0, x−) = qλ3+D
r2
q2f(q
2x+, q2x3/0, q2x−)
+ q3λ3+r
2(Dr
2
q2)
2f(q2x+, q2x3/0, q2x−)
+ (q−1λ+)
2x−D−q2D
r2
q2f(q
2x+, q2x3/0)
+ (q−1λ+)
2x3/0D
3/0
q2 D
r2
q2f(q
2x+)
− λ+D
+
q2D
−
q2f(q
2r2) + (q−1λ+)
2x+D+q2D
r2
q2f, (360)
where λ+ ≡ q + q
−1.
Next, we wish to apply the result of (244) to the above representations.
To this end, we first have to identify the expressions for the ∂ˆicl. They have
to be invertible operators that do not vanish in the classical limit. In this
manner, we choose for the ∂ˆicl the expressions we have underlined in (357)-
(360). We find as corresponding inverse operators
(∂ˆ3cl)
−1 ⊲¯ f = (D
3/0
q2 )
−1f(q−2r2),
(∂ˆ+cl )
−1 ⊲¯ f = −q−1(D−q2)
−1f(q−2r2),
(∂ˆ−cl )
−1 ⊲¯ f = −q(D+q2)
−1f,
(∂ˆr
2
cl )
−1 ⊲¯ f = q−1λ−3+ (D
r2
q2)
−1f(q−2x+, q−2x3/0, q−2x−). (361)
Consequently, the terms being not underlined contribute to ∂ˆicor. Inserting the
explicit form of (∂ˆicl)
−1 and ∂ˆicor into (244) then yields the wanted expressions
for the integral operator (∂ˆi)−1. We leave the details to the reader and write
down the result for (∂ˆ+)−1 as an example:
(∂ˆ+)−1 ⊲¯ f = −q−1
∞∑
k=0
(q−2λ+)
kqk(k+1)(x+)k
× (Dr
2
q2)
k(D−q2)
−(k+1)f(q−2(k+1)r2). (362)
Now, we come to integrals over the whole Minkowski-space. They can be
introduced by∫
d4L¯x f(x
i) ≡ (∂ˆ2)−1
∣∣∞
−∞
(∂ˆ+)−1
∣∣∞
−∞
(∂ˆ3)−1
∣∣∞
−∞
(∂ˆ−)−1
∣∣∞
−∞
⊲¯ f. (363)
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It is our aim to rewrite the last expression in terms of Jackson integrals.
To this end we first try to simplify the formulae for the one-dimensional
integrals. In the case of (∂ˆ−)−1, for example, we can proceed as follows:
(∂ˆ−)−1
∣∣∞
−∞
⊲¯ f =
∞∑
k=0
(−1)k
[
(∂ˆ−cl )
−1
∣∣∞
−∞
∂ˆ−cor
]k
(∂ˆ−cl )
−1
∣∣∞
−∞
f
= −q
∞∑
k=0
[
q(D+q2)
−1
∣∣∞
−∞
(
q−1λ+x
−Dr
2
q2q
2(nˆx++ nˆx3/0 )
+ q−2λ(x3/0)2D+q2D
r2
q2q
2(nˆx++ nˆx−)
− q−1λ2(x3/0)2x−D+q2D
−
q2D
r2
q2q
2nˆx+
)]k
(D+q2)
−1
∣∣∞
−∞
f
= −q
∞∑
k=0
[
λ+x
−(D+q2)
−1
∣∣∞
−∞
Dr
2
q2q
2(nˆx++ nˆx3/0)
]k
(D+q2)
−1
∣∣∞
−∞
f
= −q
∞∑
k=0
qk(k+1)(λ+x
−Dr
2
q2)
k(D+q2)
−(k+1)
∣∣∞
−∞
f(q2kx+, q2kx3/0). (364)
The first equality is the formula from (244), for the second equality we insert
the explicit form of (∂ˆ−cl )
−1 and ∂ˆ−cor, while the third equality uses
Diqa(D
i
qa)
−1
∣∣∞
−∞
f =
(Diqa)
−1
∣∣∞
−∞
f −
(
(Diqa)
−1
∣∣∞
−∞
f
)
(qaxi)
(1− qa)xi
=
(Diqa)
−1
∣∣∞
−∞
f − (Diqa)
−1
∣∣∞
−∞
f
(1− qa)xi
= 0. (365)
In very much the same way we can show that
(∂ˆ2)−1
∣∣∞
−∞
⊲¯ f =
∞∑
k=0
q(
3
2
k−1)(k+1)λ−2k−3+ (D
+
q2D
−
q2)
k
× (Dr
2
q2)
−(k+1)
∣∣∞
−∞
f(q2kr2, q−2(k+1)x+, q−2(k+1)x3/0, q−2(k+1)x−). (366)
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Putting everything together we obtain
(∂ˆ+)−1
∣∣∞
−∞
(∂ˆ3)−1
∣∣∞
−∞
(∂ˆ−)−1
∣∣∞
−∞
(∂ˆ2)−1
∣∣∞
−∞
⊲¯ f =
∞∑
j=0
(q−2λ+)
jqj(j+1)(x+)j(Dr
2
q2)
j(D−q2)
−(j+1)
∣∣∞
−∞
q−2(j+1)nˆr2
×
∞∑
k=0
(−1)k
[
(D
3/0
q2 )
−1
∣∣∞
−∞
q−2nˆr2
(
q−1λ+x
3/0Dr
2
q2q
2nˆx+
+
(
− q−2r2(x3/0)−1 − q−4x3/0
)
Dr
2
q2
+ q−2λ+x
+x−(x3/0)−1Dr
2
q2q
−2nˆ
x3/0 (367)
− qλ−1+ λx
3/0D+q2D
−
q2q
2nˆr2
)]k
(D
3/0
q2 )
−1
∣∣∞
−∞
q−2nˆr2
×
∞∑
l=0
ql(l+1)(λ+x
−Dr
2
q2)
l(D+q2)
−(l+1)
∣∣∞
−∞
q2l(nˆx++ nˆx3/0 )f
×
∞∑
m=0
q(
3
2
m−1)(m+1)λ−2m−3+ (D
+
q2D
−
q2)
m
× (Dr
2
q2)
−(m+1)
∣∣∞
−∞
f(q2mr2, q−2(m+1)x+, q−2(m+1)x3/0, q−2(m+1)x−)
= −q−1λ−3+ (D
−
q2)
−1
∣∣∞
−∞
q−2nˆr2 (D
3/0
q2 )
−1
∣∣∞
−∞
q−2nˆr2
× (D+q2)
−1
∣∣∞
−∞
(Dr
2
q2)
−1
∣∣∞
−∞
q−2(nˆx++ nˆx3/0+nˆx−)f. (368)
For the first identity the expressions we have derived so far are substituted
for the one-dimensional integrals. The second equality makes use of (365)
and
(Diqa)
−1
∣∣∞
−∞
(Diqa)
nf = lim
xi→∞
(Diqa)
n−1f − lim
xi→−∞
(Diqa)
n−1f = 0. (369)
Notice that the last result only holds if we assume f ∈ A˜ [cf. (257)].
Lastly, we would like to discuss how the expression in (368) changes under
reversing the normal ordering. To this end we need an operator that trans-
forms a function representing an element of q-deformed Minkowski space for
ordering X−X3/0X+rˆ2 to a function representing the same quantum space el-
ement but now for reversed ordering rˆ2X+X3/0X−. Its explicit form reads [38]
f(r2, x+, x3/0, x−) = Uˆ−1
(
f(x−, x3/0, x+, r2)
)
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=
∞∑
i,j=0
(λλ−1+ )
i (−1)
jq−(i−k)−k
2
[[k]]q2 ![[i− k]]q2 !
× r2(i−k)(x3/0)2k q2nˆx+ nˆx−+(nˆx++ nˆx−)(2nˆx3/0+i)+2nˆx3/0 i
×
(
(D+q2D
−
q2)
if˜
)
(qi−2kx−, x3/0, qi−2kx+, r2). (370)
As a next step we take the integral of f = Uˆ−1f˜ over the whole Minkowski
space. By virtue of (368) and (369) we finally arrive at∫
d4L¯x f =
∫
d4L¯x q
2nˆx+ nˆx−+2(nˆx++ nˆx−)nˆx3/0 f˜ , (371)
i.e. the terms with i > 0 in (370) do not contribute to the integral.
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