Finite length CMA equalizers contain undesired minima termed Length Dependent Local Minima (LDLM). We note that for auto-regressive (AR) channels, the equalizer output is correlated with a delayed input at these minima. This property is then used to modify the CMA cost function and remove the LDLM in AR channels.
I. Introduction
The objective in blind channel equalization is to cancel or reduce the intersymbol interference (ISI) introduced by non-ideal transmission channels without knowing the transmitted sequence. Although numerous blind adaptive equalization algorithms have been proposed, the Constant Modulus Algorithm (CMA) is the most widely used 1] due to its simplicity and robustness. CMA is a stochastic gradient adaptive algorithm that results from minimizing a non-quadratic cost function of the equalizer coe cients involving higher order statistics. It has been shown 3] that CMA equalizers exhibit global convergence to desired equilibria points when the transmitted symbols are identical and independently distributed (i.i.d.) and have negative kurtosis.
However, this result only holds true for the impractical situation where the equalizer is doubly-in nite 4].
Recent analysis for nite equalizers have revealed the existence of non-desired equilibria points that have been In this paper we propose a simple modi cation of CMA equalizers that successfully removes the undesired LDLM in AR channels. Our approach exploits the fact that the correlation between the output and the delayed input is non-zero in the undesired equilibria points and vanishes in the desired ones. This motivates the proposal of a new optimization problem that jointly minimizes the CMA cost function and the correlation between the output and the delayed input.
The paper is organized as follows: Section II presents the signal model and the LDLM. Section III introduces the new CMA equalizer and presents an analysis of the stationary points for a rst order AR channel and a two-tap equalizer. Section IV presents simulation results and, nally, Section V is devoted to the conclusions.
II. Problem Statement
Let us consider that a sequence s(n) of zero-mean, complex-valued and i.i.d. symbols inputs a noiseless causal and linear time invariant channel h(n) to provide a received signal
To recover s(n), the received signal is passed through an L-tap FIR lter (equalizer) whose output is y(n) = L?1 X i=0 w (i)x(n ? i) = w H x(n) (2) where w = w(0); ; w(L ? 1) ] T is the vector of the equalizer coe cients and x(n) = x(n); ; x(n ? L + 1)] T is the vector of received signals. The superscripts T and H denote transpose and transpose conjugate, respectively. Using matrix notation, x(n) can be expressed as x(n) = Hs(n), where s(n) = s(n); ; s(n ? 1); ] T is the transmitted symbols vector and H = 2 6 6 6 6 6 6 6 6 6 4 2) 
is the channel impulse response matrix. The equalizer output can also be written as y(n) = w H Hs(n) = g H s(n) (4) where g = g 0 ; g 1 Moreover, these are the only existing minima when the equalizer is doubly in nite 4]. However, undesired minima exist when nite length equalizers are considered. This is easily revealed when the channel is an auto-regressive (AR) system 4].
It is well known that the impulse response of a P-order AR system satis es the following
where a i for i = 1; ; P are the coe cients of the recursive AR di erence equation. If h n = h(n); h(n ? 1); ; h(n ? L + 1)] T denotes the n-th column of H, it is straightforward to show that the rst L columns 
III. Modification of CMA Equalizers
In order to remove the LDLM described in the previous section, we propose the joint minimization of the conventional CMA cost function (6) and the squared absolute value of the correlation between the output y(n) and the input at the last L ? P equalizer taps, x(n ? l) for l = L ? P; ; L ? 1, i.e., the minimization of
some correlation with x(n ? l) for l = L ? P; ; L ? 1. Therefore, it is conjectured that the added terms in (13) prevent convergence towards the undesired minima. It may be objected that (13) requires the a priori knowledge of the channel order P, but this does not constitute a serious limitation since the approach still works adequately if the channel order is overestimated.
In the sequel we present a proof of the above conjecture for P = 1 ( rst order AR channel) and L = 2 (2-tap equalizer). For the sake of simplicity it was also assumed that the transmitted symbols, the channel and the equalizer are all real.
The impulse response of a rst order real AR channel is h(n) = a n u(n) with jaj < 
Note that the rst two columns in (15) are linearly independent whereas the rest are linear combinations of the second one (h n = a n?1 h 1 for n 2). Therefore g i = a i?1 g 1 8i 2.
For P = 1, L = 2 and real signals, the modi ed CMA cost function (13) reduces to 
where S 1 ; S 2 and S 3 are the constants that depend on the channel impulse response 
Solution 4. g 0 6 = 0 and g 1 6 = 0. This is another undesired stationary point, but in the Appendix it is shown that is not a minimum if ? 3 < 0. This condition was previously obtained to ensure that the desired stationary point is a minimum.
In summary, the above analysis shows how the modi ed CMA equalizer in (13) does not contain LDLM for P = 1 and L = 2. The cancellation of these local minima requires the transmitted symbols have negative kurtosis (which is typically the case in digital communications) and be su ciently high to satisfy condition (22). Figure 1 plots the surface contours of J CMA and J MCMA for a = 0:5, = 2 and = 1 (binary PAM, i.e. s(n) = 1). It can be seen how the LDLM disappear due to the added cross-term. 1 The normalized kurtosis of a real signal is de ned as ? 3. It is relatively easy to generalize the above analysis for complex signals and L > 2, and demonstrate that the added terms in (13) remove the LDLM provided that satis es (22). The generalization to P > 1, however, turns out to be rather cumbersome. Nevertheless, we conjecture that our approach is still able to eliminate LDLM and that the lower bound for given by (22) ) where g i is the overall channel/equalizer impulse response de ned in (4).
In the rst simulation experiment we assumed a rst order AR channel with a transfer function H(z) = 1 1?0:5z ?1 . Figure 2 plots the time evolution of the normalized ISI for a two tap equalizer and three di erent values of . The equalizer coe cients were randomly initialized and we have used an algorithm step size = 0:002. It is clearly seen that when the values of are less than the lower bound de ned in (22) the algorithm converges to a LDLM and ISI is not canceled. However, when = 4=3 which is the lower bound (22) for = 1, the algorithm converges to the global minimum. This was always observed despite of many di erent initializations.
In the second simulation experiment we consider the same environment as before and a 5-tap equalizer. Figure 3 plots the normalized ISI where it can be seen how the algorithm was captured by a local minimum for = 0 and = 0:3 whereas it converged adequately for = 4=3.
In the third simulation experiment we considered a second order AR channel (P = 2) with transfer function
(1?az ?1 )(1?bz ?1 ) for di erent values of a and b. Now we have used a 3-tap equalizer in order to achieve perfect removal of ISI (L > P) and an algorithm step size = 0:004. To adapt the equalizer coe cients we used a gradient algorithm that minimizes (13). Figure 4 plots the normalized ISI for three di erent set of poles and = 4=3. It can be seen how the equalizer converges to desired minima completely removing the ISI. Thus, according to the simulations, it looks like that the lower bound of given by (22) seems to be valid for general AR channels.
V. Conclusions
A modi ed CMA blind equalizer has been presented. A simple penalizing term is added to the conventional CMA cost function to remove length dependent undesired minima inherent to nite length equalizers in AR channels. The validity of our approach was demonstrated via a stability analysis of the modi ed CMA cost function for a rst order AR noiseless channel and a two tap equalizer. We have found that the only existing minima correspond to the global one provided the transmitted symbols have negative kurtosis and a weighting parameter in the proposed cost function is su ciently high. Simulations seem to indicate that our results are also valid for general AR channels. 
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