This article develops a solution for an inverse problem through the generalized method of lines. We consider a Laplace equation on a domain with internal and external boundaries with standard Dirichlet boundary conditions. Also, we specify a third non-homogeneous Newmann type boundary condition for the external boundary, and consider the problem of finding the optimal shape for the internal boundary such that all the prescribed boundary conditions are satisfied. The novelty here presented is the application of the generalized method of lines as a tool to compute a solution for such an inverse optimization problem.
Introduction
In this article we develop a numerical method to compute the solution of an inverse problem through the generalized method of lines.
More specifically, we consider a Laplace equation on a domain Ω ⊂ R 2 with an internal boundary denoted by ∂Ω 0 and an external one denoted by ∂Ω 1 . We prescribe boundary conditions for both ∂Ω 0 and ∂Ω 1 and a third boundary condition for ∂Ω 1 (the external one) and consider the problem of finding the optimal shape for the internal boundary ∂Ω 0 for which such a third boundary condition for the external boundary is satisfied.
The idea is to discretize the domain in lines (in fact curves) and write the solution of Laplace equation on these lines as functions of the unknown internal boundary shape, through the generalized method of lines.
The second step is to minimize a functional which corresponds to the L 2 norms of Laplace equation and concerning third boundary condition. Remark 1.1. About the references, this and many other similar problems are addressed in [5] . The generalized method of lines has been originally introduced in [2] , with additional results in [3, 4] . Moreover, about finite differences schemes we would cite [6] . Finally, details on the function spaces here addressed may be found in [1] .
2
The mathematical description of the main problem At this point we start to describe mathematically our main problem. Let Ω ⊂ R 2 be a bounded, closed and connected set defined by
Consider a Laplace equation and concerning boundary conditions expressed by
where u o , u f and w ∈ C 2 ([0, 2π]) are known periodic functions with period 2π, n denotes the outward normal field to ∂Ω,
and R > 0.
The main idea is to discretize the domain in lines and through the generalized method of lines to obtain the solution u n (r(θ)) on each line n as a function of r(θ). The final step is to compute the optimal r(θ) in order to minimize the cost functional J(r(θ)) defined by
where K > 0 is an appropriate constant to be specified.
About the generalized method of lines and the main result
At this point we start to describe the main result. Consider firstly a Laplace equation in polar coordinates, that is,
∂ 2 u ∂θ 2 = 0. In order to apply the generalized method of lines, we a define a variable t, through the equation
so that t ∈ [0, 1] in the set Ω previously specified.
Hence, denoting u(r, θ) = u(t, θ), we obtain,
where
and
.
Also,
so that
Moreover, we may also obtain
where,
Thus, for the new variables (t, θ), dropping the bar in u, the Laplace equation is equivalent to
,
and wheref
So, discretizing the interval [0, 1] into N ∈ N pieces, that is defining, t n = n N , ∀n ∈ {0, . . . , N } and d = 1/N , in partial finite differences, the concerning equation stands for
∀n ∈ {1, . . . , N − 1}, where
At this point we describe how to obtain the general expression for u n corresponding to the line n, through the generalized method of lines.
For n = 1 in (6), we have
To solve this equation we apply the Banach fixed point theorem as it follows:
3. Obtain
Reasoning inductively, having
also from (6), for the line n, we have
Again, to solve this equation, we apply the Banach fixed point theorem, as it follows:
In particular, for n = N − 1, we get
Similarly, for n = N − 2, we obtain
and so on, up to finding This means that we have obtained a general expression
Anyway, we remark to properly run the software we have to make the approximation t n = t, ∀n ∈ {1, . . . , N − 1}. Thus, we have used the method above described just to find a general expression for u n , which is approximately given by (here x stands for θ) 
The numerical results
We present numerical results for R = 30, K = 250; These last two results indicate the method proposed has been successful to compute such a problem.
