The subdivision graph S(G) of a graph G is the graph obtained by inserting a new vertex into every edge of G. Let G 1 and G 2 be two vertex disjoint graphs. The subdivision-vertex join of G 1 and G 2 , denoted by G 1∨ G 2 , is the graph obtained from S(G 1 ) and G 2 by joining every vertex of V (G 1 ) with every vertex of V (G 2 ). The subdivision-edge join of G 1 and G 2 , denoted by G 1 ∨G 2 , is the graph obtained from S(G 1 ) and G 2 by joining every vertex of I(G 1 ) with every vertex of V (G 2 ), where I(G 1 ) is the set of inserted vertices of S(G 1 ). In this paper we determine the adjacency spectra, the Laplacian spectra and the signless Laplacian spectra of G 1∨ G 2 (respectively, G 1 ∨G 2 ) for a regular graph G 1 and an arbitrary graph G 2 , in terms of the corresponding spectra of G 1 and G 2 . As applications, these results enable us to construct infinitely many pairs of cospectral graphs. We also give the number of the spanning trees and the Kirchhoff index of G 1∨ G 2 (respectively, G 1 ∨G 2 ) for a regular graph G 1 and an arbitrary graph G 2 .
Introduction
All graphs considered in this paper are simple and undirected. Let G = (V (G), E(G)) be a graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G). The adjacency matrix of G, denoted by A(G) = (a ij ) n×n , is an n × n symmetric matrix such that a ij = 1 if vertices v i and v j are adjacent and 0 otherwise. Let d i = d G (v i ) be the degree of vertex v i in G and D(G) = diag(d 1 , d 2 , . . . , d n ) be the diagonal matrix of vertex degrees. The Laplacian matrix and signless Laplcacian matrix of G are defined as L(G) = D(G) − A(G) and Q(G) = D(G) + A(G), respectively. Given an n × n matrix M , denote by φ(M ; x) = det(xI n − M ), or simply φ(M ), the characteristic polynomial of M , where I n is the identity matrix of size n. In particular, for a graph G, we called φ(A(G)) (respectively, φ(L(G)), φ(Q(G))) the adjacency (respectively, Laplacian, signless Laplacian) characteristic polynomial of G and its roots the adjacency (respectively, Laplacian, singless Laplacian) eigenvalues of G. The adjacency eigenvalues of G, denoted by λ 1 (G) ≥ λ 2 (G) ≥ · · · ≥ λ n (G), are called the A-spectrum of G. Similarly, the eigenvalues of L(G) and Q(G), denoted by 0 = µ 1 (G) ≤ µ 2 (G) ≤ · · · ≤ µ n (G) and ν 1 (G) ≤ ν 2 (G) ≤ · · · ≤ ν n (G) respectively, are called the L-spectrum and Q-spectrum of G accordingly. Two graphs are said to be A-cospectral (respectively, L-cospectral, Q-cospectral) if they have the same A-spectrum (respectively, L-spectrum, Q-spectrum). It is well known that graph spectra store a lot of structural information about a graph. See [3, 5, 6] and the references therein to know more.
Up till now, many graph operations such as the disjoint union, the Cartesian product, the Kronecker product, the corona, the edge corona and the neighborhood corona have been introduced, and their spectra were computed in [3-6, 8, 10, 13-15] , respectively. It is well known [6] that the subdivision graph S(G) of a graph G is the graph obtained by inserting a new vertex into every edge of G. We denote the set of such new vertices by I(G). In [11] , the following graph operations based on subdivision graphs were introduced. Definition 1.1. The subdivision-vertex join of two vertex disjoint graphs G 1 and G 2 , denoted by G 1∨ G 2 , is the graph obtained from S(G 1 ) and G 2 by joining each vertex of V (G 1 ) with every vertex of V (G 2 ). Definition 1.2. The subdivision-edge join of two vertex disjoint graphs G 1 and G 2 , denoted by G 1 ∨G 2 , is the graph obtained from S(G 1 ) and G 2 by joining each vertex of I(G 1 ) with every vertex of V (G 2 ).
In [11] , the A-spectra of G 1∨ G 2 (respectively, G 1 ∨G 2 ), when G 1 and G 2 are both regular graphs, were computed in terms of the A-spectra of G 1 and G 2 . As an application, the author constructed infinite family of new integral graphs (Graphs with their spectra only integers). In this paper, we determine the A-spectra of G 1∨ G 2 (respectively, G 1 ∨G 2 ) for a regular graph G 1 and an arbitrary graph G 2 in terms of that of G 1 and G 2 (see Theorems 2.1 and 3.1); this generalises [11, Theorems 1.1 and 1.2]. We also determine the L-spectra and the Q-spectra of G 1∨ G 2 (respectively, G 1 ∨G 2 ) for a regular graph G 1 and an arbitrary graph G 2 (see Theorems 2.5, 2.9, 3.5 and 3.9). As applications, our results on the spectra of G 1∨ G 2 and G 1 ∨G 2 enable us to construct infinitely many pairs of cospectral graphs and help us to obtain the number of spanning trees and the Kirchhoff index of G 1∨ G 2 and G 1 ∨G 2 , respectively.
Spectra of subdivision-vertex joins
In this section, we determine the spectra of subdivision-vertex join with the help of the coronal of a matrix. The M -coronal Γ M (x) of an n × n matrix M is defined [4, 15] to be the sum of the entries of the matrix (xI n − M ) −1 , that is,
where 1 n denotes the column vector of dimension n with all the entries equal to one. It is known [4, Proposition 2] that, if M is an n × n matrix with each row sum equal to a constant t, then
In particular, since for any graph G with n vertices, each row sum of L(G) is equal to 0, we have
Let G be a graph on n vertices and m edges. The incidence matrix R(G) of G is the n × m (0, 1)-matrix (b ij ) such that b ij = 1 if and only if the vertex v i and edge e j are incident in G. The line graph L(G) of a graph G is the graph with vertices the edges of G such that two vertices are adjacent if and only if the corresponding edges have a common end-vertex. It is well known [6] that
In particular, if G is an r-regular graph, then
2.1 A-spectra of subdivision-vertex joins Theorem 2.1. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
Proof. Let R be the incidence matrix of G 1 . Then, with a proper labeling of vertices, the adjacency matrix of G 1∨ G 2 can be written as
where J s×t denotes the s × t matrix with all entries equal to one, and 0 s×t denotes the s × t matrix with all entries equal to zero. Then the adjacency characteristic polynomial of G 1∨ G 2 is given by
where
is the Schur complement [19] of xI n 2 − A(G 2 ). By (2.1) and (2.4), the result follows from
where adj(M ) is the adjugate matrix of M . ✷ Theorem 2.1 enables us to compute the A-spectra of many subdivision-vertex joins. In general, if we can determine the A(G 2 )-coronal Γ A(G 2 ) (x), then we are able to compute the A-spectrum of G 1∨ G 2 . Let K p,q denote the complete bipartite graph with p, q ≥ 1 vertices in the two parts of its bipartition. Then [15] 
Note [4, 15] that if G is an r-regular graph on n vertices, then the A(G)-coronal of G is given by
By substituting (2.5) and (2.6) back into Theorem 2.1, we have the following corollaries. The computations are routine, and hence we omit the details.
Corollary 2.2. Let G be an r-regular graph on n vertices and m edges with m ≥ n. Then the A-spectrum of G∨K p,q consists of:
(c) four roots of the equation
Corollary 2.3. [11, Theorem 1.1] Let G 1 be an r 1 -regular graphs on n 1 vertices and m 1 edges, and G 2 an r 2 -regular graphs on n 2 vertices. Then the A-spectrum of G 1∨ G 2 consists of:
(d) three roots of the equation x 3 − r 2 x 2 − (n 1 n 2 + 2r 1 )x + 2r 1 r 2 = 0.
Up till now, many infinite families of pairs of A-cospectral graphs are generated by using graph operations (for example, [1, [13] [14] [15] ). Here, we use the subdivision-vertex join to construct infinitely many pairs of A-cospectral graphs, as stated in the following corollary of Theorem 2.1.
Corollary 2.4. (a)
If G 1 and G 2 are A-cospectral regular graphs, and H is any graph, then G 1∨ H and G 2∨ H are A-cospectral.
(b) If G is a regular graph, and H 1 and H 2 are A-cospectral graphs with Γ A(H 1 ) (x) = Γ A(H 2 ) (x), then G∨H 1 and G∨H 2 are A-cospectral.
Note that the condition Γ
A(H 1 ) (x) = Γ A(H 2 ) (x) in (b) is not redundant since A-cospectral graphs may have different A-coronals [15, Remark 3].
L-spectra of subdivision-vertex joins
Theorem 2.5. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
Proof. Let R be the incidence matrix of G 1 . Then the Laplacian matrix of G 1∨ G 2 can be written as
Thus the Laplacian characteristic polynomial of G 1∨ G 2 is given by
is the Schur complement [19] of
Hence, the result follows by applying (2.1) and (2.2) to det(S). ✷ Let t(G) denote the number of spanning trees of G. It is well known [5] that if G is a connected graph on n vertices with Laplacian spectrum 0
By Theorem 2.5, we obtain the following result readily.
Corollary 2.6. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
The Kirchhoff index of a graph G, denoted by Kf (G), is defined as the sum of resistance distances between all pairs of vertices [2, 12] . At almost exactly the same time, Gutman et al. [9] and Zhu et al. [20] proved that the Kirchhoff index of a connected graph G with n (n ≥ 2) vertices can be expressed as
where µ 2 (G), . . . , µ n (G) are the non-zero Laplacian eigenvalues of G. Up till now, the Kirchhoff indices of many graph operations have been investigated, such as products, lexicographic products, joins, coronae, clusters, line (respectively, subdivision and total) graphs of regular graphs and so on [7, [16] [17] [18] . By Theorem 2.5, we obtain the Kirchhoff index of the subdivision-vetex join G 1∨ G 2 for an r 1 -regular graph G 1 and an arbitrary graph G 2 .
Corollary 2.7. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
Similar to Corollary 2.4, Theorem 2.5 enables us to construct infinitely many pairs of Lcospectral graphs. 
Q-spectra of subdivision-vertex joins
Theorem 2.9. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
Proof. Let R be the incidence matrix of G 1 . Then the signless Laplacian matrix of G 1∨ G 2 can be written as
The result follows by applying RR T = Q(G 1 ) and refining the arguments used to prove Theorem 2.5. ✷ Again, by applying (2.1), Theorem 2.9 implies the following result.
Corollary 2.10. Let G 1 be an r 1 -regular graphs on n 1 vertices and m 1 edges, and G 2 an r 2 -regular graphs on n 2 vertices. Then
where a = 2 + 2r 2 + r 1 + n 1 + n 2 and b = 2n 1 + 2n 2 + n 1 r 1 + 2r 1 r 2 + 2r 2 n 2 + 4r 2 .
Theorem 2.9 enables us to construct infinitely many pairs of Q-cospectral graphs. 
Spectra of subdivision-edge joins
In this section, we determine the spectra of subdivision-edge joins.
A-spectra of subdivision-edge joins
Theorem 3.1. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
Proof. Let R be the incidence matrix of G 1 . Then the adjacency matrix of G 1 ∨G 2 can be written as
Thus the adjacency characteristic polynomial of G 1 ∨G 2 is given by
is the Schur complement [19] of xI n 2 − A(G 2 ). Note that [6, Theorem 2.4.1] the eigenvalues of L(G 1 ) are λ i (G 1 ) + r 1 − 2, for i = 1, 2, . . . , n 1 , and −2 repeated m 1 − n 1 times. By (2.3), the result follows from 
3.2 L-spectra of subdivision-edge joins Theorem 3.5. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
Proof. Let R be the incidence matrix of G 1 . Then the Laplacian matrix of G 1 ∨G 2 can be written as
Thus the Laplacian characteristic polynomial of G 1 ∨G 2 is given by
is the Schur complement [19] of (x − m 1 )I n 2 − L(G 2 ). Then, the result follows from
✷ Similar to Corollaries 2.6, 2.7 and 2.8, Theorem 3.5 implies the following results.
Corollary 3.6. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
Corollary 3.7. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
. 3.3 Q-spectra of subdivision-edge joins Theorem 3.9. Let G 1 be an r 1 -regular graph on n 1 vertices and m 1 edges, and G 2 an arbitrary graph on n 2 vertices. Then
x 2 − (2 + r 1 + n 2 )x + r 1 n 2 + 2r 1 − ν i (G 1 ) · x 2 − (2 + r 1 + n 2 )x + r 1 n 2 − m 1 (x − r 1 ) · Γ Q(G 2 ) (x − m 1 ) .
Proof. Let R be the incidence matrix of G 1 . Then the signless Laplacian matrix of G 1 ∨G 2 can be written as
The rest of the proof is similar to that of Theorem 3.5 and hence we omit details. ✷ By applying (2.1) again, Theorem 3.9 implies the following result.
Corollary 3.10. Let G 1 be an r 1 -regular graphs on n 1 vertices and m 1 edges, and G 2 an r 2 -regular graphs on n 2 vertices. Then
x 2 − (2 + r 1 + n 2 )x + r 1 n 2 + 2r 1 − ν i (G 1 ) .
where a = 2 + 2r 2 + r 1 + m 1 + n 2 and b = r 1 n 2 + 2m 1 + r 1 m 1 + 4r 2 + 2r 1 r 2 + 2r 2 n 2 .
Finally, Theorem 3.9 enables us to construct infinitely many pairs of Q-cospectral graphs.
Corollary 3.11. (a) If G 1 and G 2 are Q-cospectral regular graphs, and H is a regular graph, then G 1 ∨H and G 2 ∨H are Q-cospectral.
(b) If G is a regular graph, and H 1 and H 2 are Q-cospectral graphs with Γ Q(H 1 ) (x) = Γ Q(H 2 ) (x), then G∨H 1 and G∨H 2 are Q-cospectral.
