The present work makes the case for viewing the Euler-Maclaurin formula as an expression for the effect of a jump on the accuracy of Riemann sums on circles and draws some consequences thereof, e.g., when the integrand has several jumps. On the way we give a construction of the Bernoulli polynomials tailored to the proof of the formula and we show how extra jumps may lead to a smaller quadrature error.
Introduction
In the present work we discuss the approximation of the definite integral
of a (piecewise) smooth function f from an equidistant sample of its values by the (composite) trapezoidal rule [6] [7] [8] [9] [10] 15] :
The appraisal of the error T f (h) − I , and the basis of one approach to Romberg extrapolation, is the standard Euler-Maclaurin formula (EMF) given in the following theorem [10] . Throughout this paper, f (j ) will denote the jth derivative of f and C q [a, b] the set of all q-times continuously differentiable functions on [a, b] . 
Theorem 1 (EMF for the trapezoidal rule). Let
and with B denoting the th Bernoulli number.
The speed of convergence of T f (h) toward I as h ↓ 0 is thus determined by the differences between the derivatives of odd orders at the extremities of the interval: in general, i.e., without the special property f (L) = f (0), one has O(h 2 )-convergence; every equality of another odd order derivative eliminates a further h 2j -term. The method is therefore especially efficient when f is L-periodic and in C 2m+2 (−∞, ∞) [16] . Notice that varies with h and that the h 2 -behavior of the error may show up only once h is small enough.
The question we address here is the following: how do we understand the fact that for h small enough the integration error almost solely depends on differences in the behavior of the function at the extremities and not on what happens in-between?
Our answer is to view the trapezoidal rule as a Riemann sum on a circle. This interpretation considers the values of f and its derivatives at the extremities as the left and right limits at a jump and explains why they govern the accuracy; it also leads to a generalization of the formula to functions with several jumps.
Note that, when the derivatives at the extremities are known, one may use them in (1.1) to construct quadrature rules with higher orders of convergence. Such rules may also be obtained without knowledge of the derivatives by replacing the latter with divided differences [2, 13, 14] .
Bernoulli polynomials and Bernoulli numbers
The circle interpretation will yield as a by-product a somewhat simpler proof of the EMF. The Bernoulli polynomials (BP) are an essential ingredient of all such proofs (the Bernoulli numbers are the values of the BP at zero). They are usually described at the onset, without connection to the EMF. We shall instead construct them as recursive integrals of the constant 1 with just the right properties for a self-contained proof.
Let us first give a flavour of the latter. The trapezoidal sum is obtained from an integration by parts of the points (kh, −h/2) and ((k + 1)h, h/2), with c k = (k + 1/2)h being the center of the interval:
This yields
where P 1 stands for the h-periodic continuation of the function given on Figs. 1 and 2 ).
The differences in the derivatives at extremal nodes in the EMF are obtained by recursively applying integration by parts to the last integral of (2.1) on every subinterval separately, thereby differentiating f and integrating P 1 again and again. The h-periodic extensions P of the primitives of P 1 are made continuous at the integer multiples of h, so that no value at an interior node appears, in contrast with the first integration above. Continuity is achieved by constructing the P for even as even functions with respect to h/2 and the P for odd as odd functions with zero values at the extremities of [0, h]. (A function g is even with respect to a when g(a − x) = g(a + x), odd when g(a − x) = −g(a + x).) These primitives are the Bernoulli polynomials, which we denote by P in order to distinguish them from the Bernoulli numbers B := P (0). . We obtain two new polynomials simultaneously. Suppose that P 2k−1 has been determined and that it is monic (i.e., the coefficient of its term of highest degree equals 1) and odd with respect to , and one may choose a = 2k to have a monic polynomial. We thus consider
for some constant B 2k . Eq. (2.2) splits P 2k into P 2k (0) and the term by term integral of P 2k−1 . A further integration from 1 2 yields
for some constant B 2k+1 , which we take as 0 in order to make P 2k+1 odd with respect to 1 2 . Then requiring P 2k+1 (0) = 0, i.e.,
guarantees that P 2k+1 (1) vanishes, too, and fully determines P 2k and P 2k+1 in (2.2) and (2.3). P is called the Bernoulli polynomial of degree , the constant B =P (0) the th Bernoulli number. Tables and graphs of P and B appear in many references, among them the classical [1] .
The parity may be written as
Although it will not be used in this paper, we notice that this implies a vanishing mean of P over the interval
. P is often constructed from P −1 just by requiring that property [8, p. 282] .
The relation
which follows from (2.2) for even and from (2.3) and (2.2) for odd, will be crucial in the development.
The circle interpretation of the trapezoidal rule
Let us now come to our main point, namely that the trapezoidal rule and the EMF should be interpreted on a circle. For that purpose, think of the interval [0, L] as being rolled up on the circle D of radius L/2 through the application that maps x onto the point (L/2 )(cos , sin ) ∈ R 2 with polar angle
, and let f be correspondingly defined on the circle. x now also denotes arc length on D. This makes the extremities x = 0 and L the same point on D, and the values of f and its derivatives at 0 and L their left and right limits, respectively at that same point (see Fig. 3 ). In fact, f (0) = f (0+) and f (L) = f (0−) where, as usual, f (x±) := lim →0+ f (x ± ). In the generic case, i.e., when f and its derivatives are not The trapezoidal rule is usually introduced as the area under the piecewise linear interpolant of f between equidistant points. It may however also be seen [3] as the area under the-possibly balanced (see [8, 
But the b n are the trapezoidal approximations of the Fourier coefficients of f [8, p. 352] , so that
negative influence of the jump on the accuracy of the interpolating trigonometric polynomial explains why the convergence of the trapezoidal rule hinges on the values of f and its derivatives at that point.
After changing f (0) to
the trapezoidal rule becomes a Riemann sum on the circle:
In Theorem 1 the location of the jump coincides with a node. It has been known for some time [12] that one can prove a similar result for any Riemann sum with equidistant nodes (and evaluation set identical with the partition), i.e., for every rule
(notice that our range for t differs from that of Lyness [12] and Elliott [5] ). On the circle D we define the L-periodic function
This allows us to start the proof for all t as in (2.1) and eliminates th from most of the development. The jump in f is located at th in the first interval [0, h]. t is the relative distance of the jump to the node which follows it, t to that which precedes it. Notice that the circle interpretation automatically defines f on [0, th].
The EMF on the circle
To prove the generalization of Theorem 1 to R f (h) along Elliott's lines in [5] , we first notice that, in order for the zero values of the periodically extended odd degree Bernoulli polynomials P 2k+1 to lie at the extremities of the subintervals [kh, (k + 1)h], we must define P on [kh, (k + 1)h] as
(this is somewhat simpler than the corresponding function in [5] ). As sketched in Section 2, if f is absolutely integrable one can evaluate f (x) dx on each of the last N − 1 intervals as
If t = 0, (4.1) holds in the first interval also, whereas for t = 0 the jump is to be taken into account as
where we have chosen the continuous function P 1 as the primitive of 1 and used the fact that P 1 = P 1 on the first interval. In (4.1), P 1 (x/ h) equals 
The right-hand integral may be recursively evaluated over each subinterval, taking (2.5) into account:
For k = 0 and t = 0 the integrated term may be split as in (4.2). As anticipated in Section 2, P (x/ h) is continuous, equaling P (0) at every subinterval extremity kh; the sum of the contributions of the integrated terms at the nodes vanishes-it telescopes-only the terms at the jump remain and we have
When recursively inserting this into (4.3), the factors h/ lead to powers of h and factorials. It remains to change the variable to x + th in the last integral to retrieve f . Considering that, according to (2.4), the negative sign arising in P (1 − t) and P (x/ h − t) compensates that of every new integration by parts, and in view of the L-periodicity of all integrands, we finally obtain the following formula. 
Theorem 2 (EMF for equispaced Riemann sums). Let
with from (4.3) and 
Formula (4.4) states that the Riemann sum error is
O(h) unless f (L) = f (0) or t = 0 or
A generalization of the EMF to functions with several jumps
Formula (4.4) and its proof express that the accuracy of a Riemann sum for a function f with a jump c, at which the value is taken to be (f (c−) + f (c+))/2, is determined for h small enough by the differences of the left and right values of f and its derivatives at c. Once f is looked at on a circle, the fact that the jump originated from joining the extremities of the interval is irrelevant. The coefficients in (4.4) merely depend on the distance th from c to the node x k that follows it on the circle; if t = 0 or 
with
and
3)
The factors j are a means of expressing that the sum in a 1 is merely to contain the terms corresponding to jumps outside the nodes, where the magnitude of the jumps has an influence. Notice that t, the parameter that determines the Riemann sum, enters the formula through t 0 only: the jump at the extremities is no different from any other.
Eq. (5.2) is a generalization of formula (2.11) in [12] . By summing functions of compact support one may also derive (5.2) from that formula (2.11); the proof in [12] is less elementary though, as it involves the Poisson summation formula and the Fourier series of P .
Examples Example 1.
Since the jump at the extremities is no different from any other, an interior jump will not necessarily slow down the convergence of Riemann sums. As an example, use the trapezoidal rule to integrate
, where the function
is discontinuous in the center of the interval. (The high frequency 60 was chosen to slow down convergence, so that the cancellation in the computation of the orders-see below-is not too severe; the relatively Here we have N = 2 − 1 for the first ∈ N.) Example 2. The terms in the sums a j may cancel each other and so extra jumps even lead to a smaller error R f (h) − I . This is one of those instances in which a numerical method surprises with better results than those to be expected from the classical theory. To be specific, suppose that
We will now construct a sequence of examples with a knick for which the rule yields an error proportional to h 4 .
For that purpose, we will subtract from f for given h a line broken at an abscissa s,
with constants − and + to be determined, and integrate f − l. Since l is continuous, a 1 remains 0. a 2 = 0 requires where t s denotes the relative distance of s to the following node. Since f (s−) = f (s+), the condition on the slopes is (Fig. 4) . Table 2 gives the results when integrating f − l on [0, 2] for f (x) = cos 20x and the arbitrary choices s = √ 2 and − = 0. The better precision of the trapezoidal rule for the broken functions is obvious.
(Estimating the order for f − l by means of (6.2) is suitable: the constant C in (6.1) does not depend on l since in (5.3) (f − l) ( −1) = f ( −1) for every > 2.)
