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I. INTRODUCTION

M
ANY real-world systems with digital devices require mathematical descriptions not only with ordinary differential-algebraic equations, but also with difference equations. As an example, for the power system with digital controllers, the dynamics of the generators as well as their continuous-time controllers and the load dynamics together define the ordinary differential equations while algebraic equalities are defined by the power balance equations of the transmission network [13] , [48] . On the other hand, the difference equations govern the dynamics of the digital devices. Therefore, the digital control systems of power grids are typical models mixed with both continuous and discrete time sequences which can mathematically be formulated as differential-difference-algebraic equations (DDA). Besides such industrial systems, models of biological systems such as neural networks [1] , [10] , [11] , [49] and genetic networks [32] , [44] , can also be described as hybrid dynamical systems. For instance, chaotic dynamics of biological neurons [2] , [31] has been implemented by electronic circuit models both with discrete-time [24] and with continuous-time [43] . A hybrid system of chaotic neural networks obtained by combining these hardware neuron models can be described by DDA equations with electrical circuit constraints due to Kirchhoff's laws. Moreover, in gene expression processes, concentrations of mRNAs and proteins can be approximately assumed to take continuous values and their dynamical behaviors are expressed by differential equations, while some state transitions such as activation or repression of gene expressions may be viewed as discrete biological processes with thresholds of switching on and off [18] and be modeled approximately by difference equations. Furthermore, according to a mass balance law of biological materials, there may also exist some algebraic constraints for the total amount of mRNAs, proteins and so on, thereby implying that genome-proteome networks may be modeled as hybrid dynamical systems. To gain deep understanding about the dynamical behaviors of the genome-proteome networks [42] , [50] at various environmental conditions, it is necessary to analyze the nonlinear properties of the networks, such as stability, bifurcations and dynamic attractors [16] , [18] , although effects of time delays should also be considered [42] .
In this paper, we particularly define these hybrid dynamical systems as DDAs or constrained sampled-data models [27] , although there is a more general model for hybrid dynamical systems which is defined based on an abstract time space [52] and can also cover DDAs. So far, both continuous-time and discrete-time nonlinear systems have attracted considerable attention and a variety of techniques have been developed [5] , [20] , [25] , [30] , [48] . In contrast, research of hybrid systems mainly relates to systems defined by both differential equations with continuous states, and logical-discrete-event equations with discrete states [7] , [17] , [19] , [21] , [34] - [37] . Lagrange stability and asymptotic stability have been extensively studied by using an overall Lyapunov function and multiple Lyapunov functions [6] , [29] , [39] , [40] , [52] . Instead of the approaches based on dynamical system theory, some qualitative properties are also investigated by using language-based models such as Petri Nets [26] , [38] , finite state systems and automata [3] , [23] . On the other hand, the sampled-data models or differential-difference equations where all of the states are continuous are investigated mostly for stability properties [14] , [27] , [52] , or for the linear systems [14] , [33] , [46] . Less attention has been focused on the nonlinear analysis such as bifurcations and global attractors for the DDA or the hybrid dynamical systems where the differential and the difference equations not only have continuous states but also are constrained by algebraic equations [52] .
This paper aims at analyzing the asymptotical stability, singular perturbation and bifurcations of the DDA equations [9] and further applying the theoretical results to digital control of power systems as an example. We first define a general DDA model and its equilibria. And then we establish a locally sampling theorem which discretizes a continuous-time nonlinear dynamical model into a discrete-time one. Furthermore, sufficient conditions are also derived to ensure DDA stable. Analogous to the theory of singular perturbations for the continuous-time systems, an extended version for DDAs is presented and proven in this paper. As one of main topics, this paper shows that there exist four types of generic codimension-one bifurcations at an equilibria, in contrast to two types at an equilibrium in continuous-time dynamical systems and three types at a fixed point in discrete-time dynamical systems, and provides their bifurcation conditions for the DDAs. Furthermore, this paper indicates that most of locally nondegenerate bifurcations for the DDAs at an equilibria are related with the local bifurcations of the sampling instants under some generic assumptions. Finally, the theoretical results are applied to the evaluations and designs of digital control for power systems as an example, by numerical simulations.
II. NOTATION
We use the following notation throughout the paper. Let
be the DDA under study, where vectors , , , and be- long to the Euclidean spaces  ,  ,  ,  and  , respectively.  ,  and are all assumed to be functions of class , which means that their partial derivatives of any order with respect to , , , , exist and are continuous. is a sampling interval (a nonnegative real number). Define , and is the value at the instant . Let , and be constantly held during for (1) and (3) . Then (1)- (3) are an ordinary DDA model. Let and be the determinant of .
is the usual Euclidean norm of a vector or the induced matrix norm of a matrix. is an identity matrix. is the exponential function of a matrix .
In this paper, a nonequality is an equation with the form of while an inequality is the form of or . On the other hand, an equality is an equation with the form of . Note that is not defined in this paper because only appears in (1)-(3), as opposed to and . Although (1) - (3) are an autonomous DDA model with both continuous and discrete time, all variables take continuous values, which are different from the conventional hybrid systems [7] , [17] , [19] , [21] , [36] , [37] where the states of discrete-time equations are discrete. In other words, the conventional hybrid system is generally defined as a model which consists of logical discrete event equations (with discrete states) coupled with differential equations (with continuous states) [7] , [17] , [19] , [21] , [37] , while the DDA defined in (1)-(3) is composed of difference equations (2) (with continuous states) coupled with differential equations (1) (with continuous states). Furthermore, the DDA in this paper is also constrained by the algebraic equations (3). In addition, from a continuous-time viewpoint, the DDA of (1)-(3) can be viewed as a continuous time-varying system of (1) constrained on the manifold of (3), with time-varying parameters which change values at the instants due to (2) . are state variables which are continuous due to (1) while are nonstate variables which are generally discontinuous at , , namely and , as far as and . In this paper without particular explanation, and stand for and respectively, and and . Define a diagonal eigenvalue matrix as (4) where is an square matrix, and are eigenvalues of . Define that is a matrix with each element in the order of or higher than .
In this paper, sampling instants mean while intersampling instants imply , where . Then we give a definition of equilibria for DDA. In the following, when it seems no confusion, is dropped from the related variables, e.g., and are simply expressed by and .
A significant characteristic of the DDA is that states vary continuously during the intersampling period for all variables but change discretely at the sampling instants for a part of variables. In other words, the system may have considerably different features at sampling and intersampling instants. Therefore, the analysis is mainly divided by sampling and intersampling instants in this paper, in contrast to the continuous-time autonomous system whose analysis at equilibria is almost independent of instants.
Example 1: Consider a DDA (1) and (3) at the neighbor of becomes (11) and further the reduced system of equations (2) and (3) at the neighbor of becomes (12) for . Assume and and , are given, then the dynamics of the DDA of (1)- (3) is given as follows:
• when for the given and ; • when for , and are held (13) (14) • when for
where and are derived from (3) at sampling and intersampling instants respectively, according to (9) and (10) .
Note that generally and where follows (17) , but for is continuous and follows (13) as far as . On the other hand, is always continuous for any instants according to (1) when and , i.e., . However, may become discontinuous (or of multi-values) if or at a point , because the reduced system of (11) generally does not satisfy the Lipschitz condition at .
From the viewpoint of numerical computation, and may be calculated from numerical integration of (14) by the Euler or the Runge-Kutta methods, while and can be obtained from (3) by the Newton method for intersampling and sampling instants respectively. On the other hand, can be computed by simply updating (16) .
IV. DISCRETIZING CONTINUOUS-TIME SYSTEMS
With the purpose of investigating the DDA at the sampling instants, this section gives a locally sampling theorem which discretizes differential-algebraic equations equivalently into difference equations at the sampling instants.
Let , and are partial derivatives of at with respect to , and , respectively. Defining as a fundamental solution satisfying (18) (19) where , and , are positive real numbers, then we obtain a locally sampling theorem.
Theorem 1: Assume that is an arbitrary point which satisfies (3) . Assume , at any solution of (1) and (3) starting from . Then the discrete-time system for (1) and (3) can be expanded in a neighborhood of for as follows :
where with and .
Proof of Theorem 1:
Let denote the flow of the vector field starting from , i.e., the smooth function satisfies (11) with the initial condition and the parameter . Then the discrete-time system for (11) in a neighbor of yields,
Expanding (20) at for , we have (21) where . and are the Jacobian matrix and the Hessian matrix of at with respect to , respectively. Notice that has a block structure with the th block . Next, we will derive , and from (11) . Since is the flow of the vector field with (22) where Therefore, with . Differentiating (22) with respect to and respectively, then the following ordinary differential equation holds with , as the variables and , as the initial conditions (23) where are partial derivatives of at with respect to . Therefore we have the solutions with by using the fundamental matrix of (18) and (19) (24)
In the same way, differentiating (22) with respect to twice and then respectively, the following linear ordinary differential equation holds with as the variables and as the initial condition, is shown in the equation at the bottom of the next page.
Hence the solutions with can easily be obtained, and are identical to of this theorem. This theorem locally discretizes a continuous-time nonlinear dynamical system into a discrete-time one. Note, that the locally sampling theorem considers the state only at sampling instants.
Theorem 1 ensures that the discretized system can locally approximate the original continuous system at any order at sampling instants. Therefore, the discretized system for . (1)- (3) with can be expressed in a neighborhood of as (25) (26) If we ignore the nonlinear terms of the expansion in Theorem 1, it is easy to show that the operations of linearization and time sampling are commutative. Since Theorem 1 provides the expansion of the discretized system to any order, it can be used to analyze not only the stability but also bifurcations of DDA.
Remark 1: Assume that is an equilibrium of (1)- (3), and and at . Then, any order partial derivatives of are all constant.
For instance at an equilibrium
when the conditions of Remark 1 and are satisfied, where , and . Moreover, we can express , and at an equilibrium as , and with , , and , . Notice that , , and , are derived by differentiating (3) with (9) and (10) at both sampling and intersampling instants. Thus, (30) (31) (32) if and are nonsingular at . , and are , and matrices, respectively. Therefore, the expansion of Theorem 1 can be simplified by using (30)- (32) at an equilibrium. Example 2: Consider the same system of Example 1, i.e., (5)- (8) .
From (8) , according to (9) and (10) we have (33) Then by substituting (33) into (5)- (7) (34)
where and , , and . The sampling interval is . Next, we expand (34)- (36) at an equilibrium .
At the equilibrium (37) Then, according to Theorem 1, we have (38) and the expansion in a neighborhood of for of (34) and (35) becomes (39) Therefore, the dynamics of (5)- (8) can be expressed by (36) - (39) at sampling instants.
Notice that different from DAE (Differential-Algebraic Equation), (3) of DDA at intersampling instants and at sampling instants are generally not topologically conjugate. In other words, for is qualitatively different from for . Therefore, at intersampling instants and at sampling instants can be viewed as different functions.
V. ASYMPTOTICAL STABILITY
Assume
at an equilibrium of (1) and (3). Define a matrix on the discretized system (25) and (26) as, (40) where which are derived from differentiating at both sampling and intersampling instants.
By using of (40), we have the following theorem for the local stability of an equilibrium for all of instants.
Theorem 2: Assume that is an equilibrium of DDA (1)- (3), and , , . 1) If all the eigenvalues of at have moduli less than 1, then is an asymptotically stable equilibrium of DDA (1)- (3). 2) If one of the eigenvalues of at has the modulus more than 1, then is an unstable equilibrium of DDA (1)- (3). Proof of Theorem 2: For the sampling instants, i.e., for , according to Theorem 1, the equivalent discrete-time dynamical system of (1)- (3) can be expressed in a neighborhood of as follows:
Obviously defined in (40) is the Jacobian matrix of (41) and (42) . On the other hand, according to Theorem 1, the discrete-time system of (41) and (42) is an equivalent system of DDA (1)- (3) at the instants for . Therefore from Definition 1 of the equilibrium, for every , there exists a such that for whenever , and furthermore , if all the eigenvalues of at have moduli less than 1; on the other hand, is an unstable equilibrium for if any one of the eigenvalues of at has the modulus more than 1.
For the intersampling instants, i.e., for , we next show that and asymptotically converge to and respectively, whenever all the eigenvalues of at have moduli less than 1.
Since , and are fixed during the intersampling period, the stability of the DDA is governed by (1) and (3), or (11) due to , which is a continuous-time system with respect to starting with , . As the same with the proof of Theorem 1, from (11) we can show for (43) where [see (27) - (29) , as far as all the eigenvalues of at have moduli less than 1.
Summarizing the cases for both sampling instants and intersampling instants, we have this theorem.
This theorem shows that the asymptotical stability of DDA basically depends on the dynamics of its sampling instants as far as and . Actually, we can prove that Theorem 2 still holds even if . Example 3: Let's examine the local stability of the system of Example 1, i.e., (5)- (8) at an equilibrium .
Obviously and . The Jacobian matrix of (39) and (36) for (49) has three eigenvalues , and 0.5 all less than modulus 1 for . Therefore, the equilibrium of (5)- (8) is asymptotically stable according to Theorem 2.
Since some variables are generally discontinuous at sampling instants due to (3), DDA may have different dynamics depending on the setting of state variables (continuous at sampling instants) and nonstate variables (generally discontinuous at sampling instants). In this paper, we always assume that are state variables which are continuous and are nonstate variables which are discontinuous at sampling instants.
Remark 2: Different from DAE, DDA generally has different dynamics depending on the setting of coordinates or state variables even for the case of nonsingularity, due to the discontinuity of some variables at sampling instants.
We give an example on this remark. Example 4:
where and are scalar parameters, and , , , , and . Clearly , and are an equilibrium of (50)-(52) for any . Case 1: Let be the state variable for (50) and (52) . Substituting of (52) into (50) By solving the above equation, we directly have (53) where , noticing . Therefore according to (53) and (51), we have the Jacobian matrix at the equilibrium where and according to (52) (54) which can also be calculated by (40) where , and . Case 2: Let be the state variable for (50) and (52) . Differentiating (52) with respect to and then substituting into (50), By solving the above equation for , we have (55) where . Therefore we have the Jacobian matrix of (55) and (51) at the equilibrium where and according to (52) 
which can also be directly calculated by (40) . It is easy to check that and have different eigenvalues. Therefore depending on and , DDA of Case-1 can be stable but DDA of Case-2 can be unstable at the equilibrium, and vice versa.
If is not the state variable, . For that case, should be calculated by (52) at , i.e., where can be computed either by (53) or by and of (55). When the eigenvalues of have the moduli 1, there may exist the bifurcations at of (1)- (3) with changing the parameter values. Furthermore, if has zero eigenvalues, the system may undergo bifurcations due to the singularity as shown in this paper. Actually, in the following sections, it can be proven that there are four bifurcations under generic conditions for an equilibrium, i.e., fold, flip, Neimark-Sacker and singularity induced bifurcations in a codimension-one parametric space, which generically occur at both the sampling instants and the intersampling instants.
VI. SINGULAR PERTURBATION
Assume and , then by the implicit function theorem, (1)-(3) are locally equivalent to the following equations at (57) (58) (59) with while at , is equal to due to continuation of , is equal to from (58), and is calculated by solving due to (9) . The stability of an equilibrium of (57)-(59) is the same as that of (1)- (3), and the trajectory of the DDA can be numerically calculated from (57)-(59) by the Runge-Kutta method, the Euler method etc. However, for the case where the trajectory intersects the surfaces or , the implicit function theorem does not apply and thereby (57)-(59) cannot be used in the numerical calculations [15] , [41] . To overcome this problem, next we use singular perturbation theory to derive a new model.
For the DDA (1)- (3), we define an associated singularly perturbed system (ASP) as (60) (61) (62) where is a sufficiently small positive number. That is, the algebraic equation (3) corresponds to a limit of the fast dynamics (62). Obviously, eqn. (62) will approach the algebraic manifold when . It is evident that (60)-(62) has the same equilibrium as (1)- (3) as far as . Theorem 3: Assume that are an equilibrium of the DDA (1)- (3), and all real parts of eigenvalues for are negative (if all real parts of eigenvalues for are positive, change the equation into such that all real parts of eigenvalues for are negative). Furthermore, assume that no eigenvalue of at defined in (40) has the modulus 1 and all eigenvalues of at have moduli less than 1, and , . Then there exists such that for all positive , the stability of (60)-(62) at is identical to that of (1)- (3).
Proof of Theorem 3:
We first prove the theorem for the sampling instants.
Since and , (9) and (10) 
where . Then we can derive the discrete-time system of (64) and (65) at according to Theorem 1. That is, the equivalent discrete-time dynamical system of (64) and (65) for the sampling instants can be summarized as follows: (66) where at or ,
Note that , and are used in (67). In (67), the partial derivatives of the righthand side of (64) Therefore, according to (76)-(78), the Jacobian matrix at for the discretized ASP of(60)-(62) can be represented as (79) where is defined in (40) . It can be shown that the eigenvalues when is sufficiently small. Therefore the stability of (60)-(62) for the sampling instants is determined by the eigenvalues of defined in (40) and . In other words, there exists a sufficiently small which is smaller than and , such that for all this theorem holds at the sampling instants. Next, we prove the theorem for the intersampling instants. Since , and are fixed during the intersampling period, the stability of the DDA is governed by (1) and (3) for . In other words, the associated singularly perturbed system is reined by (60) and (62) for which are all continuous-time dynamical systems with as the variables and , , as the initial conditions during . On the other hand, according to the theory of singular perturbations for continuous-time systems [28] , there exists a sufficiently small , such that for all the stability of (1) and (3) is identical to that of (60) and (62) at an equilibrium , which means that this theorem also holds for the intersampling instants.
Summarizing the results for both sampling instants and intersampling instants and let , we have this theorem. The numerical simulations also verified the result above.
VII. LOCAL BIFURCATIONS
The DDA of (1)-(3) is rewritten by explicitly expressing the parameters as follows:
where a vector represents parameters which are used to analyze the bifurcations. To simplify the analysis, in the following we assume for parameter . Venkatasubramanian, Schattler, and Zaborszky have extensively investigated the local bifurcations of equilibria for (DAE), and proven that there generically exist three types of local bifurcations, namely saddle-node and Hopf bifurcations and a new type of bifurcation called the singularity induced bifurcation under several generic assumptions [48] . In this section, we use the results of Venkatasubramanian et al. to analyze the local bifurcations for the DDA. We will show that there are four types of bifurcations for an equilibrium under certain generic conditions, i.e., fold, flip, Neimark-Sacker and singularity induced bifurcations in a codimension-one parametric space. In contrast to the continuous-time or discrete-time systems, the DDA has quite different types of bifurcations depending on the instants. Next, we describe each local bifurcation at the intersampling instants and sampling instants, and then prove that all of these bifurcations are generic for the original DDA.
A. Local Bifurcations at the Sampling Instants
For the sampling instants, (87)-(89) in a neighborhood of an equilibrium can be expressed as
where and when and . Equation (90) is straightforward derived from Theorem 1 by replacing the original with . Since an equilibrium of the DDA (87)-(89) is a fixed point of discrete time system equations. (90) and (91), the bifurcations of (87)-(89) at the sampling instants for the equilibrium are basically the same as local bifurcations of the fixed point in the difference-algebraic model equations (90) and (91) as far as and . Next, we summarize the fold, flip and Neimark-Sacker bifurcations of (90) and (91) when and , and then prove the existence of a singularity induced bifurcation as well as their conditions when or . Finally we will show that these four types of bifurcations combining with the one of intersampling instants constitute the generic codimension-one bifurcations in the last of this section.
Theorem 4: Suppose that is an equilibrium of (87)- (89) and , and . Assume at of (40) has a simple eigenvalue of 1 with the right eigenvector and the left eigenvector and there is no other eigenvalue with modulus 1. Then a fold bifurcation [8] , [22] to the singular surface at . When increases through , one eigenvalue of the system for of (87)-(89) (i.e., an eigenvalue of [defined in (40) ] evaluated along the equilibrium locus) moves from less than the modulus 1 to more than the modulus 1 if (respectively, from more than the modulus 1 to less than the modulus 1 if ) by diverging through . The other eigenvalues remain bounded and change in the order of . We call the bifurcations depicted in Theorem 7 as singularity induced bifurcations [47] , [48] in distinction from other bifurcations. The singularity induced bifurcations occur at sampling instants for . Actually DDA may have the singularity induced bifurcation for some cases which do not satisfied the conditions in Theorem 7, e.g., when both and are 0 at or when has eigenvalue equal to the modulus 1 for near . We will show these cases in Examples 6 and 7. Before proving Theorem 7, we present the following lemma.
Lemma 1: Assume the same conditions as Theorem 7, then there exist local coordinates for with for such that the matrices and for (30)- (32) Next, let us show the Theorem 7 by using Lemma 1.
Proof of Theorem 7:
We first show that the equilibrium locus is transversal to the singular surface. Since the matrix of (95) (92)- (94) and (95) is substituted into (101). In (103), Schur's Theorem is also used from the assumptions. Therefore, (103) means that the equilibrium locus is transversal to the singular surface . Without loss of generality, next we take the local coordinates with of Lemma 1 at . Then at the new local coordinates, can be transformed into according to Lemma 1, and furthermore and have the forms and respectively, due to Lemma 1.
Hence at the transformed coordinates , the Jacobian matrix of (40) for with respect to has the form , as shown in (104) at the bottom of the page which is a well-defined matrix. If we assume that is the state variable, then and is the Jacobian matrix of DDA which should be identical to the matrix of (100) at the same coordinates. If the state variable is not but , then and the Jacobian matrix can also be obtained by
differentiating with respect to at the equilibrium. Therefore, when increases through , one eigenvalue of the system, namely an eigenvalue of [defined in (40) ] evaluated along the equilibrium locus, moves from less than the modulus 1 to more than the modulus 1 if (respectively, from more than the modulus 1 to less than the modulus 1 if ) by diverging through . The other eigenvalues remain bounded, change in the order of and stay close to those of because and all eigenvalues of at have the moduli less than 1. Assuming that the eigenvalue of corresponding to the bifurcation is more than modulus 1 and other conditions of Theorem 7 hold, it is evident that the singularity induced bifurcations still occur but are degenerate according the proof of Theorem 7.
It can be shown from Theorem 7 and [4] , [48] that the dynamics can be locally decomposed near .
Remark 5: Assume that the conditions of Theorem 7 hold, and there is no eigenvalue with the modulus 1 for the Jacobian matrix . Let and be the numbers of stable and unstable bounded eigenvalues of at , respectively. Then locally near the equilibrium locus , , , , , there exists an -dimensional invariant stable manifold , a -dimensional invariant unstable manifold and one dimensional invariant singular manifold such that the dynamics of and for (90) and (91) in a neighborhood of along the equilibrium locus, if and . Therefore, the Jacobian matrix near is (117) whose the absolute values of the eigenvalues are all less than 1 due to near when . Notice that is the absolute value for a scalar. Equations (115) and (116) imply that one eigenvalue of for (110) and (112) moves from less than the modulus 1 to more than the modulus 1 by diverging through when increases through , if and . However, there exists no the singularity bifurcation at when either or is equal to zero. Example 7: Consider the system of Example 4, where is a bifurcation parameter.
Let and . is a unique equilibrium locus in locally near . By following the derivations of Example 4, we will show that there is the singularity induced bifurcation due to although is at . For Case-1 of Example 4 when is the state variable, the Jacobian matrix with respect to at is (118) where the absolute values of the eigenvalues are all less than 1 when . As long as , it is easy to check that (50)- (52) at satisfy the conditions of Theorem 7 except . Actually according to (53), there exists a singularity induced bifurcation occurs at when changes passing through .
For Case-2 when is the state variable, the matrix with respect to at is (119) where the absolute values of the eigenvalues are all less than 1 when . Therefore, as long as , as the same way of Case-1, we can show that the singularity induced bifurcation occurs at when changes through 0, according to (55).
B. Local Bifurcations at the Intersampling Instants
In this section, we will show that all of the bifurcations except a "degenerate" singularity induced bifurcation for an equilibrium at the intersampling instants are related to those at the sampling instants. In other words, there generically is no independent local bifurcation at the intersampling instants.
The stability of the DDAs is determined by which is the Jacobian matrix of the equivalent discrete system for (87)-(89) according to Theorem 2. Therefore at the intersampling instants, there is no bifurcation which is independent of those at sampling instants, as far as at . Although the stability of (87)- (89) is reined by , the trajectory of at the intersampling instants follows (87) and (89) which constitute a differential-algebraic model. For a quasiequilibrium [e.g., and satisfy and at intersampling points, but and ], Venkatasubramanian et al. have shown that there exists a generic local bifurcation, called Singularity induced bifurcations [47] for a differential-algebraic model when . However at the equilibrium defined in this paper, the equilibrium locus locally near satisfies (92)-(94), and the singular surface is also the same as that of the sampling instances when . Therefore, there is no independent singularity induced bifurcation at for the intersampling instances, which implies that all singularity induced bifurcations at the equilibrium are also related to those at the sampling instances.
Remark 6: Most of the local bifurcations for an equilibrium at the intersampling instants are related with those of the sampling instants.
Proof of Remark 6: Since the stability of the DDAs is reined not by but by at intersampling instants, there is no independent local bifurcations such as saddle-node and Hopf bifurcations at intersampling instants for any equilibrium even although the trajectory follows (87) and (89) during , as far as . On the other hand, when , as explained above, there exists no independent singularity induced bifurcation at the intersampling instants.
C. Genericity of the Local Bifurcations
This section will show that the DDA of (87)-(89) has four generic codimension-one bifurcations described in Theorems 4-7 under certain generic assumptions.
We first give several definitions for structurally stability and bifurcation sets [22] . 
and means that the elements correspond to the coefficients of polynomial for an matrix , while means that the elements correspond to the coefficients of for an matrix . implies that has purely imaginary eigenvalues while means that has the modulus 1 eigenvalues.
Then we directly have the following lemma.
Lemma 2:
The bifurcation points for equilibria of (87) Proof of Lemma 2: For the intersampling instants, the system may undergo structural changes at equilibria if corresponding to zero eigenvalues of or singularity. Therefore, the set includes all of bifurcation points in for the intersampling instants.
On the other hand, for the sampling instants, bifurcations may occur when corresponding to 1 eigenvalues of the discretized system Jacobian , or corresponding to eigenvalues of , or corresponding to the singularity, or corresponding to the modulus 1 eigenvalues of . Hence, the sets and contain all of bifurcation points in for the sampling instants. Since the bifurcations for the DDA occur either at intersampling instants or at sampling instants, we have this lemma.
Notice that the system does not generally undergo bifurcations at the set , because one of the bifurcations in Theorems 4-7 will occur before approaches zero according to (40) . It is evident that each set in Lemma 2 is restricted by only one equality on . Let and be the sets of points satisfying the conditions of Theorems 4-7, respectively. Then, we suppose the following generic assumptions. 
VIII. DIGITAL CONTROLS OF POWER SYSTEMS
It is well recognized that digital control provides various advantages over the usual continuous-time feedback controls [51] , and several kind of digital controlled devices, such as digital AVR (Automatic Voltage Regulator), have been put into practical use in power systems in the last decade. In this section, we examine stability and bifurcations of digital PSS (Power System Stabilizer) for power systems by using the sampling interval as a parameter [12] .
A. Digital PSS
We show how a power system with digital PSS can be treated as a DDA in this section. For a power system, the dynamics of generators and analog controllers (e.g., AVR) is defined as (1) of the DDA, while (3) is composed of the power balance equations. Then, (2) corresponds to the discrete-time controllers (or digital PSS). In this paper, the parameters of the digital PSS are first designed by imitating the conventional analog PSS, and then are adjusted and evaluated by using Theorems 2-7.
Next in order to obtain the digital PSS by imitating the designing of analog PSS, we derive (2) from an analog PSS with a hold circuit and a sampler. Generally, this process is not necessary if the digital PSS or (2) is given. Fig. 1 shows the basic diagram of the digital PSS, where and stand for the hold circuit and the sampler, respectively. Generally, the digital PSS consists of a sampler, a discrete-time controller and a hold circuit. In Fig. 1 , Hold-circuit Control-device Sampler is the discrete-time controller. In this paper, we adopt three-order digital PSS with a zero-order hold circuit which is obtained by discretizing the analog PSS shown in Fig. 2, i. 
B. Numerical Simulation
A power system with four buses and one generator [12] shown schematically in Fig. 3 is used to illustrate the application, where bus-4 is an infinite-bus with constant voltage. The generator-1 is modeled by five ordinary differential equations, and AVR of generator-1 is defined by 3 differential equations. The parameters of the generator-1 and AVR are shown in Figs. 3  and 4 , respectively. The designed digital PSS is governed by 3 difference equations of (130). Furthermore, there are 8 algebraic equations corresponding to 4 buses. Therefore, this model is a DDA including 8 continuous-time and 3 discrete-time dynamical equations as well as 8 algebraic equalities.
Different from the continuous-time systems, the DDAs have a sampling interval which may significantly affect the stability of the systems under certain circumstances. Then, we use the sampling interval and the output of generator-1 as parameters to investigate their influences on the steady-state stability of the power system of Fig. 3 .
The parameters of the digital PSS are designed as and . Fig. 5 indicates the results of numerical simulation of the DDA by the fourth-order Runge-Kutta method with time increment ms, while Fig. 6 is the results obtained directly from Theorem 2.
Obviously, the theoretical results coincide with those of the numerical simulation, which verifies the effectiveness of Theorem 2. From Figs. 5 and 6 , it is evident that the system is apt to become more unstable with increasing and the output of generator-1. For instance, when the real power of generator-1 is 2.0 PU, the power system is stable if ms. However, at msec, the system undergoes the Neimark-Sacker bifurcation [12] , so that it becomes unstable if ms. The dynamic responses for ms and ms are shown in Fig. 7 . For the simulation, Theorem 3 is used to undertake numerical calculations by overcoming the singular surfaces.
Generally there are many causes to make a power system unstable. In this section, we only focus on the sampling interval and the output of generator-1 to demonstrate their influences on the steady-state stability of the power system. Transient stability is examined not by parameter perturbations but by specified large disturbances.
IX. CONCLUSION
We first established a locally sampling theorem which discretizes a continuous-time nonlinear dynamical system into a discrete-time one at sampling instants. Then we derived sufficient conditions to ensure that the DDAs are stable. Analogous to the theory of singular perturbation for the continuous-time systems, the extended version for DDAs was also presented and proven in this paper. In addition, this paper showed that there are four types of generic codimension-one bifurcations at equilibria which make the system unstable, and derived their bifurcation conditions, and further indicated that most of locally nondegenerate bifurcations for the DDAs at equilibria are related with the local bifurcations of the sampling instants under some generic assumptions. Finally, the theoretical results were applied to the evaluations of digital control for power systems.
It is an important future problem to extend the DDA model to cases with nonconstant sampling intervals and with delays. Then, from the condition 1, the following four matrix equations hold:
APPENDIX
Comparing the order of in the above four matrices equations, it is easy to show and , which prove of condition 2. In the same way, we can prove of the theorem.
