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Abstract
In the case when one of the ranks of matrices A or B is full, all self-adjoint pairs of solutions
of the equation AX − YB D 0 are given. Necessary and sufficient conditions for the existence
of nonnegative and positive definite solutions are proved. Without any condition on ranks and
with a given solution X, it is shown that maximal and minimal solutions for Y do not exist in
nontrivial cases. It is also proved that the minimal nonnegative solution Y exists. An explicit
formula for this solution is given. © 2001 Elsevier Science Inc. All rights reserved.
1. Introduction
The equation AX − BY D 0 has been already studied in detail. Recent results
do not easily apply to the problem of finding minimal solutions. Therefore, an in-
dependent classification of all nonnegative solutions, which as far as we know has
not yet been presented, is given. It enables us to find ‘minimal’ nonnegative solu-
tions, i.e., nonnegative Ym such that .X; Ym/ is a pair of solutions of the equation
AX − YB D 0, and Ym 6 Y for all other pairs of solutions .X; Y / with the same X.
Symmetric solutions were treated by Don [1] and Chu [2], where equation AX D
B was studied in detail. (Our equation may be seen as a special case of AX D B.)
The analysis of symmetric solutions can be found also in [3] and we should not forget
the general solutions of the equation AX D B derived in [4]. In [5], the problems
with definiteness conditions on the solution matrices were studied in detail.
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The methods used here follow the lines of argument developed in [5]. The re-
sults from [5] are generalized and extended to complex matrices and self-adjoint
solutions. They do not differ much from those for real symmetric solutions, which
can be easily derived from our results. Also a question of minimality proposed in
[5] is studied and answered. Theorems 11, 12, 15, 16 and 20 hold also for real
matrices.
Hermitian adjoint of the matrix A will be denoted by A and we will write A− 
for .A/−1. The range and the kernel of linear transformation given by matrix A will
be denoted by Im A and ker A. The inner product in Cm will be denoted by h; im or
only by h; i. The Moore Penrose inverse of a matrix A will be denoted by AC. The
definition of this unique inverse can be found for instance in [7, p. 126]. The number
of elements in an index set E will be denoted by jEj.
Let A and B be m  n matrices. We will assume that A =D 0 and B =D 0. We are
looking for self-adjoint matrices X 2 C nn, X D X and Y 2 Cmm, Y D Y , sat-
isfying the equation
AX − YB D 0: (1)
Such a pair .X; Y / will be called a self-adjoint solution pair. It will be called nonzero,
if at least one of the matrices differs from zero.
Let the rank of the matrix A be r, rank A D r . We will first reduce A to the canon-
ical form. Let E 2 Cm;m and F 2 Cn;n be invertible matrices such that
A D E

0 0
0 I

F D EA0F;
where I is r  r identity matrix. If we write B D E− B 0F− , X D F−1X0F−  and
Y D EY 0E, then it is easily verified that
A0X0 − Y 0B 0 D 0; A0 D

0 0
0 I

and X D X, X > 0 or X > 0, if and only if X0 D X0 , X0 > 0 or X0 > 0. The same
is true for Y and Y 0. Thus, without loss of generality, we can assume that the matrix
A is in the block form from the very beginning:
A D

0 0
0 I

:
Definition 1. A matrix C 2 Cmn is called upper Hankel if
C D
2
6664
c1 c2    cm 0    0
c2
:::
cm 0 0
3
7775 for m 6 n;
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C D
2
666666664
c1 c2    cn
c2    0
:::
:::
cn 0 0
:::
:::
:::
0 0 0
3
777777775
for m > n;
ci 2 C:
First let us prove three lemmas.
Lemma 2. Let X12 2 C m;n; X22 2 Cn;n be blocks of a given matrix. Then there
exists a matrix X11 2 Cm;m such that
X D

X11 X12
X12 X22

2 CmCn;mCn
is nonnegative if and only if X22 > 0 and ker X22  ker X12.
Proof. If X > 0, then X22 > 0. Let there exist a z such that X22z D 0, X12z D y =D
0. We can find x0 2 Cm, so that hy; x0im D 1. Then for all  2 R,
X

x0
z

;

x0
z

mCn
D hX11x0; x0im C 2:
This is a contradiction to the nonnegative definiteness of the matrix X.
Let X22 > 0 and ker X22  ker X12. Choose an orthonormal basis for the space
CmCn according to the sum
CmCn D Cm  .ker X22/?  ker X22:
In this basis, the matrix X has the next block form
X D
2
4X11 X012 0X0 12 X022 0
0 0 0
3
5;
where X022 is invertible. It is not difficult to see that2
4I −X012X0 −122 00 I 0
0 0 I
3
5
2
4X11 X012 0X0 12 X022 0
0 0 0
3
5
2
4 I 0 0−X−122 X0 12 I 0
0 0 I
3
5
D
2
4X11 − X012X0 −122 X0 12 0 00 X022 0
0 0 0
3
5: (2)
If we choose X11 > X012X
0 −1
22 X
0 
12, the matrix X will be nonnegative. 
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The proofs of next two lemmas follow directly from the proof of Lemma 2.
Lemma 3. Block matrix
A B
B 0

is nonnegative definite if and only if A > 0 and B D 0.
Lemma 4. In the matrix
X D

X11 X12
X12 X22

;
let the blocks X12 and X22 be fixed and assume X22 > 0 and ker X22  ker X12.
Then the minimal nonnegative definite matrix with the same blocks X22 and X12 is
the matrix with X11 D X12XC22X12.
Proof. The proof can be derived directly from the proof of the Lemma 2, using
identity (2) and definition of the Moore–Penrose inverse. 
2. Hermitian solutions of the equation MX − XM D 0
In this section, we will find all self-adjoint solutions X of the equation
MX − XM D 0: (3)
Assume that
M D PJP−1 (4)
is the Jordan canonical form for M. Write the matrix J as a block diagonal matrix
J D
2
666664
J0 0 0 0 0
0 Jr 0 0 0
0 0 Jc 0 0
0 0 0 Jc 0
0 0 0 0 Jd
3
777775: (5)
In J0 we have the Jordan block corresponding to the eigenvalue 0. In Jr there are
Jordan blocks corresponding to nonzero real eigenvalues, then we have blocks for
eigenvalues  such that  is also an eigenvalue. In Jc we have blocks for eigenvalues
that are conjugate to that in Jc, and in Jd we have the block for the remaining nonreal
eigenvalues.
Remark 1. Some of the blocks J0; : : : ; Jd might be missing.
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Writing M D PJP−1 and X D PX0P , we can see that Eq. (3) is equivalent to
JX0 − X0J  D 0: (6)
Matrix J is block diagonal. Denote diagonal blocks with Ji , i D 1; 2; : : : ; q and with
i the eigenvalue corresponding to the block Ji . According to the block partition of
J write
X0 D Xij qi;jD1:
Eq. (6) becomes a system of equations
JiXij − Xij J j D 0; i; j D 1; 2; : : : ; q: (7)
It is known that system (7) has the following general solution [6,8]: for i; j D
1; 2; : : : ; q ,
Xij D

0 if i =D j ;
upper Hankel matrix if i D j :
Since we are interested only in self-adjoint solutions, we have Xij D Xji and
diagonal blocks Xii are real matrices. Matrix X0 has according to the block partition
(5) the following form:
X0 D
2
66664
X0 0 0 0 0
0 Xr 0 0 0
0 0 0 Xc 0
0 0 Xc 0 0
0 0 0 0 0
3
77775: (8)
If we denote the number of blocks corresponding to the eigenvalue 0 by p0, the
matrix X0 consists of p0  p0 blocks, that are upper Hankel matrices. Upper Hankel
matrices on the diagonal are real. Matrix Xr is also block diagonal. The number of
blocks on the diagonal is equal to the number of real nonzero eigenvalues. If we
denote the geometric multiplicity of the eigenvalue i by pi , then we have pi  pi
upper Hankel matrices in the corresponding diagonal block. As above, the diagonal
sub-blocks are real. Matrix Xc consists in general of complex upper Hankel matrices.
Theorem 5. Equation MX − XM D 0 has nonzero self-adjoint solutions if and
only if the matrix M has at least one real eigenvalue or at least one complex conju-
gate pair of eigenvalues. All solutions can be written as X D PX0P ; where X0 has
form (8) and P is a matrix from (4).
3. Rank of A or B is full
Since the role of the matrices A and B can be exchanged with conjugation, we
shall assume that the rank of the matrix A is full. The classification of all solutions
depends on m > n or m < n.
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3.1. m > n
Let matrices A, B and Y be written as block matrices:
A D

0
I

; B D

B1
B2

; Y D

Y11 Y12
Y 12 Y22

: (9)
Multiplying
AX − YB D 0 (10)
from the right-hand side with A we see that the matrix YBA has to be self-adjoint.
Thus, all the matrices Y that correspond to Eq. (10) must be the solutions of the
equation
ABY − YBA D 0; (11)
where
AB D

0 0
B1 B2

: (12)
Such an equation has been solved in the previous paragraph. The solutions can be
written as Y D PY 0P , where Y 0 has form (8) and P determines a similarity trans-
formation ob AB to Jordan form.
The next question which has to be answered is: Does each such Y have a corre-
sponding self-adjoint matrix X, such that the pair .X; Y / will be a solution pair of
Eq. (10)? Let us write Eq. (10) as
0
X

− Y

B1
B2

D 0: (13)
It is clear that the pair .X; Y / is a solution of (13) if and only if it is a solution of
0 0
0 X

− Y

0 B1
0 B2

D 0: (14)
Rewrite (11) as
Y

0 B1
0 B2

D

0 0
B1 B2

Y: (15)
Thus, all the matrices Y, being solutions of Eq. (11), have a corresponding self-
adjoint matrix X, such that the pair .X; Y / is a solution pair of Eq. (14) and thus (10).
If Y is partitioned consistently with the partition of the matrix AB, then
X D Y 12B1 C Y22B2 D B1 Y12 C B2 Y22 D X: (16)
Since A has full rank, we have found all solution pairs of Eq. (10). To every Y there
belongs exactly one matrix X. If there would be two of them, X1 and X2, then the
difference would satisfy the equation A.X2 − X1/ D 0. Since the rank of the matrix
A is full, X2 − X1 D 0. Two different Y can have the same X.
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We have proved the theorem:
Theorem 6. Let m > n and let the matrices A, B and Y be in form (9). Further, let
AB have at least one real eigenvalue or at least one conjugate pair of eigenvalues.
Then Eq. (10) has nonzero self-adjoint pairs of solutions. In this case, the matrix Y
can be written as Y D PY 0P ; where Y 0 is the arbitrary matrix of form (8), belong-
ing to the Jordan canonical form of the matrix AB. Matrix X is uniquely determined
by Y and is equal to
X D Y 12B1 C Y22B2:
Next let us look for nonnegative, positive definite and minimal solutions.
3.1.1. Y > 0
Matrix Y is nonnegative definite if and only if the matrix Y 0 is nonnegative defi-
nite. Thus, all the blocks
Y0; Yr ;

0 Yc
Y c 0

have to be nonnegative definite. It follows immediately that Yc D 0. Blocks Y0 and
Yr can be treated together. For every real eigenvalue i , i D 0; 1; : : : ; k, the corre-
sponding block is2
66666666666666666666664
ri1 ri2       riki1 ci1 ci2    ciki2   
ri2 ci2
:::
:::
ciki2 0
:::
:::
riki1 0 0 0
ci1    ciki2    0 si1 si2    siki2   
si2
:::
:::
ciki2 0 0 siki2 0
:::
:::
3
77777777777777777777775
;
r; s 2 R; c 2 C: (17)
If we want such a matrix to be nonnegative definite, by Lemma 3 only .1; 1/ entries
of each upper Hankel matrix can be different from 0. Let us denote by bi1; bi2; : : : ; biji
the eigenvectors corresponding to the Jordan blocks for the eigenvalue i in the
Jordan canonical form of the matrix AB and let us put them as columns in a matrix
Pi ,
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Pi D Tbi1 bi2    biji U: (18)
Using (18), the nonnegative definite matrix Y (our solution) can be written as
Y D
kX
iD0
PiDiP

i ; Di > 0; i D 0; 1; : : : ; k:
The size of the nonnegative matrix Di is equal to the algebraic multiplicity of the
eigenvalue i .
Theorem 7. Let matrices A, B and Y be in form (9). Then Eq. (10) has a nonzero
solution pair .X; Y / such that Y > 0 if and only if the matrix AB has at least one
real eigenvalue. For each real eigenvalue i; we can choose an arbitrary nonnega-
tive matrix of the size of the geometric multiplicity of i . Denote those matrices with
Di . Then all nonnegative definite solutions Y of Eq. (10) can be written as
Y D
kX
iD0
PiDiP

i ; Di > 0; i D 0; 1; : : : ; k;
where Pi are given by (18). The corresponding matrix X is obtained by (16).
3.1.2. Y > 0
Almost all work has been already done and we can write down as follows.
Theorem 8. Let matrices A, B and Y be in form (9). The necessary and sufficient
condition for the existence of a positive definite solution Y of Eq. (10) is that the
matrix AB has only real eigenvalues and is diagonalisable. Also in this case we
have
Y D
kX
iD0
PiDiP

i ; Di > 0:
Matrices Pi are obtained as in the previous case.
The matrix AB is diagonalisable if and only if B2 D BA is diagonalisable and
rank.BA/ D rank B.D rank.AB//.
Proof. It remains to prove the last statement. Connection between the Jordan
canonical form of B2 and the Jordan canonical form of
AB D

0 0
B1 B2

is given in Lemma 4.3.2 of [6]. Partial multiplicities of matrix B2 are 1 or 0 (diago-
nalisability) for all eigenvalues. We also know that the partial multiplicities can in-
crease only by 1. The multiplicities of nonzero eigenvalues cannot be changed since
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.1; 1/ block in the block matrix AB is 0. Since the eigenvalue 0 gets multiplicities
2 if and only if the rank AB > rank B2 , the proof is complete. 
3.1.3. X > 0
Theorem 6 tells us that
0 0
0 X

D PY 0J P ; (19)
where J and Y 0 are given by the solution of Eq. (11). Thus for the definiteness of the
matrix X, the product Y 0J  is crucial:
Y 0J  D
2
66664
Y0J 0 0 0 0 0
0 YrJ r 0 0 0
0 0 0 YcJ c 0
0 0 Y c J c 0 0
0 0 0 0 0
3
77775: (20)
First we note that YcJ c D 0. Since J c is invertible, it follows Yc D 0.
It is easy to see that also the matrix YrJ r consists of upper Hankel matrices. As
we already know, only .1; 1/ entries of upper Hankel matrices can be different from
0 for the definiteness.
If we multiply Y0 by J 0 , all elements of the upper Hankel matrices move one
position to the left and one upwards. A block2
6664
a1 a2   
a2
:::
3
7775
becomes2
6664
a2 a3   
a3
:::
3
7775:
Thus, all entries with any index greater than 2 have to be 0. Nonnegative matrices X
can be described similarly to the description of Y > 0. The product PY 0J P  that
gives X > 0 has the form
0 0
0 X

D PY 0J P  D P0C0P 0 C
kX
iD1
PiiDiP

i ; (21)
if at least one of the partial multiplicities for the eigenvalue 0 is bigger than 1 and
it has the following form, if all the partial multiplicities of the matrix AB for the
eigenvalue 0 are smaller than 2:
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
0 0
0 X

D PY 0J P  D
kX
iD1
PiiDiP

i : (22)
The matrix C0 consists of .1; 2/ entries of the blocks of the matrix Y0.
Theorem 9. Let matrices A, B and Y be of form (9). Then X > 0 exists if and only if
the matrix AB has at least one real eigenvalue. Furthermore, all nonnegative solu-
tions X are given by (21) or by (22), where the products iDi have to be nonnegative
for all real eigenvalues. The nonzero solution X > 0 exists, if AB has at least one
nonzero real eigenvalue or, if rank AB > rank B2.
Proof. If AB has a nonzero real eigenvalue, then the nonzero part of the matrix
X can be obtained as PiiDiP i . If 0 is the only real eigenvalue, then the product
Y 0J 0 can be nonnegative and nonzero only in the case when at least one partial
multiplicity for the eigenvalue 0 is bigger than 1 and the matrix Y 0 has some nonzero
entries on the positions .1; 2/ in the corresponding blocks. If rank AB > rank B2,
Lemma 4.2.3 of [6] tells that at least one partial multiplicity for the matrix AB for
0 is bigger than 1. Thus, a nonzero solution X exists. 
Remark 2. If the matrix Y is nonnegative definite, then Y0J 0 D 0.
3.1.4. X > 0
Theorem 10. Let matrices A, B and Y be in form (9). Positive definite solutions
X exist if and only if all eigenvalues of the matrix B2 are real, it is diagonalisable
and rank.AB/ D rank A. All solutions are given by (21) or by (22), where C0 > 0;
Di > 0 for all i. If the matrix Y > 0; then X > 0 if and only if all eigenvalues of B
are positive and it is diagonalisable.
Proof. We have already proved almost everything. If 0 is an eigenvalue for the
matrix B2 , then all its partial multiplicities for the eigenvalue 0 have to change from
1 to 2. This happens if and only if rank AB D rank A [6, Lemma 4.2.3]. Proof of
the last part follows from Remark 2. 
3.1.5. Minimal and maximal solutions
Since X is precisely determined by Y, only the questions about the extreme solu-
tion for Y are interesting.
Theorem 11. Let m > n and rank B < m. Then the equation AX − YB D 0 at
fixed X does not have extreme solutions for Y. If rank B D m; the solution for Y
is unique.
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Proof. Let us find all self-adjoint matrices Z so that ZB D 0. Denote rank B D r .
Further, let brC1; : : : ; bm be an orthogonal basis for ker B D .Im B/?, and let us put
those vectors as columns into the matrix P D TbrC1    bmU. Now it is not hard to
see that all self-adjoint matrices Z such that ZB D 0 can be written as Z D PDP ,
where D is any self-adjoint matrix of the size .m − r/  .m − r/. If .X; OY / is a
solution pair, then the pairs .X; OY C Z/ are also the solution pairs. Since Z may be
nonnegative or nonpositive definite, there is no maximal and no minimal solution
for Y. If rank B D m, then m D n and the matrices A and B are invertible. So the
solution for Y is unique. 
Theorem 12. Let m > n and let .X; Y /; Y > 0; be a solution pair of the equation
AX − YB D 0. Then there exists a minimal Ym > 0 such that .X; Ym/ is a solution
pair, i.e., AX − YmB D 0 and Y > Ym.
Proof. Theorem 7 tells us that all nonnegative solutions Y can be written as
Y D
kX
iD0
PiDiP

i Di > 0; i D 0; 1; : : : ; k:
After multiplying with B from the right-hand side, the part that belongs to the ei-
genvalue 0 becomes 0. Other blocks are simply multiplied with the corresponding
nonzero real eigenvalue and they all appear in X. Thus,
Ym D
kX
iD1
PiDiP

i : 
3.2. m < n
We shall write matrices A, B and X in the block form
A D T0 I U; B D TB1 B2U; X D

X11 X12
X12 X22

: (23)
Equation AX − BY D 0 becomes
TX12 X22U − TYB1 YB2U D 0: (24)
Since we are looking for self-adjoint X, a matrix Y has to satisfy the equation
B2 Y − YB2 D 0: (25)
General solutions of (25) have been derived in Section 2.
Theorem 13. Let m < n and let the matrices A, B and X be written as in (23).
Then Eq. (10) has nonzero self-adjoint solution pairs. Let Y D PY 0P ; where Y 0 is
any matrix of form (8), corresponding to the Jordan canonical form of the matrix
AB D B2 D PJP−1. Then for each X11 D X11;
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X11 YB1
B1 Y YB2

; Y

(26)
is a self-adjoint solution pair of the equation AX − YB D 0.
Nonzero solutions for Y exist if and only if B2 has at least one real eigenvalue or
at least one conjugate pair of eigenvalues.
3.2.1. Y > 0; Y > 0
Since all solutions of Eq. (25) appear in the solution pairs, the discussion is the
same as in Sections 3.1.1 and 3.1.2.
3.2.2. X > 0
Since X11 > 0 can be chosen arbitrarily, nonzero solution pairs .X; Y / with X >
0 always exist.
Next we want to classify all solution pairs with X > 0. We will see that only .1; 1/
and some of the .1; 2/ and .2; 1/ entries of a part of the upper Hankel matrices will
be different from 0. To make the main theorem clearer let us write some definitions
before the theorem. Denote by E the set of indices j such that
0w
j
i D
"
0u
j
i
0v
j
i
#
; i D 1; 2; : : : ; lj ; (27)
are Jordan chains of the matrix
0 B1
0 B2

(28)
for eigenvalue 0, and 0vj1 ; v
j
2 ; : : : ;0 v
j
lj
, 0v
j
1 =D 0 are Jordan chains of B2 for 0.
Further, let us denote by E0  E the indices of the Jordan chains at 0 of the
length 1.
Jordan chains at nonzero real eigenvalues k , k D 1; 2; : : : ; l, will be denoted by
kw
j
i D
"
ku
j
i
kv
j
i
#
; i D 1; 2; : : : ; lj ; j 2 Ek:
Next, matrices will be used to write down all the solution pairs. Suppose that
eigenvectors 0vj1 , j 2 E − E0, form the columns of a matrix P0, 0vj2 , j 2 E − E0,
columns of a matrix P 00, and 0u
j
1, j 2 E0; columns in a matrix U0, 0vj1 , j 2 E, col-
umns of a matrix Q, kvj1 and ku
j
1, k D 1; : : : ; l, columns of matrices Pk and Uk ,
respectively. The number of elements in an index set S will be denoted by jSj.
Theorem 14. Let n < m and let matrices A, B and X be as in (23). Let D0 be any
nonnegative matrix of the size jE − E0j; D00 be any self-adjoint matrix of the sizejEj; and let Dk; k D 1; : : : ; l; be any matrices of the sizes jEkj such that kDk > 0.
Further, let
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X11 >
 
lX
kD0
UkDkP

k
! 
lX
kD0
PkDkP

k
!C  lX
kD0
UkDkP

k
!
: (29)
Then all solution pairs with X > 0 can be written as
XD

X11 0
0 0

C

0 U0D0P 0
P0D0U0 P0D0P 0

C
lX
kD1
k

0 UkDkP k
PkDkU

k PkDkP

k

(30)
Y D QD00Q C P 00D0P 0 C P0D0P 0 0 C :
lX
kD1
PkDkP

k
Proof. If B2 D V JV −1, and writing
Y D V OYV ;
X D

I 0
0 V

OX

I 0
0 V 

;
A D V T0 I U

I 0
0 V −1

;
B D V − TC J U

I 0
0 V 

;
Eq. (24) is equivalent to
T0 I U OX − OY TC J U D 0: (31)
Lemma 4.3.2 of [6] tells that the Jordan canonical forms of the matrices
QJ D

0 C
0 J

and J
differ only at partial multiplicities belonging to 0. Some of the partial multiplicities
for QJ may be greater by 1 than those for J. Partition J into two diagonal blocks,
to that one belongs to the eigenvalue 0 and the second block belongs to all other
eigenvalues. In the same way let us partition OY and C:
J D

J0 0
0 J1

; OY D
 OY0 0
0 OY1

; C D TC0 C1U: (32)
From (31) and (32) we get
 OX12
OX22

D
2
4C0 C1J0 0
0 J1
3
5 OY0 0
0 OY1

D
2
4C0 OY0 C1 OY1J0 OY0 0
0 J1 OY1
3
5:
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Lemma 2 will be used to find all possibilities for nonnegative X. Since J1 is invert-
ible, our attention will be directed only to the part belonging to the eigenvalue 0. Let
us divide Jordan chains of the matrix
0 C0
0 J0

for eigenvalue 0 into two disjoint sets. In G we put the indices of the chains of the
matrix QJ that are longer (by 1) than the corresponding chains for J. Let us denote the
set of the indices from G that belong to the chains of length 1 by G1:
x
j
1 ; x
j
2 ; : : : ; x
j
lj
; j 2 G; xji D
"
y
j
i
z
j
i
#
I

0 C0
0 J0

x
j
i D xji−1; i D 1; : : : ; lj ; xj0 D 0;
C0z
j
i D yji−1; i D 1; : : : ; lj :
In E we put the indices of the chains of the matrix QJ that have the same length as the
corresponding chains of J. The indices of the chains from E of length 1 are denoted
by E1.
Without loss of generality we can assume that the matrix J0 has been written in
the basis zji , i D 2; : : : ; lj , j 2 G; zji , i D 1; 2; : : : ; lj , j 2 E, from the beginning.
If we want X to be nonnegative, J0 OY0 > 0 has to be nonnegative. Denoting a
column of the matrix OY0 with f, by Lemma 2 from J0f D 0, it must follow that
C0f D 0.
Matrix J0 OY0 > 0 if and only if OY0 consists of the upper Hankel matrices of the
form 2
4  0    0   
0
3
5:
Write OY0 as a block matrix corresponding to G in E,
OY0 D

YGG YGE
Y GE YEE

:
We denote by ;  corresponding entries of the upper Hankel matrices with the indi-
ces from G. We use  for .1; 1/ entries and  for .1; 2/ and .2; 1/ entries. Similarly,
we use ; " for entries of the matrices (blocks) with indices from E. We have to
analyze the maps of two different columns of the matrix OY0.
f D
X
j2G
jz
j
2 C
X
j2G−G1
jz
j
3 C
X
j2E
jv
j
1 C
X
j2E−E1
"jv
j
2 ;
g D
X
j2G−G1
jz
j
2 C
X
j2E−E1
"jv
j
1 :
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They map to

C0
J0

f D
X
j2G
j
"
y
j
1
0
#
C
X
j2G−G1
j
2
4yj2
z
j
2
3
5
C
X
j2E
j

0
0

C
X
j2E−E1
"j
2
4uj1
v
j
1
3
5;

C0
J0

g D
X
j2G−G1
j
"
y
j
1
0
#
C
X
j2E−E1
"j

0
0

:
Since

y
j
1
0

, j 2 G, are linearly independent, j D 0 for j 2 G. Since the product
J0 OY0 is self-adjoint, all the "j that appear in the Y GE block of the matrix OY0, are also
all 0. Thus, the map of the column f chosen from the blocks YGG and Y GE is
C0
J0

f D
X
j2G−G1
j

y
j
1
0

:
Since J0f D 0 also C0f have to be 0, if we want the matrix X to be nonnegative.
Since

y
j
1
0

, j 2 G; are linearly independent, j D 0, j 2 G. Thus, we have proved
that OY0 must have the form
OY0 D
2
666666666666666664
0    0 0      
:::
:::
:::
:::
0 0 0
0 0  "      
"
:::
:::
:::
:::
3
777777777777777775
if we want the corresponding X to be nonnegative definite.
Block OY1 has to be block diagonal. Each eigenvalue has its own block. They con-
sist of upper Hankel matrices. Blocks belonging to real eigenvalues may have entries
different from 0 only on the places .1; 1/. All other blocks have to be 0.
If we write Jordan chains for real eigenvalues k , k D 1; : : : ; l, as
kw
j
i D
"
ku
j
i
kv
j
i
#
; i D 1; 2; : : : ; lj ; j 2 Ek;
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then
Ckv
j
1 D kkuj1; Jkvj1 D kkvj1 ; j 2 Ek: (33)
Using already defined matrices P0, P 00 and P1; P2; : : : ; Pl (their columns are chosen
out of the columns of the matrix V) and self-adjoint matrices D0 > 0, D00, D1; : : : ;Dl
of the proper size and such that kDk > 0, k D 1; : : : ; l, the matrix Y can be written
as
Y D V OYV  D QD00Q C P 00D0P 0 C P0D0P 0 0 C
lX
kD1
PkDkP

k :
We know that
C0v
j
1 D 0; C0vj2 D uj1; J0vj1 D 0; J0vj2 D uj1I j 2 E0: (34)
Using (34) and (33) we finally get the desired formula (30) for X. Since we want X
to be nonnegative by Lemma 4, X11 has to satisfy condition (29). 
3.2.3. X > 0
Since X22 D YB2 we have YB2 > 0. This is possible only if the matrix B2 has all
eigenvalues real is diagonalisable and rank B2 D rank.AB/ D rank A. In this case,
X22 D
lX
kD1
kPkDkP

k ; kDk > 0; k D 1; : : : ; l;
X12 D
lX
kD1
kUkDkP

k :
By Lemma 4 we can choose for X11 any matrix satisfying
X11 > X12X
−1
22 X

12:
3.2.4. Maximal and minimal solutions
If m < n, then matrix X11 is not determined. Thus, there is no maximal or mini-
mal solution for X when Y is fixed.
Theorem 15. Let m < n and let .X; Y / be a solution pair of the equation AX −
YB D 0; X > 0; and Y arbitrary. Then there exists a minimal solution Xm > 0; i.e.,
.Xm; Y / is a solution pair and X > Xm.
Proof. Given Y, matrix X can be written as
X D

X11 YB1
B1 Y YB2

:
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Lemma 4 tells us that
Xm D

YB1.YB2/CB1 Y YB1
B1 Y YB2

is the minimal nonnegative self-adjoint matrix corresponding to the same Y. 
Theorem 16. If m < n and rank B2 < m, then there is no extreme solution for Y
when X is fixed.
Proof. In the proof of the Theorem 11 we have seen that there are nonnegative and
nonpositive solutions of the equation ZB D 0. 
Theorem 17. Let m < n and let .X; Y /; Y > 0; be a solution pair of the equa-
tion AX − YB D 0. Then there exists a minimal solution Ym > 0; i.e., .X; Ym/ is a
solution pair and Y > Ym.
Proof. We have already written down all solutions in Theorem 13. If we want that
Y > 0, all entries except .1; 1/ entries in all upper Hankel matrices in the matrix Y 0
have to be 0. Then the product of the blocks corresponding to the eigenvalue 0 by
C
J

is 0. The minimal nonnegative matrix Y is obtained, if we take 0 for all blocks
corresponding to the eigenvalue 0, i.e., Y0 D 0. 
4. Neither of the matrices A, B has full rank
Write matrices A, B , X and Y as block matrices:
A D

0 0
0 I

; B D

C B1
D B2

;
X D

X11 X12
X12 X22

; Y D

Y11 Y12
Y 12 Y22

:
(35)
The equation AX − YB D 0 can now be written as
0 0
X12 X22

− Y

C B1
D B2

D 0: (36)
The matrix Y has to satisfy the equation
ABY − YBA D 0: (37)
But in our case all self-adjoint solutions of Eq. (37) do not satisfy the consistency
condition
ker.BY /  ker A; (38)
which has to be satisfied in order that the equation BY − XA D 0, i.e., the equa-
tion AX − YB D 0 (for X) will be consistent. Condition (38) is equivalent to
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Im.YB/  Im A: (39)
From (36) we get the condition on blocks Y11 and Y12
Y11C C Y12D D 0: (40)
Since Y is a self-adjoint solution of Eq. (15), the condition Y11B1 C Y12B2 D 0 is
automatically fulfilled. We have proved the theorem:
Theorem 18. Let matrices A, B, X and Y be in form (35). Further, let Y be any self-
adjoint solution of Eq. (37), such that condition (40) is satisfied, and let X11 be any
self-adjoint matrix of the size .n − r/  .n − r/. Then all solution pairs of Eq. (1)
can be written as
X11 CY12 C DY22
Y 12C C Y22D Y 12B1 C Y22B2

; Y

:
Remark 3. The nonzero solution always exists because we can take zero matrices
for Y11 and Y12.
Remark 4. In the case when rank.AB/ D rank.B/, the consistency condition is
fulfilled. The columns of the matrix

C
D

are linear combinations of the columns of
the matrix

B1
B2

, and
TY11 Y12U

B1
B2

D 0:
4.1. Extreme solutions
Theorem 19. Let neither of the matrices A and B has full rank. Then there are no
extreme solutions for X, when Y is fixed.
Proof. From Theorem 18 we see that the block X11 can be chosen arbitrarily. 
Theorem 20. Let neither of the matrices A and B has full rank and let there exist a
solution pair with X > 0. Then there exists a minimal solution Xm > 0; i.e., .Xm; Y /
is a solution pair and X > Xm. The minimal solution can be written as
Xm D

.CY12 C DY22/.Y 12B1 C Y22B2/C.Y 12C C Y22D/ CY12 C DY22
Y 12C C Y22D Y 12B1 C Y22B2

:
Proof. Simply use Theorem 18 and Lemma 4. 
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