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EXTENSION ET DIVISION DANS LES VARIE´TE´S A`
CROISEMENTS NORMAUX
Abderrabi Maati et Emmanuel Mazzilli
Abstract
Let D be a bounded strictly pseudoconvex domain with smooth
boundary and f = (f1, . . . , fp) (fi ∈ Hol(D¯)) a complete in-
tersection with normal crossing. In this paper we study an ex-
tension problem in L∞-norm for holomorphic functions deﬁned
on f−1(0) ∩ D and a decomposition formula g =
∑p
i=1
figi for
holomorphic functions g ∈ I(f1,...,fp)(D) in Lipschitz spaces. We
stress that for the two problems the classical theorem cannot be
applied because f−1(0) has singularities on the boundary ∂D.
This work is the ﬁrst step to understand this type of problem in
the general singular case.
Introduction
De nombreux auteurs ont e´tudie´ les ide´aux de fonctions holomor-
phes avec des conditions de croissance. Plus pre´cise´ment, conside´rons
l’ide´al engendre´ par (f1, . . . , fp), p fonctions holomorphes de´ﬁnies au
voisinage d’un domaine D strictement pseudoconvexe, que l’on note
If1,...,fp . On s’inte´resse au proble`me suivant: e´tant donne´ une fonc-
tion, f , de If1,...,fp ∩ Lp(D), peut-on trouver une de´composition de f
dans (f1, . . . , fp) avec des coeﬃcients dans Lp(D) (sinon dans quels Lq
peut-on trouver des coeﬃcients?)? L’un des plus fameux re´sultats dans
ce sens est le The´ore`me de division de Skoda (voir [15]) qui donne, en
sche´matisant, une condition analytique suﬃsante pour que l’on ait une
de´composition dans L2 (il est a` noter que le domaine est pseudocon-
vexe sans aucune restriction). Malheureusement, cette condition n’est
ne´cessaire que si (f1, . . . , fp) sont des coordonne´es locales en tous les
points de {f1 = · · · = fp = 0}. Dans cet article, nous e´tudions des
proble`mes de division, dans les espaces de Lipschitz, avec (f1, . . . , fp)
qui de´ﬁnie une intersection comple´te a` croisements normaux (voir ci-
dessous pour les de´ﬁnitions); on peut noter que dans ([3]), les auteurs
2000 Mathematics Subject Classiﬁcation. 32A25, 32A27.
Mots-cle´s. Courants re´siduels, domaines strictement pseudoconvexes, repre´sentations
inte´grales, croisements normaux.
344 A. Maati, E. Mazzilli
ont obtenu des re´sultats de de´composition dans les espaces de Lipschitz
pour les fonctions holomorphes, en supposant que (f1, . . . , fp) de´ﬁnissait
des coordonne´es locales en tous points de {f1 = · · · = fp = 0}. On e´tudie
e´galement un proble`me d’extension de fonctions holomorphes de´ﬁnies
sur une sous-varie´te´ a` croisements normaux d’un domaine strictement
pseudoconvexe. Beaucoup de re´sultats dans cette direction sont connus
si l’on suppose que la sous-varie´te´ est sans singularite´ pre`s du bord, c’est
pourquoi l’e´tude dans les croisements normaux semble eˆtre le premier
pas vers le cas singulier (on peut ajouter que le cas singulier se rame`ne
toujours au cas a` croisements normaux par morphisme d’Hironaka).
0. De´ﬁnitions et notations
On conside´re D  D′ , ou` D′ est un domaine relativement compact
de Cn.
De´ﬁnition 0.1. Soit f : D
′ → Cp, z → (f1(z), . . . , fp(z)) une applica-
tion holomorphe; on dit que f est une intersection comple`te sur D si et
seulement si f−1(0) est de dimension pure n−p dans D (1 ≤ p ≤ n−1).
De´ﬁnition 0.2. Soit f : D
′ → Cp une intersection comple`te sur D;
on dit que f est a` croisements normaux sur ∂D si et seulement si
∀ z0 ∈ f−1(0)∩∂D, il existe un changement de coordonne´es holomorphes
(local), tel que:
∀ i ∈ {1, . . . , p}, fi(z) = hi(z)(z1 − z01)αi,1 × · · · × (zn − z0n)αi,n ,
avec hi une unite´.
Soit f = (f1, . . . , fp) une intersection comple`te a` croisements nor-
maux. Pour z0 ∈ ∂D ∩ {z ∈ D′/f1(z) = · · · = fp(z) = 0}, on conside`re
fi = u
αi,1,z0
i,1,z0
× · · · × uαi,pi,z0i,pi,z0 ,
la de´composition en facteurs irre´ductibles de fi au point z0. Il est a`
noter que l’hypothe`se f a` croisements normaux entraˆıne que pi ≤ n et
ui,k,z0 sont des coordonne´es locales pre`s de z0.
De´ﬁnition 0.3. Soit f : D
′ → Cp une intersection comple`te a` croise-
ments normaux sur ∂D; on dit que f est a` croisements normaux trans-
verses a` ∂D, si et seulement si ∀ z ∈ ∂D:
∂ρ(z) ∈
∑
j
SpanC〈∂uj,1,z(z), . . . , ∂uj,pj ,z(z)〉,
ou` D = {ρ < 0}.
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Remarque. Dans le cas re´gulier, cette de´ﬁnition s’e´crit de la manie`re
habituelle:
∂ρ(z) ∧ ∂f1(z) ∧ · · · ∧ ∂fp(z) = 0.
De´ﬁnition 0.4. Soit V un sous-ensemble analytique de codimension
pure p de D
′
; on dit que V est a` croisements normaux transverses a` ∂D
si et seulement si, ∀ z0 ∈ V ∩ ∂D, il existe f a` croisements normaux
transverses a` ∂D ve´riﬁant f−1(0) = V dans un voisinage de z0.
Notations.
• Pour α > 0, Λα(D) de´signe l’intersection de l’ensemble des fonc-
tions holomorphes sur D avec l’espace de Lipschitz d’ordre α sur D.
• Pour α < 0, Bα(D) de´signe l’espace des fonctions holomorphes sur
D ve´riﬁant l’estimation suivante pre`s du bord:
Sup
z∈D
|f(z)|d−αz <∞,
ou` dz est la distance de z au bord de D.
• On de´signe par B0(D) l’espace des fonctions holomorphes sur D
ve´riﬁant l’estimation:
Sup
z∈D
|f(z)| ln−1(dz) <∞.
• On note Aα(D), l’espace de fonctions suivant:{
Aα(D) := Λα(D), si α > 0,
Aα(D) := Bα(D), si α ≤ 0.
• Pour f une intersection comple`te, on note:
∂¯
[
1
f1
]
∧ · · · ∧ ∂¯
[
1
fp
]
:= ∂¯
[
1
f
]
{1,...,p}
,
le courant re´siduel introduit par Coleﬀ-Herrera dans [4].
• Pour f une intersection comple`te sur D, on de´ﬁnit ni par
ni = Sup
z∈∂D∩f−1(0)
(Ordz fi), ∀ i ∈ {1, . . . , p},
ou` Ordz fi est l’ordre d’annulation de fi en z.
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1. Principaux re´sultats
The´ore`me 1.1. Soit D un domaine borne´ de Cn strictement pseudo-
convexe a` bord C∞-lisse, soit f = (f1, . . . , fp) une intersection comple`te
a` croisements normaux transverses a` ∂D. Alors si g ∈ Λα(D) et si le
courant g∂¯[ 1f ]{1,...,p} = 0 sur D, il existe des ope´rateurs line´aires borne´s,
Ti, de Λα(D) dans Aα−ni2 (D) tels que g =
∑n
i=1 fiTi(g).
Remarques. Pour f une intersection comple`te sur D, g∂¯[ 1f ]{1,...,p} = 0
si et seulement si g est dans l’ide´al engendre´ par (f1, . . . , fp); c’est un
The´ore`me de Passare ([14]). Dans le cas d’une intersection comple`te
a` croisements normaux transverse a` ∂D, il est assez facile de calculer
g∂¯[ 1f ]{1,...,p}; on peut donc construire des champs de vecteurs sur D et
remplacer la condition g∂¯[ 1f ]{1,...,p} = 0, par la condition g est annule´e
par ces champs de vecteurs (voir [7] et [8]).
The´ore`me 1.2. Sous les meˆmes hypothe`ses qu’au The´ore`me 1.1; si g ∈
Bα(D) (α < 0) et g∂¯[ 1f ]{1,...,p} = 0, il existe des ope´rateurs line´aires
borne´s, Tαi , de Bα(D) dans Bα−ni2 (D) tels que g =
∑n
i=1 fiT
α
i (g).
Remarque. Nous retrouvons en corollaire du The´ore`me 1.1, des re´sultats
de division dans l’alge`bre A∞(D) := C∞(D¯) ∩Hol(D).
The´ore`me 1.3. Soit D un domaine borne´ de Cn strictement pseudo-
convexe a` bord C∞-lisse, soit V un ensemble analytique a` croisements
normaux transverses a` ∂D. Alors il existe un ope´rateur line´aire borne´
d’extension de L∞(V ∩D) ∩Hol(V ∩D) dans L∞(D) ∩Hol(D).
Remarques. Sans l’hypothe`se V a` croisements normaux ce re´sultat est
faux; en de´signant par B3 la boule de C3, on peut construire une fonction
f ∈ L∞(V ∩B3)∩Hol(V ∩B3) telle que f n’a pas d’extension holomor-
phe dans L2(B3)∩Hol(B3) (voir [6]). On peut de´montrer e´galement que
le The´ore`me 1.3 reste vrai dans L2 et remarquer que le The´ore`me de
Berndtsson (voir [1]) ne permet pas d’obtenir ce re´sultat car les croise-
ments normaux ne ve´riﬁent pas en ge´ne´ral la condition d’inte´grabilite´
de [1].
2. Plan de la preuve des principaux re´sultats
La preuve du The´ore`me 1.2 est parfaitement similaire a` celle du
The´ore`me 1.1, par conse´quent, nous laissons le soin au lecteur d’adapter
la de´monstration du The´ore`me 1.1 a` ce cas. Pour prouver les The´ore`-
mes 1.1 et 1.3, nous allons raisonner localement en nous ramenant, par
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changement de coordonne´es locales, a` f = (f1, . . . , fp) avec fi qui est un
monoˆme.
De´ﬁnition 2.1. Soit f = (f1, . . . , fp) une intersection comple`te. On dit
que f est de type (∗) si et seulement si:
i) ∀ i ∈ {1, . . . , p}, fi(z) = zαi,11 × · · · × zαi,nn , ou` zj sont les coor-
donne´es standards de Cn;
ii) ∀ I, un sous-ensemble ordonne´ de {1, . . . , p}, fI = (fi1 , . . . , fik) est
transverse a` ∂D.
Pour localiser, nous allons utiliser un lemme de recouvrement initiale-
ment obtenu par A. Cumenge, mais adapte´ a` notre situation dans [12].
Lemme 2.2. Pour tout 0 < ε1 < · · · < εr0 , il existe {xi}i=1,...,i0 de
∂D et des domaines {Dri }r=1,...,r0i=1,...,i0 avec Ωri = D ∩ Dri des domaines
strictement pseudoconvexes a` bord lisse tel que
i) B(xi, εr−1) ⊂ Dri ⊂ B(xi, εr).
ii) ∂D ⊂ ⋃i0i=1 Ω1i .
iii) Si i1 < i ≤ i0, il existe 1 ≤ ji ≤ p tel que fji = 0 sur Dri
∀ 1 ≤ r ≤ r0.
iv) Si 1 ≤ i ≤ i1 alors: Ωri ∩ f−1(0) = ∅ et sur Dr0i il existe des
coordonne´es holomorphes telles que f soit du type (∗) totalement
transverse a` ∂Ωri , ∀ 1 ≤ r ≤ r0, ∀ 1 ≤ i ≤ i1.
v) Si 1 ≤ r ≤ r′ et Ωri1 ∩ · · · ∩ Ωris = ∅ alors il existe un do-
maine strictement pseudoconvexe ΩrI=(i1,...,is) a` bord lisse tel que:
Ωri1 ∩ · · · ∩ Ωris ⊂ ΩrI ⊂ Ωr
′
i1
∩ · · · ∩ Ωr′is ; de plus si ΩrI ∩ f−1(0) = ∅
alors f−1(0) est totalement transverse a` ∂ΩrI .
Le plan de l’article est le suivant: dans la partie 3 et 4, nous allons
de´montrer les The´ore`mes 1.1 et 1.3 dans ΩrI avec f de type (∗), ce qui
est re´sume´ par les propositions suivantes:
Proposition 2.3. Soit D un domaine strictement pseudoconvexe a` bord
C∞-lisse, soit f = (f1, . . . , fp) une intersection comple`te du type (∗),
alors ∀ g ∈ Λα(D) (α > 0) ve´riﬁant g∂¯[ 1f ]{1,...,p} = 0, il existe des
ope´rateurs line´aires borne´es, Ti, de Λα(D) dans Aα− 12
∑
j
αi,j
(D) ve´ri-
ﬁant les proprie´te´s additionnelles:
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i) zβi,11 × · · · × zβi,nn Ti(g)(z) ∈ Aα− 12 (
∑
j
αi,j−βi,j)(D), si βi,j ≤ αi,j,
∀ j.
ii) Soit θ = (θ1, . . . , θn) un n-uplet tel que ∀α = (α1, . . . , αn) avec
αj ≤ θj, ∀ j, zα11 × · · · × zαnn g(z) ∈ Λα+ 12
∑
j
αj
(D), alors
zθ11 × · · · × zθnn Ti(g) ∈ Aα− 12 (
∑
j
αi,j−θj)(D).
Proposition 2.4. Soit V un ensemble analytique de codimension pure p
sur un voisinage de D¯. Supposons que V := {z ∈ D′/f1(z) = · · · =
fp(z) = 0} avec f = (f1, . . . , fp) une intersection comple`te de type (∗).
Alors, il existe un ope´rateur line´aire borne´ d’extension de L∞(V ∩D)∩
Hol(V ∩D) dans L∞(D) ∩Hol(D).
Pour globaliser les solutions locales aux proble`mes de division et
d’extension, donne´es par les Propositions 2.3 et 2.4, nous allons re´soudre
une succession de proble`mes additifs de Cousin.
Recollement des solutions du proble`me de division local.
Soit {Ωr0i } un recouvrement donne´ par le Lemme 2.2 avec r0 ﬁxe´; sur
Ωr0i , nous avons fji = ∅ si 1 ≤ i ≤ i1 et f totalement transverse du
type (∗) si i1 < i ≤ i0, d’apre`s la Proposition 2.3:
g(z) =
∑
l
flh
l
i avec h
l
i ∈ Aα−αil (Ω
r0
i )
ou` αil =
1
2
∑
j αl,j avec fl = z
αl,1
1 × · · · × zαl,nn sur Ωr0i . Par conse´quent
sur Ωr0i ∩ Ωr0j :
0 =
∑
l
fl(h1i − hlj),
d’ou` h1i −h1j ∈ I(f2,...,fp)(Ωr0i ∩Ωr0j ). Soit r < r0, d’apre`s les proprie´te´s du
recouvrement, il existe Ωrij avec Ω
r
i ∩ Ωrj ⊂ Ωrij ⊂ Ωr0i ∩ Ωr0j , appliquons
de nouveau la Proposition 2.3, nous obtenons:
h1i − h1j =
∑
l =1
flλ
rl
ij ,
avec λrlij ∈ Aα−αi1−αil (Ωrij) et de plus, λrlij est un cocycle sur Ωri ∩ Ωrj .
Prenons (χν) une partition de l’unite´ relative aux Dri et e´crivons λ
rl
i =∑
ν χνλ
rl
νi +u
l, ou` ul est une solution sur D de ∂¯ul =
∑
ν ∂¯(χν)λ
rl
νi = φ
l;
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enﬁn conside´rons G holomorphe sur D de´ﬁnie par:
G := g − f1
h1i + ∑
l =1
flλ
rl
i

:=
∑
l =1
fl(hli − f1λrli )
:=
∑
l =1
flH
l
i sur Ω
r
i .
Pour conclure il faut choisir correctement ul, la solution de ∂¯ul = φl, ce
qui est donne´ par la proposition:
Proposition 2.5. Soit D un domaine strictement pseudoconvexe a` bord
C∞-lisse et {Ων}k1 , λνi ∈ Hol(Ων ∩ Ωi), les donne´es d’un premier pro-
ble`me de Cousin sur D. Soit φ la (0, 1)-forme re´gulie`re sur D valant∑
ν ∂¯(χν)λνi sur Ωi. Si φ ∈ Aα(D) et s’il existe une boule de centre z0 ∈
∂D et de rayon r avec B(z0, r) ⊂ Ωi telle que: pour un n-uplet θ =
(θ1, . . . , θn), zα11 × · · · × zαnn λνi ∈ Aα+ 12
∑
j
αj
(B(z0, r) ∩ Ων) ∀αj ≤ θj
et ∀ ν, alors il existe une solution de l’e´quation ∂¯u = φ dans Aα+ 12 (D)
avec zθ11 × · · · × zθnn u(z) ∈ Aα+ 12 (
∑
j
θj+1)
(B(z0, r
′
)), ∀ r′ < r.
Ce re´sultat sur le ∂¯, s’obtient de manie`re similaire que le Lemme 4.4
de [12] (voir e´galement le Lemme 2.2 et 2.5 de [12]). D’apre`s les Propo-
sitions 2.3 et 2.5, on peut choisir ul de sorte que:
i) h1i +
∑
l =1
flλ
rl
i ∈ Aα−αi1(Ωr
′
i ) avec r
′
< r.
ii) zβl,11 × · · · × zβl,nn H li ∈ Aα−αi
l
+ 12
∑
j
βl,j
(Ωr
′
i ) ∀βl,j ≤ αl,j , avec
r
′
< r.
En utilisant ces deux conditions, on peut ite´rer (n − 1) fois ce proce´de´
et obtenir:
g(z) =
∑
l
flhl avec hl ∈ Aα−αi
l
(Ωri ) si r assez petit.
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Recollement des solutions du proble`me d’extension local.
Conside´rons le recouvrement {Ωr0i }; posons si i1 < i ≤ i0, gi = 0 sur
Ωr0i et si 1 ≤ i ≤ i1, gi = fi une extension borne´e de g a` Ωr0i . Nous
avons sur Ωr0i ∩ Ωr0i ,
gi − gj =
∑
l
flλ
rl
ij avec λ
rl
ij ∈ A−αil (Ω
r
ij)
ou` r < r0, et λrlij est un cocycle sur Ω
r
i ∩Ωrj . Prenons (χν) une partition
de l’unite´ relative aux Dri et e´crivons:
λrli =
∑
ν
χνλ
rl
νi + u
l,
ou` ul est une solution sur D de ∂¯ul =
∑
ν ∂¯(χν)λ
rl
νi; enﬁn conside´rons:
G = gi +
∑
l
flλ
rl
i sur Ω
r
′
i avec r
′
< r
:= gi +
∑
l
fl
(∑
ν
χνλ
rl
νi
)
+
∑
l
ulfl
:= gi +
∑
ν
χν
∑
l
flλ
rl
νi +
∑
l
ulfl
:= gi +
∑
ν
χν(gν − gi) +
∑
l
ulfl.
En choisissant ul donne´e par la Proposition 2.5, nous obtenons
∑
flu
l ∈
L∞(Ωr
′
i ).
3. Preuve de la Proposition 2.3
Nous allons rappeler rapidement la construction de Passare dans [13]
et [14].
De´ﬁnition 3.1. Soit εi : R→ R+, δ → εi(δ), ∀ i ∈ {1, . . . , p} une appli-
cation C∞; on dit que ε(δ) = (ε1(δ), . . . , εp(δ)) est un pave´ admissible si
et seulement si:
lim
δ→0
εi(δ) = 0
lim
δ→0
εi(δ)
(εi+1(δ))q
= 0, ∀ q ∈ N, ∀ i ∈ {1, . . . , p− 1}.
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Conside´rons, Ξ: R+∗ → R une fonction C∞-croissante, ve´riﬁantΞ(x) = 1, si x ≥ 1,Ξ(x) = 0, si x ≤ 1
2
.
Pour (f1, . . . , fp), p fonctions holomorphes sur un voisinage de D¯
et I = {i1, . . . , iq}, J = {j1, . . . , jr} deux sous-ensembles disjoints de
{1, . . . , p}, on conside`re la forme diﬀe´rentielle:
[
Ξε
f
]
I
∂¯
[
Ξε
f
]
J
:=
Ξ
( |fi1 |
εi1
)
×· · ·×Ξ
( |fiq |
εiq
)
×∂¯
(
Ξ
( |fj1 |
εj1
))
∧· · ·∧∂¯
(
Ξ
( |fjr |
εjr
))
fi1 × · · · × fiq × fj1 × · · · × fjr
.
The´ore`me 3.2 (Passare [13]). ∀ I, J , [Ξεf ]I ∂¯[Ξ
ε
f ]J converge faiblement
sur D quand δ → 0. Si l’on note [ 1f ]I ∂¯[ 1f ]J le courant limite, alors
[ 1f ]I ∂¯[
1
f ]J est un courant d’ordre ﬁni.
Remarque. En ge´ne´ral, le courant [ 1f ]I ∂¯[
1
f ]J de´pend de ε, le pave´ ad-
missible et de Ξ. Mais, dans le cas ou` f est a` croisements normaux
(voir par exemple, [7] et [8]) [ 1f ]I ∂¯[
1
f ]J sont des courants canoniques
(inde´pendants de ε et Ξ) qui con¨ıncident avec les courants de´ﬁnis par
Coleﬀ-Herrera dans [4].
The´ore`me 3.3 (Passare [13]). Soit D un domaine strictement pseudo-
convexe de Cn a` bord C∞-lisse, soit f=(f1, . . . , fp) ve´riﬁant {fi1 , . . . , fik}
est une intersection comple`te sur un voisinage de D¯ pour tout {i1, . . . , ik}
un multi-indice a` valeurs dans {1, . . . , p} et g ∈ C∞(D¯), alors, pour tout
z ∈ D:
g(z) =
p−1∑
k=0
∑
|I|=p−k,|J|=k
Cn,k[f(z)]I
〈
g(ζ)
[
1
f
]
I
∂¯
[
1
f
]
J
,
(b(ζ, z))J ∧AN,n−k(ζ, z)
〉
+Cn
〈
g(ζ)∂¯
[
1
f
]
{1,...,p}
,
(b(ζ, z)){1,...,p} ∧AN,n−p(ζ, z)
〉
,
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ou` [f(z)]I = fi1(z)× · · · × fip−k(z), (b(ζ, z))J = bj1(ζ, z)∧ · · · ∧ bjk(ζ, z)
avec bj(ζ, z) =
n∑
l=1
Bjl(ζ, z)dζl et fj(z)− fj(ζ) =
∑
l
Bjl(ζ, z)(zl− ζl) sur
D′, enﬁn
AN,n−k(ζ, z) =
(
ρ(ζ)
ρ(ζ) + 〈h(ζ, z), ζ − z〉
)N+n−k
(∂¯(h˜(ζ, z)))n−k,
ou`
• hj : D¯ × D¯ → C, les fonctions supports de´ﬁnies par Fornaess
dans [10].
• h(ζ, z) = (h1(ζ, z), . . . , hn(ζ, z)).
• h˜(ζ, z) = 1
ρ(ζ)
n∑
i=1
hi(ζ, z)dζi.
• N est un re´el quelconque supe´rieur a` l’ordre des courants [ 1f ]I ∂¯[ 1f ]J ,
∀ I, J .
Corollaire 3.4 (Passare [14]).
g ∈ I(f1,...,fp)(D) si et seulement si g∂¯
[
1
f
]
{1,...,p}
= 0.
Dans le cas d’une intersection comple`te a` croisements normaux, nous
pouvons calculer assez facilement les courants [ 1f ]I ∂¯[
1
f ]J , ∀ I, J . Pour une
intersection a` croisements normaux de codimension 1, Dolbeault dans [7]
et [9] explicite [ 1f ] et ∂¯[
1
f ]; nous allons ge´ne´raliser pour la codimension
supe´rieure a` 1.
Proposition 3.5. Soit ϕ une fonction C∞ a` support compact dans C,
α ∈ N∗ alors nous avons:
i) lim
ε→0
∫
|z|=ε
ϕ
zα
dz = 2iπ
∂α−1ϕ
∂zα−1
(0).
ii) lim
ε→0
∫
|z|≥ε
ϕ
zα
dz ∧ dz¯ = 1
(α− 1)!
∫
C
1
z
∂α−1ϕ
∂zα−1
(z)dz ∧ dz¯.
On peut trouver ces deux e´galite´s tre`s classiques, par exemple dans
Passare [14] et Dolbeault [7] et [9].
Nous allons commencer par de´montrer le re´sultat principal de la Pro-
position 2.3 a` savoir: l’existence des ope´ateurs line´aires de Λα(D) dans
Aα− 12
∑
j
αi,j
(D), solutions du proble`me de division dans la cas f de
type (∗) (nous indiquerons a` la ﬁn comment ve´riﬁer les proprie´te´s i) et
ii)). Pour e´viter les notations superﬂues nuisant a` la compre´hension des
arguments, nous allons conside´rer le cas f = (f1, f2) avec f1 = zα11 z
α2
2 ,
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f2 = z
β1
3 z
β2
4 , clairement le cas ge´ne´ral s’obtient de la meˆme manie`re.
On remarque que l’hypothe`se de transversalite´ entraˆıne que n > 4; soit
g ∈ Λα(D) (α > 0) telle que g∂¯[ 1f ]{1,2} = 0, par un proce´de´ stan-
dard de re´gularisation, nous pouvons lui appliquer le The´ore`me 3.3 avec
N >
∑
αi + βi, nous obtenons:
g(z)=f1(z)f2(z)
〈
g(ζ)
[
1
f
]
{1,2}
, AN,n(ζ, z)
〉
+f1(z)
〈
g(ζ)
[
1
f
]
{1}
∂¯
[
1
f
]
{2}
, (b(ζ, z))2AN,n−1(ζ, z)
〉
+f2(z)
〈
g(ζ)
[
1
f
]
{2}
∂¯
[
1
f
]
{1}
, (b(ζ, z))1AN,n−1(ζ, z)
〉
=f1(z)f2(z)lim
δ→0
∫
D∩{|f1|≥ε1(δ), |f2|≥ε2(δ)}
g(ζ)
f1(ζ)f2(ζ)
AN,n(ζ, z)
+f1(z)lim
δ→0
∫
D∩{|f1|≥ε1(δ), |f2|=ε2(δ)}
g(ζ)
f1(ζ)f2(ζ)
(b(ζ, z))2AN,n−1(ζ, z)
+f2(z)lim
δ→0
∫
D∩{|f1|=ε1(δ), |f2|≥ε2(δ)}
g(ζ)
f1(ζ)f2(ζ)
(b(ζ, z))1AN,n−1(ζ, z)
(car dans ce cas, les courants de Passare co¨ıncident avec ceux de Coleﬀ-
Herrera de [4]). De plus, f e´tant une intersection comple`te du type (∗),
les limites existent sans aucune restriction, soit:
g(z)=f1(z)f2(z) lim
(ε1,ε2)→0
∫
D∩{|f1|≥ε1, |f2|≥ε2}
g(ζ)
f1(ζ)f2(ζ)
AN,n(ζ, z)
+f1(z) lim
(ε1,ε2)→0
∫
D∩{|f1|≥ε1, |f2|=ε2}
g(ζ)
f1(ζ)f2(ζ)
(b(ζ, z)){2}AN,n−1(ζ, z)
+f2(z) lim
(ε1,ε2)→0
∫
D∩{|f1|=ε1, |f2|≥ε2}
g(ζ)
f1(ζ)f2(ζ)
(b(ζ, z)){1}AN,n−1(ζ, z),
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il n’est pas diﬃcile de voir (par exemple dans [8]), en posant
D
J=(j1,...,jr)
I=(i1,...,iq)
:=D ∩ {|zi1 |≥εi1 , . . . , |ziq |≥εiq , |zj1 | = εj1 , . . . , |zjr | = εjr}
It. f(ε1, ε2, ε3, ε4) = lim
ε1→0
[ lim
ε2→0
[ lim
ε3→0
[ lim
ε4→0
f(ε1, ε2, ε3, ε4)]]],
(l’ordre dans lequel nous prendons les limites par la suite n’a pas d’impor-
tance car les re´sidus qui nous concernent ont une structure tre`s simple)
que nous avons:
lim
(ε1,ε2)→0
∫
D∩{|f1|≥ε1, |f2|≥ε2}
g(ζ)
f1(ζ)f2(ζ)
AN,n(ζ, z)
= It.
∫
D∅(1,2,3,4)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
AN,n(ζ, z)
lim
(ε1,ε2)→0
∫
D∩{|f1|≥ε1, |f2|=ε2}
g(ζ)
f1(ζ)f2(ζ)
(b(ζ, z)){2}AN,n−1(ζ, z)
= It.
∫
D
(4)
(1,2,3)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
(b(ζ, z)){2}AN,n−1(ζ, z)
+ It.
∫
D
(3)
(1,2,4)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
(b(ζ, z)){2}AN,n−1(ζ, z)
et
lim
(ε1,ε2)→0
∫
D∩{|f1|=ε1, |f2|≥ε2}
g(ζ)
f1(ζ)f2(ζ)
(b(ζ, z)){1}AN,n−1(ζ, z)
= It.
∫
D
(1)
(2,3,4)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
(b(ζ, z)){1}AN,n−1(ζ, z)
+ It.
∫
D
(2)
(1,3,4)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
(b(ζ, z)){1}AN,n−1(ζ, z).
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Estimation des termes.
zα11 z
α2
2 It.
∫
D∅(1,2,3,4)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
AN,n(ζ, z),
It.
∫
D4(1,2,3)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
(b(ζ, z)){2}AN,n−1(ζ, z).
Par des arguments standards (voir par exemple [3]), pour estimer
les termes ci-dessus, il suﬃt d’avoir des estimations sur les deux termes
suivants:
zα11 z
α2
2 It.
∫
D∅(1,2,3,4)∩B(q,r)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
AN,n(ζ, z),
It.
∫
D4(1,2,3)∩B(q,r)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
(b(ζ, z)){2}AN,n−1(ζ, z),
quand z ∈ B(q, r2 ), ou` B(q, r) est une boule centre´e en q ∈ ∂D de rayon r
qui sera choisi ulte´rieurement. Avec l’hypothe`se de totale transversalite´,
on peut se restreindre a` q ∈ ∂D ∩ {ζ1 = ζ2 = ζ3 = ζ4 = 0} (si
q /∈ ∂D ∩ {ζ1 = ζ2 = ζ3 = ζ4 = 0}, l’estimation est meilleure).
L’hypothe`se de transversalite´ entraˆıne qu’il existe ζj avec j /∈ {1, . . . , 4}
(on rappelle que l’hypothe`se de transversalite´ implique n > 4) tel que
∂ρ
∂ζj
(q) = 0; on va supposer que j = n et prenons r tel que | ∂ρ∂ζn (ζ)| ≥ C
sur B(q, r).
DΓf1 =
∑
Γ1+Γ2=Γ
DΓ1(zα11 z
α2
2 )
∫
D∅(1,2,3,4)∩B(q,r)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
DΓ2(AN,n(ζ, z))(I1)
DΓf2 =
∫
D4(1,2,3)∩B(q,r)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
DΓ(b(ζ, z)){2}(AN,n−1(ζ, z))(I2).
Par soucis de clarite´, dans (I1), nous allons estimer les termes de la
somme avec Γ1 = 0; si Γ1 = 0, la de´monstration est similaire; de plus,
nous notons D
∅ := D∅(1,2,3,4) ∩B(q, r)
D(4) := D(4)(1,2,3) ∩B(q, r).
Par des inte´grations par parties successives (voir [3]), nous avons que:∫
D∅(1,2,3,4)∩B(q,r)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
DΓ(AN,n(ζ, z))
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est majore´e par le module d’inte´grale du type:∫
D∅
∂λg
∂ζλn
(ζ)
1
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
× (ρ(ζ))
N−1+λ
(ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n+|Γ|G
λ
1 (ζ, z), ∀λ ≥ 0, (I3)
ou` Gλ1 (ζ, z) est une forme de classe C∞(D¯ × D¯); de meˆme∫
D(4)
g(ζ)
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
DΓ((b(ζ, z)){2}AN,n−1(ζ, z))
est majore´e par le module d’inte´grale du type:∫
D(4)
∂λg
∂ζλn
(ζ)
1
ζα11 ζ
α2
2 ζ
β1
3 ζ
β2
4
× (ρ(ζ))
N−1+λ(b(ζ, z)){2}
(ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n−1+|Γ|G
λ
2 (ζ, z), ∀λ ≥ 0, (I4)
ou` Gλ2 (ζ, z) est une forme de classe C∞(D¯ × D¯). On va supposer que
α > n12 =
α1 + α2
2
α > n22 =
β1 + β2
2
et on va montrer que:
∫
D∅ et
∫
D(4)
sont dans Λα−ni2 (D) (les autres cas
se traitent de manie`re similaire). Il faut estimer zα11 z
α2
2 (I3) et (I4); a` ces
ﬁns, remarquons que
zα11 z
α2
2 =
∑
j,l
ζα1−j1 ζ
α2−l
2 O(|ζ − z|j+l)
et si l’on construit (b(ζ, z)){2} avec la formule de Taylor alors
(b(ζ, z)){2} = b1(ζ, z)dζ3 + b2(ζ, z)dζ4 avec
b1(ζ, z) =
∑
j,l
ζβ1−j3 ζ
β2−l
4 O(|ζ − z|j+l−1)
b2(ζ, z) =
∑
j,l
ζβ1−j3 ζ
β2−l
4 O(|ζ − z|j+l−1).
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Tenant compte de ceci zα11 z
α2
2 (I3) et (I4) sont majore´es par une somme
d’inte´grales du type:
∫
D∅
∂λg
∂ζλn
(ζ)
O(|ζ − z|j+l)
ζj1ζ
l
2ζ
β1
3 ζ
β2
4
× (ρ(ζ))
N−1+λ
(ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n+|Γ|G
λ
1 (ζ, z), ∀λ ≥ 0, (I5)
∫
D(4)
∂λg
∂ζλn
(ζ)
O(|ζ − z|j+l−1)
ζα11 ζ
α2
2 ζ
j
3ζ
l
4
× (ρ(ζ))
N−1+λ
(ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n−1+|Γ|G
λ
2 (ζ, z), ∀λ ≥ 0, (I6).
Posons maintenant le changement de variable sur Cn, pour ζ ∈ B(q, r):

ζ
′
1 = ζ1
...
ζ
′
n−1 = ζn−1
ζ
′
n =
∂ρ
∂ζ1
(z)ζ1 + · · ·+ ∂ρ
∂ζn
(z)ζn,
dans ces coordonne´es, ∂
∂ζ
′
i
avec i ∈ {1, . . . , n− 1}, peut s’e´crire L′i + V
′
i
ou` L
′
i est un (1, 0) champ de vecteurs tangent a` {ρ = cte.} et V
′
i est
un champ de vecteurs ve´riﬁant V
′
i (z) = 0. Par la Proposition 3.5, en
revenant dans les coordonne´es standards:
(I5) 
∣∣∣∣∣∣
∫
D∅
1
ζ1ζ2ζ3ζ4
[L1 + V1]j−1 . . . [L4 + V4]β2−1
×
 ∂λg∂ζλn (ζ)(ρ(ζ))N−1+λGλ1 (ζ, z)O(|ζ − z|j+l)
ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n+|Γ|
∣∣∣∣∣∣
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pour tout λ ≥ 0,
(I6) 
∣∣∣∣∣∣
∫
D(4)∩{ζ4=0}
1
ζ1ζ2ζ3
[L1 + V1]α1−1 . . . [L4 + V4]l−1
×
 ∂λg∂ζλn (ζ)(ρ(ζ))N−1+λGλ2 (ζ, z)O(|ζ − z|j+l−1)
(ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n+|Γ|−1
∣∣∣∣∣∣
pour tout λ ≥ 0, ou` Li = AL′i et Vi = AV
′
i ∀ i ∈ {1, 2, 3, 4} (A est la
matrice de passage des coordonne´es (ζ)
′
aux coordonne´es (ζ)). Li sont
des (1, 0) champs de vecteurs tangents a` {ρ = cte.} et Vi(z) = 0.
Lemme 3.6. Soit u une fonction holomorphe dans D et α > 0, alors
nous avons les e´quivalences suivantes:
u ∈ Λα(D)
pour tout k ∈ N∗, k > α, pour tout z ∈ D, |∇ku(z)| ≤ C(−ρ(z))α−k.
Il existe k ∈ N∗, k > α, pour tout z ∈ D, |∇ku(z)| ≤ C(−ρ(z))α−k.
Ce qui pre´ce´de et le Lemme 3.6 entraˆınent:
• Li(ρ(ζ) + 〈h(ζ, z), ζ − z〉) = O(|ζ − z|),
car 〈h(ζ, z), ζ − z〉 = 〈∂ρ(ζ), ζ − z〉+ O(|ζ − z|2),
• Li(h) = O(|ρ(ζ)|−a− 12 ) si h ∈ Hol(D) et h = O(|ρ(ζ)|−a) (a > 0),
• Vi(f) = O(| grad(f)||ζ − z|),
• (−ρ(ζ)−ρ(z)+|ζ−z|2+| Im〈h(ζ, z), ζ−z〉|)  |ρ(ζ)+〈h(ζ, z), ζ−z〉|,
• si λ > α alors ∂λg
∂ζλn
= O(|ρ(ζ)|α−λ) d’apre`s le lemme d’Hardy-
Littlewood,
d’ou`:
(I5) 
∫
D∅
dv( |ζ1ζ2ζ3ζ4|(−ρ(ζ)− ρ(z) + |ζ − z|2
+| Im〈h(ζ, z), ζ − z〉|)n+|Γ|−α+ β1+β22 −1
) ,
(I6) 
∫
D(4)∩{ζ4=0}
dv( |ζ1ζ2ζ3|(−ρ(ζ)− ρ(z) + |ζ − z|2
+| Im〈h(ζ, z), ζ − z〉|)n+|Γ|−α+α1+α22 − 32
) .
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Estimation de (I5).
En se´parant les cas |ζi|  |ζi − zi| et |ζi − zi|  |ζi|, (I5) est infe´rieur
ou e´gal a` une somme de termes de type:
(I5) 
∫
D∅
dv |ζ1 − z1||ζ2ζ3ζ4|(−ρ(ζ)− ρ(z)+|ζ − z|2 + |ζ2|2 + |ζ3|2 + |ζ4|2
+| Im〈h(ζ, z), ζ − z〉|)n+|Γ|−α+ β1+β22 −1

,
posons le changement de variables:
t1 + it2 = ζ1 − z1
t2j−1 + it2j = ζj , ∀ j ∈ {2, . . . , 4}
t2j−1 + it2j = ζl − zl, ∀ l ∈ {5, . . . , n− 1}
t2n−1 + it2n = ρ(ζ) + i Im〈h(ζ, z), ζ − z〉,
nous avons:
(I5) 
∫
B2n(0,R)
dt1 . . . dt2n
(|t1|2 + |t2|2) 12
∏4
j=2(|t2j−1|2 + |t2j |2)
1
2
× 1
(−ρ(z)+∑n−1j=1(|t2j−1|2+|t2j |2)+(|t2n−1|2+|t2n|2)12 )n+|Γ|−α+ β1+β22 −1 ,
apre`s inte´gration en coordonne´es polaires, (I5)  |ρ(z)||Γ|−(α−
β1+β2
2 ) si
|Γ| > (α − β1+β22 ), ce qui donne le re´sultat d’apre`s le lemme de Hardy-
Littlewood.
Estimation de (I6).
Avec la meˆme observation que pour (I5), (I6) est infe´rieur ou e´gal a`
une somme de termes du type:
(I6) 
∫
D(4)∩{ζ4=0}
dv |ζ1 − z1||ζ2ζ3|(−ρ(ζ)− ρ(z)+|ζ − z|2 + |ζ2|2 + |ζ3|2
+| Im〈h(ζ, z), ζ − z〉|)n+|Γ|−α+α1+α22 − 32

,
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posons le changement de variables:
t1 + it2 = ζ1 − z1
t2j−1 + it2j = ζj , ∀ j ∈ {2, 3}
tl + itl+1 = ζl − zl, ∀ l ∈ {4, . . . , n− 2}
t2n−3 + it2n−2 = ρ(ζ) + i Im〈h(ζ, z), ζ − z〉,
nous avons:
(I6) 
∫
B2n−2(0,R)
dt1 . . . dt2n−2
(|t1|2 + |t2|2) 12
∏3
j=2(|t2j−1|2 + |t2j |2)
1
2
× 1
(−ρ(z)+∑n−2j=1(|t2j−1|2+|t2j |2)+(|t2n−3|2+|t2n−2|2)12)n+|Γ|−α+α1+α22 − 32 ,
apre`s inte´gration en coordonne´es polaires, (I6)  |ρ(z)||Γ|−(α−
α1+α2
2 ) si
|Γ| > (α − α1+α22 ), ce qui ache`ve la preuve de la partie principale de la
Proposition 2.3.
Il reste a` indiquer comment l’on obtient i) et ii):
• Pour i), il suﬃt de remplacer dans l’expression de Ti(g) g(ζ) par
g(ζ)zβi,11 ×· · ·× zβi,nn , puis de remarquer, en utilisant la formule de
Taylor dans le cas alge´brique:
z
βi,1
1 × · · · × zβi,nn =
∑
(α1,...,αn)
αj≤βi,j
ζα11 × · · · × ζαnn f(ζ, z)
avec f(ζ, z) = O(|ζ − z|
∑
j
βi,j−αj ).
• Pour ii), il suﬃt de remplacer dans l’expression de Ti(g), g(ζ) par
zθ11 × · · · × zθnn g(ζ), puis d’e´crire a` l’aide de la formule de Taylor,
comme pour i):
zθ11 × · · · × zθnn =
∑
(α1,...,αn)
αj≤θj
ζα11 × · · · × ζαnn f(ζ, z)
avec f(ζ, z) = O(|ζ − z|
∑
j
θj−αj ); enﬁn, il faut utiliser que ζα11 ×
· · · × ζαnn g(ζ) ∈ Λα+ 12
∑
j
αj
(D).
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4. Preuve de la Proposition 2.4
Remarques. 1) On peut choisir f de´ﬁnissant V telle que la matri-
ce M = (αi,j) n’ait que des termes valant 1 ou 0. Pour simpliﬁer les
notations, nous allons supposer que V = f−1(0) avec f = (f1, f2)
ou` {
f1(z) = z1z2
f2(z) = z3z4;
le cas ge´ne´ral s’obtient similairement.
2) Fixons N
′
> 0, d’apre`s le The´ore`me 3.3, l’ope´rateur EN
′
de´ﬁni
par
EN
′
g(z) := Cn
〈
g(ζ)∂¯
[
1
f
]
{1,2}
, (b(ζ, z)){1,2} ∧AN
′
,n−2(ζ, z)
〉
,
pour tout g ∈ L∞(V ∩D)∩Hol(V ∩D) et pour tout z ∈ D, est un
ope´rateur line´aire d’extension. De plus, il est tre`s facile de voir que
EN
′
g(z) a` une croissance “polynoˆmiale” quand z pre`s du bord:
EN
′
g(z) = O(|ρ(z)|N )
si N est suﬃsamment grand.
3) On peut remarquer e´galement que EN
′
g(z) (∀N ′ > 0) de´ﬁni une
fonction continue sur ∂D \ V car
(−ρ(ζ)− ρ(z) + |ζ − z|2)  |ρ(ζ) + 〈h(ζ, z), ζ − z〉|.
Nous avons besoin du lemme suivant:
Lemme 4.1. Soit f = (f1, . . . , fp) de´ﬁnissant V comme dans le 1) de
la remarque et g ∈ L∞(V ∩D)∩Hol(V ∩D), alors pour tout z ∈ ∂D \V ,
nous avons:
ENg(z) :=
p∑
i=1
Cifi(z)
×
〈
g(ζ)∂¯
[
1
f
]
{1,...,p}
, (b(ζ, z))
{1,...,
︷︸︸︷
i ,...,p}
∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ−z〉 ∧A
N,n−2(ζ, z)
〉
,
pour tout N assez grand.
Preuve: Il est suﬃsant de montrer le lemme avec f = (f1, f2); prenons χε
une fonction C∞(R) valant 0 si x ≥ ε et 1 si x ≤ ε2 , e´crivons la formule de
repre´sentation Berndtsson-Andersson-passare (voir [2] et [14]) en termes
362 A. Maati, E. Mazzilli
de courants, avec les parame´tres ci-dessous (on utilise les notations de
[2]):
s(ζ, z) := −ρ(z)
n∑
j=1
(ζ¯j − z¯j)dζj + 〈h(ζ, z), ζ − z〉
n∑
j=1
hj(ζ, z)dζj
Q(ζ, z) := h˜(ζ, z) =
1
ρ(ζ)
n∑
j=1
hj(ζ, z)dζj
et N un entier naturel ve´riﬁant EN
′
g(z) = O(|ρ(z)|N ), pour la fonc-
tion χε(|f |2)EN
′
g, ou` |f |2 := |f1|2 + |f2|2; nous obtenons, ∀ z ∈ D,
χε(|f |2)EN
′
g(z)
=
1∑
k=0
∑
|I|=2−k, |J|=k
Cn,k[f(z)]I
〈
χε(|f |2)EN
′
g(ζ)
[
1
f
]
I
∂¯
[
1
f
]
J
,
(b(ζ, z))J ∧AN,n−k(ζ, z)
〉
+ Cn
〈
χε(|f |2)EN
′
g(ζ)∂¯
[
1
f
]
{1,2}
,
(b(ζ, z)){1,2} ∧AN,n−2(ζ, z)
〉
+
1∑
k=0
∑
|I|=2−k, |J|=k
Dn,k[f(z)]I
〈
∂¯(χε(|f |2))EN
′
g(ζ)
[
1
f
]
I
∂¯
[
1
f
]
J
,
(b(ζ, z))J ∧BN,n−k(ζ, z)
〉
+Dn
〈
∂¯(χε(|f |2))EN
′
g(ζ)∂¯
[
1
f
]
{1,2}
,
(b(ζ, z)){1,2} ∧BN,n−2(ζ, z)
〉
,
avec
BN,n−k(ζ, z) :=
n−k−1∑
k′=0
s ∧ (∂¯s)k′−1
〈s(ζ, z), ζ − z〉k′ ∧A
N,n−k′ (ζ, z).
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Le courant ∂¯[ 1f ] est a` support dans V , ce qui entraˆıne:

〈
∂¯(χε(|f |2))EN
′
g(ζ)∂¯
[
1
f
]
{1,2}
, (b(ζ, z)){1,2} ∧BN,n−2(ζ, z)
〉
= 0〈
χε(|f |2)EN
′
g(ζ)∂¯
[
1
f
]
{1,2}
, (b(ζ, z)){1,2}∧AN,n−2(ζ, z)
〉
=ENg(z);
ﬁxons z0 ∈ ∂D \ V , en remarquant que χε(|f |2) et ∂¯(χε(|f |2)) sont nuls
si z est loin de V et par conse´quent que les inte´grales ne portent que
sur un petit voisinage de V , nous pouvons faire tendre z vers z0 dans
l’e´galite´ et obtenir, pour tout ε assez petit:
−ENg(z0)
=
1∑
k=0
∑
|I|=2−k, |J|=k
Cn,k[f(z0)]I
〈
χε(|f |2)EN
′
g(ζ)
[
1
f
]
I
∂¯
[
1
f
]
J
,
(b(ζ, z0))J ∧AN,n−k(ζ, z0)
〉
+
1∑
k=0
∑
|I|=2−k, |J|=k
Dn,k[f(z0)]I
〈
∂¯(χε(|f |2))EN
′
g(ζ)
[
1
f
]
I
∂¯
[
1
f
]
J
,
(b(ζ, z0))J ∧BN,n−k(ζ, z0)
〉
.
Maintenant comme z0 ∈ ∂D \ V , une simple application du the´ore`me
de Lebesgue assure que
lim
ε→0
〈
χε(|f |2)EN
′
g(ζ)
[
1
f
]
I
∂¯
[
1
f
]
J
, (b(ζ, z0))J ∧AN,n−k(ζ, z0)
〉
= 0;
les termes contenant ∂¯(χε(|f |2)) sont plus de´licats au passage a` la limite,
conside´rons par exemple le terme
f1(z)f2(z)
〈
∂¯(χε(|f |2))EN
′
g(ζ)
[
1
f
]
{1,2}
, BN,n(ζ, z0)
〉
:
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appliquons la formule de Stokes, nous avons
f1(z)f2(z)
〈
∂¯(χε(|f |2))EN
′
g(ζ)
[
1
f
]
{1,2}
, BN,n(ζ, z0)
〉
= −f1(z)f2(z)
〈
χε(|f |2)EN
′
g(ζ)
[
1
f
]
{2}
∂¯
[
1
f
]
{1}
, BN,n(ζ, z0)
〉
−f1(z)f2(z)
〈
χε(|f |2)EN
′
g(ζ)
[
1
f
]
{1}
∂¯
[
1
f
]
{2}
, BN,n(ζ, z0)
〉
−f1(z)f2(z)
〈
χε(|f |2)EN
′
g(ζ)
[
1
f
]
{1,2}
, ∂¯(BN,n(ζ, z0))
〉
,
en utilisant le the´ore`me de Lebesgue et en passant a` la limite quant ε
tend vers ze´ro,
lim
ε→0
f1(z)f2(z)
〈
∂¯(χε(|f |2))EN
′
g(ζ)
[
1
f
]
{1,2}
, BN,n(ζ, z0)
〉
= 0.
Par le meˆme proce´de´ sur les termes
f1(z)
〈
∂¯(χε(|f |2))EN
′
g(ζ)
[
1
f
]
{1}
∂¯
[
1
f
]
{2}
, (b(ζ, z)){2}BN,n−1(ζ, z0)
〉
f2(z)
〈
∂¯(χε(|f |2))EN
′
g(ζ)
[
1
f
]
{2}
∂¯
[
1
f
]
{1}
, (b(ζ, z)){1}BN,n−1(ζ, z0)
〉
,
on obtient le Lemme 4.1.
Preuve de la Proposition 2.4: D’apre`s le Lemme 4.1, il suﬃt demontrer
que ∀ i ∈ {1, 2}:∣∣∣∣∣fi(z)
〈
g(ζ)∂¯
[
1
f
]
{1,2}
, (b(ζ, z)){1,...,̂i,...,2}
∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉 ∧A
N,n−2(ζ, z)
〉∣∣∣∣∣ M,
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∀ z ∈ ∂D \ V ; prenons i = 1, d’apre`s la partie 3,
f1(z)
〈
g(ζ)∂¯
[
1
f
]
{1,2}
, (b(ζ, z)){2} ∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉 ∧A
N,n−2(ζ, z)
〉
=f1(z)
∫
D∩{ζ1=ζ3=0}
g(ζ)
1
ζ2ζ4
(b(ζ, z)){2} ∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉
∧AN,n−2(ζ, z) (I7)
=f1(z)
∫
D∩{ζ1=ζ4=0}
g(ζ)
1
ζ2ζ3
(b(ζ, z)){2} ∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉
∧AN,n−2(ζ, z) (I8)
=f1(z)
∫
D∩{ζ2=ζ3=0}
g(ζ)
1
ζ1ζ4
(b(ζ, z)){2} ∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉
∧AN,n−2(ζ, z) (I9)
=f1(z)
∫
D∩{ζ2=ζ4=0}
g(ζ)
1
ζ1ζ3
(b(ζ, z)){2} ∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉
∧AN,n−2(ζ, z) (I10).
Il est clair qu’il suﬃt d’envisager le terme (I7); pour construire (b(ζ, z)){2}
on utilise, comme dans la partie 3, la formule de Taylor (b(ζ, z)){2} =
ζ3dζ4 + ζ4dζ3 + (z4 − ζ4)dζ3, d’ou`
(I7) = f1(z)
∫
D∩{ζ1=ζ3=0}
g(ζ)
1
ζ2
(b(ζ, z)){2} ∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉
∧AN,n−2(ζ, z) (I11)
+ f1(z)
∫
D∩{ζ1=ζ3=0}
g(ζ)
O(|ζ − z|)
ζ2ζ4
(b(ζ, z)){2} ∧
∑
hj(z, ζ)dζj
〈h(z, ζ), ζ − z〉
∧AN,n−2(ζ, z) (I12).
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Estimation de (I11).
Remarquons:
AN,n−2(ζ, z) =
(ρ(ζ))N+n−2
(ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n−2 (∂¯h˜(ζ, z))
n−2
=
(ρ(ζ))N+n−2
(ρ(ζ) + 〈h(ζ, z), ζ − z〉)N+n−2
×
(
1
ρ2
∂¯ρ(ζ) ∧
∑
hi(ζ, z)dζi +
1
ρ
∑
∂¯hi(ζ, z) ∧ dζi
)
.
Le morceau le plus de´licat est le terme en
1
ρn−1
∂¯ρ(ζ) ∧
∑
hi(ζ, z)dζi,
mais
∑
hi(z, ζ)dζi ∧
∑
hi(ζ, z)dζi = O(|ζ − z|), ce qui implique:
(I11)  |z1z2|
∫
D∩{ζ1=ζ3=0}
|g(ζ)|
× 1|ζ2|
O(|ζ − z|)
(−ρ(ζ) + |ζ − z|2 + | Im〈h(ζ, z), ζ − z〉|)n
 |z1|
∫
D∩{ζ1=ζ3=0}
|g(ζ)|
× O(|ζ − z|)
(−ρ(ζ) + |z1|2 + |ζ − z|2 + | Im〈h(ζ, z), ζ − z〉|)n
+ |z1|
∫
D∩{ζ1=ζ3=0}
|g(ζ)|
× 1|ζ2|
O(|ζ − z|2)
(−ρ(ζ) + |z1|2 + |ζ − z|2 + | Im〈h(ζ, z), ζ − z〉|)n .
Comme a` la partie 3, il suﬃt d’inte´grer sur une boule de centre q ∈
∂D∩{ζ1 = ζ3 = 0} et de rayon r assez petit, de facon a` ce que
∣∣∣ ∂ρ∂ζn (ζ)∣∣∣ ≥
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c > 0, et de majorer (I11), pour z ∈ ∂D ∩B(q, r2 ) \ V , par
|z1|
∫
D∩B(q, r2 )∩{ζ1=ζ3=0}
|g(ζ)|
× dλ
(−ρ(ζ) + |z1|2 + |ζ − z|2 + | Im〈h(ζ, z), ζ − z〉|)n− 12
+|z1|
∫
D∩B(q, r2 )∩{ζ1=ζ3=0}
|g(ζ)|
× 1|ζ2|
dλ
(−ρ(ζ) + |z1|2 + |ζ − z|2 + | Im〈h(ζ, z), ζ − z〉|)n−1
l’estimation s’obtient en faisant le meˆme type de changement de variables
que pour la Proposition 2.3; l’estimation de (I12) est similaire a` celle de
(I11), ce qui ache`ve la preuve de la Proposition 2.4.
5. Remarque ﬁnale
A notre avis, il serait tre`s inte´ressant d’avoir l’e´quivalent du The´ore`-
me 1.1, dans les domaines convexes de type ﬁni. Ceci n’est pas hors de
porte´e, car nous pouvons construire, dans ce cas, des noyaux inte´graux
donnant les solutions du proble`me de division a` l’aide de la fonction sup-
port de Diederich-Fornaess de [5]. Mais dans cette situation, le proble`me
est plus subtil comme le prouve l’exemple suivant: prenons
D := {ρ(z) = |z1|2q + |z2|2 + |z3|2 + |z4|2 − 1 < 0},
f = (f1, f2) = (z1z2, zn1 + z3)
avec n > 1 et n  q. Il est clair que f est une intersection comple`te a`
croisements normaux et que g ∈ Hol(D) s’e´crit z1z2g1(z)+(zn1 +z3)g2(z)
si et seulement si g s’annule sur f−1(0) (dans la suite on notera cette
condition (∗∗)). Conside´rons g(z) = z2z31−z4 , g est borne´e et ve´riﬁe (∗∗).
On a une de´composition imme´diate:
g(z) = z1z2
(
zn−11
1− z4
)
− (zn1 + z3)
(
z2
1− z4
)
avec
zn−11
1− z4 ∈ Bn−12q −1(D).
Supposons qu’il existe g1, g2 ve´riﬁant z1z2g1(z) + (zn1 + z3)g2(z) avec
g1 ∈ Bk(D) et k > n−12q − 1, alors
zn−11
1−z4 |zn1 +z3=0 aurait une extension
holomorphe a` D dans un meilleur espace que Bn−1
2q −1(D), ce qui est
impossible (pour le voir, il suﬃt d’adapter la preuve dans [11]). Si
le The´ore`me 1.1 s’e´tendait “in extenso”, g e´tant tre`s re´gulie`re sauf en
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(0, 0, 0, 1) et de plus, en ce point, z1 e´tant une direction de faible pseudo-
convexite´ et z2 de stricte pseudoconvexite´, on pourrait s’attendre a` trou-
ver g1 dans B− 12− 12q (D). Ceci montre que dans les domaines faiblement
pseudoconvexes, meˆme dans le cas des intersections comple`tes a` croise-
ments normaux, on ne peut pas toujours trouver une de´composition sans
compensations entre les diﬀe´rents termes.
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