Développement d'un système de tracking vidéo sur caméra robotisée by Penne, Thomas
De´veloppement d’un syste`me de tracking vide´o sur
came´ra robotise´e
Thomas Penne
To cite this version:
Thomas Penne. De´veloppement d’un syste`me de tracking vide´o sur came´ra robotise´e. Autre.
Universite´ Blaise Pascal - Clermont-Ferrand II, 2011. Franc¸ais. <NNT : 2011CLF22167>.
<tel-00822117>
HAL Id: tel-00822117
https://tel.archives-ouvertes.fr/tel-00822117
Submitted on 14 May 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
N° d’ordre : D. U : 2167
E D S P I C : 536
UNIVERSITÉ BLAISE PASCAL - CLERMONT-FERRAND II
ÉCOLE DOCTORALE
SCIENCES POUR L’INGÉNIEUR DE CLERMONT-FERRAND
T H È S E
Présentée par
Thomas PENNE
pour obtenir le grade de
DOCTEUR D’UNIVERSITÉ
Spécialité : Informatique
Développement d’un système de
tracking vidéo sur caméra robotisée
Thèse dirigée par Vincent BARRA
préparée au sein de la société PRYNεL,
en collaboration avec la Fédération TIMS de Clermont-Ferrand
Soutenue publiquement le 14 octobre 2011 devant le jury :
M. Frédéric Lerasle Rapporteur Professeur à l’Université de Toulouse
M. Vincent Charvillat Rapporteur Professeur à l’Université de Toulouse
M. Thierry Chateau Examinateur Professeur à l’Université Blaise Pascal
Mme. Laure Tougne Examinateur Professeur à l’Université de Lyon
M. Jérôme Brossais Visiteur Chef de projet de la société Prynεl
M. Christophe Tilmant Co-Directeur de Thèse Professeur à l’Université Blaise Pascal
M. Vincent Barra Directeur de Thèse Professeur à l’Université Blaise Pascal

À mes parents et grands-parents,

Remerciements
Je tiens tout d’abord à remercier Vincent Barra et Christophe Tilmant, qui m’ont
accompagné pendant ces trois années de thèse, pour leur disponibilité incomparable,
leur véracité sans pareil, le soutien de tous les instants qu’ils m’ont témoigné, leurs
innombrables satisfecit et surtout la motivation implacable qu’ils m’ont transmise
lors de chacun de nos échanges.
Le sujet de ma thèse n’aurait pu exister sans les sociétés Prynεl® et TEB®. Je sou-
haite remercier, par conséquent, tout particulièrement M. Stéphane Bidault pour
avoir permis d’assouvir un peu plus ma soif de déﬁs et de connaissances en m’ac-
cueillant au sein de sa société. Je souhaite également remercier tout spécialement
l’ensemble du personnel de la société Prynεl® avec lequel j’ai pu partager énormé-
ment durant ces trois années : Jérôme Brossais, acteur majeur de cette thèse qui, fort
de son incroyable alacrité, a su m’accueillir à bras ouverts au sein de sa formidable
équipe ; Laurent Mignot qui a été capable, sans admonitions ni admonestations, de
supporter ma loquacité prononcée avec une grande mansuétude et de m’inculquer
les rudiments de la vengeance méphistophélique ; Thomas Chalumeau, mon collègue
attitré de traitements d’images, avec qui j’ai partagé de très nombreuses facondes
durant les pauses café (ou non), avec qui j’ai pu, à de très nombreuses reprises, ra-
tiociner sur des thèmes divers et variés et auprès de qui je m’excuse si j’ai pu jouer
inconsciemment le matamore ; Anthony Monopoli, Olivier Pfauwathel, Olivier Roger
et Julien Bernard qui ont fait preuve à mon égard d’une incroyable muniﬁcence et
qui peuvent être considérés comme des parangons dans bien des domaines ; et enﬁn
toute l’équipe "électronique" (David qui a parfois pu m’abhorrer mais a toujours su
me pardonner mes peccadilles, Antoine, Vincent, Jean-Luc et Clément) qui m’a fait
découvrir l’envers mécanico-électronique du suivi d’objet.
Je remercie également les équipes du LIMOS et du LASMEA parmi lesquelles j’ai
pu comprendre la complexité du suivi d’objet et plus généralement du traitement
d’images. Ma reconnaissance va plus particulièrement à Thierry Chateau qui a tou-
jours su m’éclairer de ses sages lumières, apporter des réponses à nombre de mes
questions et enﬁn a permis, sans ambages, de m’éviter de faire de ce manuscrit un
amphigouri.
Ma gratitude va également à Frédéric Lerasle et Vincent Charvillat, qui m’ont fait
l’honneur d’être les rapporteurs de cette thèse. Merci également à Laure Tougne qui
a accepté de prendre part à mon jury de thèse.
Je ne pourrais ﬁnir ces remerciements sans une pensée personnelle à celle qui par-
tage ma vie et aux membres de ma famille. Je remercie tout d’abord Audrey, qui
m’a apporté un énorme soutien quand j’en avais besoin, qui a tout fait pour faciliter
l’achèvement de cette thèse, notamment en réalisant, à ma place et de manière im-
promptue, diverses tâches vespérales et qui a consacré une partie de son temps à la
relecture de ce manuscrit. Merci également du fond du coeur à mon frère et à mes
parents pour leur soutien inconditionnel, à ma mère pour sa relecture très appréciée
et à mes parents et grands-parents pour avoir fait de moi qui je suis aujourd’hui.
i

Table des matières
Introduction 1
1 Détection et suivi d’objet 3
1.1 Détection d’objet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.1 Détection de points . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Soustraction de fond . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.3 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.4 Apprentissage supervisé . . . . . . . . . . . . . . . . . . . . . 9
1.1.4.1 Construction directe d’une frontière inter-classes . . 10
1.1.4.2 Combinaison de classiﬁeurs . . . . . . . . . . . . . . 11
1.1.5 Méthode choisie . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Suivi d’objet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.1 Suivi de noyau . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.2 Suivi de silhouette . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.3 Suivi de points déterministe . . . . . . . . . . . . . . . . . . . 18
1.2.4 Suivi de points probabiliste . . . . . . . . . . . . . . . . . . . 18
1.2.4.1 Vocabulaire et contexte général . . . . . . . . . . . . 18
1.2.4.2 Méthodes optimales . . . . . . . . . . . . . . . . . . 20
1.2.4.3 Méthodes sous-optimales . . . . . . . . . . . . . . . 22
1.2.4.4 Cas non gaussien : le ﬁltrage particulaire . . . . . . 23
1.2.5 Méthode choisie . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2 Suivi par apprentissage adaptatif : Ensemble Tracking 29
2.1 Analyse algorithmique . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.1 Classiﬁeurs faibles et classiﬁeur fort . . . . . . . . . . . . . . 32
2.1.2 Mise à jour . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.1.3 Algorithme global . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2 Heuristiques d’implémentation . . . . . . . . . . . . . . . . . . . . . . 35
2.2.1 Suppression des valeurs marginales . . . . . . . . . . . . . . . 35
2.2.2 Suivi multi-résolution . . . . . . . . . . . . . . . . . . . . . . 36
2.3 Résultats et limites . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.1 Résultats présentés par l’auteur . . . . . . . . . . . . . . . . . 37
2.3.2 Limites de l’algorithme . . . . . . . . . . . . . . . . . . . . . . 42
3 Ensemble Tracking Modulaire 47
3.1 Principe de l’algorithme . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.1 Échantillonnage des exemples d’apprentissage . . . . . . . . . 49
3.1.2 Filtre particulaire . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.2.1 Vecteur d’état . . . . . . . . . . . . . . . . . . . . . 50
3.1.2.2 Modèle de propagation . . . . . . . . . . . . . . . . 51
3.1.2.3 Modèle d’observation . . . . . . . . . . . . . . . . . 52
iii
TABLE DES MATIÈRES
3.1.2.4 Mise à jour des modules . . . . . . . . . . . . . . . . 54
3.1.2.5 Algorithme global . . . . . . . . . . . . . . . . . . . 55
3.1.3 Optimisations algorithmiques . . . . . . . . . . . . . . . . . . 55
3.2 Caractéristiques utilisées . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.1 Couleurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.2 Contours . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.3 Texture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.3.1 Caractéristiques d’Haralick . . . . . . . . . . . . . . 65
3.2.3.2 Local Binary Pattern . . . . . . . . . . . . . . . . . 67
3.2.3.3 Caractéristiques de Tamura . . . . . . . . . . . . . . 69
3.2.3.4 Spectre de texture . . . . . . . . . . . . . . . . . . . 71
4 Expérimentations 73
4.1 Bases de test et méthodologie . . . . . . . . . . . . . . . . . . . . . . 73
4.1.1 Bases de test . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.1.2 Méthodologie . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2 Présentation des résultats . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.1 Pondération des modules . . . . . . . . . . . . . . . . . . . . 75
4.2.2 Suivi et mise à l’échelle sur caméras ﬁxes et mobiles . . . . . 76
4.3 Inﬂuence des paramètres . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 Apport de la sélection aléatoire . . . . . . . . . . . . . . . . . 78
4.3.2 Inﬂuence du nombre de particules . . . . . . . . . . . . . . . . 84
4.3.3 Apport du ﬁltre unique . . . . . . . . . . . . . . . . . . . . . 86
4.3.4 Apport de la mise à jour . . . . . . . . . . . . . . . . . . . . . 88
4.4 Résultats comparatifs . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.4.1 Comparaison à l’Ensemble Tracking . . . . . . . . . . . . . . 93
4.4.2 Comparaison aux méthodes "classiques" . . . . . . . . . . . . 94
Conclusion et perspectives 97
Annexes 99
Bibliographie 105
Résumé / Abstract 113
iv
Table des ﬁgures
1.1 Relations de récurrence du ﬁltre de Kalman . . . . . . . . . . . . . . 22
1.2 Principe du ﬁltre SIR . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1 Schéma synoptique de l’algorithme Ensemble Tracking . . . . . . . . 31
2.2 Mécanisme de rejet des valeurs marginales . . . . . . . . . . . . . . . 36
2.3 Mécanisme de construction de carte multi-échelle . . . . . . . . . . . 37
2.4 Illustration de l’adaptation des classiﬁeurs faibles . . . . . . . . . . . 38
2.5 Illustration de l’adaptation au changement de forme de la cible . . . 38
2.6 Illustration de l’adaptation au changement de forme de la cible et aux
occlusions très partielles . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.7 Ensemble Tracking avec et sans mise à jour . . . . . . . . . . . . . . 39
2.8 Ensemble Tracking (en ligne) contre Adaboost (groupe) . . . . . . . 40
2.9 Ensemble Tracking sur caméra mobile . . . . . . . . . . . . . . . . . 40
2.10 Ensemble Tracking sur séquence en niveaux de gris . . . . . . . . . . 41
2.11 Ensemble Tracking sur séquence en infra-rouge . . . . . . . . . . . . 41
2.12 Gestion des occlusions . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.13 Hétérogénéité/Homogénéité des espaces de caractéristiques . . . . . . 44
3.1 Schéma synoptique de l’algorithme Ensemble Tracking Modulaire . . 49
3.2 Principe de calcul de somme en utilisant la représentation en image
intégrale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 Principe de construction d’un histogramme intégral . . . . . . . . . . 58
3.4 Modèle colorimétrique RVB . . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Modèle colorimétrique YUV . . . . . . . . . . . . . . . . . . . . . . . 61
3.6 Modèle colorimétrique HSV . . . . . . . . . . . . . . . . . . . . . . . 62
3.7 Décomposition des couleurs d’une image sur les trois espaces RVB,
YUV et HSV et représentation de cette décomposition dans l’espace
RVB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.8 Construction de 4 matrices de fréquences telles que présentées par
l’auteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.9 Principe de construction de la structure hybride . . . . . . . . . . . . 66
3.10 Exemples de voisinages obtenus pour diﬀérentes valeurs de (P,R) . . 68
3.11 Exemple de calcul de motif LBP8,1 . . . . . . . . . . . . . . . . . . . 68
3.12 Liste des 36 uniques motifs binaires locaux invariant en rotation pos-
sibles pour LBP ri8,R . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.1 Pondération automatique des modules . . . . . . . . . . . . . . . . . 76
4.2 Mise à l’échelle sur caméra ﬁxe . . . . . . . . . . . . . . . . . . . . . 77
4.3 Mise à l’échelle sur caméra de centre optique mobile . . . . . . . . . 77
4.4 Suivi sur caméra mobile (site-azimut-zoom) . . . . . . . . . . . . . . 78
4.5 Initialisation de l’objet suivi sur la séquence Grabner2 . . . . . . . . 81
v
TABLE DES FIGURES
4.6 Initialisation de l’objet suivi sur la séquence Dictionnaire . . . . . . . 81
4.7 Première image de la restriction de la séquence CAVIAR TwoEnter-
Shop2cor étudiée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.8 Inﬂuence de la taille de la région d’intérêt sur le suivi . . . . . . . . . 83
4.9 Inﬂuence du nombre de particules sur la qualité du suivi . . . . . . . 85
4.10 Inﬂuence du nombre de particules sur le temps de traitement du suivi 85
4.11 Schéma synoptique de l’algorithme Ensemble Tracking Modulaire
dans sa version à ﬁltres distincts . . . . . . . . . . . . . . . . . . . . 87
4.12 Comparaison des résultats de suivi des algorithmes CAMShift et ETM 95
4.13 Comparaison des résultats de suivi des algorithmes On-line boosting,
Semi-supervised on-line boosting, Beyond semi-supervised tracking
et ETM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
14 Algorithme général de l’intégration d’ETM à Digipryn© . . . . . . . 101
15 Illustration des résultats de suivi au sein de Digipryn© sur caméra
intérieure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
16 Illustration des résultats de suivi au sein de Digipryn© sur caméra
extérieure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
vi
Liste des tableaux
1.1 Variables et paramètres du ﬁltre de Kalman . . . . . . . . . . . . . . 21
3.1 Caractéristiques utilisées au sein de l’Ensemble Tracking Modulaire . 67
4.1 Temps de traitement mesurés sur la séquence Grabner2 . . . . . . . . 79
4.2 Temps de traitement mesurés sur la séquence Dictionnaire . . . . . . 80
4.3 Ecart-type de chacun des paramètres qualitatifs du suivi calculé sur
les cinq exécutions présentées . . . . . . . . . . . . . . . . . . . . . . 83
4.4 Ecart-type de chacun des paramètres qualitatifs du suivi calculé sur
les cinq exécutions présentées . . . . . . . . . . . . . . . . . . . . . . 85
4.5 Caractéristiques des six séquences vidéos utilisées . . . . . . . . . . . 90
4.6 Résultats de suivi comparatifs entre Ensemble Tracking Modulaire à
ﬁltre unique et Ensemble Tracking Modulaire à ﬁltres séparés . . . . 91
4.7 Résultats de suivi comparatifs entre Ensemble Tracking Modulaire
avec et sans mise à jour . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.8 Résultats de suivi comparatifs entre Ensemble Tracking Modulaire et
Ensemble Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
9 Grille de décision appliquée . . . . . . . . . . . . . . . . . . . . . . . 104
vii

Liste des Algorithmes
1.1 Algorithme Adaboost réel . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 Vue générale de l’algorithme Ensemble Tracking . . . . . . . . . . . . 30
2.2 Ensemble Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 Modèle global de propagation des particules . . . . . . . . . . . . . . . 53
3.2 Modèle d’observation des particules combinées . . . . . . . . . . . . . 54
3.3 Algorithme général de mise à jour . . . . . . . . . . . . . . . . . . . . 56
3.4 Algorithme global d’Ensemble Tracking Modulaire à ﬁltre unique . . . 57
4.1 Algorithme global d’Ensemble Tracking Modulaire à double ﬁltres . . 89
ix

Introduction
Les systèmes de vidéo-surveillance se développent rapidement car ils répondent à
un besoin de sécurisation des biens et des lieux. Une dizaine de millions de caméras
de vidéo-surveillance est, à ce jour, installée dans le monde. La vidéo-surveillance
des lieux publics et des résidences privées est en forte progression et d’une manière
plus générale, selon une étude récente du cabinet Frost et Sullivan 1, le marché
mondial de la vidéo-surveillance est en croissance importante, de 10 à 20 % par
an ces dernières années. Les systèmes de vidéo-surveillance ont longtemps été
rudimentaires et, à leurs débuts, ils se résumaient à un ensemble de caméras et
d’écrans de visualisation situés dans un poste de contrôle. Encore aujourd’hui,
les méthodes d’exploitation restent très opérateur-dépendantes et les informations
temps-réel fournies par les caméras sont, de fait, sous-exploitées. La multiplication
de sites couverts par ces caméras rend, de plus, le marché de la vidéo-surveillance
très volumineux, d’où la nécessité d’une aide à la supervision automatique et
temps-réel.
La société TEB®, basée à Corpeau en Bourgogne, tente d’apporter une solution à
cette nécessité en construisant et distribuant des matériels de capture (caméras ﬁxes
ou mobiles) et d’enregistrement (enregistreur numérique) toujours plus innovants et
intégrant une intelligence de traitement toujours plus avancée. Dans cette optique,
la société développe, via son bureau d’études (la société Prynεl®), depuis plusieurs
années une suite de traitements d’images simples ou complexes au sein de son
produit phare, l’enregistreur numérique Digipryn©.
De son côté, le problème du suivi d’objets est devenu, en quelques années, un
problème récurrent dans de nombreux domaines allant de la vidéo-surveillance
à l’asservissement visuel en passant par l’analyse comportementale. Partant de
ce constat, la société TEB® a décidé d’enrichir son panel de fonctionnalités en
intégrant à Digipryn© une solution de suivi automatique d’objet.
Cependant, malgré l’intérêt qu’elle suscite, la problématique de suivi n’est, à
l’heure actuelle, toujours pas résolue de manière uniﬁée pour toutes les situations et
tous les environnements d’observation. L’intégration au Digipryn© ajoute à cette
dernière de nombreuses contraintes spéciﬁques. Il s’agit alors de développer un
système de suivi d’objet sur caméra robotisée (site, azimut, zoom) tenant compte
de la contrainte temps-réel (à 25 images par secondes) imposée par l’enregistreur.
Issu d’une étroite collaboration entre la société Prynεl et les laboratoires LIMOS
(Laboratoire d’Informatique, de Modélisation et d’Optimisation des Systèmes) et
LASMEA (LAboratoire des Sciences et Matériaux pour l’Electronique et l’Automa-
tique) réunis au sein de la fédération TIMS de Clermont-Ferrand (Technologies de
1. http ://www.frost.com/prod/servlet/report-toc.pag ?repid=N7AC-01-00-00-00
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LISTE DES ALGORITHMES
l’Information de la Mobilité et de la Sûreté), ce mémoire présente le développement
d’un système de tracking vidéo temps-réel sur caméra robotisée.
Ce mémoire est structuré en quatre chapitres.
Le premier chapitre reprend la déﬁnition du suivi d’objet et décompose la probléma-
tique en deux étapes : la détection d’objet et le suivi de celui-ci. Pour chacune de ces
étapes, il présente, de manière exhaustive, un ensemble de méthodes existantes et
décrit les avantages et inconvénients qu’elles exposent au regard de notre contexte.
Enﬁn il introduit la méthode qui a particulièrement retenu notre attention.
Le deuxième chapitre est l’occasion de rentrer dans les détails de la méthode choisie.
Outre une présentation et une analyse détaillée de cette méthode, ce chapitre pré-
sente un ensemble de résultats publiés par l’auteur et extrait de ceux-ci un ensemble
de limitations auxquelles nous apportons une solution dans le chapitre suivant.
Le troisième chapitre propose une nouvelle méthode basée sur la méthode décrite
dans le chapitre deux et permettant de pallier ses limitations. Elle intègre notamment
un ﬁltre particulaire capable d’estimer un état caché intégrant diﬀérentes informa-
tions sur l’objet et sur son observabilité.
Enﬁn le quatrième et dernier chapitre présente un ensemble de résultats qualitatifs
et quantitatifs illustrant le bon fonctionnement du suivi et comparant son eﬃcacité
avec celle de méthodes dîtes classiques
Après avoir réalisé une synthèse des diﬀérents travaux eﬀectués pendant ces trois
années, nous présentons en conclusion les perspectives qu’ils laissent entrevoir.
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De nombreux ouvrages de référence et notamment [Yilmaz 2006] déﬁnissent le tra-
cking dans sa forme la plus simple de la manière suivante :
Déﬁnition 1.1 Le tracking, dans sa forme la plus simple, est l’estimation de la
trajectoire d’un objet en mouvement dans le plan image.
En d’autres termes, le tracking détermine la position d’un objet cible dans chaque
image d’une séquence vidéo. Toujours selon [Yilmaz 2006], toutes les méthodes de
tracking comportent deux couches techniques : la première permet de détecter l’en-
semble des candidats potentiels (objets similaires à la cible suivie) dans chaque
image de la séquence et la seconde eﬀectue la mise en correspondance d’une image
à l’autre d’un de ces candidats avec la cible aﬁn de maintenir la cohérence du suivi
au ﬁl du temps.
Nous présentons ici, dans un premier temps, les diﬀérentes catégories de méthodes
permettant la détection d’objets dans les diﬀérentes images de la séquence vidéo et,
dans un second temps, les types d’algorithmes de mise en correspondance de ces
détections.
Le lecteur intéressé pourra consulter [Yilmaz 2006] qui présente, conjointement à la
catégorisation des méthodes des deux couches techniques, plusieurs possibilités de
représentation des objets, plusieurs types de caractéristiques d’image ainsi que les
diﬃcultés majeures rencontrées par les algorithmes de tracking.
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1.1 Détection d’objet
La détection d’objet(s) représente le fondement de tout algorithme de tracking. L’ap-
proche commune de détection des diﬀérents objets à suivre n’utilise l’information
contenue que dans une image de la séquence à chaque itération. Il est cependant pos-
sible d’utiliser une information temporelle calculée à partir d’un ensemble d’images
aﬁn de réduire le nombre de fausses détections. On peut distinguer quatre ensembles
d’algorithmes de détection : la détection de points dits d’intérêt, la soustraction de
fond, la segmentation d’image et enﬁn la classiﬁcation supervisée.
1.1.1 Détection de points
La détection de points permet de localiser dans l’image l’ensemble des points d’inté-
rêt, ceux-ci étant déﬁnis comme points de l’image possédant une information locale-
ment discriminante. Les méthodes de détection les plus présentes dans la littérature
sont l’opérateur d’intérêt de Moravec [Moravec 1979], le détecteur de Harris [Har-
ris 1988], le détecteur KLT [Shi 1994] et enﬁn le détecteur SIFT [Lowe 2004]. Le lec-
teur intéressé pourra se référer à l’étude comparative de Mikolajczyk et Schmid [Mi-
kolajczyk 2005] sur ces diﬀérents détecteurs de points d’intérêt.
L’opérateur de Moravec [Moravec 1979] considère, pour chaque pixel de l’image, une
fenêtre locale centrée, détermine les variations moyennes d’intensité subies par cette
fenêtre lors de petits déplacements suivant les quatre directions majeures (verticale,
horizontale, diagonale et anti-diagonale) et sélectionne comme valeur représentative
de la fenêtre la valeur minimale des variations subies suivant ces diﬀérents déplace-
ments. Finalement, un point est considéré intéressant lorsque sa valeur représentative
se trouve être un maximum local dans un voisinage de taille donnée. Malgré de très
bonnes performances calculatoires, l’opérateur de Moravec possède trois limitations.
Les calculs sont eﬀectués pour un nombre limité de directions, ce qui rend la réponse
de l’opérateur anisotropique et par conséquent l’opérateur lui même non invariant
en rotation. Il est, de plus, considéré dans la littérature comme ayant une réponse
bruitée du fait de l’utilisation d’une fenêtre binaire et rectangulaire. Enﬁn, il a été
démontré qu’il est, du fait de l’utilisation d’images en niveaux de gris, très sensible
au bruit présent dans l’image d’entrée.
Le détecteur de Harris [Harris 1988] tente de pallier ces limitations. La fenêtre
rectangulaire et binaire utilisée par l’opérateur de Moravec est remplacée par une
fenêtre circulaire de type gaussienne aﬁn de réduire le bruit au niveau de la réponse
du détecteur. L’équation régissant la variation d’intensité subie par un pixel est
analytiquement développée au voisinage de l’origine du déplacement aﬁn de couvrir
tous les petits déplacements possibles et ainsi de rendre le détecteur invariant en ro-
tation. Harris calcule donc, dans un premier temps, les dérivées partielles du premier
ordre de l’image Ix dans la direction horizontale et Iy dans la direction verticale.
Une matrice des moments du second ordre M est ensuite évaluée pour chaque pixel
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dans un voisinage local :
M =
( ∑
I2x
∑
IxIy∑
IxIy
∑
I2y
)
(1.1)
Les valeurs propres de cette matrice permettant de classer les régions suivant leur
type (bord, coin ou fond), le repérage des points d’intérêt potentiels s’eﬀectue via
le calcul d’une mesure basée sur le déterminant et la trace de M :
R = Det(M)− k Tr2(M) (1.2)
où k représente une constante à ﬁxer. Finalement, les points d’intérêt sont identiﬁés
par seuillage de R et application d’un algorithme de suppression des non-optimaux.
Bien qu’il soit plus eﬃcace que l’opérateur de Moravec, le détecteur de Harris n’en
est pas moins sans limitations. Comme dans la plupart des cas, une meilleure eﬃ-
cacité s’accompagne d’une augmentation signiﬁcative des temps de calcul. L’algo-
rithme est, de plus, du fait de l’utilisation d’informations de gradient, sensible au
bruit lui aussi. Il possède également des taux de détection très faibles sur certains
types de jonction et enﬁn, il n’est, lui non plus, pas invariant en rotation, du fait
de la limitation à l’utilisation des gradients horizontaux et verticaux. Par ailleurs,
le détecteur de Harris engendre la déﬁnition de trois paramètres : le paramètre k
utilisé dans la formulation de R, le rayon du voisinage utilisé lors de la suppression
des non-optimaux ainsi que la valeur de seuil.
Le détecteur KLT (Kanade-Lucas-Tomasi) est, lui aussi, basé sur la matrice M dé-
ﬁnie en 1.1. La diﬀérence entre les deux algorithmes réside dans leur utilisation de
cette matrice pour construire une mesure de conﬁance et ainsi réperer les pixels in-
téressants. Le détecteur KLT base, pour sa part, sa mesure de conﬁance sur la plus
petite valeur propre de M . Les pixels sont triés dans l’ordre décroissant de leur plus
petite valeur propre (après seuillage). Finalement, les points d’intérêt sont identiﬁés
après application d’un algorithme permettant de supprimer les pixels spatialement
proches les uns des autres (seul le pixel de valeur propre minimale la plus haute est
conservé dans chaque amas).
Le détecteur KLT produit donc une liste de pixels de coin séparés les uns des autres.
De par leur déﬁnition de base identique, les détecteurs de Harris et KLT possèdent
les mêmes limitations. De plus, tout comme le détecteur de Harris, le détecteur KLT
requiert la déﬁnition de plusieurs paramètres : la valeur de seuillage utilisée ainsi
que le(s) paramètre(s) nécessaire(s) à la déﬁnition du voisinage dans l’algorithme de
suppression des pixels proches.
Le détecteur SIFT (Scale Invariant Feature Transform) tente de pallier les pro-
blèmes d’invariance des autres détecteurs. L’image est tout d’abord convoluée avec
un ensemble de ﬁltres gaussiens à diﬀérentes échelles. Des images de diﬀérences de
gaussiennes sont ensuite calculées relativement à ces convolutions. Les points d’inté-
rêt sont identiﬁés, dans un premier temps, comme les extremums locaux (voisinage
spatio-temporel ﬁxé) de ces images de diﬀérences. Leur position est ensuite aﬃnée
par interpolation des composantes couleur du voisinage. Enﬁn les pixels à contraste
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faible ainsi que ceux présents le long d’un contour image sont supprimés pour ne
laisser place qu’aux seuls points de réel intérêt. Le détecteur SIFT génère un nombre
de pixels de coin plus important que les algorithmes précédents. Ceci est dû à l’ac-
cumulation des points d’intérêt à diﬀérentes échelles et diﬀérentes résolutions.
Les méthodes de détection de points permettent d’obtenir un ensemble de points
d’intérêt ayant une texture particulière dans leur voisinage respectif. Bien qu’inva-
riantes à de nombreuses transformations et déformations de l’image, ces méthodes
semblent peu applicables dans notre cas. En eﬀet, la diversité des cibles et des en-
vironnements de suivi rendent la modélisation des objets par un ensemble de points
très diﬃcile à mettre en place. De plus, ces méthodes sont peu adaptées au suivi
d’objets déformables (comme par exemple des personnes).
1.1.2 Soustraction de fond
Aﬁn de détecter un objet, il est possible de construire une représentation de la
scène appelée "modèle de fond" et de repérer ensuite les variations par rapport à
ce modèle pour chaque nouvelle image. Chaque changement signiﬁcatif vis à vis du
modèle représente un objet mobile. Les pixels de la région subissant ce changement
sont marqués pour être traités. Un algorithme de liaison des composantes connexes
est en général appliqué pour obtenir des régions connectées correspondant aux ob-
jets. Cette technique de détection est appelée soustraction de fond. Il existe une
multitude d’algorithmes de soustraction de fond construisant des modèles plus ou
moins complexes. Un descriptif de certaines méthodes et une comparaison de leurs
performances peuvent être trouvés dans l’étude de Piccardi [Piccardi 2004].
Wren et al. [Wren 1997] ont proposé une modélisation indépendante du fond pour
chaque position dans l’image. Leur modèle est basé sur l’ajustement et la mise à
jour temporelle des paramètres (moyenne et écart-type) d’une fonction de densité
de probabilité gaussienne en fonction des n dernières valeurs des pixels de l’image.
Un pixel est alors classé comme "hors-fond" ou objet dès lors que sa valeur sort
d’un intervalle déﬁni relativement à ces paramètres. Bien que très performante en
besoins mémoire et en temps de traitement, cette technique est peu adaptée aux
scènes extérieures. En eﬀet, dans ce genre de scène, plusieurs fonds peuvent se com-
pléter (par ex. branchages mus par le vent et cachant partiellement un bâtiment),
rendant la modélisation par une seule gaussienne ineﬃcace.
Stauﬀer et Grimson [Stauﬀer 1999] introduisent la modélisation de chaque pixel
(fond et objet) par une mixture de gaussiennes. La probabilité d’observer une va-
leur de pixel Xt particulière à l’instant t est déﬁnie au moyen d’une mixture de K
gaussiennes multi-variées (valeurs rouge, vert et bleu) pondérées, chaque gaussienne
modélisant un mode de fond ou d’objet du pixel :
P (Xt) =
K∑
i=1
ωi,t η(Xt, μi,t,Σi,t) (1.3)
où ωi,t représente l’estimation du poids de la ième gaussienne de la mixture à l’instant
t, μi,t sa valeur moyenne à l’instant t, Σi,t sa matrice de covariance à l’instant t et
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η(., ., .) une fonction de densité de probabilité gaussienne multi-variée.
Pour toute nouvelle image, la valeur de chaque pixel est analysée relativement à la
mixture correspondante. En cas de correspondance avec l’une des gaussiennes, le
pixel est classé comme le mode représenté par la gaussienne et les paramètres de la
distribution sont mis à jour. En cas de non-correspondance, une nouvelle gaussienne
centrée en ce pixel est créée (poids faible et variance élevée).
Une approche similaire, introduite par Elgammal et al. [Elgammal 2000], modélise
la distribution du fond via un modèle non-paramétrique basé sur une estimation
de la densité de noyau sur le buﬀer des n dernières valeurs de fond. La fonction de
densité de probabilité du fond est basée sur une somme de noyaux gaussiens centrés
sur les n valeurs de fond les plus récentes Xi :
P (Xt) =
1
n
n∑
i=1
N (Xt, Xi,Σt) (1.4)
où N (Xt, Xi,Σt) représente une fonction de densité de probabilité gaussienne multi-
variée centrée en Xi et dont la matrice de covariance est Σt à l’instant t.
La classiﬁcation des pixels résulte simplement du seuillage de P et la mise à jour du
modèle découle naturellement de l’intégration des dernières données. Enﬁn, l’algo-
rithme a la particularité de prendre également en compte une information spatiale
en considérant un voisinage associé à chaque pixel. L’avantage de cette technique
sur la précédente est sa capacité à gérer les micro-secousses caméra et les petits
mouvements du fond.
Seki et al. [Seki 2003] exploitent les cooccurrences spatiales des variations de l’image
en se basant sur l’idée qu’un bloc de pixels voisins appartenant au fond doit subir
des variations dans le temps similaires. Leur algorithme, qui travaille sur des blocs
de pixels voisins plutôt que sur les pixels eux même, se divise en deux étapes. Durant
l’apprentissage, la moyenne temporelle de l’image, ses variations vis à vis de cette
moyenne ainsi que la matrice de covariance relative à la moyenne sont calculées. Une
transformation basée sur les vecteurs propres de cette matrice est ensuite appliquée.
Aﬁn de classiﬁer un bloc de pixels donné, l’algorithme considère ses blocs voisins.
Ceux-ci sont exprimés relativement à leurs plus proches voisins dans l’espace propre
et les coeﬃcients d’interpolation sont réutilisés pour interpoler le bloc courant. Pour
ﬁnir, le bloc courant est considéré comme fond s’il s’avère proche de son estimation
(variation similaire). Bien que naturellement robuste aux faibles variations d’illumi-
nation, cet algorithme, sans mise à jour du modèle, semble incapable de gérer des
variations plus importantes.
Oliver et al. [Oliver 2000] proposent une approche, nommée "fonds propres", basée
elle aussi sur une décomposition sur l’espace propre, mais cette fois-ci au niveau
pixel. La phase d’apprentissage ne diﬀère de la précédente que par le stockage des
meilleurs vecteurs propres dans une matrice de vecteurs propres. Lors de l’étape de
classiﬁcation, l’image est d’abord projetée sur cette matrice. Elle est ensuite repro-
jetée dans l’espace image. Enﬁn les diﬀérences entre l’image initiale et la double
projection sont seuillées aﬁn de détecter les pixels changeants (considérés comme
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objets). Une fois de plus l’auteur ne mentionne aucune étape de mise à jour du
modèle aﬁn de gérer les variations d’illumination.
De nombreuses méthodes actuelles de suivi utilisent la soustraction de fond aﬁn
de détecter les régions d’intérêt. En eﬀet, ces méthodes permettent désormais de
modéliser les changements d’illumination, le bruit ainsi que les mouvements pério-
diques des objets du fond. Elles sont, de plus, très eﬃcaces en temps de traitement.
Néanmoins ces méthodes sont généralement uniquement adaptées aux caméras ﬁxes,
les mouvements de caméra distordant le modèle de fond. Deux techniques de base
permettent de gérer les caméras mobiles. Cependant, ces techniques ne permettent
de traiter que des scènes planes ou de petits mouvements de caméra. L’utilisation
de ces méthodes de soustraction de fond nous est donc impossible, le contexte de
mise en oeuvre limité allant à l’encontre de nos objectifs.
1.1.3 Segmentation
Le but des algorithmes de segmentation est de partitionner l’image en régions per-
ceptuellement similaires. On distingue trois grandes familles d’algorithmes de seg-
mentation : les algorithmes basés sur l’approche Mean Shift, les algorithmes utilisant
des coupes de graphes et les algorithmes basés sur des contours dits "actifs".
La segmentation basée sur l’algorithme Mean Shift [Cheng 1995], proposée en 2002
par Comaniciu et Meer [Comaniciu 2002b] dans le cadre de l’analyse d’un espace
de caractéristiques, permet de trouver les diﬀérentes régions dans l’espace joint spa-
tial/colorimétrique. L’algorithme initialise, aléatoirement sur les données, un grand
nombre d’hypothèses de position des centres de régions. Ces centres sont ensuite dé-
placés sur la moyenne des données contenues dans l’ellipsoïde multidimensionnelle
centrée en le centre de région et le vecteur de déplacement ainsi déﬁni est appelé
vecteur Mean Shift. Finalement, ce vecteur est calculé itérativement jusqu’à stabi-
lité des centres (fusions possibles). Les approches basées Mean Shift se révèlent en
général eﬃcaces en termes de ressources de traitement. Cependant elles s’avèrent
diﬃciles à "calibrer" au vu du nombre de paramètres à ﬁxer.
La segmentation peut également être considérée comme un problème de partition-
nement de graphes dans lequel les pixels (sommets) sont séparés en plusieurs sous-
graphes (régions) disjoints par élagage des arêtes pondérées (poids calculés relati-
vement à la similarité de couleur, d’illumination ou encore de texture séparant les
sommets). La somme des poids des arêtes élaguées est alors appelée "coupe".
Wu et Leahy [Wu 1993] tentent d’identiﬁer les partitions minimisant une coupe. Les
poids sont calculés relativement à la similarité de couleur. La limitation majeure de
cette approche est le biais qu’elle introduit vis à vis de la sursegmentation.
Aﬁn de surmonter ce problème, Shi et Malik [Shi 2000] proposent "la coupe mini-
mum normalisée". Les coupes ne dépendent plus uniquement de la somme des poids
des arêtes mais également du rapport entre le poids total de connexion des noeuds de
chaque partition à tous les noeuds du graphe. Les poids correspondent ici au produit
de la similarité couleur et de la proximité spatiale entre les noeuds. Les ressources
nécessaires à la mise en place des méthodes de segmentation par coupes de graphes
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sont en général plus importantes que les ressources utilisées par les approches Mean
Shift. Cependant elles mettent en oeuvre un nombre plus réduit de paramètres à
ﬁxer manuellement.
La segmentation par contours actifs permet de détecter les contours des régions en
faisant évoluer un contour jusqu’aux limites des objets. La fonctionnelle d’évolu-
tion du contour fait intervenir un ensemble de contraintes de régularisation (basée
sur la courbure et la continuité), une énergie basée sur l’apparence dans l’image
(calculée globalement ou localement) ainsi que diﬀérentes contraintes supplémen-
taires. Paragios et Deriche [Paragios 2002] ont proposé une énergie image utilisant
une combinaison convexe du gradient et d’énergies basées régions aﬁn de compen-
ser les défauts de chaque terme, utilisé auparavant séparément dans la littérature.
L’initialisation du contour peut se faire de deux manières diﬀérentes suivant l’éner-
gie image choisie : il peut être placé à l’extérieur de l’objet et rétrécir au fur et à
mesure pour correspondre aux limites de l’objet ou alors être placé à l’intérieur de
l’objet et grandir. Enﬁn le contour peut être représenté de deux manières : explicite-
ment, par un ensemble de points de contrôle (les relations entre points sont déﬁnies
par un ensemble d’équations splines), ou implicitement, par une grille de distances
(chaque valeur de la grille représente la distance du point au contour le plus proche,
l’évolution du contour correspondant alors au changement des valeurs de la grille).
Le principal défaut des méthodes basées contours actifs est qu’elles requièrent une
information a priori sur la position de l’objet. En eﬀet le contour doit être initialisé,
suivant la méthode choisie, à l’intérieur ou à l’extérieur de l’objet à segmenter. Le
temps de traitement nécessaire à l’utilisation de ces méthodes est très variable puis-
qu’il dépend de la fonctionnelle d’évolution choisie.
Les méthodes de segmentation sont parfois utilisées dans un contexte du suivi d’ob-
jet [Comaniciu 2003] [Paragios 2000] [Xu 2002] [Allili 2009]. Elles peuvent s’avérer
très eﬃcaces, peu coûteuses en termes de ressources et très faciles à paramétrer.
Cependant ces trois avantages ne sont jamais associés en même temps. De plus la
méthode des contours actifs requiert une information a priori sur la position de
l’objet. L’utilisation de ces méthodes nous est donc impossible.
1.1.4 Apprentissage supervisé
La détection d’objet peut s’eﬀectuer grâce à l’apprentissage automatique de diﬀé-
rentes vues de l’objet à partir d’un ensemble d’exemples au moyen d’un mécanisme
d’apprentissage supervisé. Etant donné un ensemble d’exemples d’apprentissage, les
méthodes d’apprentissage supervisé génèrent une fonction faisant correspondre les
entrées aux sorties souhaitées. Dans la formulation du problème de classiﬁcation, la
forme des sorties peut varier : valeurs continues (on parle alors de régression) ou
étiquettes de classe (classiﬁcation). En détection d’objet, les exemples d’apprentis-
sage sont composés de caractéristiques objet et d’une étiquette de classe associée.
Les méthodes d’apprentissage supervisé pouvant servir de base au suivi d’objet sont
généralement séparées en deux catégories : les méthodes permettant la construc-
tion directe d’une frontière inter-classes (réseaux de neurones, machines à vecteurs
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supports, ...) et les méthodes de combinaisons de classiﬁeurs (boosting, bagging,
stacking, ...).
1.1.4.1 Construction directe d’une frontière inter-classes
Les méthodes de construction directe d’une frontière inter-classes tentent de
construire, directement à partir des exemples d’apprentissage, une fonction per-
mettant de séparer les exemples d’une classe des exemples des autres classes. Les
deux méthodes principales de cette catégorie sont les réseaux de neurones et les
machines à vecteurs supports.
Les réseaux de neurones peuvent être vus comme des systèmes de calcul mas-
sivement parallèles contenant un très grand nombre de processeurs simples
inter-connectés suivant une analogie inspirée du fonctionnement de vrais neurones
(humains ou non). Le premier modèle de neurone imitant un neurone réel fut
développé en 1943 par McCulloch et Pitts [McCulloch 1943]. Il correspond au
passage dans une fonction d’activation de la somme pondérée de ses entrées. Les
réseaux de neurones sont une organisation particulière (en couches principalement)
de ces neurones formels dans laquelle les entrées d’un neurone correspondent aux
sorties de la couche précédente. Tout le principe de l’apprentissage est donc de
calculer les valeurs des coeﬃcients synaptiques (poids) en fonction des exemples
d’apprentissage disponibles.
Les caractéristiques principales des réseaux de neurones sont leur capacité
d’apprentissage de relations d’entrée/sortie non linéaires et complexes, leur
capacité d’utilisation de procédures d’apprentissage séquentielles ainsi que leur
capacité d’adaptation aux données. Cependant ces méthodes souﬀrent, outre la
déﬁnition complexe de leur paramètres parfois obscurs, du phénomène dit de
sur-apprentissage. Si l’on oblige un réseau à répondre de façon quasi-parfaite
relativement à des exemples d’apprentissage biaisés ou bruités (comme c’est le
cas généralement), on peut obtenir un réseau basé sur des valeurs erronées. Bien
qu’attirantes, ces méthodes semblent donc diﬃciles à mettre en place relativement
à nos objectifs.
Les SVM (Support Vector Machines, Machines à vecteurs supports en français),
introduites par Boser et al. [Boser 1992], sont utilisées pour séparer les données en
classes en trouvant l’hyperplan marginal maximal qui sépare une classe des autres.
La marge de l’hyperplan (que l’on tente de maximiser) est déﬁnie comme la distance
entre l’hyperplan et les points de données les plus proches de celui-ci. Ce sont ces
points qui sont appelés "vecteurs supports". Dans le cas de la détection d’objet, les
classes considérées sont la classe "objet" et la classe "non-objet". Malgré l’aspect
linéaire de ce classiﬁeur, il est possible d’utiliser les SVM de manière non linéaire en
appliquant aux données d’entrée une fonction noyau (en général polynomiale ou à
base radiale de type gaussienne ou sigmoïde). Cet artiﬁce est utilisé pour emmener
des données d’entrée non linéairement séparables dans un espace de plus grande
dimension où la séparabilité est plus probable. L’inconvénient majeur de cet artiﬁce
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est la paramétrisation du noyau et plus particulièrement les temps de traitement
engendrés par la complexité de ce dernier. En eﬀet, il est bien entendu possible
de déﬁnir un noyau capable de s’adapter aux diﬀérentes observations disponibles.
Cependant, la complexité nécessaire à cette déﬁnition engendre en général des temps
de traitement venant à l’encontre de notre principe d’utilisation temps-réel.
1.1.4.2 Combinaison de classiﬁeurs
Les méthodes de combinaison de classiﬁeurs permettent d’améliorer les perfor-
mances de classiﬁcation des classiﬁeurs dits "de base". Un grand nombre de
schémas de combinaison a été proposé dans la littérature. Un schéma classique
est de combiner les résultats de chaque classiﬁeur pris individuellement pour
obtenir la décision ﬁnale. De nombreux schémas de combinaison diﬀèrent de
par leur architecture, les caractéristiques de leur algorithme, et la sélection des
classiﬁeurs individuels. On distingue cependant trois méthodes de combinaison qui
se démarquent : le bagging, le stacking et le boosting adaptatif.
Le bagging [Breiman 1996] est une technique de combinaison de classiﬁeurs basée
sur la décomposition de l’ensemble des exemples d’apprentissage en plusieurs sous-
ensembles (de taille inférieure ou égale à celle de l’ensemble initial). Etant donné un
ensemble de données d’apprentissage, l’algorithme de bagging va construire un cer-
tain nombre de nouveaux ensembles par tirages avec remise. Ces nouveaux ensembles
vont ensuite être utilisés pour apprendre les diﬀérents classiﬁeurs utilisés. Enﬁn, lors
de l’étape de classiﬁcation, les décisions de chacun de ces classiﬁeurs sont combinées
par moyenne (régression) ou par vote (classiﬁcation). Cet algorithme permet de ré-
duire la variance de classiﬁcation et d’éviter le problème de sur-apprentissage.
Le stacking [Wolpert 1992] est une méthode de combinaison basée sur la division
de l’ensemble des données d’apprentissage en deux sous-ensembles. Le premier sous-
ensemble va servir à apprendre les classiﬁeurs utilisés. Les performances de ces clas-
siﬁeurs sur le second sous-ensemble sont ensuite utilisées pour déterminer la manière
de les combiner aﬁn d’obtenir de meilleures performances. Cet algorithme peut être
vu comme une version plus sophistiquée de la validation croisée, en exploitant une
méthode plus sophistiquée que la technique "du vainqueur prend tout" de cette der-
nière.
Le boosting adaptatif, introduit par Freund et Schapire [Freund 1995], est une mé-
thode itérative de combinaison permettant de construire un classiﬁeur très eﬃcace
par combinaison d’un ensemble de classiﬁeurs de base (modérément eﬃcaces). Le
boosting construit, de manière incrémentale, un ensemble de classiﬁeurs en entraî-
nant chaque nouveau classiﬁeur de manière à ce qu’il se concentre sur les exemples
d’apprentissage mal classés par le classiﬁeur précédent. L’algorithme de boosting
adaptatif de référence est l’algorithme Adaboost. La première étape de cet algo-
rithme est de construire une distribution de poids pour l’ensemble des exemples
d’apprentissage (poids uniformes initialement). Le mécanisme de boosting tire en-
suite aléatoirement un ensemble d’exemples d’apprentissage relativement à cette
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distribution de poids et apprend un classiﬁeur de base sur cet ensemble. L’erreur
générée par ce classiﬁeur est ensuite utilisée pour modiﬁer la distribution des poids,
en se concentrant sur les exemples mal classés. Ainsi le poids des exemples mal
classés est augmenté et celui des exemples bien classés est diminué. Enﬁn le proces-
sus est répété jusqu’à atteindre un certain seuil d’erreur d’apprentissage. De cette
manière, à chaque itération, un exemple mal classé aura plus de chance de servir à
l’apprentissage du nouveau classiﬁeur. La décision de classiﬁcation de l’ensemble est
donnée par la somme pondérée (poids relatif à l’erreur) des décisions de classiﬁca-
tion de chacun des classiﬁeurs de base construits. La variante réelle [Schapire 1999]
de l’algorithme Adaboost est présenté plus en détails dans l’algorithme 1.1.
Entrées : K = kmax Un critère d’arrêt (nombre d’itérations)
D = {(xi, yi), i ∈ [1, N ]} Un ensemble d’apprentissage contenant
• {xi, i ∈ [1, N ]} les données d’apprentissage
• {yi, i ∈ [1, N ]} les étiquettes de données (classes)
Sorties : {(Ck, αk), k ∈ [1, kmax]} L’ensemble des paires (classiﬁeur créé,
poids du classiﬁeur)
début
Initialisation
Distribution de poids : W1(i) = 1N , ∀i ∈ [1, N ]
Indice de boucle : k ← 0
répéter
k ← k + 1
Apprentissage de Ck en utilisant D échantillonné relativement à Wk
Erreur de Ck : Ek ← erreur d’apprentissage de Ck mesurée sur D
relativement à Wk
Poids de Ck : αk ← 12 ln[1−EkEk ]
Mise à jour de la distribution de poids :
Wk+1(i) ← Wk(i)Zk ×
{
e−αk si hk(xi) = yi (correctement classé)
eαk si hk(xi) = yi (incorrectement classé)
avec Zk une constante de normalisation et hk(xi) l’étiquette retournée
par Ck sur la donnée xi
jusqu’à k = K
retourner {(Ck, αk), ∀k ∈ [1,K]}
ﬁn
Algorithme 1.1: Algorithme Adaboost réel
Naturellement le critère de terminaison utilisé peut être remplacé par un seuillage
sur l’erreur d’apprentissage globale des classiﬁeurs. La règle de classiﬁcation globale
sur une donnée x est alors donnée par le signe de :
g(x) =
kmax∑
k=1
αkhk(x) (1.5)
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Bien qu’un grand kmax puisse, en principe, conduire à un sur-apprentissage, les si-
mulations par expérimentation ont démontré que le sur-apprentissage ne survient
que très rarement, même lorsque kmax est très grand. Tout ceci combiné à la sim-
plicité d’utilisation de la méthode ainsi qu’aux diﬀérents résultats obtenus dans de
très nombreux domaines d’applications, et notamment la détection d’objets avec les
travaux de référence de Viola et Jones [Viola 2001] ou encore les travaux de Grabner
et al. [Grabner 2008] ou Stalder et al [Stalder 2009] rendent cette méthode tout à fait
adaptée à notre problématique, et ce malgré sa forte sensibilité envers les données
marginales.
1.1.5 Méthode choisie
La détection non limitée (non limitée à un type de cible), de même que la détection
de piétons, sont des domaines de travail où les formes, les couleurs, les textures,
ainsi que toutes les autres caractéristiques d’une même cible (ou d’une cible à une
autre) sont très diverses. De la même manière, les environnements de détection de
ces cibles sont totalement hétérogènes. Ces disparités rendent la modélisation des
objets à suivre par un ensemble de points très diﬃcile à mettre en place.
Bien que certaines méthodes actuelles de soustraction de fond permettent de mo-
déliser le fond sur une caméra mobile, elles n’en restent pas moins limitées à un
contexte d’utilisation très précis (scène plane, petits mouvements de caméra). Ces
limitations, et ce malgré des temps de traitement très intéressants, rendent leur uti-
lisation impossible dans notre cas. En eﬀet, les mouvements de caméra étant asservis
sur la vitesse de déplacement de l’objet suivi (piéton par exemple), l’hypothèse de
mouvements lents n’est pas applicable.
Enﬁn, les méthodes de segmentation possèdent trois avantages majeurs non négli-
geables. Cependant, aucune des méthodes présentées ne permet de bénéﬁcier de ces
trois avantages simultanément. Leur utilisation engendrerait donc soit une diﬃculté
de paramétrage très diﬃcilement contournable (chaque paramétrage s’avèrerait in-
eﬃcace sur une autre cible), soit des ressources (temps et mémoire) trop élevées
relativement à nos objectifs, soit une eﬃcacité modérée (ce qui n’est évidemment
pas le but), soit enﬁn la nécessité d’utilisation d’une information a priori impossible
à obtenir.
Le choix de méthode s’est donc tout naturellement porté sur les méthodes d’appren-
tissage supervisé et plus particulièrement sur les méthodes de combinaison au vu des
diﬀérents résultats d’utilisation de ces méthodes dans notre domaine d’application.
En terme de détection/suivi d’objets, les résultats les plus probants ont été observés
avec la méthode de boosting adaptatif et plus particulièrement son algorithme de
référence Adaboost. Outre ces résultats, la méthode s’avère très simple d’utilisation
et très rarement aﬀectée par le phénomène de sur-apprentissage. Nous nous sommes
donc concentrés sur l’algorithme Adaboost et plus particulièrement sur une méthode
de référence de la littérature utilisant Adaboost : l’Ensemble Tracking, développé
en 2007 par Shaï Avidan [Avidan 2007]. Cette méthode, présentée plus en détails
dans le chapitre 2, considère le suivi comme un problème de classiﬁcation binaire.
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Adaboost est utilisé pour construire un ensemble de classiﬁeurs capable de discerner
l’objet du fond. Cet ensemble est mis à jour au ﬁl de la séquence.
La méthode de détection est la base de tout algorithme de suivi d’objet. Elle est
en général utilisée en complément d’une méthode de suivi assurant la cohérence
temporelle.
14
Chapitre 1. Détection et suivi d’objet
1.2 Suivi d’objet
Le but du suivi est de générer la trajectoire d’un objet dans le temps en déterminant
sa position dans chaque image d’une séquence vidéo. Le suivi peut aussi fournir la
région de l’image occupée par l’objet à chaque instant. Les tâches de détection
de l’objet et de mise en correspondance des instances détectées (suivi) peuvent
être conduites séparément ou de manière jointe. Dans le cas de tâches séparées,
l’algorithme de détection fournit un ensemble de régions possibles et l’algorithme de
suivi fait correspondre ces détections. Dans le cas de tâches jointes, la région objet et
la mise en correspondance sont estimées conjointement par mise à jour itérative de
la position objet et de l’information région obtenues dans les images précédentes. On
distingue, de la même manière que pour les méthodes de détection, quatre ensembles
d’algorithmes de suivi : le suivi de noyau, le suivi de silhouette, le suivi de points
déterministe et enﬁn le suivi de points probabiliste.
1.2.1 Suivi de noyau
Le suivi de noyau s’eﬀectue en calculant le mouvement de l’objet, représenté par une
primitive, d’une image sur l’autre. Il existe un grand nombre de méthodes de suivi
de noyau. Celles-ci diﬀèrent dans la forme du mouvement calculé (paramétrique,
champ de déplacement dense, ...), dans leur représentation de l’apparence de l’ob-
jet, dans le nombre d’objets suivis ou encore dans la méthode utilisée pour estimer
le mouvement. On peut cependant regrouper ces méthodes en deux catégories : les
méthodes basées sur des modèles génériques ou des modèles basés sur une densité
de probabilité et les méthodes basées sur une représentation multi-vues de l’objet.
Les méthodes basées sur des modèles génériques ou des modèles basés sur une den-
sité de probabilité ont été largement utilisés par le passé du fait de leur simplicité
et de leur faible coût calculatoire.
Bien que le coût de la mise en correspondance brute de modèles (génériques ou basés
sur des histogrammes de couleurs ou des modèles à base de mixtures) soit possible
à réduire, celui-ci n’en reste pas moins très élevé, rendant ce type de méthode inuti-
lisable.
Au lieu d’utiliser une méthode de force brute, Comaniciu et Meer [Comani-
ciu 2003] (respectivement Comaniciu [Comaniciu 2002a]) ont utilisé l’algorithme
Mean-Shift(cf. section 1.1.3) aﬁn de maximiser itérativement la similarité d’appa-
rence (mesurée par distance de Bhattacharya) entre l’histogramme de couleurs (resp.
l’histogramme joint espace/couleurs) pondéré représentant l’objet et l’histogramme
correspondant représentant la position hypothétique. L’avantage de cette méthode
est la réduction considérable du temps d’estimation de la position objet.
Shi et Tomasi [Shi 1994], quant à eux, se sont basés sur une méthode similaire à
la construction du ﬂot optique introduite par Lucas et Kanade [Lucas 1981] pour
proposer le suivi KLT. Celui-ci calcule itérativement la translation d’une région cen-
trée en un point d’intérêt. La qualité de la nouvelle position obtenue est mesurée en
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calculant les paramètres de la transformation aﬃne permettant de passer de l’an-
cienne région à la nouvelle. Le point d’intérêt n’est alors conservé que si la somme
des carrés des diﬀérences entre la région courante et sa projection est petite.
Aﬁn de pallier le problème d’invalidité du modèle lorsque la vue de l’objet est modi-
ﬁée de manière très importante, les méthodes basées sur une représentation multi-
vues de l’objet construisent leur modèle par apprentissage d’un ensemble de vues
diﬀérentes de ce dernier.
Black et Jepson [Black 1998] ont proposé en 1998 une méthode basée sur un sous-
espace propre aﬁn de calculer la transformation aﬃne permettant de passer de l’ob-
jet dans l’image courante à l’objet dans l’image reconstruite à partir des vecteurs
propres. Le sous-espace de représentation de l’apparence de l’objet est calculé par
analyse en composantes principales et la transformation par minimisation de la diﬀé-
rence entre l’image d’entrée et l’image reconstruite. Le suivi est eﬀectué en estimant
itérativement les paramètres de la transformation qui rendent la diﬀérence d’images
minimale.
Avidan [Avidan 2004] a, quant à lui, utilisé une machine à vecteurs supports (cf.
chapitre 1.1.4.1). La classe des exemples positifs (objet) est peuplée d’images de
l’objet à suivre alors que la classe des négatifs est peuplée d’images de fond (régions
pouvant être confondues avec l’objet). La méthode de suivi d’Avidan consiste alors à
maximiser le score de classiﬁcation du SVM sur des régions de l’image aﬁn d’estimer
la position de l’objet. Ce type d’approche intègre explicitement la connaissance du
fond de la scène au sein du suivi.
1.2.2 Suivi de silhouette
Les méthodes basées silhouette modélisent de manière eﬃcace les objets à la forme
complexe en utilisant l’information encodée à l’intérieur de la région objet. Leur but
est de déterminer la région occupée par l’objet au moyen d’un modèle généré en
utilisant les images précédentes. On distingue deux types de méthodes de suivi de
silhouette : la correspondance de formes et le suivi de contours.
Les méthodes de correspondance de formes se basent sur la recherche eﬀective de
l’objet dans l’image courante. La recherche est eﬀectuée en calculant la similarité
entre l’objet et le modèle de silhouette hypothétique basé sur les images précédentes,
la mise à jour du modèle permettant de prendre en compte les changements d’appa-
rence. Huttenlocher et al. [Huttenlocher 1993] ont proposé une représentation basée
sur les crêtes aﬁn de parvenir à une correspondance de formes. La distance de Haus-
dorﬀ (mesurant ici les crêtes les moins correspondantes) est utilisée pour construire
une surface de corrélation dont le minimum est considéré comme la nouvelle position
de l’objet.
La correspondance de formes peut aussi s’eﬀectuer en calculant la distance qui sépare
les modèles objets associés aux silhouettes détectées dans deux images consécutives.
Ces modèles sont généralement sous la forme d’une fonction de densité, d’un contour
objet, d’un ensemble de crêtes objet ou un mélange de ces modèles.
Kang et al. [Kang 2004] ont utilisé des histogrammes de couleurs et de crêtes
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construits à partir de cercles concentriques de rayon diﬀérent centrés en un ensemble
de points de contrôle pris sur un cercle de référence, ce qui permet l’encodage im-
plicite d’une information spatiale. Les histogrammes résultants sont invariants à de
nombreuses transformations et le score de correspondance est calculé par distance
de Bhattacharya et divergence de Kullback-Leibler.
Le suivi de silhouette peut également s’eﬀectuer par calcul du vecteur de ﬂot de
chaque pixel à l’intérieur de la silhouette. Le ﬂot dominant est alors utilisé pour
générer la trajectoire de la silhouette.
Sato et Aggarwal [Sato 2004] ont proposé de générer la trajectoire des silhouettes
en appliquant une transformée de Hough dans l’espace des vitesses aux silhouettes
objets dans les images consécutives. Une fenêtre spatio-temporelle autour de chaque
région en mouvement est utilisée pour appliquer la transformée de Hough dans le but
de calculer deux matrices de ﬂot (vertical et horizontal). Ces matrices interviennent
dans la composition d’une image 4D (position, matrices) appelée TSV (Temporal
Spatio-Velocity) encodant le mouvement principal d’une région en mouvement ainsi
que la vraisemblance de ce mouvement. Il s’agit ici d’une mise en correspondance
de mouvements.
Outre les méthodes de mise en correspondance (de formes, de mouvements), le
suivi de silhouette peut être eﬀectué via un ensemble de méthodes dîtes de suivi de
contours. Ces méthodes font évoluer un contour initial dans l’image précédente vers
sa nouvelle position dans la nouvelle image, cette évolution nécessitant l’existence
d’un chevauchement de la région objet d’une image à l’autre.
Diﬀérentes méthodes se basent sur des modèles d’espace d’état. L’état d’un objet
est déﬁni en terme de forme et de paramètres de mouvement du contour, l’état étant
mis à jour de manière à maximiser la probabilité a posteriori du contour.
Isard et Blake [Isard 1998] (resp. MacCormick et Blake [MacCormick 2000]) déﬁ-
nissent l’état de l’objet (resp. des objets) en termes de paramètres de forme de spline
et de paramètres de mouvement aﬃne. Les mesures consistent en un ensemble de
crêtes calculé le long de la normale au contour. Enﬁn l’état est mis à jour via un
ﬁltre à particules (resp. un ﬁltre à particules intégrant un principe d’exclusion multi-
cibles aﬁn de gérer les occlusions) (cf. section 1.2.4.4).
Enﬁn, d’autres méthodes font évoluer le contour en minimisant l’énergie de ce dernier
(énergie représentée en termes d’informations temporelles de type gradient temporel
ou statistiques d’apparence).
Bertalmio et al. [Bertalmio 2000] ont utilisé la contrainte de cohérence d’illumina-
tion du ﬂot optique pour faire évoluer le contour dans les images successives en
utilisant une représentation par courbes de niveau. Les auteurs utilisent deux fonc-
tionnelles énergétiques : une fonctionnelle de suivi minimisée simultanément à une
fonctionnelle de modelage de l’intensité qui minimise les changements d’intensité
d’une image à la suivante.
Yilmaz et al. [Yilmaz 2004] ont modélisé la forme de l’objet ainsi que ses change-
ments au moyen d’un modèle de forme basé sur des courbes de niveau. Dans ce
modèle, les points des courbes de niveau contiennent les moyennes et écarts-types
des distances des points aux contours de l’objet.
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1.2.3 Suivi de points déterministe
Le problème de suivi peut être formulé comme un problème de mise en correspon-
dance d’objets représentés par des points d’une image sur l’autre. On distingue deux
types de suivi de points : le suivi déterministe et le suivi probabiliste. Les méthodes
déterministes déﬁnissent un coût d’association entre les objets à l’image précédente
et chaque objet unique à l’image courante, le but étant bien entendu de minimiser
le coût total engendré. Le coût est en général déﬁni comme une combinaison de
contraintes de type proximité, rigidité, mouvement commun, vitesse maximale, ...
Salari et Sethi [Salari 1990] résolvent, dans un premier temps, le problème de cor-
respondance entre les points détectés par une approche gloutonne basée sur les
contraintes de proximité et de rigidité et étendent ensuite le suivi des objets man-
quants par l’ajout de nouveaux points hypothétiques.
Veenman et al. [Veenman 2001] ont introduit en 2001 la contrainte de mouvement
commun. Celle-ci fournit une contrainte forte aﬁn de suivre de manière cohérente
un ensemble de points appartenant au même objet. L’algorithme est initialisé par
la génération de la trajectoire initiale en utilisant un algorithme à deux passes et
la fonction de coût est minimisée par l’algorithme d’assignation hongrois sur deux
images successives.
Shaﬁque et Shah [Shaﬁque 2003] ont proposé une approche multi-images aﬁn de pré-
server la cohérence temporelle de la vitesse et de la position des points. Le problème
de correspondance est déﬁni comme un problème de théorie des graphes dans le-
quel la problématique devient la détection du meilleur chemin (à travers la séquence
d’images) unique pour chaque point (avec positions manquantes en cas d’occlusion
ou de mauvaise détection). Pour résoudre ce problème, les auteurs utilisent un al-
gorithme glouton.
1.2.4 Suivi de points probabiliste
Au vu des diﬀérents arguments présentés en section 1.2.5, les méthodes de suivi de
points probabiliste ont retenu notre attention. Par conséquent, et aﬁn de pouvoir
réutiliser par la suite les notations, les sections ci-dessous présentent en détail le
vocabulaire, le contexte général et bien entendu le principe de ces méthodes.
1.2.4.1 Vocabulaire et contexte général
Les méthodes de suivi de points probabilistes se basent sur la prise en compte des
incertitudes de mesure et de modélisation pour eﬀectuer le suivi. Elles utilisent
l’approche espace d’état pour modéliser les propriétés de l’objet. Ces méthodes in-
troduisent les notations suivantes :
Déﬁnition 1.2 On appelle vecteur d’état, noté Xk à l’instant k, le vecteur conte-
nant toutes les informations relatives à la description du système (par ex. les carac-
téristiques cinématiques).
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Déﬁnition 1.3 On appelle vecteur de mesure ou d’observation, noté Zk à l’ins-
tant k, le vecteur représentant l’observation bruitée de l’état du système.
Déﬁnition 1.4 On appelle modèle du système, déﬁni par la fonction notée fk à
l’instant k, le modèle décrivant l’évolution de l’état au cours du temps (ce modèle
est généralement disponible sous forme probabiliste).
Déﬁnition 1.5 On appelle modèle de mesure ou modèle d’observation, déﬁni
par la fonction notée hk à l’instant k, le modèle permettant de relier les observa-
tions bruitées à l’état (ce modèle est, lui aussi, généralement disponible sous forme
probabiliste).
L’approche Bayésienne tente de construire la fonction de densité de probabilité pos-
térieure de l’état (solution complète au problème d’estimation) en fonction de l’en-
semble des observations reçues. Une approche par ﬁltrage récursif signiﬁe que les
données peuvent être traitées séquentiellement plutôt que par lot. Il n’est donc pas
nécessaire de stocker toutes les données, ni de retraiter les données existantes à
l’arrivée d’une nouvelle observation. Un tel ﬁltre comporte deux étapes :
Déﬁnition 1.6 On appelle étape de prédiction l’étape permettant, à partir du
modèle du système, de prédire la fonction de densité de probabilité d’état d’une ob-
servation à l’observation suivante.
Déﬁnition 1.7 On appelle étape de mise à jour l’étape permettant, à partir de la
dernière observation, de modiﬁer la fonction de densité de probabilité prédite. Cette
étape est réalisée grâce au théorème de Bayes.
Le problème de suivi considère l’évolution de la séquence des états de la cible
{Xk, k ∈ N} donnée par :
Xk = fk(Xk−1,Vk−1) (1.6)
où fk : RnX ×RnV → RnX est une fonction possiblement non linéaire de l’état Xk−1,
{Vk−1, k ∈ N} représente la séquence des bruits de traitement et nX (resp. nV ) est
la dimension du vecteur d’état (resp. de bruit). L’objectif du suivi est d’estimer
récursivement Xk à partir des observations :
Zk = hk(Xk,Nk) (1.7)
où hk : RnX ×RnN → RnZ est une fonction possiblement non linéaire, {Nk, k ∈ N}
représente la séquence des bruits de mesure et nZ (resp. nN ) est la dimension du
vecteur de mesure (resp. de bruit). En particulier, on recherche des estimés ﬁltrés
de Xk basés sur l’ensemble des mesures disponibles Z1:k = {Zi, i = 1, ..., k}.
Du point de vue Bayésien, le problème de suivi est de calculer récursivement un
certain degré de conﬁance sur l’état Xk à l’instant k. Il est donc nécessaire de
construire la fonction de densité de probabilité p(Xk|Z1:k). On suppose, bien en-
tendu, la fonction initiale p(X0|Z0) ≡ p(X0) connue. La fonction de densité de
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probabilité p(Xk|Z1:k) peut alors, en principe, être obtenue récursivement grâce
aux deux étapes décrites en Déﬁnition 1.6 et Déﬁnition 1.7.
On suppose la fonction à k − 1, p(Xk−1|Z1:k−1), disponible. L’étape de prédiction
implique d’utiliser le modèle système (1.6) pour obtenir la fonction de densité de
probabilité a priori de l’état à l’instant k via l’équation de Chapman-Kolmogorov :
p(Xk|Z1:k−1) =
∫
p(Xk|Xk−1)p(Xk−1|Z1:k−1)dXk−1 (1.8)
Le modèle probabiliste d’évolution de l’état p(Xk|Xk−1) est déﬁni par l’équation
système (1.6) et la statistique connue de Vk−1.
A l’instant k, la nouvelle observation Zk peut être utilisée pour mettre à jour la
fonction de densité de probabilité a priori (étape de mise à jour) via la règle de
Bayes :
p(Xk|Z1:k) = p(Zk|Xk)p(Xk|Z1:k−1)
p(Zk|Z1:k−1) (1.9)
où la constante de normalisation
p(Zk|Z1:k−1) =
∫
p(Zk|Xk)p(Xk|Z1:k−1)dXk (1.10)
dépend de la fonction de vraisemblance, p(Zk|Xk), déﬁnie par le modèle de mesure
(1.7) et la statistique connue de Nk.
Les relations de récurrence (1.8) et (1.9) forment la base de la solution optimale
Bayésienne. Cette propagation récursive de la densité a posteriori n’est, cependant,
qu’une solution conceptuelle dans le sens où, en général, elle ne peut être déterminée
analytiquement.
On distingue, à ce niveau, deux types d’algorithmes : les algorithmes dits optimaux
qui permettent de déterminer une telle solution sous contraintes restrictives et les
algorithmes dits sous-optimaux qui permettent d’approximer cette solution lorsque
celle-ci est intraitable.
1.2.4.2 Méthodes optimales
Le ﬁltre de Kalman [Kalman 1960] se base sur plusieurs suppositions :
– p(Xk|Zk) est gaussienne à chaque instant k et donc paramétrée par une moyenne
et une covariance.
– Vk−1 et Nk sont tirés relativement à des distributions gaussiennes de paramètres
connus.
– fk(Xk−1,Vk−1) est une fonction linéaire de Xk−1 et Vk−1 connue.
– hk(Xk,Nk) est une fonction linéaire de Xk et Nk connue.
Les modèles (1.6) et (1.7) peuvent alors être réécrits :
Xk = FkXk−1 +Vk−1 (1.11)
Zk = HkXk +Nk (1.12)
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avec Fk et Hk des matrices connues déﬁnissant les fonctions linéaires et Vk−1 et Nk
statistiquement indépendants, de moyenne nulle et de covariance respective Qk−1 et
Rk.
L’algorithme du ﬁltre de Kalman peut être vue comme la relation de récurrence
suivante : ⎧⎨
⎩
p(Xk−1|Z1:k−1) = N (Xk−1;mk−1|k−1;Pk−1|k−1)
p(Xk|Z1:k−1) = N (Xk;mk|k−1;Pk|k−1)
p(Xk|Z1:k) = N (Xk;mk|k;Pk|k)
(1.13)
où ⎧⎪⎪⎨
⎪⎪⎩
mk|k−1 = Fkmk−1|k−1
Pk|k−1 = FkPk−1|k−1F Tk +Qk−1
mk|k = mk|k−1 +Kk(Zk −Hkmk|k−1)
Pk|k = Pk|k−1 −KkHkPk|k−1
(1.14)
et où N (X;m;P ) représente une densité de distribution gaussienne de paramètre
X, de moyenne m et de covariance P . Enﬁn :{
Sk = HkPk|k−1HTk +Rk
Kk = Pk|k−1HTk S
−1
k
(1.15)
représentent respectivement la covariance du terme d’innovation Zk −Hkmk|k−1 et
le gain de Kalman.
La ﬁgure 1.1 illustre l’algorithme de construction des paramètres du ﬁltre de Kalman
et la table 1.1 reprend le rôle de chacune des variables et chacun des paramètres que
ce dernier introduit.
Variable/Paramètre Rôle Dimensions
Xk État nX × 1
Zk Observation nZ × 1
Fk Gain d’état nX × nX
Hk Gain de sortie nZ × nX
Vk−1 Bruit de traitement nX × 1
Qk−1 Covariance des bruits de traitement nX × nX
Nk Bruit de mesure nZ × 1
Rk Covariance des bruits de mesure nZ × nZ
Pk|k−1 Covariance a priori nX × nX
Pk|k Covariance a posteriori nX × nX
Sk Covariance du terme d’innovation nZ × nZ
Kk Gain de Kalman nX × nZ
Table 1.1 – Variables et paramètres du ﬁltre de Kalman.
Le ﬁltre de Kalman a été très largement utilisé dans un contexte de suivi. On peut
citer par exemple les travaux de Broida et Chellappa [Broida 1986] dans lesquels les
auteurs utilisent le ﬁltre pour suivre un ensemble de points dans des images bruitées.
Les méthodes basées grille fournissent la récursion optimale lorsque l’espace d’états
est discret et consiste en un nombre ﬁni d’états. Supposons que l’espace d’états à
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Figure 1.1 – Relations de récurrence du ﬁltre de Kalman.
l’instant k− 1 se compose des états discrets Xik−1, i = 1, ..., Ns. Pour chaque Xik−1,
on note la probabilité conditionnelle de l’état étant données toutes les observations
jusque k − 1, Pr(Xk−1 = Xik−1|Z1:k−1) = wik−1|k−1. La fonction de densité de
probabilité a posteriori à l’instant k − 1 peut s’écrire :
p(Xk−1|Z1:k−1) =
Ns∑
i=1
wik−1|k−1δ(Xk−1 −Xik−1) (1.16)
où δ(.) représente la mesure de Dirac. Les équations de prédiction et de mise à jour
deviennent alors :{
p(Xk|Z1:k−1) =
∑Ns
i=1w
i
k|k−1δ(Xk −Xik)
p(Xk|Z1:k) =
∑Ns
i=1w
i
k|kδ(Xk −Xik)
(1.17)
où ⎧⎪⎨
⎪⎩
wik|k−1
Δ
=
∑Ns
j=1w
j
k−1|k−1p(X
i
k|Xjk−1)
wik|k
Δ
=
wi
k|k−1p(Zk|Xik)
∑Ns
j=1 w
j
k|k−1p(Zk|X
j
k)
(1.18)
1.2.4.3 Méthodes sous-optimales
Lorsque la linéarité des fonctions de (1.6) et (1.7) n’est pas vériﬁée, une linéarisation
locale des équations peut être une description suﬃsante de la non-linéarité. Le ﬁltre
de Kalman étendu se base sur ce constat en utilisant le premier terme dans la dé-
composition de Taylor des fonctions non-linéaires. Rosales et Sclaroﬀ [Rosales 1999]
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ont utilisé ce type de ﬁltre pour estimer la trajectoire 3D d’un objet à partir d’un
mouvement 2D.
Plus récemment est apparu le ﬁltre de Kalman "Unscented" [Wan 2000]. Celui-
ci considère un ensemble de points sélectionnés de manière déterministe selon une
approximation gaussienne de p(Xk|Z1:k). Ces points sont alors propagés via la non-
linéarité réelle et les paramètres de l’approximation gaussienne sont alors ré-estimés.
Lorsque l’espace d’état est continu mais peut être décomposé en cellules, une mé-
thode basée grille peut être utilisée pour approximer la densité a posteriori. Incorpo-
rant aux équations présentées dans la méthode optimale l’intégration des probabili-
tés sur les diﬀérentes cellules, la méthode est en général simpliﬁée et l’évaluation des
poids n’est eﬀectuée qu’au centre de chaque cellule. Les modèles de Markov cachés
sont une application de ce type de méthode.
1.2.4.4 Cas non gaussien : le ﬁltrage particulaire
L’algorithme séquentiel d’échantillonnage par importance (noté en général SIS pour
Sequential Importance Sampling et aussi connu sous le nom de ﬁltrage particu-
laire [Carpenter 1999]) est une technique d’amélioration du ﬁltre Bayésien récursif
par simulations de Monte-Carlo. L’idée est de représenter la fonction de densité de
probabilité a posteriori par un ensemble d’échantillons aléatoires associés à un poids
et de calculer les estimés à partir de ces échantillons pondérés.
Soit
{
Xi0:k, w
i
k
}Ns
i=1
une mesure aléatoire caractérisant la fonction de densité de pro-
babilité a posteriori p(X0:k|Z1:k) avec
{
Xi0:k, i = 1, ..., Ns
}
l’ensemble des points sup-
ports de poids associés
{
wik, i = 1, ..., Ns
}
et X0:k = {Xj , j = 0, ..., k} l’ensemble de
tous les états jusqu’à l’instant k. Les poids sont normalisés de sorte que
∑
iw
i
k = 1.
La densité a posteriori à l’instant k peut alors être approximée par
p(X0:k|Z1:k) ≈
Ns∑
i=1
wikδ(X0:k −Xi0:k) (1.19)
Les poids sont choisis selon le principe de l’échantillonnage par importance [Dou-
cet 2000]. Ce principe se base sur le constat suivant : Soit p(X) ∝ π(X) une fonction
de densité de probabilité à partir de laquelle il est diﬃcile d’obtenir des échantillons
mais pour laquelle π(X) peut être facilement évalué. Soit Xi ∼ q(X), i = 1, ..., Ns
des échantillons facilement générés à partir d’une proposition q(.) appelée densité
d’importance. Alors, une approximation pondérée de la densité p(.) est donnée
par {
p(X) ≈ ∑Nsi=1wiδ(X −X i)
wi ∝ π(Xi)
q(Xi)
(1.20)
où wi représente le poids normalisé de la particule i.
Par conséquent, si les échantillons Xi0:k sont tirés à partir d’une densité d’importance
q(X0:k|Z1:k) alors les poids seront déﬁnis comme
wik ∝
p(Xi0:k|Z1:k)
q(Xi0:k|Z1:k)
(1.21)
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Pour en revenir au cas séquentiel, à chaque itération, il est possible d’obtenir des
échantillons servant d’approximation pour p(X0:k−1|Z1:k−1). On souhaite alors ap-
proximer p(X0:k|Z1:k) avec un nouvel ensemble d’échantillons. Si la densité d’im-
portance est choisi de sorte qu’elle puisse être factorisée de la manière suivante :
q(X0:k|Z1:k) = q(Xk|X0:k−1,Z1:k)q(X0:k−1|Z1:k−1) alors il est possible d’obtenir
des échantillons Xi0:k ∼ q(X0:k|Z1:k) en augmentant les échantillons existants
Xi0:k−1 ∼ q(X0:k−1|Z1:k−1) du nouvel état Xik ∼ q(Xk|X0:k−1,Z1:k).
Si, de plus, q(Xk|X0:k−1,Z1:k) = q(Xk|Xk−1,Zk) alors la densité d’importance ne
devient plus dépendante que de Xk−1 et Zk. Dans de tels scénarios, il n’est plus
nécessaire de stocker le chemin Xi0:k−1, ni l’historique des observations Z1:k−1. La
densité a posteriori ﬁltrée p(Xk|Z1:k) peut alors être approximée par⎧⎨
⎩
p(Xk|Z1:k) ≈
∑Ns
i=1w
i
kδ(Xk −Xik)
wik ∝ wik−1
p(Zk|Xik)p(Xik|Xik−1)
q(Xik|Xik−1,Zk)
(1.22)
Il peut être montré que si Ns → ∞ alors cette approximation approche la densité a
posteriori p(Xk|Z1:k) réelle.
Doucet et al. [Doucet 2000] ont démontré que la variance des poids ne peut qu’aug-
menter au ﬁl du temps. Ce constat, appelé phénomène de dégénérescence, im-
plique qu’après quelques itérations, toutes les particules exceptée une ont un poids
négligeable. La technique de force brute pour réduire cet eﬀet est d’utiliser un Ns
très grand, ce qui n’est souvent pas applicable. Deux autres techniques ont donc été
développées : le bon choix de la densité d’importance et le ré-échantillonnage.
Doucet et al. [Doucet 2000] ont montré que la densité d’importance optimale est :⎧⎨
⎩ q(Xk|X
i
k−1,Zk)opt =
p(Zk|Xk,Xik−1)p(Xk|Xik−1)
p(Zk|Xik−1)
wik ∝ wik−1
∫
p(Zk|X′k)p(X
′
k|Xik−1)dX
′
k
(1.23)
Bien qu’optimale, cette densité n’en est pas moins sans défaut puisqu’elle nécessite
de pouvoir échantillonner à partir de p(Xk|Xik−1,Zk) et évaluer l’intégrale sur le
nouvel état, ce qui n’est pas évident a priori. Par conséquent, il est souvent plus
simple et pratique d’utiliser directement la densité précédente :{
q(Xk|Xik−1,Zk) = p(Xk|Xik−1)
wik ∝ wik−1p(Zk|Xik)
(1.24)
sachant cependant que de nombreuses autres densités peuvent être utilisées et que
ce choix représente l’étape cruciale de conception du ﬁltre.
L’idée principale du ré-échantillonnage est d’éliminer les particules de poids faible
et de se concentrer sur celles de poids fort. Ceci implique la génération de nou-
veaux échantillons
{
Xik
∗}Ns
i=1
grâce à Ns ré-échantillonnages (avec remise) successifs
à partir d’une représentation approximée discrète de p(Xk|Z1:k) donnée par
p(Xk|Z1:k) ≈
Ns∑
i=1
wikδ(Xk −Xik) (1.25)
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et telle que Pr(Xik
∗
= Xjk) = w
j
k. Chaque échantillon est alors repondéré avec le
poids wik =
1
Ns
.
L’algorithme SIS présenté dans 1.2.4.4 représente la base de la plupart des ﬁltres
à particules développés jusqu’à présent. Les diﬀérentes versions présentes dans la
littérature peuvent être vues comme des cas particuliers de cet algorithme obtenus
grâce à un choix approprié de densité d’échantillonnage par importance et/ou une
modiﬁcation de l’étape de ré-échantillonnage. On distinguera notamment les ﬁltres
SIR et MCMC.
Le ﬁltre d’échantillonnage avec ré-échantillonnage par importance (SIR pour Sam-
pling Importance Resampling) [Gordon 1993] nécessite que les fonctions du sys-
tème (déﬁnie dans 1.6) et de mesure (déﬁnie dans 1.7) soient connues. Il est aussi
nécessaire de pouvoir échantillonner à partir de la distribution du bruit de trai-
tement et de la densité précédente. Enﬁn la fonction de vraisemblance p(Zk|Xk)
doit être disponible en tout point de l’ensemble de déﬁnition. L’algorithme SIR
constitue une variante de l’algorithme SIS par le choix de la densité d’impor-
tance q(Xk|Xik−1,Z1:k) = p(Xk|Xik−1) et par l’application de l’algorithme de ré-
échantillonnage à chaque pas de temps. Les échantillons tirés de p(Xk|Xik−1) sont
obtenus par génération d’échantillons Vik−1 à partir de pV (Vk−1), avec pV (.) la fonc-
tion de densité de probabilité de Vk−1, et par application de fk. On obtient donc
les échantillons Xik (ainsi que leur poids) via :{
Xik = fk(X
i
k−1,V
i
k−1)
wik ∝ wik−1p(Zk|Xik) ∝ p(Zk|Xik)
(1.26)
la deuxième relation de proportionnalité étant obtenue puisque l’on eﬀectue le ré-
échantillonnage à chaque instant k (wik−1 =
1
N ∀i). La ﬁgure 1.2 illustre le principe
du ﬁltre SIR.
L’idée du ﬁltre d’échantillonnage MCMC (pour "Markov Chain Monte Carlo") est
de générer une chaine de Markov ayant pour distribution stationnaire une distri-
bution donnée f(.). Le principe de ce type de méthode est le suivant : on déﬁnit
tout d’abord une distribution de génération de candidats et un échantillon initial.
Puis, à chaque étape, on génère un nouvel échantillon suivant la distribution choi-
sie. On décide alors d’accepter ou de rejeter ce candidat à l’aide d’une procédure
d’acceptation-rejet. Enﬁn on supprime les premières valeurs générées (on considère
que le processus approche de sa distribution stationnaire après un certain nombre
d’itérations). Le premier formalisme de ce type d’approche fut introduit par l’al-
gorithme de Metropolis-Hastings [Metropolis 1953] [Hastings 1970], algorithme qui
reste aujourd’hui une référence dans la communauté de vision par ordinateur. Celui-
ci se présente de la manière suivante : supposons disponibles un échantillon initial θ0
et une distribution de génération de candidats q(Y |θk). A chaque itération t, on gé-
nère un nouveau candidat Yt à partir de l’échantillon précédent θt−1 via q(Yk|θk−1).
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Figure 1.2 – Principe du ﬁltre SIR. (a) : le point de départ est un ensemble de parti-
cules de même poids ; (b) : étape de pondération par importance, chaque particule se voit
pondérée relativement aux observations (probabilité de l’état estimé) ; (c) : étape de ré-
échantillonnage, les échantillons de poids faible sont éliminés et de nouveaux échantillons
sont créés à partir de ceux de poids fort ; (d) : étape classique de prédiction et retour au
cas (a).
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On applique alors le schéma d’acceptation-rejet suivant :⎧⎪⎨
⎪⎩
θt+1 =
{
Yt avec une probabilité ρ(θt, Yt)
θt avec une probabilité 1− ρ(θt, Yt)
ρ(θt, Yt) = min(1,
f(Yt)
f(θt)
q(θt|Yt)
q(Yt|θt))
(1.27)
Utilisé dans le cadre du ﬁltrage particulaire, ce type de ﬁltre permet d’éviter le pro-
blème d’appauvrissement des échantillons, problème dont souﬀrent la plupart des
ﬁltres particulaires. Les ﬁltres particulaires basés MCMC sont très utilisés dans la
communauté de vision par ordinateur. On peut citer, par exemple, les travaux de
Khan et al. [Khan 2005] dans lesquels les auteurs utilisent un ﬁltre basé MCMC pour
suivre de multiples cibles en interaction ou encore les travaux de Jing et Vadakke-
pat [Jing 2010] dans lesquels les auteurs améliorent la méthode de sélection/création
des échantillons du ﬁltre MCMC aﬁn de réduire encore l’eﬀet d’appauvrissement et
d’augmenter la vitesse de convergence du ﬁltre.
1.2.5 Méthode choisie
Les méthodes de suivi par noyau permettent de gérer diﬀérents types de mouvement
suivant l’algorithme utilisé ainsi que les occlusions partielles de la cible. Cependant,
l’utilisation de formes géométriques primitives implique en général qu’une partie
de l’objet réside à l’extérieur de la forme alors qu’une partie du fond se trouve à
l’intérieur. Les recherches de similarité entre modèles peuvent, par conséquent, s’en
retrouver faussées.
Le suivi de silhouette permet une grande ﬂexibilité grâce à la gestion de formes
diverses et variées (et même complexes). Cependant ce type de méthode ne permet
pas, en général, de gérer les occlusions, ou alors sous fortes contraintes de forme,
ce qui n’est pas applicable au suivi d’objet quelconque. Enﬁn les méthodes de suivi
de silhouette possèdent de grosses diﬃcultés dans la gestion des fusions/séparations
d’objets (typiquement une personne possédant un sac et l’abandonnant).
Le suivi de points déterministe a l’avantage d’être relativement simple et par consé-
quent de posséder un coût de calcul très faible. Toutefois notre variété d’objets suivis
implique une représentation diﬃcilement uniﬁable et par conséquent une diﬃculté
de mise en place de lois de correspondance déterministes.
Notre choix s’est donc naturellement porté vers les méthodes de suivi de points
probabilistes et plus particulièrement l’utilisation de ﬁltres particulaires (les mé-
thodes optimales et sous optimales n’étant pas applicables au vu des contraintes
et hypothèses qu’elles mettent en jeu) de type MCMC (aﬁn d’éviter les problèmes
de dégénérescence et d’appauvrissement des échantillons rencontrés par les ﬁltres
particulaires "classiques"). Ces méthodes présentent, de plus, un coût de calcul
relativement faible, la possibilité d’enrichir leur vecteur d’état à souhait (selon le
besoin) et une gestion des occlusions partielles et/ou totales.
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Chapitre 2
Suivi par apprentissage adaptatif :
Ensemble Tracking
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L’Ensemble Tracking, développé en 2007 par Shaï Avidan [Avidan 2007], considère
le suivi comme un problème de classiﬁcation binaire. Un ensemble de classiﬁeurs
dits faibles ou naïfs (dont l’eﬃcacité est au minimum légèrement supérieure à celle
du hasard) est construit en ligne aﬁn de distinguer l’objet suivi du fond de la scène.
Cet ensemble est alors combiné via l’algorithme Adaboost en un classiﬁeur dit fort,
classiﬁeur qui sera alors utilisé dans l’image suivante pour déterminer la nouvelle
position de l’objet. Enﬁn, le modèle est maintenu à jour grâce à la mise à jour de
l’ensemble des classiﬁeurs : de nouveaux classiﬁeurs entrainés en ligne sont ajoutés
à l’ensemble alors que d’autres sont retirés.
Comme précisé très brièvement dans le chapitre 1, l’algorithme Ensemble Tracking
représente l’algorithme de base de notre méthode, présentée au chapitre 3. Une des-
cription plus détaillée de cet algorithme est donc nécessaire. Dans une première par-
tie, nous décrivons en détail les diﬀérentes phases de l’algorithme Ensemble Tracking.
Nous présentons ensuite les diﬀérentes heuristiques d’implémentation utilisées par
l’auteur pour augmenter l’eﬃcacité de sa méthode. Enﬁn nous introduisons quelques
résultats présentés par l’auteur et décrivons les diﬀérentes limites de l’algorithme de
Shaï Avidan.
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2.1 Analyse algorithmique
L’algorithme entraine un classiﬁeur aﬁn de distinguer l’objet du fond. Ceci passe par
la construction d’un vecteur de caractéristiques pour chaque pixel d’une image de
référence et par la construction d’un classiﬁeur capable de séparer les pixels appar-
tenant à l’objet des pixels appartenant au fond. Etant donnée une nouvelle image de
la séquence vidéo, le classiﬁeur est utilisé pour tester les pixels et former une carte de
conﬁance. Le pic de la carte, estimé grâce à l’algorithme Mean Shift [Cheng 1995],
correspond alors à la nouvelle position de l’objet. Enﬁn, puisque le tracker doit
s’adapter aux changements d’apparence de l’objet et intégrer de nouvelles informa-
tions sur le fond (objet et fond n’étant pas "ﬁxes" au ﬁl du temps), l’intégration
temporelle est maintenue grâce à l’entrainement de nouveaux classiﬁeurs faibles et
à leur ajout (parallèlement au retrait de classiﬁeurs existants) à l’ensemble des clas-
siﬁeurs faibles.
Chaque classiﬁeur faible est entrainé sur des exemples positifs et négatifs où,
par convention, on appelle exemples positifs les exemples provenant de l’objet et
exemples négatifs ceux provenant du fond. Le classiﬁeur fort, construit sur l’en-
semble des classiﬁeurs faibles grâce à l’algorithme Adaboost, est alors utilisé pour
classiﬁer les pixels dans l’image suivante et construire une carte de conﬁance où la
mesure de conﬁance correspond à la marge de classiﬁcation du classiﬁeur fort. Une
fois la carte analysée par Mean Shift et la nouvelle position de l’objet déterminée,
la mise à jour est enclenchée et tout le processus est répété à nouveau. Une vue
générale et un schéma synoptique de l’algorithme sont présentés respectivement en
Algorithme 2.1 et en Figure 2.1.
Données : I1, ..., In Ii : p −→ I(p) n images extraites
Ω ⊂ Z2 −→ R d’une séquence vidéo
r1 ⊂ Ω Rectangle de l’objet dans la première image
Résultats : r2, ..., rn Rectangles de l’objet dans les images suivantes
Initialisation (pour l’image I1) :
• Entraînement de T classiﬁeurs faibles
Pour chaque nouvelle image Ij :
• Test de tous les pixels de Ij par le classiﬁeur fort courant et création d’une
carte de conﬁance Lj
• Analyse de la carte Lj par Mean Shift et récupération du nouveau rectangle rj
de l’objet
• Étiquetage des pixels de rj comme pixels objet et de ceux à l’extérieur comme
pixels de fond
• Conservation des K "meilleurs" classiﬁeurs faibles
• Entraînement de T - K nouveaux classiﬁeurs faibles sur l’image Ij
Algorithme 2.1: Vue générale de l’algorithme Ensemble Tracking
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Figure 2.1 – Schéma synoptique de l’algorithme Ensemble Tracking.
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L’algorithme étant basé principalement sur la construction de classiﬁeurs, intéres-
sons nous tout d’abord aux notations et à la déﬁnition des classiﬁeurs fort et faible.
2.1.1 Classiﬁeurs faibles et classiﬁeur fort
On suppose que chaque pixel est représenté par un vecteur de caractéristiques de di-
mension d constitué d’informations locales. Ces informations peuvent correspondre,
pour ne citer que les informations utilisées par l’auteur, à des informations de cou-
leurs (notamment les trois composantes rouge, verte et bleue du pixel ou encore son
niveau de gris), à des informations de gradients (notamment un histogramme local
d’orientation des gradients seuillés à huit composantes calculé sur une fenêtre 5x5
autour du pixel (cf. chapitre 3.2.2)) ou encore à des combinaisons non-linéaires de
ces caractéristiques.
Soient {(xi, yi); i ∈ [[1, N ]]} N exemples, de vecteur de caractéristiques xi ∈ Rd et
d’étiquette yi ∈ {−1,+1}. On appelle classiﬁeur faible, noté h(x) : Rd −→ {−1,+1},
par opposition au classiﬁeur fort, une fonction permettant de séparer les pixels objet
des pixels de fond de manière un tant soit peu meilleure qu’un simple tirage au sort.
Chaque classiﬁeur faible est entrainé sur la base d’un ensemble d’exemples d’ap-
prentissage pondérés, le poids correspondant à l’impact de chaque exemple dans le
processus d’apprentissage (le calcul de ces poids est explicité en 2.2). La déﬁnition
d’un classiﬁeur faible retenue par l’auteur est la suivante :
h(x) = sign(hTx) (2.1)
où h ∈ Rd représente un hyperplan séparateur calculé par régression des moindres
carrés pondérés :
h = (ATWA)−1ATWy (2.2)
où chaque ligne de A notée Ai correspond à un exemple xi augmenté de la constante
1 (Ai = [xi, 1]), W correspond à la matrice diagonale des poids des exemples et y
au vecteur des étiquettes.
Aﬁn d’empêcher l’introduction d’un biais en cas de zone objet plus petite que la
zone de fond, l’auteur préconise de normaliser la somme des poids des exemples
positifs (resp. négatifs) de sorte qu’elle soit égale à 0,5.
On appelle classiﬁeur fort la combinaison pondérée d’un ensemble de classiﬁeurs
faibles. L’algorithme Adaboost, durant le processus de construction de ce classi-
ﬁeur fort, attribue à chaque classiﬁeur faible ht un poids αt basé sur son erreur de
classiﬁcation sur l’ensemble des exemples d’apprentissage. Le classiﬁeur fort, noté
H : Rd −→ {−1,+1}, est alors déﬁni par :
{
H(x) = sign(M(x))
M(x) =
∑T
t=1 αtht(x)
(2.3)
avec T le nombre de classiﬁeurs faibles le composant.
Le classiﬁeur fort construit grâce à l’ensemble des classiﬁeurs faibles à chaque image
est utilisé pour construire une carte de conﬁance correspondant à l’image suivante.
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La marge de classiﬁcation M(x) du classiﬁeur fort est convertie en mesure de
conﬁance c(x) en assignant aux marges négatives une valeur nulle et en rappor-
tant les marges positives à l’intervalle [0, 1] :
c(x) =
max(0,M(x))
sup {M(p), ∀p} (2.4)
2.1.2 Mise à jour
Une fois la carte de conﬁance analysée par Mean Shift et la nouvelle position de l’ob-
jet déterminée, l’étape de mise à jour entre en jeu. L’algorithme ne conserve alors
que les K "meilleurs" classiﬁeurs faibles. Ces classiﬁeurs sont passés à l’algorithme
Adaboost aﬁn de mettre à jour leur poids et, par la même occasion, construire une
distribution d’exemples utilisée pour l’entrainement de nouveaux classiﬁeurs à ajou-
ter à l’ensemble.
Une attention toute particulière doit être portée, lors de l’ajout de nouveaux clas-
siﬁeurs ou de la repondération de classiﬁeurs existants, à l’eﬃcacité des classiﬁeurs
faibles. L’auteur considère que si, lors de l’étape d’ajout d’un nouveau classiﬁeur
faible à l’ensemble, celui-ci n’est pas meilleur qu’un simple tirage au sort, la boucle
d’ajout doit être arrêtée et l’ensemble demeurer tel quel. De la même manière, si
un classiﬁeur faible repondéré s’avère moins eﬃcace qu’un tirage au sort alors il se
voit aﬀecter d’un poids nul. L’auteur n’autorise cependant que deux invalidations de
classiﬁeurs faibles de cette manière, un nombre plus important de classiﬁeurs moins
eﬃcaces qu’un tirage au sort pouvant être le signe d’une occlusion (l’ensemble ne
devant par conséquent pas être modiﬁé).
2.1.3 Algorithme global
La totalité de l’algorithme Ensemble Tracking est présentée en Algorithme 2.2.
La première phase de l’algorithme correspond à l’étape d’initialisation. De la pre-
mière image de la séquence vidéo sont extraits plusieurs échantillons d’apprentissage
étiquetés (1). Chaque échantillon est alors pondéré avec la même valeur (2) et le
processus de construction des classiﬁeurs faibles débute (3).
À chaque nouvelle construction d’un classiﬁeur faible, l’ensemble des poids des
échantillons est normalisé (3a) aﬁn de pouvoir être considéré comme une densité
de probabilité. Cette densité est alors utilisée lors de l’apprentissage du nouveau
classiﬁeur (3b). La qualité de l’apprentissage réalisé est ensuite mesurée par le cal-
cul de l’erreur de classiﬁcation (3c) sur l’ensemble des échantillons d’apprentissage
(proportionnelle à la somme des poids des échantillons mal classés) et un poids dé-
terminé relativement à cette erreur est attribué au classiﬁeur faible (3d). Enﬁn le
poids des échantillons d’apprentissage est mis à jour (3e) de sorte que le classiﬁeur
faible construit à l’itération suivante se concentre d’avantage sur les échantillons mal
classés à l’itération courante (le poids diminue pour les échantillons bien classés et
augmente pour les autres).
À chaque nouvelle image de la séquence vidéo, plusieurs échantillons, ici de test,
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Données : I1, ..., In Ii : p −→ I(p) n images extraites
Ω ⊂ Z2 −→ R d’une séquence vidéo
r1 ⊂ Ω Rectangle de l’objet dans la première image
Résultats : r2, ..., rn Rectangles de l’objet dans les images suivantes
Initialisation (pour l’image I1) :
1. Extraction de N exemples étiquetés : {(xi, yi)}Ni=1
2. Initialisation des poids {wi}Ni=1 à 1N
3. Pour t = 1...T ,
(a) Transformation de {wi}Ni=1 en distribution
(b) Entrainement du classiﬁeur faible ht
(c) Calcul de son erreur err =
∑N
i=1wi |ht(xi)− yi|
(d) Calcul de son poids αt = 12 log
1−err
err
(e) Mise à jour du poids des exemples wi = wieαt|ht(xi)−yi|
4. Le classiﬁeur fort est donné par le signe de :
∑T
t=1 αtht(x)
Pour chaque nouvelle image Ij :
1. Extraction de N exemples : {xi}Ni=1
2. Test des exemples en utilisant le classiﬁeur fort construit à l’image
précédente et création d’une carte de conﬁance Lj
3. Analyse de la carte Lj par Mean-Shift avec rj−1 comme point de départ. Soit
rj la nouvelle position déterminée
4. Déﬁnition des étiquettes {yi}Ni=1 relativement au rectangle rj
5. Initialisation des poids {wi}Ni=1 à 1N
6. Pour t = 1...K, (Choix et mise à jour des poids des K meilleurs classiﬁeurs)
(a) Transformation de {wi}Ni=1 en distribution
(b) Choix du ht parmi {h1, ..., hT } dont l’erreur err est minimale
(c) Mise à jour de αt et {wi}Ni=1
(d) Suppression de ht de l’ensemble {h1, ..., hT }
7. Pour t = K + 1...T , (Ajout de nouveaux classiﬁeurs faibles)
(a) Transformation de {wi}Ni=1 en distribution
(b) Entrainement du classiﬁeur faible ht
(c) Calcul de err et αt
(d) Mise à jour du poids des exemples {wi}Ni=1
8. Le classiﬁeur fort mis à jour est donné par le signe de :
∑T
t=1 αtht(x)
Algorithme 2.2: Ensemble Tracking
sont extraits également (1) et soumis pour classiﬁcation au classiﬁeur fort construit
à l’image précédente. La marge de classiﬁcation du classiﬁeur fort est alors utilisée
(cf. equation (2.4)) pour construire une carte de conﬁance (2). L’algorithme Mean-
Shift, initialisé sur la dernière position connue de la cible, extrait ensuite de cette
carte la nouvelle position de l’objet suivi (3). Cette dernière est alors utilisée aﬁn
de mettre à jour l’ensemble des classiﬁeurs faibles.
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En se basant sur la nouvelle position de l’objet, l’ensemble des échantillons précé-
demment extraits est étiqueté (4) puis equi-pondéré (5). Cet ensemble d’apprentis-
sage est tout d’abord utilisé pour sélectionner et mettre à jour les K "meilleurs"
classiﬁeurs faibles (6) puis pour entraîner de nouveaux classiﬁeurs aﬁn de compléter
l’ensemble (7) et construire ainsi un nouveau classiﬁeur fort.
Durant l’étape de sélection des meilleurs classiﬁeurs faibles, l’erreur de chaque classi-
ﬁeur est calculée sur l’ensemble des échantillons étiquetés et pondérés (pondération
normalisée (6a) pour correspondre à nouveau à une distribution de probabilité) et
le classiﬁeur dont l’erreur est la plus faible est sélectionné (6b). Celui-ci voit alors sa
pondération révisée pour correspondre à sa nouvelle erreur (6c). Enﬁn, à la manière
de l’étape d’initialisation, la pondération des échantillons est corrigée pour permettre
au classiﬁeur choisi suivant de se concentrer d’avantage sur les échantillons "diﬃ-
ciles" (6c). Cette étape de sélection/mise à jour est répétée K fois. Ainsi on obtient
bien les K meilleurs classiﬁeurs faibles sur le jeu de données courant ainsi qu’une
distribution de probabilité initiale permettant l’apprentissage de T − K nouveaux
classiﬁeurs (7) à la manière de l’étape d’initialisation.
L’auteur précise que l’algorithme est en général utilisé avec un ensemble de trois à
cinq classiﬁeurs faibles.
2.2 Heuristiques d’implémentation
Aﬁn de pallier les diﬀérents problèmes rencontrés durant les premières étapes de
l’implémentation et aﬁn d’améliorer encore l’eﬃcacité de l’algorithme, l’auteur a
mis en place deux heuristiques d’implémentation majeures : un mécanisme de sup-
pression des valeurs marginales et un mécanisme de suivi multi-résolutions.
2.2.1 Suppression des valeurs marginales
Si l’objet à suivre n’est pas un rectangle pur, alors le rectangle englobant utilisé pour
le suivi va nécessairement inclure des pixels étiquetés comme positifs alors qu’ils au-
raient dû être étiquetés comme négatifs. Sachant de plus que l’algorithme Adaboost
est très sensible aux valeurs aberrantes [Freund 2001] , il est apparu nécessaire de
mettre en place un mécanisme de rejet de ces valeurs.
Le principe choisi par l’auteur est de traiter les échantillons trop diﬃciles comme
des valeurs marginales et de changer leur étiquette. Ainsi l’étape 4 de la boucle de
traitement de l’algorithme (boucle répétée pour chaque image de la séquence) est
modiﬁée de :
yi =
{
+1 si interieur(rj , pi) = vrai
-1 sinon
(2.5)
à :
yi =
{
+1 si (interieur(rj , pi) = vrai et (wi < Θ))
-1 sinon
(2.6)
où rj représente le rectangle englobant courant, pi la position de l’échantillon i,
interieur(r, p) un prédicat valant "vrai" si le pixel p se trouve à l’intérieur de r, wi
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le score de classiﬁcation retourné par le classiﬁeur fort vis à vis de l’échantillon i et
Θ un seuil prédéﬁni, ﬁxé par l’auteur à 3N avec N le nombre total d’échantillons.
L’auteur suppose ainsi que chaque pixel à l’intérieur du rectangle englobant est
positif, à moins qu’il ne soit trop diﬃcile à classiﬁer, auquel cas il est changé en
pixel négatif.
Aﬁn d’illustrer cet artéfact, l’auteur présente la ﬁgure 2.2 dans laquelle la carte de
conﬁance construite en utilisant ce mécanisme s’avère plus précise, rendant ainsi le
suivi plus stable et plus performant.
Figure 2.2 – Mécanisme de rejet des valeurs marginales. (a) Image d’entrée. Le rectangle
solide correspond au rectangle englobant considéré et le rectangle en pointillés au rectangle
de fond. (b) Carte de conﬁance avec rejet des valeurs marginales. (c) Carte de conﬁance
sans rejet des valeurs marginales. Source [Avidan 2007].
2.2.2 Suivi multi-résolution
Aﬁn de permettre au tracker de capturer diﬀérentes caractéristiques à diﬀérentes
échelles, l’auteur propose d’exécuter l’algorithme dans un environnement multi-
échelles construit sous forme de pyramide.
Un classiﬁeur fort est maintenu, tout au long de la séquence vidéo, pour chaque ni-
veau de la pyramide (chaque échelle d’image choisie). Chaque classiﬁeur fort génère
alors, pour toute nouvelle image, une carte de conﬁance. Toutes les cartes résul-
tantes sont redimensionnées à la taille de l’image initiale et moyennées pour former
la carte de conﬁance qui sera analysée par Mean-Shift.
La ﬁgure 2.3 présente une carte de conﬁance typique, obtenue par accumulation
sur plusieurs échelles. Les cartes de conﬁance sont obtenues pour l’échelle originale,
l’échelle réduite de moitié et l’échelle réduite au quart. Les cartes sont ensuite redi-
mensionnées aux dimensions de l’image originale puis combinées en se basant sur le
score global de classiﬁcation de chaque classiﬁeur fort (moyenne pondérée).
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Figure 2.3 – Mécanisme de construction de carte multi-échelle. (a) Image d’entrée. Le
rectangle solide correspond au rectangle englobant considéré et le rectangle en pointillés au
rectangle de fond. (b) Carte de conﬁance calculée comme moyenne pondérée des cartes (c)
à (e). (c) Carte de conﬁance de l’image originale. (d) Carte de conﬁance à l’échelle réduite
de moitié. (e) Carte de conﬁance à l’échelle réduite au quart. Source [Avidan 2007].
2.3 Résultats et limites
La dernière partie de l’article de Shaï Avidan est consacrée aux expérimentations
menées par l’auteur relativement à son algorithme et aux résultats tirés de ces expé-
rimentations. Les diﬀérents résultats présentés mettent en avant plusieurs avantages
de la méthode, en particulier l’adaptation au changement, la gestion des caméras
mobiles ou encore la gestion des occlusions partielles. Cependant l’algorithme souﬀre
aussi de quelques limites (dont certaines sont mentionnées par l’auteur).
2.3.1 Résultats présentés par l’auteur
Comme annoncé précédemment, l’auteur base la majorité de ces expérimentations
sur une version de l’Ensemble Tracking utilisant cinq classiﬁeurs faibles travaillant
sur un vecteur de caractéristiques à onze dimensions (histogramme local d’orienta-
tion du gradient à huit composantes et composantes rouge, verte et bleue du pixel).
Cependant, lorsque la séquence traitée ne permet pas d’utiliser ces caractéristiques
(images en niveaux de gris ou images infra-rouges), l’auteur utilise une version non
linéaire de l’espace des caractéristiques en élevant le vecteur de caractéristiques
original au carré et au cube et réduit le nombre de classiﬁeurs faibles à trois.
Dans chacune des expérimentations présentées par l’auteur le rectangle initial
encadrant l’objet est fourni manuellement. Le traitement global est eﬀectué en
parallèle sur trois niveaux de pyramide comme présenté en section 2.2.2. Enﬁn
l’algorithme supprime un classiﬁeur faible à chaque image de la séquence et le
remplace par un classiﬁeur faible fraîchement entrainé (tout en autorisant la
suppression de deux classiﬁeurs faibles par image maximum, un nombre supérieur
pouvant être synonyme d’occlusion).
L’auteur présente, dans un premier temps, diﬀérentes expérimentations qualitatives
simples illustrant le bon fonctionnement de la méthode décrite : la ﬁgure 2.4
présente l’adaptativité des classiﬁeurs faibles, la ﬁgure 2.5 le maintien du suivi
en cas de changement de forme de la cible et enﬁn la ﬁgure 2.6, parallèlement au
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maintien du suivi en cas de changement de forme de la cible, le maintien du suivi
en cas de très légère occlusion.
Figure 2.4 – Illustration de l’adaptation des classiﬁeurs faibles. Les images présentées cor-
respondent aux images 10, 40 et 70 d’une séquence de 100 images. Ce suivi illustre le fait
qu’en présence de pixels de fond dont les caractéristiques de couleur sont très proches de
celles des pixels objets, les classiﬁeurs faibles s’adaptent en se concentrant sur les informa-
tions de gradient et parviennent ainsi à maintenir le suivi. Source [Avidan 2007].
Figure 2.5 – Illustration de l’adaptation au changement de forme de la cible. Les images
présentées correspondent aux images 0, 20, 40 et 70 d’une séquence de 90 images. Malgré
le changement de forme de la cible au ﬁl des images, le suivi est maintenu tout au long de
la séquence. Source [Avidan 2007].
Figure 2.6 – Illustration de l’adaptation au changement de forme de la cible et aux oc-
clusions très partielles. La séquence étudiée compte 200 images. Malgré le changement de
forme de la cible au ﬁl des images ainsi que son occlusion partielle, notamment en image
37, le suivi est maintenu tout au long de la séquence. Source [Avidan 2007].
L’auteur illustre ensuite la nécessité de la mise à jour des classiﬁeurs au travers de la
ﬁgure 2.7. Contrairement au premier cas dans lequel un tracker "dynamique", c’est
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à dire mis à jour selon la méthode décrite précédemment, est utilisé, le second cas
utilise un tracker "statique" (non mis à jour). Ceci a pour eﬀet une perte du suivi au
niveau de l’image 30 pour le second tracker alors que le premier tracker maintient
le suivi jusqu’à la dernière image de la séquence.
Figure 2.7 – Ensemble Tracking avec et sans mise à jour. (a-d) Suivi avec mise à jour des
classiﬁeurs faibles. Les classiﬁeurs sont mis à jour suivant la méthode décrite précédemment.
(e-h) Suivi sans mise à jour des classiﬁeurs faibles. L’algorithme construit cinq classiﬁeurs
faibles sur la première image de la séquence et conserve ces classiﬁeurs tout au long de la
séquence. Source [Avidan 2007].
La nécessité de la mise à jour étant avérée, l’auteur propose alors une comparaison
entre la classiﬁcation par Ensemble Tracking et la classiﬁcation basée sur un classi-
ﬁeur construit via l’algorithme Adaboost à chaque image d’une même séquence (un
classiﬁeur indépendant basé sur le même nombre de classiﬁeurs faibles est construit
de zéro à chaque image en se basant sur les données d’apprentissage utilisée par
l’Ensemble Tracking pour construire le nouveau classiﬁeur faible). Les résultats sont
donnés en ﬁgure 2.8.
Comme on peut le remarquer, le classiﬁeur construit via Adaboost surpasse le
classiﬁeur construit via Ensemble Tracking d’au maximum 8%. Cependant l’écart
entre les deux algorithmes se réduit au ﬁl de la séquence et tend à devenir nul,
voire à s’inverser. De plus il est important de rappeler que l’Ensemble Tracking
ne construit qu’un classiﬁeur faible par image alors qu’Adaboost en construit cinq
dans cet exemple, ce qui représente un gain en temps de traitement considérable.
L’auteur présente ensuite plusieurs résultats illustrant certains avantages notables
de la méthode développée. Tout d’abord, au travers de la ﬁgure 2.9 présentant
le suivi sur caméscope, l’auteur démontre que l’algorithme Ensemble Tracking gère
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Figure 2.8 – Ensemble Tracking (en ligne) contre Adaboost (groupe). La ligne pleine cor-
respond à l’algorithme Adaboost et la ligne en pointillés à l’algorithme Ensemble Tracking.
L’abscisse représente l’index de l’image et l’ordonnée le score de classiﬁcation obtenu par
chaque algorithme sur chaque image. Source [Avidan 2007].
parfaitement les caméras mobiles. L’auteur insiste également sur la stabilité obtenue
par l’algorithme Ensemble Tracking sur des images autres que des images couleurs
(moyennant le changement d’espace de caractéristiques présenté précédemment).
Ainsi la ﬁgure 2.10 (resp. 2.11) représente le suivi d’une voiture (resp. d’un zodiac)
dans une séquence vidéo en niveau de gris (resp. en infra-rouge).
Figure 2.9 – Ensemble Tracking sur caméra mobile. Les images présentées correspondent
aux images 0, 40, 68 et 80 d’une séquence de 80 images. Source [Avidan 2007].
Enﬁn, et pour pallier le problème rencontré par l’algorithme en cas d’occlusion
longue et/ou totale, l’auteur propose l’utilisation d’une approche simple basée sur
un ﬁltre particulaire. Tant que le taux de classiﬁcation (déﬁni comme le rapport
du nombre de pixels bien classés sur le nombre de pixels total) est élevé, le suivi
reste tel quel. Par contre, lorsqu’il descend sous un seuil prédéﬁni (ﬁxé autour de
0.5 par l’auteur), le ﬁltrage particulaire prend le relais (mode prédictif). Le ﬁltre
échantillonne alors plusieurs positions où l’objet peut probablement réapparaitre (5
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Figure 2.10 – Ensemble Tracking sur séquence en niveaux de gris. Les images présentées
correspondent aux images 0, 100 et 225 d’une séquence de 225 images. Source [Avidan 2007].
Figure 2.11 – Ensemble Tracking sur séquence en infra-rouge. Les images présentées corres-
pondent aux images 1, 200, 400 et 671 d’une séquence de 671 images. Source [Avidan 2007].
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positions en général). Une carte de conﬁance est construite, en utilisant l’ensemble
existant, pour chacune de ces positions et l’algorithme Mean-Shift est utilisé pour en
déduire les nouvelles positions probables. Le score de classiﬁcation de ces positions
est alors calculé et si l’un d’entre eux dépasse un certain seuil prédéﬁni (ﬁxé à 0.7
par l’auteur) le suivi reprend. La ﬁgure 2.12 illustre la mise en application de cette
solution. Comme le précise l’auteur, l’occlusion dure environ 100 images. Durant
ce laps de temps, et notamment à l’image 155, le tracker cible l’homme et non la
femme. Cependant, la carte de conﬁance ainsi que le score de classiﬁcation de la
position (0.6) indiquent que le tracker sait qu’il doit continuer à chercher et ne pas
réinitialiser le suivi immédiatement. Le suivi est, par contre, correctement réinitialisé
à l’image 167, lorsque la femme réapparait.
Figure 2.12 – Gestion des occlusions. La séquence étudiée compte 348 images. Dans le coin
supérieur droit de chaque image est présentée la carte de conﬁance associée au rectangle en
pointillés. Source [Avidan 2007].
2.3.2 Limites de l’algorithme
La première limite de l’algorithme, présentée par l’auteur, est relative aux ressources
qu’il utilise. En eﬀet l’auteur précise que l’algorithme utilise la totalité des pixels
de la zone considérée (fond et objet) aﬁn d’eﬀectuer la mise à jour de l’ensemble,
ce qui a pour eﬀet immédiat de réduire les performances de l’algorithme à quelques
images traitées par seconde.
L’auteur mentionne également trois autres limitations. La première concerne les oc-
clusions totales et/ou longues. En eﬀet malgré les bons résultats obtenus avec l’arti-
ﬁce proposé (ﬁltrage particulaire), il reste de nombreuses situations pour lesquelles
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l’algorithme est inadapté et l’auteur insiste sur le fait qu’il semble préférable de
fusionner les deux approches (ensemble tracking et ﬁltrage particulaire) aﬁn d’amé-
liorer encore la méthode. Le second problème concerne la limite entre adaptation et
dérive et plus particulièrement la manière de conﬁgurer au mieux l’algorithme aﬁn
qu’il s’adapte de manière optimale aux changements intervenant dans la scène sans
pour autant souﬀrir du problème de drifting. Ce dernier correspond à un problème
"classique" rencontré par les algorithmes d’apprentissage. Le modèle à apprendre
évolue au ﬁl du temps et les algorithmes d’apprentissage tentent alors de reﬂéter
cette évolution en intégrant des données la traduisant. Tout l’enjeu est alors de dis-
tinguer les données bruitées des données reﬂétant l’évolution du modèle. Le drifting
correspond à la dérive du modèle appris par intégration d’une quantité de données
bruitées trop conséquente (des données de fond dans notre cas). Enﬁn, la troisième
limitation présentée par l’auteur est relative à l’espace des caractéristiques utilisées.
Cet espace est, en l’état, relativement limité et l’algorithme pourrait gagner en eﬃ-
cacité s’il était enrichi, notamment par une information spatiale.
On peut également ajouter à ces limites la nécessité de conﬁguration "manuelle" de
l’espace des caractéristiques en fonction de la source vidéo utilisée. En eﬀet l’auteur
précise qu’au vu de l’instabilité constatée avec l’espace de caractéristiques original
sur les vidéos en infra-rouge et en niveaux de gris, il a été nécessaire de changer ma-
nuellement cet espace pour un espace plus adapté. Ce besoin de changement manuel
vient à l’encontre du caractère "tout automatique" recherché dans les méthodes de
suivi.
Pour terminer, la méthode developpée par Shaï Avidan présente un inconvénient
majeur : la classiﬁcation des pixels s’eﬀectue sur un espace de caractéristiques hé-
térogène. Les caractéristiques utilisées dans le vecteur de caractéristiques combiné
peuvent ou non être ﬁable suivant la situation et, par conséquent, ils peuvent entraî-
ner une augmentation signiﬁcative de l’erreur Bayésienne globale. De plus, certaines
caractéristiques peuvent ne pas être assez discriminantes pour un problème donné,
ce qui peut conduire à un biais relativement important dans les résultats de classi-
ﬁcation. La ﬁgure 2.13 illustre parfaitement le problème et introduit en partie une
solution possible : diviser l’espace des caractéristiques en plusieurs espaces homo-
gènes. On constate que, contrairement au suivi sur espaces homogènes, le suivi par
ensemble tracking perd la cible. Ceci est dû à l’information apportée par les gra-
dients. En eﬀet, on constate lorsque l’on regarde la carte de conﬁance obtenue sur
l’espace des gradients que ce type d’information est inadapté à la situation courante
(gradients du fond très marqués). Or cette information se retrouve automatiquement
intégrée "de force" dans la carte obtenue par Ensemble Tracking.
Aﬁn d’apporter une solution aux diﬀérentes limitations mentionnées ci-dessus, nous
avons développé une nouvelle méthode, basée sur l’Ensemble Tracking : l’Ensemble
Tracking Modulaire. Présentée dans le chapitre suivant, cette méthode permet de
lutter contre le biais induit par les caractéristiques non déterminantes en introdui-
sant une décomposition de l’espace des caractéristiques en sous-espaces (modules)
homogènes. Un suivi basé Ensemble Tracking est appliqué sur chacun de ses mo-
dules et la problématique de suivi se transforme alors en l’estimation de la position
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(a) (b)
Figure 2.13 – Hétérogénéité/Homogénéité des espaces de caractéristiques. La sous-ﬁgure
(a) (resp. (b)) illustre le suivi eﬀectué par l’algorithme Ensemble Tracking (resp. Ensemble
Tracking Modulaire introduit au chapitre 3) sur une séquence vidéo (extraite de la base de
données CAVIAR présentée au chapitre 3) présentant le hall d’entrée d’un laboratoire. La
première ligne représente une image extraite de cette séquence sur laquelle ont été reportés
le rectangle de suivi en trait plein (sortie de l’algorithme) et le rectangle de recherche (en
pointillés). La seconde ligne représente diﬀérentes cartes de conﬁance (correspondant au
rectangle de recherche) obtenues sur diﬀérents espaces de caractéristiques. De gauche à
droite, on peut trouver : la carte de conﬁance obtenue via l’algorithme Ensemble Tracking
(espace joint couleur/gradient), la carte obtenue uniquement sur l’espace des couleurs, la
carte combinant les deux cartes voisines et enﬁn la carte obtenue uniquement sur l’espace
des histogrammes d’orientation des gradients.
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de l’objet ainsi que de la combinaison des cartes de conﬁance associées (une par
module) la plus discriminante. Pour ce faire, l’Ensemble Tracking Modulaire intro-
duit la déﬁnition d’un ﬁltre particulaire spéciﬁque. Outre des résultats de suivi très
satisfaisants, même en cas de forte occlusion, ainsi que des temps de traitement
autorisant le suivi temps-réel, l’algorithme permet, de par sa modularisation, un
enrichissement de l’espace des caractéristiques quasi illimité.
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L’Ensemble Tracking Modulaire se base sur deux améliorations principales. Comme
énoncé dans le chapitre précédent, l’inconvénient principal de l’algorithme Ensemble
Tracking réside dans la construction de son classiﬁeur fort. Chaque classiﬁeur faible
travaille sur un espace hétérogène de caractéristiques, ce qui peut induire un biais
dans les résultats de classiﬁcation. Partant de cette observation, la première mo-
diﬁcation de l’algorithme initial fut la division de l’espace hétérogène des caracté-
ristiques en plusieurs espaces homogènes (appelés modules) et la construction d’un
classiﬁeur fort (aﬁn de suivre l’objet par un algorithme de type Ensemble Tracking)
sur chacun de ces espaces.
Partant de cette idée, chaque module est alors capable de générer une décision (plus
ou moins ﬁable) quant à la position de l’objet à suivre. La problématique du suivi
en est alors quelque peu modiﬁée : on cherche désormais à estimer un état caché
composé, d’une part, de la position et des dimensions de l’objet suivi et, d’autre
part, des paramètres de combinaison linéaire des diﬀérentes décisions conduisant à
l’observation la plus discriminante.
La modiﬁcation majeure de l’Ensemble Tracking réside donc dans l’apport d’une
solution à cette problématique au travers de la construction d’un ﬁltre particulaire
spéciﬁque exploitant une pondération des diﬀérents modules utilisés.
3.1 Principe de l’algorithme
L’algorithme que nous proposons ici repose sur deux aspects majeurs : la décompo-
sition de l’espace hétérogène des caractéristiques en plusieurs espaces homogènes et
l’apport d’une solution à la nouvelle problématique de suivi.
L’idée principale de la décomposition de l’espace des caractéristiques est de créer un
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classiﬁeur fort pour chaque type de vecteur de caractéristiques disponible, rendant
ainsi l’algorithme Ensemble Tracking original modulaire (Ensemble Tracking Modu-
laire (MET)). L’espace de caractéristiques hétérogènes global est divisé en plusieurs
espaces homogènes. Un algorithme basé Ensemble Tracking est alors appliqué sur
chacun de ces espaces. L’ensemble des cartes de conﬁance construites par chacun
des classiﬁeurs forts (appelés modules) autorisent de ce fait non plus la génération
d’une mais de plusieurs décisions distinctes sur la position de l’objet.
Reformulons maintenant la problématique du suivi d’objet en intégrant cet apport.
Considérons un état caché Xk, variable aléatoire, dont le calcul s’eﬀectue par un
ﬁltre Bayésien récursif. Cet état caché génère une observation Zk sous la forme
d’une scène 3D projetée dans une image. Un modèle d’observation est déﬁni dans le
but de chercher à séparer l’objet à suivre de son fond proche. Partant de la décom-
position de l’espace des caractéristiques en modules présentée ci-dessus, ce modèle
est tout naturellement composé d’une combinaison linéaire des cartes de conﬁance
construites sur chacun de ces modules d’observation homogènes. Considérant, de
plus, que l’importance de chaque module au sein de l’observation est variable au
ﬁl du temps (perte de pertinence relativement à un fond donné ...), la probléma-
tique du suivi peut alors être reformulée comme la détermination, à chaque instant
k, de la position et des dimensions de l’objet ainsi que des paramètres de la com-
binaison linéaire (pondérations) des cartes de conﬁance construites permettant la
plus meilleure "observabilité" de celui-ci (combinaison la plus discriminante). L’état
caché Xk est de ce fait déﬁni comme l’union de deux sous états, le premier X
pos
k
correspondant à la position et aux dimensions de l’objet à suivre et le second Xponk
correspondant à la pondération de chaque carte au sein de la combinaison linéaire
oﬀrant la meilleure observabilité :
Xk = (X
pos
k , X
pon
k ) (3.1)
Dans un cadre probabiliste, la problématique est d’estimer, à chaque nouvelle image
de la séquence, la probabilité p(Xk|Z1:k). Dans le cadre d’un ﬁltrage séquentiel
Bayésien, comme le précise la section 1.2.4.1, cette estimation est eﬀectuée en deux
étapes : une étape de prédiction (équation de Chapman-Kolmogorov) et une étape de
mise à jour (règle de Bayes). Comme aucune hypothèse ne peut être eﬀectuée sur la
nature des distributions de probabilités, nous avons choisi de résoudre le problème
en approximant les distributions par une méthode de Monte-Carlo et plus parti-
culièrement, nous avons choisi de proposer un ﬁltre particulaire. Deux approches
étaient alors envisageables : marginaliser le vecteur d’état en une partie position
et dimensions et une partie pondérations, ce qui conduit à une stratégie faisant
intervenir deux ﬁltres distincts ou intégrer tous les paramètres au sein d’un même
vecteur d’état, ce qui conduit à l’utilisation d’un ﬁltre unique explorant de manière
jointe la globalité de l’espace d’état (position/dimensions/pondérations). Les deux
approches ont été mises en place et testées et, au vu des diﬀérents résultats obtenus,
le ﬁltre unique à exploration jointe a été retenu. Seul ce choix est présenté ci-dessous.
Cependant, la seconde approche est présentée et comparée à l’approche retenue en
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chapitre 4 section 4.3.3.
L’algorithme global Ensemble Tracking Modulaire peut être résumé comme suit :
l’espace de caractéristiques est divisé en plusieurs sous-espaces homogènes et un clas-
siﬁeur fort est construit sur chacun de ses sous-espaces à la manière de l’Ensemble
Tracking. A chaque nouvelle image, l’ensemble des classiﬁeurs forts construit un
ensemble de cartes de conﬁance servant d’observations à un ﬁltre particulaire dont
l’objectif est d’approximer la distribution de probabilité de la position de l’objet
(ainsi que ses dimensions) et des pondérations des cartes permettant de l’observer
au mieux. Une position "de sortie" de l’objet est extraite de cette distribution et
utilisée aﬁn de mettre à jour les diﬀérents classiﬁeurs forts avant le passage à l’image
suivante. Le schéma synoptique 3.1 présente l’algorithme général de l’Ensemble Tra-
cking Modulaire.
Figure 3.1 – Schéma synoptique de l’algorithme Ensemble Tracking Modulaire.
3.1.1 Échantillonnage des exemples d’apprentissage
L’étape d’initialisation de l’algorithme Ensemble Tracking Modulaire intègre pour
chaque classiﬁeur fort la même étape d’initialisation que celle de l’Ensemble Tra-
cking, à la diﬀérence près que la totalité des exemples d’apprentissage fond/objet
disponibles n’est pas utilisée. Comme indiqué en section 2.3.2, Shaï Avidan insiste
sur le fait que l’algorithme Ensemble Tracking utilise l’ensemble des pixels de la
région d’intérêt aﬁn d’entraîner/mettre à jour ses classiﬁeurs faibles, ce qui a pour
conséquence directe d’empêcher l’algorithme de dépasser les quelques images trai-
tées par seconde. Il nous a donc semblé nécessaire, aﬁn de satisfaire au maximum
49
3.1. Principe de l’algorithme
nos impératifs de traitement en temps-réel, d’introduire une méthode d’échantillon-
nage des exemples pour réduire les temps de traitement. La méthode d’extraction
des pixels proposée ici est spéciﬁque à chacun des modules.
Pour chaque module ne possédant aucune condition d’extraction particulière (par
exemple le module de couleurs RVB), les pixels utilisés sont tirés aléatoirement selon
une distribution de probabilité gaussienne multivariée centrée paramétrée de sorte
que le même nombre de pixels soit extrait de l’intérieur et de l’extérieur du rectangle
englobant l’objet à suivre. Ce choix permet à la zone d’apprentissage d’être sélec-
tionnée dynamiquement et par conséquent de gérer directement un panel de fonds,
que l’objet est susceptible de rencontrer, plus large.
Pour les autres modules, ceux correspondant à une information de type contours
(par ex. le module travaillant sur des histogrammes d’orientation du gradient), il
est aisé de constater qu’ils ne peuvent être déﬁni que sur un ensemble de pixels
de gradient fort. Par conséquent, ne sont sélectionnés pour ce type de module que
les pixels dont le gradient est le plus élevé dans les diﬀérentes cellules d’une grille
régulière superposée à l’image.
3.1.2 Filtre particulaire
À partir des exemples d’apprentissage extraits grâce aux méthodes présentées dans
la section précédente, un classiﬁeur fort est construit sur chaque espace de caracté-
ristiques. À l’itération suivante, ces classiﬁeurs forts sont utilisés, tout comme dans
l’algorithme Ensemble Tracking original, pour construire une carte de conﬁance de
la position objet. Le rôle du ﬁltre particulaire est de maintenir au ﬁl du temps un
ensemble de particules correspondant de manière jointe aux positions (ainsi qu’aux
dimensions) probables de l’objet et aux pondérations à appliquer dans la combinai-
son linéaire des cartes de conﬁance pour obtenir la meilleure observabilité. Pour ce
faire, le ﬁltre suit le schéma algorithmique classique des ﬁltres à particules de type
MCMC (cf. section 1.2.4.4), la propagation des particules s’eﬀectuant relativement
aux diﬀérentes cartes de conﬁance construites à l’itération courante.
3.1.2.1 Vecteur d’état
Chaque particule i à un instant t correspond à un rectangle spéciﬁque englobant
l’objet ainsi qu’à un ensemble de poids à appliquer aux cartes de conﬁance aﬁn de
passer de M cartes à une carte unique par moyenne pondérée (carte unique reﬂétant
la meilleure observabilité). Ainsi :
∀i ∈ [1, P ], ∀t,Xti = (xti; yti ;wti ;hti;
{
wti,m
}M
m=1
) (3.2)
où xti et y
t
i représentent les coordonnées cartésiennes dans l’image du centre du rec-
tangle englobant i à l’instant t, wti et h
t
i représentent ses dimensions (respectivement
largeur et hauteur), wti,m correspond au poids à appliquer à la carte m à l’instant
t, M représente le nombre de modules utilisés et enﬁn P le nombre de particules
utilisées.
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Le score de chacune de ces particules est calculé relativement aux cartes de conﬁance
construites par les diﬀérents modules. Or ces cartes ne sont disponibles que pour cer-
tains pixels dans le cadre image (échantillonnage). Il a donc été nécessaire, aﬁn d’être
sûr de posséder des données pour calculer le score de chaque particule, de contraindre
chacune d’entre elle à ne représenter (pour la partie position/dimensions) que des
rectangles dans l’image (coordonnées cartésiennes minimales et maximales ainsi que
dimensions maximales).
De la même manière, un rectangle de taille trop petite ne représentera pas suﬃ-
samment de données pour un calcul cohérent du score de la particule. Une seconde
contrainte a, par conséquent, été appliquée relativement aux dimensions minimales
de chaque rectangle. Enﬁn, aﬁn de réaliser une combinaison convexe des cartes de
conﬁance, deux contraintes sont appliquées aux poids contenus dans chaque parti-
cule : {
∀i ∈ [1, P ], ∀t, ∀m ∈ [1,M ], wti,m ∈ [0, 1]
∀i ∈ [1, P ], ∀t,∑Mi=1wti,m = 1 (3.3)
3.1.2.2 Modèle de propagation
Le premier modèle du schéma algorithmique classique des ﬁltres MCMC est le mo-
dèle de propagation. Celui-ci permet de passer, dans notre cas, d’un ensemble de
particules représentant position, dimensions et pondérations à un instant t− 1 à un
ensemble à l’instant t. La première étape de notre algorithme de propagation est
la détermination de la sous-partie du vecteur d’état impactée (position/dimensions
ou pondérations) par la propagation (les deux parties ne sont jamais propagées en
même temps). Celle-ci s’eﬀectue via une marche aléatoire.
Le modèle développé comprend trois types de propagation des position/dimensions :
une mise à jour des paramètres de position, une mise à jour des paramètres de di-
mension ou une mise à jour combinée de tous ces paramètres. Chaque type de
propagation est associé à une probabilité spéciﬁque. Suite à diverses expérimenta-
tions, ces probabilités ont été ﬁxées à 0.75 pour la position, 0.2 pour les dimensions
et 0.05 pour le combiné (l’hypothèse de mouvement lent de la cible implique une
probabilité de changement de dimensions (éloignement/rapprochement) inférieure à
celle de changement de position).
Dans le cas d’une propagation de la première partie du vecteur d’état, la seconde
étape de la propagation consiste donc en un tirage aléatoire aﬁn de déterminer les
paramètres impactés. Les paramètres choisis sont ensuite mis à jour durant la troi-
sième étape. La mise à jour de position correspond à l’ajout aux coordonnées du
centre du rectangle englobant d’un bruit additif gaussien centré et de variance égale
au carré d’une constante ﬁxée (relativement aux dimensions de l’objet). La mise à
jour des dimensions correspond, quant à elle, à l’ajout aux dimensions de ce même
rectangle d’un bruit multiplicatif gaussien de moyenne un et réduit. Enﬁn, bien en-
tendu, la mise à jour combinée correspond à l’application successive de ces deux
bruits distincts. La dernière étape de la mise à jour vériﬁe alors si les diﬀérentes
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contraintes appliquées aux particules ne sont pas violées et applique une transfor-
mation corrective si c’est le cas (la transformation corrective est utilisée au lieu de
la limitation des intervalles de tirages gaussiens aﬁn de ne pas modiﬁer les densités
de probabilité de chaque type de propagation).
Dans le cas où la propagation impacte non pas les position/dimensions mais la pon-
dération, la seconde étape consiste à choisir aléatoirement quel poids sera modiﬁé.
Ce poids est alors mis à jour par l’ajout d’un bruit additif gaussien centré et de
variance égale à d’une constante ﬁxée. Enﬁn la somme des poids est à nouveau nor-
malisée de manière à valoir toujours 1.
Le modèle global de propagation est repris en Algorithme 3.1.
3.1.2.3 Modèle d’observation
Le modèle d’observation est utilisé, quant à lui, aﬁn de déterminer un score pour
chaque particule. Ce score est alors utilisé par l’algorithme d’acceptation-rejet de
Metropolis-Hastings (cf. section 1.2.4.4) aﬁn de vériﬁer si la particule récemment
construite fera ou non partie de la chaine de Markov en cours de construction. Le
modèle que nous avons mis en place se base bien évidemment sur les diﬀérentes
cartes de conﬁance construites par chacun des modules utilisés.
Pour chaque particule et chaque carte de conﬁance construite, deux scores moyens
de classiﬁcation sont calculés : le score correspondant à la moyenne des scores de
classiﬁcation à l’intérieur du rectangle englobant relatif à la particule courante (a)
et celui correspondant à la moyenne des scores de classiﬁcation à l’extérieur de ce
rectangle mais à l’intérieur du rectangle de région d’intérêt (de même centre mais
de dimensions trois fois supérieures) (b). Ces deux scores sont alors utilisés aﬁn de
calculer le score global du module concernant la partie position/dimensions donné
via la relation
(a)× (1− (b)) (3.4)
Le score global de la particule est ﬁnalement calculé par la somme pondérée de
chacun de ces scores de module (la pondération utilisée étant celle contenue dans la
particule courante).
Le modèle d’observation présenté se base sur l’ensemble des cartes de conﬁance
construites par les diﬀérents modules en jeu. Aﬁn de supprimer de ces cartes les
valeurs aberrantes et de transformer les marges de classiﬁcation des diﬀérents clas-
siﬁeurs forts en valeur de probabilité, une fonction sigmoïde est appliquée, en aval
de la construction des cartes mais en amont de l’application du ﬁltre particulaire, à
toutes les valeurs de conﬁance utiles V CU(x, y) contenues dans chaque carte. Ainsi,
pour chaque module m à l’itération t :
ctm(x, y) =
1
1 + exp(Am.V CU tm(x, y) +Bm)
, ∀(x, y) ∈ Ω (3.5)
52
Chapitre 3. Ensemble Tracking Modulaire
Données : Xt−1i = (x
t−1
i ; y
t−1
i ;w
t−1
i ;h
t−1
i ; Particule i à t− 1{
wt−1i,m
}M
m=1
)
dep, gro Paramètres de déplacement et
de grossissement relatifs
maximaux
ampl Paramètre de variance du bruit
de pondération
Résultats : Xti = (x
t
i; y
t
i ;w
t
i ;h
t
i;
{
wti,m
}M
m=1
) Particule i propagée
• Choix du type de propagation
• Suivant (type de propagation)
• Position/Dimensions :
• Choix du type de propagation de position/dimensions
• Suivant (type de propagation de position/dimensions)
• Position :
xti = x
t−1
i + (dep * N (0, 1)|[−1,1])
yti = y
t−1
i + (dep * N (0, 1)|[−1,1])
• Dimensions :
wti = w
t−1
i * N (1, 1)|[1−gro,1+gro]
hti = h
t−1
i * N (1, 1)|[1−gro,1+gro]
• Combiné :
xti = x
t−1
i + (dep * N (0, 1)|[−1,1])
yti = y
t−1
i + (dep * N (0, 1)|[−1,1])
wti = w
t−1
i * N (1, 1)|[1−gro,1+gro]
hti = h
t−1
i * N (1, 1)|[1−gro,1+gro]
• Vériﬁcation de la non-violation des contraintes et application
si nécessaire d’un traitement correctif
• Pondération :
• i = aleatoire(1,M)
•
{
wtp,i = w
t−1
p,i +N (0, ampl)|[−wt−1p,i ,1−wt−1p,i ]
∀m ∈ [1,M ],m = i, wtp,m = wt−1p,m
• ∀m ∈ [1,M ], wtp,m = w
t
p,m
∑M
i=1 w
t
p,i
Algorithme 3.1: Modèle global de propagation des particules
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où Ω représente l’ensemble des pixels pour lesquels une valeur de conﬁance a été
calculée (cf. échantillonnage de l’image selon le module utilisé), V CU tm(x, y) repré-
sente la valeur de conﬁance calculée par le classiﬁeur fort m considéré en (x, y) à
t et Am et Bm représentent les deux paramètres de sigmoïde associés au module
m. Ces paramètres sont ﬁxés, pour chacun des modules m en jeu, en optimisant
une fonction d’entropie croisée [Niculescu-Mizil 2005] [Chateau 2006] sur la carte de
conﬁance de m correspondant à la première image de la séquence :
argmin(A,B)
⎧⎨
⎩−
∑
(x,y)∈Ω
ex,y log(pm(x, y)) + (1− ex,y) log(1− pm(x, y))
⎫⎬
⎭ , (3.6)
où
pm(x, y) =
1
1 + exp(A.V CUm(x, y) +B)
(3.7)
et ex,y ∈ {0, 1} représente l’étiquette du pixel utile (x, y).
Le modèle global d’observation est repris en Algorithme 3.2.
Données : Xt∗ = (xt∗; yt∗;wt∗;ht∗;
{
wt∗,m
}M
m=1
) Particule à évaluer à t
Zt =
{
Ctm = (
{
ctm(x, y)
}
)
}M
m=1
L’ensemble des M
avec ctm(x, y) =
1
1+exp(Am.V CUtm(x,y)+Bm)
cartes de conﬁance à t
Résultats : p(Zt|Xt∗) Score de la particule à t
• Pour tout module m (∈ [1,M ]) utilisé
• Sm|Ω1 =
∑
(x,y)∈Ω1 c
t
m(x,y)
taille(Ω1)
avec Ω1 = Rect(xt∗; yt∗;wt∗;ht∗)
• Sm|Ω2 =
∑
(x,y)∈Ω2 c
t
m(x,y)
taille(Ω2)
avec Ω3 = Rect(xt∗; yt∗; 3wt∗; 3ht∗) et Ω2 = Ω3\Ω1
• Sm = Sm|Ω1 × (1− Sm|Ω2)
• p(Zt|Xt∗) =
∑M
m=1w
t∗,m × Sm
Algorithme 3.2: Modèle d’observation des particules combinées
3.1.2.4 Mise à jour des modules
L’étape postérieure à l’étape de traitement de l’image courante par le ﬁltre particu-
laire est l’étape de mise à jour des diﬀérents modules. Nous avons choisi de conserver
l’algorithme de mise à jour [Avidan 2007] du classiﬁeur fort et de l’appliquer à cha-
cun de nos modules en jeu. Pour ne conserver que les K meilleurs classiﬁeurs forts
à chaque itération, la méthode de mise à jour de l’Ensemble Tracking se base sur la
nouvelle position déterminée par Mean Shift à l’image courante. Aﬁn d’appliquer la
méthode identiquement à l’originale sur l’ensemble de nos classiﬁeurs, il est néces-
saire de déterminer une position de mise à jour unique à partir de l’ensemble des
positions contenues dans les diﬀérentes particules du ﬁltre. Chaque pixel de l’image
se voit tout d’abord attribuer un score égal au nombre de particules pour lesquelles
le rectangle englobant le contient. Chaque pixel de l’image est alors considéré comme
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un pixel objet à partir du moment où son score est supérieur à la moitié du nombre
total de particules. Autrement dit, chaque pixel image est considéré comme un pixel
objet s’il se retrouve dans le rectangle englobant l’objet dans plus de la moitié des
particules. Partant de ce postulat, chaque échantillon de l’ensemble courant est éti-
queté relativement à son score.
Aﬁn de contrer l’eﬀet de drifting inhérent aux algorithmes de mise à jour dans
les méthodes de classiﬁcation, les échantillons courants sont utilisés en parallèle de
l’ensemble des échantillons provenant de l’image initiale. A chaque mise à jour et
pour chaque module, nous disposons donc de deux ensembles d’échantillons étique-
tés (notés courant et initial). A partir de ces ensembles nous construisons quatre
groupes d’échantillons (deux groupes de positifs et deux groupes de négatifs) par
tirages aléatoires avec remise dans les ensembles courant et initial. Chaque paire
de groupes (un groupe de positifs apparié à un groupe de négatifs) est ﬁnalement
utilisé aﬁn d’eﬀectuer la mise à jour du classiﬁeur fort ou aﬁn de ré-estimer les
paramètres de sigmoïde qui seront utilisés par le classiﬁeur pour la construction
de carte de conﬁance modulaire. L’algorithme général de mise à jour est repris
en Algorithme 3.3 (taille(.) représente la fonction qui retourne le cardinal de l’en-
semble passé en paramètre, position(sti,m) représente les coordonnées cartésiennes
de l’échantillon sti,m, Rect(X
t
i ) représente le rectangle de position contenu dans la
particule Xti et enﬁn maj(H
t
m) représente l’étape de mise à jour du classiﬁeur fort
Htm).
La mise à jour des modules étant eﬀectuée en aval de la propagation de la pondé-
ration des cartes de conﬁance (reﬂétant l’eﬃcacité relative de chaque module), le
regain d’eﬃcacité d’un module particulier suite à la mise à jour ne sera reﬂété qu’à
partir de l’image suivante.
3.1.2.5 Algorithme global
L’algorithme global d’Ensemble Tracking Modulaire est repris en Algorithme 3.4.
3.1.3 Optimisations algorithmiques
Aﬁn de satisfaire au maximum notre objectif de suivi en temps réel, diﬀérentes op-
timisations algorithmiques ont été mises en place.
La première est bien entendu l’étape d’échantillonnage de l’image qui permet de ré-
duire considérablement la quantité d’information à traiter par les classiﬁeurs faibles
durant les phases d’apprentissage et de mise à jour.
La seconde optimisation concerne l’utilisation des procédés connus sous le nom
d’image intégrale [Viola 2001] et d’histogramme intégral [Porikli 2005]. L’image in-
tégrale est une représentation intermédiaire d’une image contenant, en chacun de
ses points, la somme inclusive des pixels situés au dessus et à gauche de ce point.
Ainsi, pour toute image i déﬁnie sur Ω, l’image intégrale ii de i déﬁnie également
sur Ω est donnée par :
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Données :
{
Xti
}P
i=1
Ensemble des P particules à t
∀m ∈ [[1,M ]], Ensemble des N échantillons courants{
sti,m = (x
t
i,m, y
t
i,m)
}N
i=1
pour chaque module{
Ht1, ..., H
t
M
}
Ensemble des M classiﬁeurs forts à t
Résultats :
{
Ht+11 , ..., H
t+1
M
}
Ensemble des M classiﬁeurs forts
pour t+ 1{
(At+1m , B
t+1
m )
}M
m=1
Ensemble des paires de paramètres de
sigmoïde pour t+ 1
Pour chaque module m (∈ [[1,M ]]) utilisé
• ∀i ∈ [[1, N ]], étiquetage de l’échantillon sti,m :{
yti,m = 1 si
taille({Xti |position(sti,m)∈Rect(Xti )})
P >
1
2
yti,m = −1 sinon
• Ordonnancement et séparation des échantillons courants et initiaux positifs
et négatifs en 4 groupes : G1,mPos, G
1,m
Neg, G
2,m
Pos, G
2,m
Neg
• Construction des ensembles de travail :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Construction par tirages aléatoires dans G1,mPos et G
2,m
Pos d’un premier
ensemble général d’échantillons positifs : E1,mPos
Construction par tirages aléatoires dans G1,mNeg et G
2,m
Neg d’un premier
ensemble général d’échantillons négatifs : E1,mNeg
Construction par tirages aléatoires dans G1,mPos et G
2,m
Pos d’un second
ensemble général d’échantillons positifs : E2,mPos
Construction par tirages aléatoires dans G1,mNeg et G
2,m
Neg d’un second
ensemble général d’échantillons négatifs : E2,mNeg
• Mise à jour du classiﬁeur fort : Ht+1m = maj(Htm) en utilisant E1,mPos et E1,mNeg
• Estimation des nouveaux paramètres de sigmoïde : (At+1m , Bt+1m ) en utilisant
E2,mPos et E
2,m
Neg
Algorithme 3.3: Algorithme général de mise à jour
∀(x, y) ∈ Ω, ii(x, y) =
∑
0≤x′≤x,0≤y′≤y
i(x′, y′) (3.8)
L’avantage de cette représentation est qu’elle permet de calculer la somme des va-
leurs de n’importe quelle zone rectangulaire en seulement quatre accès à l’image
intégrale (cf. Figure 3.2) et donc en temps constant quelle que soit la taille de la
zone.
La méthode des histogrammes intégraux se base sur le concept de l’image intégrale
et le généralise aﬁn de stocker pour chaque point, non plus la somme des pixels
au dessus et à gauche mais la somme des histogrammes correspondant aux points
au dessus et à gauche. Un vecteur de valeurs correspondants aux diﬀérentes classes
de l’histogramme est ainsi stocké pour chaque point. La construction de ce type
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Données : I1, ..., In Ii : p −→ I(p) n images extraites
Δ ⊂ Z2 −→ R d’une séquence vidéo
r1 = (x1; y1;w1;h1) ⊂ Δ Rectangle de l’objet dans l’image I1
Résultats : {rj}nj=2 Rectangles de l’objet dans les images Ij
Initialisation (pour l’image I1) :
1. Pour chaque module m(∈ [[1,M ]]) :
(a) Echantillonnage de l’image
{
s1i,m = (x
1
i,m, y
1
i,m)
}N
i=1
(cf. section 3.1.1)
(b) Initialisation du classiﬁeur fort H2m du module m (cf. Algorithme 2.2)
qui sera utilisé sur l’image I2
(c) Estimation des paramètres de sigmoïde A2m et B2m (cf. Equation 3.5)
correspondants à H2m
(d) Poids initial du module : wm = 1M
2. Initialisation du ﬁltre particulaire :
X1i = (x1; y1;w1;h1; {wm}Mm=1), ∀i ∈ [1, P ]
Pour chaque nouvelle image Ij :
1. Pour chaque module m(∈ [[1,M ]]) :
(a) Echantillonnage de l’image
{
sji,m = (x
j
i,m, y
j
i,m)
}N
i=1
(b) Calcul de la carte Cjm = (
{
cjm(x, y) =
1
1+exp(Am.V CU
j
m(x,y)+Bm)
}
) en
utilisant Hjm
2. Traitement par le ﬁltre particulaire :
(a) Tirage et propagation (cf. 3.1.2) d’une particule Xj1 parmi
{
Xj−1i
}P
i=1
(b) Calcul du score p(Zt|Xj1) de Xj1 (cf. 3.1.2)
(c) Pour p = 2...P + δ
i. Tirage et propagation d’une particule Xjp parmi
{
Xj−1i
}P
i=1
ii. Calcul du score p(Zt|Xjp) de Xjp
iii. Détermination de l’acceptation ou du rejet de Xjp suivant
l’algorithme de Metropolis-Hastings (si rejet : Xjp = Xjp−1)
(d) Suppression des δ premières particules (état non stationnaire)
3. rj = Rect( 1P
∑
i x
j
i ;
1
P
∑
i y
j
i ;
1
P
∑
iw
j
i ;
1
P
∑
i h
j
i ) uniquement pour aﬃchage
4. Pour chaque module m(∈ [[1,M ]]) :
(a) Etiquetage des échantillons courants du module m
(b) Construction des ensembles de travail
(c) Mise à jour du classiﬁeur fort : Hj+1m = maj(Hjm)
(d) Estimation des nouveaux paramètres de sigmoïde : (Aj+1m , Bj+1m )
Algorithme 3.4: Algorithme global d’Ensemble Tracking Modulaire à ﬁltre unique
d’histogramme suit le principe général de construction des images intégrales puisque
pour chaque point l’histogramme est obtenu par la propagation des histogrammes
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Figure 3.2 – Principe de calcul de somme en utilisant la représentation en image intégrale.
La valeur de l’image intégrale en 1 est la somme des pixels du rectangle A. La valeur en 2
est la somme du rectangle A+ B, en 3 celle du rectangle A+ C et en 4 celle du rectangle
A+B+C +D. La somme des pixels du rectangle D peut donc être calculée via la relation
4 + 1− (2 + 3).
déjà rencontrés (au dessus et à gauche) suivie de l’ajout de la contribution du point
courant (cf. Figure 3.3).
Figure 3.3 – Principe de construction d’un histogramme intégral. L’histogramme pour
le point (x1, x2) est obtenu par propagation des histogrammes des points au dessus et à
gauche suivie de l’ajout de la contribution du point courant (rose). Source [Porikli 2005].
De la même manière que pour les images intégrales, les histogrammes intégraux
permettent de calculer l’histogramme de n’importe quelle zone rectangulaire en un
temps constant.
Le principe de l’algorithme Ensemble Tracking implique un calcul de caractéris-
tiques pour chacun des échantillons utilisés. Malgré notre étape d’échantillonnage
qui permet de réduire le nombre de calculs nécessaires (moins d’échantillons implique
moins de calcul), le calcul des caractéristiques pour les échantillons des modules ba-
sés sur des histogrammes (cf. section 3.2) reste une étape très gourmande en temps
de traitement. L’utilisation, dans ce cas, d’histogrammes intégraux permet d’alléger
considérablement la charge calculatoire.
Enﬁn la dernière optimisation est plus spéciﬁque au matériel utilisé. Le suivi déve-
loppé ici ayant pour but d’être intégré à l’enregistreur numérique de la société et
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cet enregistreur étant composé de matériel sélectionné et, par conséquent, ﬁxé (hors
évolution de gamme), l’utilisation de bibliothèques de traitement spéciﬁques semble
donc légitime. Nous nous sommes ainsi tourné vers la librairie Intel® IPP (pour In-
tegrated Performance Primitives). Cette librairie extensible propose un ensemble de
fonctions logicielles hautement optimisées (et utilisables en mode multi-coeur) pour
le multimédia, le traitement de données et les applications de communication. Pour
ce faire, elle fait correspondre ses algorithmes fonctionnels fondamentaux avec des
optimisations bas niveau basées sur les caractéristiques disponibles des processeurs
Intel® telles que les instructions SSE et d’autres jeux d’instructions optimisées.
Les temps de traitement de notre algorithme dépendent fortement du nombre de mo-
dules utilisés à chaque image. A titre d’exemple, les temps de traitement obtenus en
utilisant trois modules (un module couleur de type RVB, un module d’histogrammes
d’orientation du gradient et un module d’histogrammes de modèles binaires locaux)
ne dépassent pas les 70 ms, ce qui permet un suivi à une fréquence supérieure à 14
images par seconde. Les temps de traitement obtenus en n’utilisant que deux des
trois modules (RVB et LBP) ne dépassent pas quant à eux les 40 ms, ce qui permet
un suivi à une fréquence supérieure à 25 images par seconde (temps-réel pour l’oeil
humain).
3.2 Caractéristiques utilisées
L’ensemble Tracking Modulaire est un algorithme générique. En eﬀet il se base sur la
construction d’un classiﬁeur fort par module utilisé, c’est à dire par espace de carac-
téristiques, et ce indépendamment de la nature de cet espace. L’unique "contrainte"
régissant l’utilisation d’un espace de caractéristiques particulier est la nécessité de
pouvoir extraire ou construire "rapidement" (aﬁn de ne pas enfreindre la règle du
suivi temps-réel), à partir d’une image d’entrée (couleur ou en niveaux de gris), un
vecteur de caractéristiques non vide pour chacun des pixels de l’image. En se basant
sur cette contrainte, tout espace peut être utilisé à partir du moment où il peut être
imaginé [Dalal 2005] [Zenzo 1986] [Haralick 1973] [Ojala 2002] [Tamura 1978].
Cette généricité oﬀre également à l’algorithme un aspect évolutif. En eﬀet, l’algo-
rithme permet, assez aisément, d’introduire de nouveaux modules si besoin est. Cet
aspect évolutif peut également se traduire par la possibilité de combiner l’algorithme
présenté précédemment avec un algorithme de détection ad-hoc (détection de pié-
tons par exemple) permettant de récupérer, pour chaque image, une information a
priori sur la position de l’objet suivi.
Comme annoncé précédemment, l’algorithme supporte une très large variété de mo-
dules. Les diﬀérents modules eﬀectivement implémentés actuellement peuvent être
séparés en trois catégories : les modules basés sur des caractéristiques colorimé-
triques, les modules basés sur une information relative aux contours de l’objet et les
modules basés sur des informations de texture.
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3.2.1 Couleurs
L’information de couleur d’une image peut être représentée de diﬀérentes manières
suivant l’espace colorimétrique utilisé. Il existe de très nombreux espaces de couleurs
possédant chacun leurs caractéristiques propres mais partageant le même principe
de base. Chaque espace créé une décomposition, selon ses propres paramètres, de
toutes les couleurs en un ensemble de composantes dites primaires. Chaque point
d’une image possédant une couleur spéciﬁque, celle-ci peut être décomposée de la
sorte. A chaque point de l’image va donc correspondre un ensemble de composantes
primaires résultant de la décomposition de sa couleur propre. Cette décomposition
peut alors être utilisée comme ensemble de caractéristiques de classiﬁcation pour les
diﬀérents pixels de l’image.
Dans l’espace colorimétrique RVB, chaque couleur apparait comme une combinaison
des couleurs primaires : rouge (R), vert (V) et bleu (B). Le sous-espace d’intérêt est
un cube représenté en Figure 3.4 (les valeurs RVB sont normalisées entre 0 et 1).
Figure 3.4 – Modèle colorimétrique RVB. Les couleurs primaires R, V et B correspondent
à trois coins. Les couleurs dites secondaires : cyan, magenta et jaune correspondent à trois
autres coins. La couleur noire est à l’origine du repère et la couleur blanche au coin le plus
éloigné de l’origine.
Les niveaux de gris s’étendent du noir au blanc sur la diagonale séparant ces deux
points. Les diﬀérentes couleurs "utiles" sont tous les points sur ou à l’intérieur du
cube déﬁni par les trois vecteurs émanant de l’origine. Ainsi toute image (resp. tout
pixel) dans le modèle de couleur RVB est constitué de trois plans (resp. compo-
santes) indépendants, un pour chaque couleur primaire.
Le modèle de couleurs YUV est le modèle de couleur de base de la diﬀusion au-
diovisuelle analogique pour télévision couleur. Le modèle de couleurs YUV est "dé-
rivé" du modèle RVB. Il comprend une composante appelée luminance (Y) et deux
autres composantes correspondants à deux diﬀérences de couleurs (U et V). La lumi-
nance peut être calculée comme une somme pondérée des composantes rouge, verte
et bleue ; les diﬀérences de couleurs, appelées aussi chrominances, sont formées en
ôtant la luminance aux composantes bleue et rouge. De nombreuses combinaisons de
valeurs YUV résultent en des valeurs RVB invalides puisque l’ensemble des couleurs
RVB possibles n’occupe qu’une partie de l’espace YUV. La Figure 3.5 montre le
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bloc de couleurs dans l’espace YUV qui correspond au cube de couleurs de l’espace
RVB (les valeurs RVB sont toujours normalisées entre 0 et 1).
Figure 3.5 – Modèle colorimétrique YUV. Les couleurs primaires R, V et B correspondent
à trois coins. Les couleurs dites secondaires : cyan, magenta et jaune correspondent à trois
autres coins. La couleur noire est à l’origine du repère et la couleur blanche au coin le plus
éloigné de l’origine.
Enﬁn le modèle de couleurs HSV (Hue, Saturation, Value en anglais ou TSV pour
Teinte, Saturation, Valeur en français) a pour but la manipulation des couleurs de
manière plus intuitive. La teinte (H) déﬁnie la couleur elle même. Les valeurs de
l’axe de teinte varient entre 0 et 360 en commençant et terminant par le rouge tout
en passant par le vert, le bleu et toutes les couleurs intermédiaires. La saturation
(S) indique le degré avec lequel la teinte diﬀère du gris neutre. Les valeurs varient
entre 0, qui indique une absence de saturation de couleur, et 1, qui représente la plus
grande saturation possible pour une couleur donnée sous une illumination donnée.
La composante d’intensité, appelée valeur (V), indique le niveau d’illumination. Elle
varie entre 0 (noir, aucune lumière) et 1 (blanc, pleine lumière). La valeur maximale
de saturation (S=1) est donc obtenue à V=1. L’espace de couleurs HSV est par
nature un cylindre mais il est plus généralement représenté sous forme de cône ou
encore de cône hexagonal (cf. Figure 3.6) car cette représentation déﬁnit le sous-
espace de l’espace HSV correspondant à des valeurs de RVB valides.
La ﬁgure 3.7 illustre la décomposition des couleurs d’une image sur les trois espaces
et leur représentation dans l’espace RVB (toutes les composantes sont ramenées à
l’intervalle discret [[0, 255]]).
3.2.2 Contours
La seconde catégorie de caractéristiques se base sur des informations de contours.
La détection des contours d’une image permet de réduire de manière signiﬁcative la
quantité de données utiles grâce à l’élimination des informations jugées moins perti-
nentes, et ce tout en préservant les propriétés structurelles importantes de l’image.
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Figure 3.6 – Modèle colorimétrique HSV. L’axe vertical représente la valeur V, le sommet
V=0 correspondant à la couleur noir.
(a) (b) (c)
Figure 3.7 – Décomposition des couleurs d’une image sur les trois espaces (a) RVB, (b)
YUV et (c) HSV et représentation de cette décomposition dans l’espace RVB.
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Au vu de la simplicité de la méthode, l’extraction d’informations de contours d’une
image passe en général par la recherche des maxima locaux de l’intensité du gradient
de celle-ci. Or puisque l’intensité d’une image numérique est discrète, les dérivées
de la fonction intensité (et par conséquent le gradient) ne peuvent pas être déﬁnies,
si ce n’est sous une hypothèse de continuité de la fonction intensité qui a été échan-
tillonnée. Le gradient ne peut par conséquent être qu’approximé, avec plus ou moins
de précision, en chaque point de déﬁnition d’échantillonnage de la fonction intensité
(approximation diﬀérence). Cette approximation du gradient se traduit par l’appli-
cation sur l’image de ﬁltres (représentés sous forme de matrices de convolution).
Il existe un très grand nombre de ﬁltres permettant, avec plus ou moins de réussite,
d’approximer le gradient d’intensité en tout point de l’image. Au vu de leur sim-
plicité, de leur rapidité d’exécution et de leurs résultats, somme toute peu précis,
mais représentant le bon compromis entre temps de traitement et eﬃcacité, nous
avons choisi d’utiliser les ﬁltres de Sobel [Sobel 1968]. Ces ﬁltres se présentent sous
la forme de deux matrices de convolution 3× 3 :⎛
⎝−1 0 1−2 0 2
−1 0 1
⎞
⎠
⎛
⎝−1 −2 −10 0 0
1 2 1
⎞
⎠
La convolution de chacune de ces matrices avec l’image d’entrée permet d’obtenir
une des composantes (resp. horizontale et verticale) de l’approximation du gradient
de l’image.
Une fois ces approximations obtenues à partir de l’image d’entrée en niveaux de
gris, il est alors possible de les représenter au niveau pixel de bien des manières
diﬀérentes, chacune de ces manières permettant de construire un type de caracté-
ristiques diﬀérentes. Parmi celles-ci on peut distinguer la construction d’un histo-
gramme d’orientation du gradient qui est relativement simple à calculer, contient
une information riche et a déjà été largement utilisé avec succès par le passé à des
ﬁns de détection et de reconnaissance [Freeman 1994] [Dalal 2005]. Le principe de
construction de l’histogramme local d’orientation des gradients pour un pixel donné
est le suivant : sont calculés, pour chaque pixel p d’une fenêtre de taille prédéﬁnie
(15× 15 dans notre cas) englobant notre pixel P d’intérêt et centrée en ce dernier,
l’approximation de la norme G du gradient en p donnée par (en notant Gx l’ap-
proximation du gradient horizontal en p et Gy l’approximation du gradient vertical
en p) :
G =
√
G2x +G
2
y (3.9)
ainsi que l’approximation de l’orientation Θ du gradient en p donnée par :
Θ = arctan(
Gy
Gx
) (3.10)
La valeur correspondant à la classe de l’histogramme contenant Θ est alors incrémen-
tée de GGN , GN correspondant à une constante de normalisation calculée relativement
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à l’ensemble des normes des gradients sur la fenêtre de travail. On obtient ﬁnalement,
pour chaque pixel P à traiter, un vecteur de caractéristiques dont les composantes
(8 dans notre cas) représentent chacune la somme des normes des gradients de la
fenêtre englobante locale dont l’orientation correspond à la classe représentée.
Le second type de caractéristiques que nous utilisons dans cette catégorie se base sur
un type de gradient particulier appelé gradient de Di Zenzo [Zenzo 1986]. La parti-
cularité de ce gradient, outre le fait qu’il n’opère plus sur la conversion en niveaux
de gris d’une image d’entrée couleurs mais directement sur les trois composantes
couleurs R, V et B de cette image, est qu’il tire partie, contrairement aux méthodes
dites de base pour le calcul de gradient sur une image multi-spectrale (par ex. la
conservation du maximum des valeurs absolues), de la coopération entre les com-
posantes de l’image. L’approximation de l’orientation Θ et de la norme F (Θ) du
gradient pour un pixel P donné sont déﬁnis par :{
Θ = 12 arctan(
2gxy
gxx−gyy )
F (Θ) = 12 {(gxx + gyy) + cos(2Θ)(gxx − gyy) + 2gxy sin(2Θ)}
(3.11)
avec
⎧⎪⎪⎨
⎪⎪⎩
gxx =
∣∣∂R
∂x
∣∣2 + ∣∣∂V∂x ∣∣2 + ∣∣∂B∂x ∣∣2
gyy =
∣∣∣∂R∂y ∣∣∣2 + ∣∣∣∂V∂y ∣∣∣2 + ∣∣∣∂B∂y ∣∣∣2
gxy =
∣∣∂R
∂x
∣∣ ∣∣∣∂R∂y ∣∣∣+ ∣∣∂V∂x ∣∣ ∣∣∣∂V∂y ∣∣∣+ ∣∣∂B∂x ∣∣ ∣∣∣∂B∂y ∣∣∣
(3.12)
où ∂C∂x représente l’approximation du gradient horizontal "classique" sur la com-
posante C en P et ∂C∂y représente l’approximation du gradient vertical "classique"
sur la composante C en P . Ce gradient est alors utilisé en lieu et place du gra-
dient précédent pour la construction du vecteur de caractéristiques représentant les
composantes de l’histogramme local d’orientation des gradients dans une fenêtre
englobante donnée.
3.2.3 Texture
A l’instar de la couleur, la texture est une composante clé de la perception humaine,
ce qui en fait une caractéristique essentielle à considérer dans les algorithmes de
détection ou de reconnaissance. Bien que chacun soit capable de reconnaitre une
texture, il est très diﬃcile d’en donner une déﬁnition. Contrairement à la couleur,
la texture se déﬁnit sur l’ensemble d’une région plutôt qu’au niveau d’un point.
La texture présente de nombreuses qualités parmi lesquelles on peut citer sa faible
sensibilité aux changements d’illumination. Elle peut être décrite en termes de direc-
tion, de grain, de contraste et bien d’autres encore. Cette diversité fait de la texture
une facette particulièrement intéressante de l’image qui résulte en une multitude
de représentations possibles. Nous avons choisi de nous intéresser à quatre d’entre
elles : les caractéristiques de texture d’Haralick, les modèles binaires locaux (LBP
en anglais pour Local Binary Pattern), les caractéristiques de Tamura et enﬁn le
spectre de texture.
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3.2.3.1 Caractéristiques d’Haralick
La construction des caractéristiques d’Haralick [Haralick 1973] se base sur le concept
de relation inextricable entre texture et tons (niveaux de gris) dans une image. Les
auteurs présentent une procédure d’extraction de propriétés de texture calculées
dans le domaine spatial et tenant compte de la nature statistique de la texture. Leur
procédure d’extraction se base sur l’hypothèse que toute l’information de texture
d’une image est contenue dans la relation spatiale "moyenne" que les tons de gris
entretiennent les uns avec les autres. Plus spéciﬁquement, les auteurs considèrent
que l’information de texture est spéciﬁée de manière adéquate par un ensemble de
matrices de dépendances spatiales, dîtes matrice de co-occurrence, entre tons de gris
calculées pour plusieurs relations angulaires et plusieurs distances entre tons de gris
voisins de l’image. Quatorze caractéristiques de texture sont alors extraites de ces
matrices angulaires de dépendances spatiales entre plus proches voisins. Le calcul
des diﬀérentes matrices s’eﬀectue comme suit : pour une distance d et un angle α
donnés, la composante P (i, j, d, α) de la matrice de fréquences Pd,α représente la
fréquence avec laquelle on retrouve dans l’image un pixel de niveau de gris i et un
pixel de niveau de gris j séparés d’une distance d dans la direction α. La ﬁgure 3.8
illustre la construction de quatre de ces matrices (pour les directions 0°, 45°, 90° et
135° et pour une distance de 1 sur une image fournie construite à partir de 4 tons
de gris).
Figure 3.8 – Construction de 4 matrices de fréquences telles que présentées par l’auteur
(image extraite de l’article original). (a) Image d’entrée 4 × 4 à 4 tons de gris (0 à 3). (b)
Forme générale de toutes les matrices de dépendance spatiale (
(i, j) représente le nombre de
fois où les tons de gris i et j sont considérés comme voisins). (c) à (f) Matrices de dépendance
spatiale calculées pour les quatre directions et une distance de 1. Source [Haralick 1973].
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Un ensemble de statistiques choisies est ensuite appliqué en parcourant l’ensemble
des matrices aﬁn d’obtenir les caractéristiques de texture.
L’inconvénient principal de l’utilisation de ces matrices est la quantité de ressources
nécessaires à leur stockage et à leur traitement. En eﬀet, chaque matrice compte
autant de lignes et de colonnes que de niveaux de gris utiles dans l’image d’entrée,
ce qui requiert un espace de stockage important. De plus, le calcul des diﬀérentes
caractéristiques nécessite un parcours complet de chaque matrice, résultant en un
très grand nombre d’opérations de base. La méthode de stockage développée en
2002 par Clausi et Zhao [Clausi 2002] permet de pallier ces problèmes. Elle se base
sur le fait que les matrices utilisées par Haralick sont très souvent éparses et que
ces valeurs nulles conduisent à eﬀectuer de nombreux calculs non nécessaires. Elle
se base également sur le fait que le stockage unique des valeurs non nulles sous
forme de liste chaînée ne s’avère eﬃcace en termes de rapidité de traitement que si
cette liste est triée, or ce tri est lui aussi très coûteux. L’idée mise en place par les
auteurs est de stocker les valeurs de co-occurrence non nulles (exprimées sous forme
de probabilité) au sein d’une structure hybride composée d’une liste doublement
chainée stockant réellement les diﬀérentes probabilités et permettant l’application
très rapide des statistiques choisies et d’une table de hachage stockant, pour une
paire de niveaux de gris donnée, un pointeur pointant sur l’élément correspondant
à cette paire dans la liste et permettant un accès très rapide à chaque noeud de la
liste précédente (cf. Figure 3.9).
Figure 3.9 – Principe de construction de la structure hybride. (A) Image d’entrée à quatre
niveaux de gris (0 à 3). (B) Matrice de co-occurrence correspondante (probabilités) à la
manière d’Haralick pour une distance de 1 et une direction α = 0°. (C) Matrice de co-
occurrence correspondante pour une distance de 1 et la combinaison des deux directions
α = 0° et α = 180°. (D) Structure hybride correspondante. Source [Clausi 2002].
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Caractéristique Equation
Dissimilarité DIS =
∑G
i,j=1Cij |i− j|
Uniformité UNI =
∑G
i,j=1C
2
ij
Entropie ENT = −∑Gi,j=1Cij log(Cij)
Contraste CON =
∑G
i,j=1Cij(i− j)2
Corrélation COR =
∑G
i,j=1
(i−μx)(j−μy)Cij
σxσy
Table 3.1 – Caractéristiques utilisées au sein de l’Ensemble Tracking Modulaire. Cij
représente la probabilité de co-occurrence stockée dans la structure hybride pour les
niveaux de gris i et j . G représente le nombre de niveaux gris présents dans l’image.
Enﬁn (μx, μy) et (σx, σy) représentent respectivement les moyennes et écarts-type
pour la ligne i et la colonne j dans la matrice de co-occurrence.
Cette structure permet à la fois de réduire l’espace nécessaire au stockage des in-
formations et de réduire également considérablement les temps de traitement néces-
saires au calcul des diﬀérentes caractéristiques.
De nombreuses études sur les caractéristiques d’Haralick et notamment une étude
réalisée par Baraldi et Parmiggiani [Baraldi 1995] indiquent que seules quelques-
unes de ces caractéristiques représentent eﬀectivement des descripteurs de texture
eﬃcaces au vu de leur invariance à la translation et au changement d’échelle. La
façon de calculer chacune de ces caractéristiques en utilisant la structure hybride
décrite ci-dessus est reprise dans la table 3.2.3.1. La dissimilarité et le contraste me-
surent le degré de régularité et d’harmonie de la texture. L’uniformité et l’entropie
renseignent sur le degré de répétition au sein des paires de niveaux de gris et enﬁn
la corrélation décrit le niveau de corrélation existant entre ces mêmes paires.
3.2.3.2 Local Binary Pattern
Le second type de caractéristiques de texture utilisé dans l’Ensemble Tracking Mo-
dulaire est un histogramme de motifs binaires locaux. Les motifs binaires locaux
(LBP en anglais pour Local Binary Pattern [Ojala 2002]) permettent d’extraire cer-
tains motifs réguliers dans l’image, autrement dit une texture. La texture T d’un
voisinage local d’une image en niveaux de gris est déﬁnie comme la distribution
jointe des niveaux de gris de P (P > 1) pixels de l’image :
T = t(gc, g0, ..., gp−1) (3.13)
où gc correspond au niveau de gris du pixel central du voisinage local et les gp
(p ∈ [0, P −1]) correspondent aux niveaux de gris de P pixels également espacés sur
un cercle de rayon R (R > 0). En considérant les coordonnées de gc comme origine
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du repère, les coordonnées de chaque gp sont données par (−R sin(2pπP ), R cos(2pπP )),
le niveaux de gris des voisins ne correspondant pas exactement au centre d’un pixel
étant estimé par interpolation. La ﬁgure 3.10 illustre diﬀérents voisinages obtenus
pour diﬀérentes valeurs du couple (P,R).
Figure 3.10 – Exemples de voisinages obtenus pour diﬀérentes valeurs de (P,R).
Source [Ojala 2002].
Partant de ces déﬁnitions de texture et de voisinage, les auteurs déﬁnissent tout
d’abord un motif binaire local invariant à toute transformation monotone de l’échelle
des niveaux de gris, LBPP,R. Pour chaque pixel (x, y) (gc = g(x, y)) :
LBPP,R(x, y) =
P−1∑
p=0
2pδ(gp − g(x, y)) (3.14)
où δ(.) représente la fonction de Heaviside prenant la valeur 0 en tout réel négatif et
la valeur 1 partout ailleurs. Un exemple de calcul de ce motif est donné en ﬁgure 3.11.
Figure 3.11 – Exemple de calcul de motif LBP8,1. Le voisinage est tout d’abord seuillé
(fonction de Heaviside) puis pondéré relativement à la position de chaque pixel. Enﬁn le
motif est obtenu via la somme des pondérations utiles.
La déﬁnition de ce motif combiné au fait que le voisinage construit soit circulairement
symétrique a permis aux auteurs de déﬁnir un second motif, lui aussi invariant
à toute transformation monotone de l’échelle des niveaux de gris mais également
invariant à toute rotation de l’image, LBP riP,R. Pour tout pixel (x, y), le calcul de ce
motif est donné par :
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LBP riP,R(x, y) = min {ROR(LBPP,R(x, y), i)|i ∈ [[0, P − 1]]} (3.15)
où ROR(a, i) correspond au résultat de i décalages circulaires successifs vers la
droite des bits du nombre a (codé sur P bits). LBP riP,R quantiﬁe ainsi les statistiques
d’occurrence de modèles individuels invariant en rotation correspondant à certaines
micro-caractéristiques de l’image. La ﬁgure 3.12 illustre les 36 uniques motifs binaires
locaux invariants en rotation possibles dans le cas de P = 8. A titre d’exemple, le
motif 0 permet de détecter les tâches claires, le motif 8 les tâches sombres et les
surfaces monotones et le motif 4 les contours.
Figure 3.12 – Liste des 36 uniques motifs binaires locaux invariant en rotation possibles
pour LBP ri8,R. Les points noirs et blancs correspondent respectivement aux valeurs de bit 0
et 1 dans la sortie sur 8 bits de l’opérateur ROR(.). Source [Ojala 2002].
Les histogrammes d’occurrences étant des descripteurs très eﬃcaces pour des problé-
matiques de détection ou de reconnaissance, nous avons naturellement décidé d’uti-
liser ce type de caractéristiques sous la forme d’un tel histogramme. Pour chaque
échantillon utilisé, un histogramme à 8 classes est construit sur une fenêtre en-
globante de taille 15× 15 (chaque composante représente le nombre de pixels de la
fenêtre englobante dont le motif LBP correspond à la classe représentée) et le vecteur
de caractéristiques de cet échantillon est alors constitué des diﬀérentes composantes
de cet histogramme.
3.2.3.3 Caractéristiques de Tamura
Tamura et al. ont pris le parti de séparer les caractéristiques de texture correspon-
dant à la perception visuelle humaine. Ils ont ainsi déﬁni six caractéristiques [Ta-
mura 1978] et les ont comparées les unes aux autres par le biais de mesures psycho-
logiques sur des sujets humains. Les résultats obtenus ont permis de mettre en avant
deux caractéristiques : la grossièreté et le contraste. Chacune de ces caractéristiques
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est calculée, pour un pixel donné, sur une fenêtre englobante (de taille 35× 35 dans
notre cas).
La grossièreté entretient une relation directe avec l’échelle utilisée et avec les taux
de répétition. Cette caractéristique est vue par Tamura et al. comme la caractéris-
tique de texture la plus fondamentale. Elle tente d’identiﬁer l’échelle la plus grande
pour laquelle une texture existe. Elle est calculée en plusieurs étapes. Les intensités
moyennes sur des voisinages dont les dimensions sont des multiples de deux sont
tout d’abord calculées. A titre d’exemple, la moyenne au point (x, y) calculée sur le
voisinage de dimension 2k × 2k est donnée par
Mk(x, y) =
x+2k−1−1∑
i=x−2k−1
y+2k−1−1∑
j=y−2k−1
I(i, j)
22k
(3.16)
où I(x, y) représente le niveau de gris du pixel aux coordonnées (x, y). Pour chaque
point, les diﬀérences entre les paires de moyennes correspondant aux voisinages non-
chevauchant sur les côtés opposés du point dans les directions horizontale et verticale
sont alors calculées. A titre d’exemple, le cas horizontal est donné par
Ek,h(x, y) =
∣∣∣Mk(x+ 2k−1, y)−Mk(x− 2k−1, y)∣∣∣ (3.17)
Pour chaque point toujours, la taille kopt de k maximisant E soit dans la direction
horizontale soit dans la direction verticale est conservée. La mesure de grossièreté
du point central de la fenêtre englobante est alors calculée comme la moyenne des
valeurs kopt sur tous les pixels de la fenêtre.
Le contraste tente, quant à lui, de capturer l’intervalle dynamique de niveaux de
gris conjointement à la polarisation de la distribution des blancs et des noirs dans
l’image. L’intervalle est mesuré en utilisant l’écart-type σ des niveaux de gris sur la
fenêtre englobante et la polarisation est mesurée en utilisant le kurtosis α4 calculé
sur cette même fenêtre. La mesure de contraste est alors déﬁnie par
Fcont =
σ
α
1/4
4
(3.18)
Le kurtosis est calculé en divisant le quatrième moment autour de la moyenne par
le carré de la variance
α4 =
μ4
σ4
=
∑
i
∑
j(I(i, j)− μ)4
Nσ4
(3.19)
où μ représente la moyenne des intensités sur la fenêtre englobante, I(i, j) représente
l’intensité du pixel (i, j) et N représente la surface de la fenêtre. Le vecteur de
caractéristique de chaque échantillon p est donc composé de la mesure de grossièreté
et de la mesure de contraste calculées en p.
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3.2.3.4 Spectre de texture
Le but du spectre de texture [He 1991] est l’extraction d’informations de texture
locales à partir du voisinage d’un pixel. Le voisinage utilisé est ici de taille 3 × 3.
En notant l’intensité du pixel central V0 et l’intensité de chaque pixel voisin Vi,
l’ensemble considéré comme la plus petite unité complète de l’image considérée est
V = {V0, V1, ..., V8}. L’unité de texture correspondant à cet ensemble est déﬁnie par
TU = {E1, ..., E8} avec
∀i ∈ [[1, 8]], Ei =
⎧⎨
⎩
0 si Vi ≤ (V0 −Δ)
1 si (V0 −Δ) < Vi ≤ (V0 +Δ)
2 si Vi > (V0 +Δ)
(3.20)
En se basant sur l’équation ci-dessus, chaque élément peut se voir assigner une des
trois valeurs possibles, ce qui amène le nombre total d’unités de texture possibles
pour ces 8 éléments à 38 = 6561. Le numéro d’unité de texture est alors déﬁni par
l’équation suivante :
NUT =
8∑
i=1
Ei × 3i−1 (3.21)
avec NUT pouvant par conséquent varier entre 0 et 6560.
L’ensemble des 6561 unités de texture correspond aux relations entre niveaux de
gris relatifs entre un pixel et ses voisins dans toutes les directions possibles ; c’est
à dire à l’aspect de texture local d’un pixel donné relativement à son voisinage.
L’idée de base de l’approche par spectre de texture est de transformer une image
en utilisant les unités de texture et de caractériser sa texture globale grâce à son
spectre de texture. Le spectre de texture peut être déﬁni comme la fonction de
fréquence d’occurrence de toutes les unités de texture et peut par conséquent être
représenté par un histogramme d’occurrence de ces unités.
Par conséquent, pour chaque échantillon utilisé dans l’Ensemble Tracking Modu-
laire, un histogramme à N classes (8 dans notre cas) est construit sur une fenêtre
englobante (de taille 35 × 35 dans notre cas). Chaque composante de cet histo-
gramme représente alors le nombre de pixels de la fenêtre pour lesquels le numéro
d’unité de texture correspond à la classe représentée. Le vecteur de caractéristiques
de cet échantillon est alors constitué des diﬀérentes composantes de cet histogramme.
Nous avons présenté dans ce chapitre une nouvelle méthode de suivi d’objet basée
sur la méthode Ensemble Tracking et intégrant, par rapport à cette dernière, deux
améliorations principales. Nous nous sommes tout d’abord concentrés sur la sépa-
ration de l’espace hétérogène des caractéristiques en un ensemble de sous-espaces
homogènes (modules) et sur l’application, sur chacun d’eux, d’un algorithme basé
Ensemble Tracking.
Dans un second temps, nous nous sommes tournés vers l’apport d’une solution à la
nouvelle problématique de suivi induite par cette séparation des espaces, à savoir
la construction d’un ﬁltre particulaire spéciﬁque exploitant une pondération des
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diﬀérents modules utilisés aﬁn d’estimer à la fois, pour chaque image de la séquence,
la position et les dimensions de l’objet suivi ainsi que la combinaison linéaire des
diﬀérentes décisions modulaires conduisant à l’observation la plus discriminante.
Enﬁn, nous avons présenté l’ensemble des diﬀérents modules eﬀectivement implé-
mentés actuellement au sein de la méthode.
De nombreux tests d’exécution de la méthode et de comparaison de cette dernière
aux méthodes dîtes classiques ont été eﬀectués et le chapitre suivant présente un
ensemble représentatif des diﬀérents résultats obtenus.
De plus, l’objectif premier de ces travaux étant leur intégration dans l’environnement
industriel de la société Prynεl®, l’ensemble de la méthode présentée a été portée et
validée au sein de l’enregistreur numérique de la société. L’intégralité de ce portage
est présenté en Annexe A.
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Ce chapitre présente diﬀérents résultats relatifs au fonctionnement de la méthode
développée. Ces résultats permettent d’illustrer le bon fonctionnement de la méthode
et de comparer son eﬃcacité avec celle de méthodes dîtes classiques.
4.1 Bases de test et méthodologie
4.1.1 Bases de test
Les séquences vidéos utilisées pour réaliser les diﬀérents tests présentés peuvent être
regroupées en cinq catégories.
La séquence utilisée aﬁn d’illustrer le bon fonctionnement de la pondération automa-
tique des modules (section 4.2.1) est une séquence simulée présentant le mouvement
ellipsoïde d’un rectangle texturé sur diﬀérents types de fond.
Les résultats de suivi sur caméra mobile (section 4.2.2) et une partie des résultats
présentant l’apport de la sélection aléatoire des pixels (section 4.3.1) ont, quant à
eux, été obtenus relativement à une séquence maison enregistrée sur caméra mobile
dans les locaux de la société Prynεl. Celle-ci présente le suivi d’un livre en mouve-
ment dans une scène de bureau classique.
La troisième catégorie, correspondant à la majorité des séquences utilisées dans les
diﬀérents tests présentés, regroupe un ensemble de séquences extraites de la base de
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vidéos CAVIAR 1 (1st et 2nd sets). Ces séquences présentent deux types de scène : le
hall d’entrée d’un laboratoire et le couloir principal d’un centre commercial. La base
de données fournit également l’ensemble des données de vérité terrain pour chacune
des séquences utilisées.
La séquence étudiée aﬁn d’illustrer le bon fonctionnement de la mise à l’échelle sur
caméra de centre optique mobile (section 4.2.2) est une séquence du cinquième jeu
de données de la collection de vidéos PETS2001 2, représentant diﬀérents véhicules
en mouvement sur une autoroute ﬁlmés depuis un autre véhicule, lui aussi en mou-
vement.
Enﬁn la dernière catégorie, correspondant à la seconde moitié des résultats de com-
paraison aux méthodes classiques (section 4.4.2), est basée sur une séquence maison
créée, utilisée et partagée 3 par S. Stalder et H. Grabner du laboratoire de vision
par ordinateur de Zurich dans le cadre de leurs travaux [Stalder 2009] sur le suivi
d’objet.
4.1.2 Méthodologie
Comme le laisse supposer la section précédente, trois ensembles d’expérimentations
ont été eﬀectués.
Le premier (section 4.2) démontre, en utilisant les résultats de suivi sur une séquence
simulée spéciﬁque ainsi que les images de sortie du suivi sur trois séquences (de la
base CAVIAR, de la base PETS2001 et de la société Prynεl), plusieurs propriétés
spéciﬁques de notre algorithme : la pondération automatique des modules utilisés,
la mise à l’échelle automatique de la cible sur caméra ﬁxe et sur caméra de centre
optique mobile et enﬁn le fonctionnement du suivi sur caméra mobile.
Le second ensemble (section 4.3) mesure l’inﬂuence de chacun des paramètres de
la méthode par comparaison de divers paramètres qualitatifs du suivi choisis parmi
l’ensemble suivant : la moyenne et l’écart-type de la diﬀérence entre l’abscisse du
centre du rectangle englobant détecté et l’abscisse du centre issue de la vérité ter-
rain (fournie par la base CAVIAR), la moyenne et l’écart-type de la diﬀérence entre
l’ordonnée du centre du rectangle englobant détecté et l’ordonnée du centre issue de
la vérité terrain, la moyenne et l’écart-type de la distance euclidienne séparant ces
deux centres, la moyenne et l’écart-type des diﬀérences de largeurs entre le rectangle
englobant détecté et le rectangle issu de la vérité terrain, la moyenne et l’écart-type
des diﬀérences de hauteurs entre le rectangle englobant détecté et le rectangle issu
de la vérité terrain, la moyenne et l’écart-type de la distance euclidienne séparant
les points dont les coordonnées sont les dimensions de chacun de ces rectangles, le
statut de suivi (OK pour un suivi avec succès de bout en bout et KO pour une
perte de cible) ou encore les temps de traitement moyens observés par image sur
l’ensemble d’une exécution. Concernant ce dernier point, l’intégralité des temps de
1. http ://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
2. http ://www.cvg.cs.rdg.ac.uk/PETS2001/pets2001-dataset.html
3. http ://www.vision.ee.ethz.ch/boostingTrackers/videos/
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traitement présentés a été obtenue par exécution avec initialisation manuelle de l’En-
semble Tracking Modulaire, implémenté en C++, sur un PC équipé d’un processeur
Intel® Core 2 Duo E8500 cadencé à 3.16GHz et de 4Go de RAM DDR2.
Dans le troisième et dernier ensemble d’expérimentations (section 4.4), notre al-
gorithme est comparé à diﬀérents algorithmes classiques sur une ou plusieurs sé-
quences de référence : l’Ensemble Tracking Modulaire est comparé à l’Ensemble
Tracking de manière numérique sur six séquences de la base CAVIAR, à l’algorithme
CAMShift [Bradski 1998] de manière visuelle (en utilisant les images de sortie du
suivi) sur une séquence de la base CAVIAR et aux trois algorithmes On-line Boos-
ting [Grabner 2006], Semi-supervised On-line Boosting [Grabner 2008] et Beyond
Semi-supervised Tracking [Stalder 2009] de manière visuelle sur une séquence four-
nie par S. Stalder et H. Grabner.
4.2 Présentation des résultats
4.2.1 Pondération des modules
La ﬁgure 4.1 illustre les résultats de suivi de l’algorithme sur une séquence simulée et
plus particulièrement l’évolution de la pondération des modules au ﬁl de la séquence.
La séquence utilisée présente un rectangle texturé (parsemé de points blancs) de
couleur verte se déplaçant le long d’une ellipse et traversant tour à tour trois fonds
distincts : un fond uni de couleur violette, un fond uni de couleur verte (identique au
vert de l’objet) et enﬁn un fond texturé de couleur violette (de texture identique à
celle de l’objet). Les résultats présentés ont été obtenus en utilisant deux modules :
un module de couleur (RVB) et un module de texture (LBP). Les images (a), (b)
et (c) correspondent à trois instants clés de la séquence. L’image (d) présente les
résultats de suivi à proprement parler sous la forme d’une comparaison entre la
trajectoire réelle du centre du rectangle et la trajectoire "détectée" de ce même
point. Enﬁn les courbes de l’image (e) présentent l’évolution de la pondération de
chaque module au ﬁl de la séquence.
Durant la première phase de la séquence, l’objet se rapproche de la zone de même
couleur. Le nombre de pixels testés appartenant au fond et de même couleur que
l’objet ne fait qu’augmenter d’une image à l’autre, diminuant de fait la ﬁabilité
du module de couleur (sans modiﬁcation de la ﬁabilité du module de texture). Le
ﬁltre, en se basant sur ces ﬁabilités, diminue donc le poids du module RVB et
augmente par conséquent celui du module LBP (somme des poids normalisée) pour
atteindre un maximum lors de l’entrée totale du rectangle dans la zone de même
couleur (a). Lors du passage de la première zone à la zone de même texture que celle
de l’objet mais de couleur diﬀérente (seconde zone (b)), la tendance s’inverse. Le
module LBP devient non ﬁable et le module RVB regagne en ﬁabilité. Ce revirement
conduit le ﬁltre à échanger le poids des modules, augmentant le poids du module
RVB et diminuant celui du module LBP. Lorsque l’objet s’approche ﬁnalement de
la bordure entre la seconde zone et le reste de l’image (c), la ﬁabilité du module
LBP augmente de nouveau (sans modiﬁcation de la ﬁabilité du module RVB), ce qui
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entraine une ré-augmentation progressive de son poids pour atteindre quasiment le
même niveau que celui du module de couleur à la ﬁn de la séquence. Cette séquence
illustre parfaitement la gestion automatique du poids des modules par le ﬁltre, ce
qui permet automatiquement d’éviter que des informations non ﬁables ne viennent
biaiser la prise de décision ﬁnale sur la position de l’objet.
(a) (b) (c)
(d) (e)
Figure 4.1 – Pondération automatique des modules. (a), (b) et (c) : résultats de suivi
correspondants respectivement aux images 240, 316 et 380 de la séquence (le rectangle
solide correspond à l’objet et le rectangle en pointillés à la région d’intérêt). (d) : résultat
de suivi sur la séquence. La ligne en pointillés représente la trajectoire réelle du centre de
l’objet dans le repère image (vérité terrain) et la ligne solide la trajectoire extraite du suivi
dans ce même repère. Les paramètres de l’erreur sont calculés relativement à la distance
Euclidienne séparant le centre du rectangle réel du centre observé image par image. (e) :
évolution de la pondération (moyennée sur l’ensemble des particules) des modules au ﬁl de
la séquence (les images a, b et c sont reportées sur les courbes).
4.2.2 Suivi et mise à l’échelle sur caméras ﬁxes et mobiles
La ﬁgure 4.2 (resp. 4.3) illustre la mise à l’échelle automatique de la cible lors d’un
suivi par Ensemble Tracking Modulaire sur caméra ﬁxe (resp. sur caméra de centre
optique mobile).
La première correspond au suivi d’un piéton sur une séquence de la base de vidéos
CAVIAR (2nd set). Au ﬁl de la séquence, le piéton suivi s’éloigne de la caméra. La
seconde correspond au suivi d’une voiture en mouvement ﬁlmée depuis un autre
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Figure 4.2 – Mise à l’échelle sur caméra ﬁxe. Le rectangle en trait plein correspond au
rectangle englobant la cible alors que le rectangle en pointillés correspond à la région d’in-
térêt.
Figure 4.3 – Mise à l’échelle sur caméra de centre optique mobile. Le rectangle en trait plein
correspond au rectangle englobant la cible alors que le rectangle en pointillés correspond à
la région d’intérêt.
véhicule, lui aussi en mouvement sur une autoroute. Cette séquence est extraite du
cinquième jeu de données de la collection de vidéos PETS2001. Tout au long de la
séquence, le véhicule équipé de la caméra roule sur la voie centrale de l’autoroute
tandis que la voiture suivie passe de la voie centrale, en début de séquence, à la
voie de gauche en ﬁn de séquence, tout en se rapprochant de la caméra.
Le vecteur d’état du ﬁltre particulaire inclut les dimensions de l’objet suivi. Cette
déﬁnition permet au ﬁltre, durant la phase de propagation, d’explorer l’espace des
dimensions possibles et ainsi de gérer les changements d’échelle de l’objet suivi en
mettant à jour si nécessaire ses dimensions au sein des particules. Ainsi, lorsque le
piéton de la première séquence s’éloigne de la caméra (resp. la voiture de la seconde
séquence se rapproche de la caméra), la largeur et la hauteur de l’objet diminuent
(resp. augmentent) au sein des particules, ce qui a pour eﬀet de rétrécir (resp.
d’agrandir) le rectangle englobant moyen (représenté par un trait continu).
Outre la réduction des dimensions du rectangle englobant due à un éloignement
de la cible sur la première séquence, on constate également que ce même rectangle
n’englobe pas entièrement la personne suivie. Cette "erreur" de détection est due à
la manière dont sont déﬁnies les particules du ﬁltre et à la manière dont est calculé
le score de chacune d’entre elles. L’explication détaillée de ce phénomène est reprise
dans l’analyse de la ﬁgure 4.8.
Comme illustré précédemment, l’algorithme Ensemble Tracking Modulaire permet
de suivre eﬃcacement un objet sur caméra ﬁxe. Cependant, de par sa déﬁnition, il
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est également capable de suivre sans diﬃcultés un objet sur caméra mobile (caméra
en site-azimut-zoom), comme le montre la ﬁgure 4.4.
Figure 4.4 – Suivi sur caméra mobile (site-azimut-zoom). Le rectangle en trait plein cor-
respond au rectangle englobant la cible alors que le rectangle en pointillés correspond à la
région d’intérêt.
L’Ensemble Tracking Modulaire permet de suivre un objet par (re)détection de ce
dernier sur les images successives d’une séquence. L’hypothèse de base de la méthode
(induite par la mise en place de l’algorithme d’échantillonnage) est que la position de
l’objet varie peu d’une image à l’autre. Il est, par conséquent, tout naturel d’obtenir
des résultats de suivi équivalents sur caméras ﬁxes et sur caméras en site-azimut-
zoom dont la vitesse de rotation est limitée puisque mouvements de la cible et
mouvements de la caméra peuvent alors être confondus.
4.3 Inﬂuence des paramètres
4.3.1 Apport de la sélection aléatoire
Les tableaux 4.1 et 4.2 reprennent les temps de traitement mesurés relativement
à la variation de deux paramètres (l’activation ou non de l’étape de mise à jour
mise en parallèle avec l’activation ou non de l’algorithme d’échantillonnage) lors
du suivi d’un objet sur deux séquences vidéos distinctes dont l’initialisation (objet
sélectionné) est illustrée respectivement sur les ﬁgures 4.5 et 4.6.
La première séquence vidéo, intitulée Grabner2, est une séquence maison fournie
par S. Stalder et H. Grabner du laboratoire de vision par ordinateur de Zurich.
La séquence présente un motif texturé en mouvement alternant entre visibilité
totale, occlusions partielles et occlusions totales dans une scène de bureau classique.
La seconde séquence, intitulée Dictionnaire, est également une séquence maison.
Enregistrée sur caméra mobile, dans les locaux de la société Prynεl, elle présente
le suivi d’un dictionnaire de couleur bleue en mouvement dans une autre scène de
bureau classique.
Les résultats présentés reﬂètent l’évolution des temps de traitement moyens durant
les étapes d’initialisation et de traitement (avec ou sans mise à jour) lors du
passage d’une sélection exhaustive de l’ensemble des pixels de la région d’intérêt
à un échantillonnage des pixels traités sur les deux séquences. Dans les huit
cas présentés ici, et plus généralement dans 95% des tests eﬀectués, la qualité
du suivi (non présentée) est restée équivalente, quelle que soit la méthode de
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Mise à jour Sélection Temps Initialisation Temps Traitement
Non Aléatoire 43.9 ms 16.6 ms
Non Exhaustive 944.9 ms 139.1 ms
Oui Aléatoire 40.1 ms 35.4 ms
Oui Exhaustive 946.1 ms 998.1 ms
Graphiques
Table 4.1 – Temps de traitement mesurés sur la séquence Grabner2. Les temps
reﬂètent l’activation ou non de l’étape de mise à jour (1ère colonne) et l’activation ou
non de l’étape d’échantillonnage (2ème colonne). Les temps de traitement présentés
correspondent respectivement à l’étape d’initialisation (3ème colonne) sur la première
image de la séquence et à la moyenne des temps mesurés sur l’ensemble des autres
images de la séquence (4ème colonne). Les deux graphiques reprennent l’ensemble des
informations présentées et illustrent, visuellement, les ordres de grandeur obtenus
(le remplissage uni rouge correspond à la sélection exhaustive et le remplissage par
rayures horizontales bleues à la sélection aléatoire).
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Mise à jour Sélection Temps Initialisation Temps Traitement
Non Aléatoire 46.7 ms 17.2 ms
Non Exhaustive 950.6 ms 62.8 ms
Oui Aléatoire 43.5 ms 36.6 ms
Oui Exhaustive 883.7 ms 866.6 ms
Graphiques
Table 4.2 – Temps de traitement mesurés sur la séquence Dictionnaire. Les temps
reﬂètent l’activation ou non de l’étape de mise à jour (1ère colonne) et l’activation ou
non de l’étape d’échantillonnage (2ème colonne). Les temps de traitement présentés
correspondent respectivement à l’étape d’initialisation (3ème colonne) sur la première
image de la séquence et à la moyenne des temps mesurés sur l’ensemble des autres
images de la séquence (4ème colonne). Les deux graphiques reprennent l’ensemble des
informations présentées et illustrent, visuellement, les ordres de grandeur obtenus
(le remplissage uni rouge correspond à la sélection exhaustive et le remplissage par
rayures horizontales bleues à la sélection aléatoire).
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Figure 4.5 – Initialisation de l’objet suivi
sur la séquence Grabner2. Le rectangle so-
lide représente l’objet suivi et le rectangle
en pointillés représente la région d’intérêt.
Figure 4.6 – Initialisation de l’objet suivi
sur la séquence Dictionnaire. Le rectangle
solide représente l’objet suivi et le rectangle
en pointillés représente la région d’intérêt.
sélection des pixels choisie. On peut en conclure que l’échantillonnage ne dégrade
que très faiblement et très rarement les performances qualitatives de l’algorithme
et n’inﬂue, par conséquent, que sur les ressources utilisées. Au regard des deux
tableaux présentés ici, on constate très clairement que le temps de traitement
nécessaire à l’étape d’initialisation se trouve réduit dans chaque cas de 95% au
minimum lors du passage d’une sélection exhaustive à un échantillon de pixels.
Cette baisse signiﬁcative des temps de traitement s’explique naturellement au vu
de l’algorithme de construction des classiﬁeurs faibles employé (la construction de
ces classiﬁeurs étant l’étape principale de l’initialisation). Chaque classiﬁeur faible
est le résultat de plusieurs produits matriciels dans lesquels les dimensions des
matrices en jeu sont directement liées au nombre de pixels utilisés. La réduction
du nombre d’échantillons réduit donc la taille des matrices et, par conséquent, le
temps nécessaire au calcul des diﬀérents classiﬁeurs faibles. En ce qui concerne les
temps mesurés durant l’étape de traitement, on peut distinguer deux cas. Lorsque
la mise à jour des classiﬁeurs forts est désactivée, on constate une réduction des
temps de traitement de l’ordre de 80%. Celle-ci s’explique par la manière dont est
calculé le score de chaque particule. Ce dernier résulte d’une combinaison entre
la conﬁance moyenne calculée sur l’ensemble des pixels testés à l’intérieur de la
région courante et la conﬁance moyenne calculée sur les pixels testés à l’extérieur.
Pour chaque particule, on parcourt donc l’ensemble des pixels utilisés aﬁn de
discerner les pixels internes des pixels externes. Une réduction du nombre de pixels
utilisés permet donc le réduire le temps de calcul du score de chaque particule
et de répercuter ce gain sur l’ensemble des particules. Lorsque la mise à jour est
activée, on constate une réduction de l’ordre de 95%. La mise à jour étant déﬁnie
comme une suppression et un ajout de classiﬁeurs faibles et celle-ci prenant le pas
sur l’ensemble des autres traitement, on se retrouve avec un cas équivalent au cas
d’initialisation et par conséquent un gain du même ordre.
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La ﬁgure 4.8 présente l’inﬂuence de la taille de la région d’intérêt sur diﬀérents para-
mètres qualitatifs du suivi : les temps de traitement moyens observés, la moyenne et
l’écart-type de la diﬀérence entre l’abscisse du centre du rectangle englobant détecté
et l’abscisse du centre issue de la vérité terrain, la moyenne et l’écart-type de la
diﬀérence entre l’ordonnée du centre du rectangle englobant détecté et l’ordonnée
du centre issue de la vérité terrain et enﬁn la moyenne et l’écart-type de la distance
euclidienne séparant ces deux centres. Tous les résultats présentés correspondent à
une moyenne des moyennes calculée sur cinq exécutions successives (cette valeur est
jugée représentative au regard de chacun des écart-types calculés, relativement à
chaque paramètre mesuré et chaque taille de région d’intérêt étudiée, sur l’ensemble
des cinq exécutions (cf. table 4.3)). Les temps de traitement présentés comprennent
le temps nécessaire à la génération de données de log (notamment sur la position de
sortie). Ce temps nécessaire est considéré comme constant au ﬁl de la séquence et
constant d’une exécution à une autre. La séquence vidéo utilisée est une séquence
de la base CAVIAR intitulée TwoEnterShop2cor, restreinte pour notre utilisation
aux images 740 à 1087 et pour laquelle l’initialisation est eﬀectuée sur la personne
présente au premier plan sur la première image (cf. ﬁgure 4.7).
Figure 4.7 – Première image de la restriction de la séquence CAVIAR TwoEnterShop2cor
étudiée. L’initialisation de l’algorithme est eﬀectuée sur la personne présente au premier
plan (ouvrier en bleu foncé).
Comme le montre le graphique présenté, la taille de la région d’intérêt n’inﬂue de
manière signiﬁcative ni sur les temps de traitement mesurés, ni sur les résultats
observés. Ceci s’explique simplement par le rôle de la région d’intérêt au sein de
l’algorithme. En eﬀet, celle-ci n’est utilisée que pour restreindre la zone de tirage
des pixels à utiliser. A chaque itération, un tirage aléatoire est eﬀectué aﬁn de dé-
terminer l’ensemble des pixels à utiliser. Les paramètres de ce tirage (moyenne et
variance) sont déterminés relativement à la dernière position observée de l’objet
(position + dimensions). Le tirage est ainsi paramétré de sorte que la moitié (en-
viron) des pixels à utiliser soit tirée à l’intérieur du rectangle englobant l’objet et
l’autre moitié à l’extérieur. Pour chaque pixel tiré, une étape supplémentaire vériﬁe
sa position par rapport à la région d’intérêt et le pixel n’est conservé que s’il se
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Figure 4.8 – Inﬂuence de la taille de la région d’intérêt sur le suivi. Le graphique présente,
pour diﬀérentes tailles de région d’intérêt (multiples impairs de la taille objet), la moyenne
des temps de traitement observés ainsi que la moyenne et l’écart-type mesurés en calculant
la diﬀérence des abscisses, la diﬀérence des ordonnées et la distance euclidienne entre le
centre de l’objet détecté et le centre enregistré dans la vérité terrain.
Taille région Temps de Moyenne (pixels) Ecart-Type (pixels)
d’intérêt traitement (ms) Abs. Ord. Eucl. Abs. Ord. Eucl.
3× 3 0, 63 0, 13 0, 69 0, 68 0, 13 0, 69 0, 73
5× 5 0, 27 0, 18 1, 33 1, 35 0, 20 1, 03 1, 07
7× 7 0, 82 0, 18 1, 17 1, 19 0, 24 1, 69 1, 74
9× 9 0, 64 0, 09 0, 26 0, 27 0, 13 0, 30 0, 33
Table 4.3 – Ecart-type de chacun des paramètres qualitatifs du suivi calculé sur les
cinq exécutions présentées. Les faibles valeurs présentées ici témoignent de l’aspect
représentatif de la moyenne des moyennes calculée sur cinq exécutions successives.
Abs. représente la diﬀérence entre l’abscisse du centre du rectangle englobant détecté
et l’abscisse du centre issue de la vérité terrain, Ord. la diﬀérence entre l’ordonnée
du centre du rectangle englobant détecté et l’ordonnée du centre issue de la vérité
terrain et Eucl. la distance euclidienne séparant ces deux centres.
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trouve à l’intérieur de celle-ci. Chaque pixel écarté donne alors lieu à un nouveau
tirage. La région d’intérêt permet donc uniquement de limiter la disparité des pixels
utilisés en restreignant les diﬀérences d’abscisses et d’ordonnées entre le pixel tiré
et le rectangle englobant l’objet.
Le graphique révèle cependant une erreur en ordonnée relativement importante sur
l’ensemble des jeux de données. Cette erreur, constatée uniquement sur les ordon-
nées, s’explique par la déﬁnition des particules de l’algorithme. Chaque particule
tente de représenter l’objet suivi par un rectangle englobant. Cette caractéristique
a pour conséquence directe de favoriser les parties de l’objet dont la forme se rap-
proche le plus d’un rectangle. En eﬀet, pour toute particule donnée, plus la partie de
l’objet représentée se rapprochera d’un rectangle et moins la particule sera enclin à
contenir des pixels de fond. La particule aura par conséquent un score plus élevé que
toute les autres puisque le score particulaire reprend l’ensemble des scores de clas-
siﬁcation des pixels qui la composent. En appliquant ce constat à notre séquence,
on comprend aisément que la partie supérieure (torse) de la personne suivie sera
toujours favorisée. L’ordonnée du centre de la position de sortie sera toujours, de ce
fait, plus élevée que l’ordonnée du centre du rectangle englobant intégralement la
personne suivie.
4.3.2 Inﬂuence du nombre de particules
Les ﬁgures 4.9 et 4.10 présentent respectivement l’inﬂuence du nombre de particules
du ﬁltre sur diﬀérents paramètres qualitatifs du suivi (moyenne et écart-type de
la diﬀérence entre l’abscisse du centre du rectangle englobant détecté et l’abscisse
du centre issue de la vérité terrain, moyenne et écart-type de la diﬀérence entre
l’ordonnée du centre du rectangle englobant détecté et l’ordonnée du centre issue de
la vérité terrain et enﬁn moyenne et écart-type de la distance euclidienne séparant
ces deux centres) et sur les temps de traitement moyens observés. Tout comme dans
la section précédente, tous les résultats présentés correspondent à une moyenne des
moyennes calculée sur cinq exécutions successives (valeur jugée représentative pour
les mêmes raisons qu’en section précédente (cf. table 4.4)) et les temps de traitement
présentés comprennent le temps nécessaire (considéré comme constant d’une image
à une autre et d’une exécution à une autre) à la génération de données de log
(notamment sur la position de sortie). La séquence vidéo utilisée et les conditions
d’initialisation sont les mêmes que dans la section précédente (cf. ﬁgure 4.7).
Le graphique 4.9 révèle plusieurs choses. La première est que le nombre de particules
aﬀecte les diﬀérents paramètres qualitatifs du suivi de la même manière. En eﬀet,
il est aisé de remarquer que les courbes ont toutes la même tendance. La seconde
est que la qualité globale du suivi semble directement liée au nombre de particules.
On constate en eﬀet qu’en règle générale les diﬀérentes mesures tendent à diminuer
lorsque le nombre de particules augmente (en laissant de côté les mesures liées aux
5000 particules). Ceci s’explique par le fait que plus le nombre de particules est
élevé, plus le ﬁltre est à même d’atteindre le régime stationnaire de construction
de sa chaîne particulaire de manière précise et d’y rester longuement (en nombre
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Figure 4.9 – Inﬂuence du nombre de particules sur la qualité du suivi. Le graphique
présente, pour diﬀérents nombres de particules utilisées au sein du ﬁltre, la moyenne et
l’écart-type calculés sur la diﬀérence des abscisses, la diﬀérence des ordonnées et la distance
euclidienne entre le centre de l’objet détecté et le centre enregistré dans la vérité terrain.
Les résultats sont donnés pour 100, 300, 1000 et 5000 particules.
Figure 4.10 – Inﬂuence du nombre de particules sur le temps de traitement du suivi.
Le graphique présente, pour diﬀérents nombres de particules utilisées au sein du ﬁltre, la
moyenne des temps de traitement observés sur l’ensemble de la séquence. Les résultats sont
donnés pour 100, 300, 1000 et 5000 particules.
Taille région Temps de Moyenne (pixels) Ecart-Type (pixels)
d’intérêt traitement (ms) Abs. Ord. Eucl. Abs. Ord. Eucl.
3× 3 0, 85 0, 79 3, 22 3, 32 1, 03 3, 98 4, 19
5× 5 0, 32 0, 28 1, 16 1, 16 0, 35 1, 35 1, 40
7× 7 0, 32 0, 19 0, 36 0, 31 0, 16 0, 50 0, 56
9× 9 1, 74 0, 18 0, 38 0, 44 0, 17 0, 37 0, 41
Table 4.4 – Ecart-type de chacun des paramètres qualitatifs du suivi calculé sur les
cinq exécutions présentées. Les faibles valeurs présentées ici témoignent de l’aspect
représentatif de la moyenne des moyennes calculée sur cinq exécutions successives.
Abs. représente la diﬀérence entre l’abscisse du centre du rectangle englobant détecté
et l’abscisse du centre issue de la vérité terrain, Ord. la diﬀérence entre l’ordonnée
du centre du rectangle englobant détecté et l’ordonnée du centre issue de la vérité
terrain et Eucl. la distance euclidienne séparant ces deux centres.
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de particules). Ce régime stationnaire plus long contribue alors de manière plus im-
portante dans le calcul de la position de sortie (moyenne des particules), aﬃnant
par conséquent les résultats obtenus. Cependant, comme le montrent les résultats
obtenus pour 5000 particules, cette précision ne peut augmenter indéﬁniment et un
nombre trop important de particules (entre 1000 et 5000) force à nouveau le régime
oscillatoire du ﬁltre, conduisant à des résultats moins précis.
Cette étude de l’inﬂuence du nombre de particules sur la qualité du suivi est bien
entendu à mettre en parallèle avec l’étude de cette même inﬂuence sur les temps
de traitement mesurés. Le graphique 4.10 met en évidence une dépendance linéaire
entre le nombre de particules et le temps de traitement moyen par image. Cette
dépendance linéaire reﬂète la manière dont l’algorithme tient compte de ce para-
mètre. Il n’est en eﬀet utilisé que deux fois au sein de l’algorithme : une fois dans la
construction de la chaine MCMC, un accroissement du nombre de particules aug-
mente alors le nombre d’itération dans la boucle de construction de la chaîne et, de
ce fait, le temps de traitement global (d’un temps égal au temps de construction
d’une particule fois le nombre de particules supplémentaires à construire) et une fois
dans la détermination de la position "moyenne" de l’objet avant mise à jour, un ac-
croissement du nombre de particules augmente alors le temps global de calcul de la
carte de vraisemblance. Cependant, ce dernier temps reste négligeable par rapport
à l’ensemble des autres temps de traitement. Il en résulte donc eﬀectivement une
dépendance linéaire entre le temps de traitement global et le nombre de particules
dans la chaîne MCMC.
A la vue des résultats présentés sur chacun des deux graphiques précédents, nous
avons jugé qu’un bon compromis entre qualité du suivi et temps de traitement néces-
saire à y parvenir est d’utiliser, au sein de la chaine MCMC, un nombre de particules
égal à 300.
4.3.3 Apport du ﬁltre unique
Comme précisé en chapitre 3, l’algorithme présenté a été au préalable comparé
avec l’algorithme pour lequel deux ﬁltres particulaires sont construits et exécutés
de manière séquentielle (le vecteur d’état est marginalisé en un sous-vecteur de
position/dimensions et un sous-vecteur de pondérations). Avant de présenter les
diﬀérents résultats de comparaison obtenus, une présentation synthétique de cet al-
gorithme semble nécessaire.
La création de deux ﬁltres distincts modiﬁe le principe général de l’algorithme de
la façon suivante : les cartes de conﬁance construites par chacun des classiﬁeurs
forts sont utilisées, conjointement à une distribution de poids calculée sur l’image
précédente, par le premier ﬁltre particulaire (appelé ﬁltre à particules de position
(FPPos)) pour obtenir la distribution de probabilité de la position objet. La dis-
tribution de poids à appliquer aux cartes de conﬁance des diﬀérents modules à
l’itération suivante est alors estimée par un second ﬁltre (appelé ﬁltre à particules
de poids (FPPds)) relativement à la fonction de densité de probabilité de position
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et aux cartes de conﬁance de l’itération courante. Le schéma synoptique 4.11 pré-
sente l’algorithme général de l’Ensemble Tracking Modulaire dans sa version à ﬁltres
distincts.
Figure 4.11 – Schéma synoptique de l’algorithme Ensemble Tracking Modulaire dans sa
version à ﬁltres distincts.
Le vecteur d’état de chaque ﬁltre (dit marginal en référence à la marginalisation
de l’état caché) correspond bien évidemment à une des deux parties (posi-
tion/dimensions d’un côté et pondérations de l’autre) du vecteur d’état du ﬁltre
unique et les diﬀérentes contraintes appliquées sur chacune de ces parties au sein
du ﬁltre unique restent appliquées dans le ﬁltre marginal correspondant.
En ce qui concerne les modèles de propagation, le modèle du ﬁltre unique résultant
une fois de plus de la fusion (par tirage aléatoire) de deux sous-modèles distincts
(un correspondant à chaque partie du vecteur d’état), chacun de ses sous-modèles
est utilisé comme modèle de propagation du ﬁltre marginal correspondant.
La déﬁnition des modèles d’observation est quelque peu plus complexe. Le score de
particule du modèle d’observation du ﬁltre unique est calculé sur l’ensemble des
cartes de conﬁance disponibles, pour une position (et des dimensions) unique(s) et
un ensemble de poids à appliquer à ces cartes unique. Le ﬁltre de position dispose
de l’ensemble des cartes de conﬁance et, pour chaque particule, d’une position et
de dimensions uniques également. Cependant il ne dispose pas d’une distribution
des poids unique. Nous avons donc décidé, pour ce ﬁltre, de calculer un score
distinct à la manière du modèle déﬁni dans le ﬁltre unique pour chaque particule
de pondération construite à l’itération précédente et de considérer le score global
de la particule étudiée comme la moyenne de ces derniers. Dans le cas du ﬁltre de
pondération, le problème est inverse puisqu’ici les paramètres manquants sont une
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position et des dimensions uniques. Nous avons donc décidé d’opter pour la solution
inverse en calculant un score distinct pour chaque particule de position construite
par le premier ﬁltre, en utilisant la pondération courante, et de moyenner ensuite
ces diﬀérents scores pour obtenir un score unique.
Aﬁn de pouvoir comparer le principe de chacun des deux algorithmes étudiés ici,
l’algorithme global d’Ensemble Tracking Modulaire à double ﬁltres est repris en
Algorithme 4.1. Chaque particule de position (respectivement chaque particule
de pondération) est notée Xki (resp. P
k
i ) à l’instant k et les constantes P1 et P2
correspondent respectivement au nombre de particules utilisées dans chaque ﬁltre.
Le tableau 4.6 présente les résultats de suivi de l’algorithme Ensemble Tracking Mo-
dulaire à ﬁltre unique et les résultats de suivi de l’algorithme à ﬁltres séparés sur six
séquences extraites de vidéos de la base CAVIAR dont les caractéristiques sont pré-
sentées en table 4.5. Pour chaque séquence et chaque algorithme, le tableau 4.6 pré-
sente la moyenne et l’écart-type des distances en abscisses, en ordonnées et globales
(euclidiennes) entre le centre du rectangle observé englobant l’objet et le centre du
rectangle enregistré dans la vérité terrain (fournie par la base CAVIAR), la moyenne
et l’écart-type des diﬀérences de largeurs, de hauteurs et globales (distances eucli-
diennes en considérant les dimensions comme des coordonnées) entre ces mêmes
rectangles et pour ﬁnir le statut de suivi (OK pour un suivi avec succès de bout en
bout et KO pour une perte de cible).
Le premier point révélé par ces données est que la qualité du suivi fournie par l’al-
gorithme à ﬁltre unique est globalement meilleure que celle fournie par l’algorithme
à deux ﬁltres. En eﬀet, il est intéressant de noter que sur l’ensemble des séquences
étudiées l’algorithme à ﬁltres séparés présente une qualité de suivi moindre (trois
pertes de cible sur les trois dernières séquences contre aucune pour l’algorithme à
ﬁltre unique) ou équivalente (sur les trois premières séquences, que ce soit au ni-
veau des coordonnées du centre ou des dimensions). La seconde observation qui peut
être faite vient en complément de l’analyse eﬀectuée sur la ﬁgure 4.8. On constate,
premièrement, que la totalité des valeurs moyennes des diﬀérences d’ordonnées est
relativement haute et, deuxièmement, que l’ensemble des distances basées sur les
dimensions de l’objet est très élevé. Tout ceci s’explique par la combinaison de
l’analyse faite en section 4.3.1 avec le fait que les "objets" suivis sont à nouveau des
personnes. Le torse (partie la plus rectangulaire) de chaque individu étant privilégié,
il est alors naturel de constater une diﬀérence de largeur signiﬁcative (les bras sont
généralement laissés de côtés), une diﬀérence de hauteur signiﬁcative (même constat
pour les jambes) et bien entendu une ordonnée moyenne du centre beaucoup plus
haute (pour les même raisons).
4.3.4 Apport de la mise à jour
Le tableau 4.7 présente les résultats de suivi de l’algorithme Ensemble Tracking Mo-
dulaire à ﬁltre unique avec et sans étape de mise à jour sur les six séquences déﬁnies
dans la section précédente et dont les caractéristiques sont présentées en table 4.5.
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Données : I1, ..., In Ii : p −→ I(p) n images extraites
Δ ⊂ Z2 −→ R d’une séquence vidéo
r1 = (x1; y1;w1;h1) ⊂ Δ Rectangle de l’objet dans l’image I1
Résultats : {rj}nj=2 Rectangles de l’objet dans les images Ij
Initialisation (pour l’image I1) :
1. Pour chaque module m(∈ [1,M ]) :
(a) Echantillonnage de l’image (cf. section 3.1.1)
(b) Initialisation du classiﬁeur fort du module m (cf. Algorithme 2.2)
(c) Estimation des paramètres de sigmoïde Am et Bm (cf. Equation 3.5)
(d) Poids initial du module : wm = 1M
2. Initialisation du ﬁltre de position : X1i = (x1; y1;w1;h1), ∀i ∈ [1, P1]
3. Initialisation du ﬁltre de pondération : P 1i = ({wm}Mm=1), ∀i ∈ [1, P2]
Pour chaque nouvelle image Ij :
1. Pour chaque module m(∈ [1,M ]) :
(a) Echantillonnage de l’image
(b) Calcul de la carte Cjm = (
{
cjm(x, y) =
1
1+exp(Am.V CU
j
m(x,y)+Bm)
}
)
2. Traitement par le ﬁltre de position :
(a) Tirage et propagation d’une particule Xj1 parmi
{
Xj−1i
}P1
i=1
(b) Calcul du score p(Zt|Xj1) de Xj1
(c) Pour p = 2...P1 + δ
i. Tirage et propagation d’une particule Xjp parmi
{
Xj−1i
}P1
i=1
ii. Calcul du score p(Zt|Xjp) de Xjp
iii. Acceptation ou rejet de Xjp suivant l’algorithme de
Metropolis-Hastings
(d) Suppression des δ premières particules (état non stationnaire)
3. rj = Rect( 1P1
∑
i x
j
i ;
1
P1
∑
i y
j
i ;
1
P1
∑
iw
j
i ;
1
P1
∑
i h
j
i )
4. Traitement par le ﬁltre de pondération :
(a) Tirage et propagation d’une particule P j1 parmi
{
P j−1i
}P2
i=1
(b) Calcul du score p(Zt|P j1 ) de P j1
(c) Pour p = 2...P2 + δ
i. Tirage et propagation d’une particule P jp parmi
{
P j−1i
}P2
i=1
ii. Calcul du score p(Zt|P jp ) de P jp
iii. Acceptation ou rejet de P jp suivant l’algorithme de
Metropolis-Hastings
(d) Suppression des δ premières particules (état non stationnaire)
Algorithme 4.1: Algorithme global d’Ensemble Tracking Modulaire à double ﬁltres
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Séquence CAVIAR Image initiale Cible
de base (Longueur) (couleur)
1. Browse4 40 (112) Homme (bleu)
2. Fight_OneManDown 194 (198) Combattant (noir)
3. TwoEnterShop2cor 0 (410) Femme (sombre)
4. TwoEnterShop2cor 91 (441) Travailleur (bleu foncé)
5. TwoEnterShop2cor 791 (256) Travailleur (bleu foncé)
6. OneStopMoveNoEnter2cor 573 (454) Homme (rouge)
Table 4.5 – Caractéristiques des six séquences vidéos utilisées
Pour chaque séquence et chaque algorithme, le tableau présente les mêmes données
que dans la section précédente, à savoir la moyenne et l’écart-type des distances en
abscisses, en ordonnées et globales (euclidiennes) entre le centre du rectangle observé
englobant l’objet et le centre du rectangle enregistré dans la vérité-terrain (fournie
par la base CAVIAR), la moyenne et l’écart-type des diﬀérences de largeurs, de hau-
teurs et globales (distances euclidiennes en considérant les dimensions comme des
coordonnées) entre ces mêmes rectangles et pour ﬁnir le statut de suivi (OK pour
un suivi avec succès de bout en bout et KO pour une perte de cible).
Les diﬀérents résultats présentés ici mettent à nouveau en avant plusieurs points. Si
l’on ne considère que la partie du tableau correspondant aux coordonnées (colonne
4), on constate que la qualité de l’algorithme avec mise à jour est généralement
meilleure que celle de l’algorithme sans. En eﬀet, sur la dernière séquence, le second
algorithme a perdu la cible alors que le premier non. Sur les séquences 2, 3, 4 et 5,
on remarque que les indicateurs d’erreur fournis sont généralement plus élevés pour
le second algorithme que pour le premier (avec parfois de fortes variations comme
pour la diﬀérence d’abscisses sur la séquence 5). Enﬁn, sur la séquence 1, on constate
que les indicateurs sont très proches pour les deux algorithmes avec cependant un
léger avantage pour le second. Ces diﬀérences s’expliquent naturellement à partir
du moment où l’on considère l’aspect variable de la cible et du fond. Une personne
suivie, suivant l’éclairage par exemple, pourra changer de nuance de couleur. De
la même manière, suivant les fonds traversés, la manière de distinguer les pixels
fonds/forme pourra s’avérer diﬀérente. Ces variations seront alors bien entendu gé-
rées automatiquement par l’algorithme avec mise à jour. Par contre, elles ne le seront
par l’algorithme sans mise à jour que lorsque le changement s’avèrera minime. Les
cinq premières séquences présentées ne contiennent aucun changement important.
Ceci permet à l’algorithme sans mise à jour de ne pas perdre la cible (les diﬀérences
de performances ne s’expliquant alors que par le ré-apprentissage à chaque image
par l’algorithme avec mise à jour d’une meilleure manière de distinguer les pixels
fond/forme) contrairement à la dernière séquence dans laquelle la cible traverse un
fond permettant la confusion avec l’objet initial.
L’analyse des données relatives aux dimensions montre que, même si en général les
performances de l’algorithme sans mise à jour restent en deçà de celles de l’algo-
rithme avec mise à jour, il existe certains cas pour lesquels ces performances sont
équivalentes voire même meilleures pour l’algorithme sans mise à jour (séquence
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Algorithme Distances (pixels) Diﬀérences (pixels) Statut
1.
MET 1 ﬁltre
Abs. 4.03± 1.85 Larg. 15.89± 5.14
OKOrd. 3.63± 2.62 Haut. 13.99± 6.70
Glb. 5.98± 2.33 Glb. 21.60± 7.45
MET 2 ﬁltres
Abs. 3.97± 2.80 Larg. 20.43± 8.12
OKOrd. 3.46± 1.89 Haut. 16.26± 8.86
Glb. 5.82± 2.63 Glb. 26.53± 11.00
2.
MET 1 ﬁltre
Abs. 3.32± 2.04 Larg. 22.43± 14.36
OKOrd. 4.21± 2.32 Haut. 21.50± 9.59
Glb. 5.83± 2.43 Glb. 32.31± 14.83
MET 2 ﬁltres
Abs. 4.28± 2.68 Larg. 20.96± 13.82
OKOrd. 5.01± 3.36 Haut. 19.54± 9.53
Glb. 7.18± 3.70 Glb. 30.07± 14.76
3.
MET 1 ﬁltre
Abs. 1.45± 1.07 Larg. 20.82± 6.79
OKOrd. 8.58± 5.48 Haut. 37.27± 17.36
Glb. 9.00± 5.23 Glb. 44.26± 15.27
MET 2 ﬁltres
Abs. 1.29± 0.92 Larg. 15.93± 3.68
OKOrd. 11.29± 7.36 Haut. 40.76± 22.15
Glb. 11.68± 7.06 Glb. 46.71± 17.52
4.
MET 1 ﬁltre
Abs. 2.60± 2.10 Larg. 12.07± 7.40
OKOrd. 9.32± 4.18 Haut. 48.59± 16.11
Glb. 9.99± 4.30 Glb. 51.53± 14.29
MET 2 ﬁltres
Abs. 27.01± 18.72 Larg. 12.63± 7.33
KOOrd. 116.28± 77.95 Haut. 65.32± 23.88
Glb. 121.24± 76.48 Glb. 67.65± 22.70
5.
MET 1 ﬁltre
Abs. 1.39± 0.82 Larg. 10.04± 2.39
OKOrd. 9.30± 4.86 Haut. 34.90± 8.06
Glb. 9.54± 4.73 Glb. 36.45± 7.95
MET 2 ﬁltres
Abs. 2.59± 2.16 Larg. 10.87± 3.36
KOOrd. 13.26± 5.01 Haut. 38.73± 5.66
Glb. 13.80± 5.16 Glb. 40.40± 5.80
6.
MET 1 ﬁltre
Abs. 2.68± 1.97 Larg. 16.60± 7.43
OKOrd. 13.10± 6.76 Haut. 20.80± 7.82
Glb. 13.73± 6.85 Glb. 27.05± 10.53
MET 2 ﬁltres
Abs. 2.99± 2.73 Larg. 16.63± 5.37
KO (ﬁn)Ord. 8.35± 5.57 Haut. 31.30± 6.88
Glb. 9.73± 5.71 Glb. 36.13± 7.39
Table 4.6 – Résultats de suivi comparatifs entre Ensemble Tracking Modulaire à
ﬁltre unique et Ensemble Tracking Modulaire à ﬁltres séparés. La colonne 4 corres-
pond aux distances mesurées (moyenne ± écart-type sur l’ensemble de la séquence)
respectivement entre l’abscisse du centre du rectangle détecté et celle du centre
du rectangle enregistré dans la vérité-terrain (simple diﬀérence), entre l’ordonnée
de ces deux centres (simple diﬀérence) et enﬁn entre les deux coordonnées de ces
deux centres (distance euclidienne). La colonne 6 correspond aux distances mesu-
rées (moyenne ± écart-type sur l’ensemble de la séquence) respectivement entre la
largeur du rectangle détecté et celle du rectangle enregistré dans la vérité-terrain
(simple diﬀérence), entre la hauteur de ces deux rectangles (simple diﬀérence) et
enﬁn entre les deux dimensions de ces deux rectangles (distance euclidienne). Enﬁn
la colonne 7 correspond au statut global du suivi sur l’ensemble de la séquence (OK
pour un suivi eﬀectif de bout en bout et KO pour une perte de la cible).
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Mise à jour Distances (pixels) Diﬀérences (pixels) Statut
1.
Oui
Abs. 4.03± 1.85 Larg. 15.89± 5.14
OKOrd. 3.63± 2.62 Haut. 13.99± 6.70
Glb. 5.98± 2.33 Glb. 21.60± 7.45
Non
Abs. 4.13± 2.08 Larg. 16.45± 6.16
OKOrd. 3.14± 1.78 Haut. 13.64± 7.16
Glb. 5.67± 1.97 Glb. 21.85± 6.63
2.
Oui
Abs. 3.32± 2.04 Larg. 22.43± 14.36
OKOrd. 4.21± 2.32 Haut. 21.50± 9.59
Glb. 5.83± 2.43 Glb. 32.31± 14.83
Non
Abs. 4.84± 3.57 Larg. 20.29± 13.37
OKOrd. 4.78± 3.70 Haut. 18.84± 10.06
Glb. 7.38± 4.56 Glb. 29.10± 14.64
3.
Oui
Abs. 1.45± 1.07 Larg. 20.82± 6.79
OKOrd. 8.58± 5.48 Haut. 37.27± 17.36
Glb. 9.00± 5.23 Glb. 44.26± 15.27
Non
Abs. 4.37± 2.99 Larg. 19.56± 8.21
OKOrd. 7.37± 4.86 Haut. 19.35± 11.01
Glb. 9.24± 5.05 Glb. 30.41± 7.64
4.
Oui
Abs. 2.60± 2.10 Larg. 12.07± 7.40
OKOrd. 9.32± 4.18 Haut. 48.59± 16.11
Glb. 9.99± 4.30 Glb. 51.53± 14.29
Non
Abs. 2.62± 2.14 Larg. 10.29± 7.03
OKOrd. 10.25± 4.07 Haut. 53.20± 15.68
Glb. 10.90± 4.12 Glb. 55.61± 13.76
5.
Oui
Abs. 1.39± 0.82 Larg. 10.04± 2.39
OKOrd. 9.30± 4.86 Haut. 34.90± 8.06
Glb. 9.54± 4.73 Glb. 36.45± 7.95
Non
Abs. 6.29± 5.48 Larg. 3.99± 2.11
OKOrd. 10.68± 8.00 Haut. 11.10± 5.75
Glb. 12.87± 9.53 Glb. 11.91± 6.01
6.
Oui
Abs. 2.68± 1.97 Larg. 16.60± 7.43
OKOrd. 13.10± 6.76 Haut. 20.80± 7.82
Glb. 13.73± 6.85 Glb. 27.05± 10.53
Non
Abs. 4.26± 4.58 Larg. 19.15± 6.18
KO (ﬁn)Ord. 12.16± 5.73 Haut. 27.89± 7.69
Glb. 14.19± 7.09 Glb. 34.64± 8.51
Table 4.7 – Résultats de suivi comparatifs entre Ensemble Tracking Modulaire avec
et sans mise à jour. La colonne 4 correspond aux distances mesurées (moyenne ±
écart-type sur l’ensemble de la séquence) respectivement entre l’abscisse du centre
du rectangle détecté et celle du centre du rectangle enregistré dans la vérité-terrain
(simple diﬀérence), entre l’ordonnée de ces deux centres (simple diﬀérence) et enﬁn
entre les deux coordonnées de ces deux centres (distance euclidienne). La colonne
6 correspond aux distances mesurées (moyenne ± écart-type sur l’ensemble de la
séquence) respectivement entre la largeur du rectangle détecté et celle du rectangle
enregistré dans la vérité-terrain (simple diﬀérence), entre la hauteur de ces deux rec-
tangles (simple diﬀérence) et enﬁn entre les deux dimensions de ces deux rectangles
(distance euclidienne). Enﬁn la colonne 7 correspond au statut global du suivi sur
l’ensemble de la séquence (OK pour un suivi eﬀectif de bout en bout et KO pour
une perte de la cible).
92
Chapitre 4. Expérimentations
Algorithme
Distance
Statut
(pixels)
1.
ETM 5.98± 2.33 OK
ET 5.92± 2.97 OK
2.
ETM 5.83± 2.43 OK
ET 10.28± 4.59 OK
3.
ETM 9.00± 5.23 OK
ET 34.40± 19.47 KO
4.
ETM 9.99± 4.30 OK
ET 92.09± 89.42 KO
5.
ETM 9.54± 4.73 OK
ET 29.83± 29.27 KO
6.
ETM 13.73± 6.85 OK
ET 16.64± 5.28 KO
Table 4.8 – Résultats de suivi comparatifs entre Ensemble Tracking Modulaire et
Ensemble Tracking. La colonne 3 correspond à la distance euclidienne calculée entre
le centre du rectangle englobant détecté et le centre du rectangle enregistré dans la
vérité-terrain (moyenne ± écart-type sur l’ensemble de la séquence) et la colonne
4 correspond au statut global du suivi sur l’ensemble de la séquence (OK pour un
suivi eﬀectif de bout en bout et KO pour une perte de la cible).
2) alors même que les performances relatives à la position indiquent le contraire.
Les deux informations sont donc bien entendu à mettre en parallèle et à pondérer
diﬀéremment puisque qu’une erreur de position aura bien souvent de plus fâcheuses
conséquences pour la suite du suivi qu’une erreur de dimensions.
4.4 Résultats comparatifs
4.4.1 Comparaison à l’Ensemble Tracking
Le tableau 4.8 présente les résultats de suivi des algorithmes Ensemble Tracking
et Ensemble Tracking Modulaire à ﬁltre unique sur les six séquences déﬁnies dans
la section précédente et dont les caractéristiques sont présentées en table 4.5. Pour
chaque séquence et chaque algorithme, le tableau présente la moyenne et l’écart-type
des distances euclidiennes entre le centre du rectangle observé englobant l’objet et
le centre du rectangle enregistré dans la vérité terrain ainsi que le statut de suivi
(OK pour un suivi avec succès de bout en bout et KO pour une perte de cible).
Pour chaque test, l’implémentation de l’Ensemble Tracking utilisée est celle fournie
par Wei Hu dans sa discussion [Hu 2006] autour de l’algorithme de Shaï Avidan.
L’algorithme Ensemble Tracking Modulaire a, quant à lui, été utilisé dans des condi-
tions se rapprochant des conditions d’utilisation de l’ET, à savoir avec deux modules
actifs, un module de couleurs RVB et un module d’histogramme d’orientation des
gradients regroupés en 8 classes et calculé sur une fenêtre englobante de taille 5× 5.
On constate que l’algorithme Ensemble Tracking perd la cible sur l’ensemble des sé-
quences de la série "Portugal" (série de la base CAVIAR), c’est à dire les séquences
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3 à 6. Ces données indiquent que les performances de l’Ensemble Tracking sont
toujours inférieures (ou au mieux équivalentes) à celles de l’Ensemble Tracking Mo-
dulaire. En eﬀet, l’algorithme Ensemble Tracking compte quatre pertes de cible et,
sur la seconde séquence, une moyenne et un écart-type bien plus élevés que ceux de
l’ETM. Ces pertes peuvent s’expliquer par l’invariance d’échelle utilisée dans l’ET.
Chaque changement d’échelle de l’objet créé une opportunité pour l’Ensemble Tra-
cking de trouver une meilleure correspondance dans le reste de la région d’intérêt. Le
même problème peut survenir lorsque l’objet est soumis à de grandes déformations.
Il est cependant important de noter, au regard des résultats obtenus sur la première
séquence, que l’Ensemble Tracking peut atteindre un niveau de performance du
même ordre que celui de ETM lorsque l’environnement est approprié (pas de grande
déformation, pas de grand changement d’échelle et aucun objet de caractéristiques
similaires à celles de l’objet suivi aux alentours).
L’invariance d’échelle n’est cependant pas l’unique explication possible aux faibles
performances de l’ET comparées à l’ETM. Un des principaux paramètres qui diﬀé-
rencie les deux algorithmes est leur espace de caractéristiques de travail. L’espace
de travail de l’Ensemble Tracking est un espace unique constitué de caractéristiques
hétérogènes (couleurs et informations de contours) alors que l’espace de travail de
l’Ensemble Tracking Modulaire est formé de deux sous-espaces, chacun constitué
uniquement d’un ensemble de caractéristiques homogènes (un sous-espace de cou-
leurs et un sous-espace de contours). Cette particularité de l’ETM permet une prise
de décision indépendante sur chacun de ces sous-espaces et, par conséquent, une
construction de décision unique de manière plus intelligente, en laissant de côté les
informations non pertinentes à chaque instant. La décision de l’ET ne peut, elle,
éviter de se trouver biaisée par les caractéristiques non discriminantes à un instant
donné.
4.4.2 Comparaison aux méthodes "classiques"
La ﬁgure 4.12 illustre la comparaison des résultats de suivi des algorithmes CAM-
Shift et Ensemble Tracking Modulaire. L’algorithme CAMShift, ici implémenté de
par la librairie OpenCV 4, est considéré comme un des algorithmes de référence
en suivi d’apparence. CAMShift est une forme modiﬁée de l’algorithme Meanshift
(cf. chapitre 1). MeanShift opérant sur des distributions de probabilité de couleurs,
CAMShift étend ce concept aﬁn de gérer les changements dynamiques de ces distri-
butions. La représentation en distributions de probabilités choisie par Bradski est
la représentation par histogrammes de couleurs. La séquence étudiée correspond à
la restriction sur l’intervalle images 1815-2336 de la séquence de la base CAVIAR
’WalkByShop1cor’.
On constate, au regard des résultats présentés que l’algorithme CAMShift fournit de
mauvais résultats (images (2) et (3)), contrairement à l’ETM, lorsque la couleur des
pixels de fond se rapproche de la couleur du piéton suivi (le modèle d’observation
utilisé étant basé sur des histogrammes de couleurs dans l’espace HSV). L’utilisation
4. http ://sourceforge.net/projects/opencvlibrary/
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(1) (2) (3) (4) (5)
Figure 4.12 – Comparaison des résultats de suivi des algorithmes CAMShift et ETM.
La première ligne correspond à l’algorithme CAMShift et la seconde à l’ETM. Les images
présentées correspondent respectivement aux images 125, 218, 229, 251 et 311 de la séquence
étudiée.
de plusieurs types de caractéristiques diﬀérents (ici RVB et LBP) et la pondération
de chacun des modules (ensemble de caractéristiques homogène) relativement à ses
performances permet à l’algorithme ETM de ne pas souﬀrir des mêmes limitations
que l’algorithme CAMShift.
La ﬁgure 4.13 illustre la comparaison des résultats de suivi des algorithmes On-
line Boosting, Semi-supervised On-line Boosting, Beyond Semi-supervised Tracking,
considérés comme des références du domaine, et Ensemble Tracking Modulaire. Le
premier algorithme propose l’utilisation d’une version en ligne de l’algorithme Ada-
boost permettant d’adapter au fur et à mesure du suivi les caractéristiques des
classiﬁeurs. Le second propose une limitation au problème de drifting tout en res-
tant adaptable aux changements d’apparence de la cible. Pour ce faire, les auteurs
combinent les idées de l’apprentissage semi-supervisé et du boosting adaptatif en
ligne pour la sélection de caractéristiques. Enﬁn, le troisième algorithme propose
une dissociation des tâches de détection, de reconnaissance et de suivi en classi-
ﬁeurs séparés dans un esprit de simpliﬁcation de chaque tâche de classiﬁcation. La
séquence étudiée est une séquence maison créée et partagée par les auteurs des trois
méthodes précédentes. Cette dernière est présentée en section 4.3.1.
Les images (1) correspondent à un moment très proche du début de la séquence. Tous
les algorithmes sont initialisés sur l’objet texturé rectangulaire. En (2) (resp. (3)),
l’objet est soumis à une déformation (resp. une occlusion partielle). Alors que l’ETM
continue de suivre l’objet avec succès, les trois autres algorithmes ont perdu la cible :
l’On-line boosting (OB) et le Semi-supervised on-line boosting (SSOB) ont glissé
vers un candidat plus convaincant et le Beyond semi-supervised tracking (BSST) a
considéré que l’objet n’était plus présent dans l’image (aucun rectangle jaune). La
méthode de recherche de l’objet des trois algorithmes OB, SSOB et BSST travaille
de manière plus globale que celle de l’ETM. La conséquence majeure est que leur
détection d’objet est beaucoup plus restrictive, ce qui peut occasionner des pertes
de cible en cas de forte déformation (2) ou d’occlusion importante (3). Cependant,
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(1) (2) (3) (4)
Figure 4.13 – Comparaison des résultats de suivi des algorithmes On-line boosting (On),
Semi-supervised on-line boosting (Semi), Beyond semi-supervised tracking (New) et ETM.
La première ligne correspond aux trois premiers algorithmes (cyan pointillés : On-line boos-
ting, vert pointillés : Semi-supervised on-line boosting, jaune : Beyond semi-supervised tra-
cking) et la seconde à l’ETM (le rectangle solide correspond à l’objet et le rectangle en
pointillés à la région d’intérêt). Les images (1), (2) et (3) de la seconde ligne correspondent
à une même (première) exécution de l’algorithme ETM alors que l’image (4) de cette même
ligne correspond à une seconde exécution indépendante de la première.
cette globalité permet à leur suivi de ﬂuctuer beaucoup moins que l’ETM (lié au
ﬁltre particulaire) d’une image à une autre et de pouvoir récupérer la cible après
une perte beaucoup plus facilement que l’ETM, pour qui la récupération s’avère
soumise à des conditions bien précises (4). Ces images illustrent parfaitement les
performances équivalentes de l’ETM et des trois algorithmes présentés.
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Conclusion et perspectives
Les travaux de cette thèse s’articulent autour de la problématique de suivi d’objet
en temps-réel à 25 images par secondes sur caméra robotisée (site, azimut, zoom).
Nous nous sommes, d’une part, intéressés aux diﬀérentes méthodes existant dans la
littérature associée au domaine. Celle-ci découpe la problématique en deux étapes :
la détection et le suivi. Puis, nous nous sommes concentrés sur une méthode
particulièrement intéressante : l’Ensemble Tracking, qui considère le suivi comme
un problème de classiﬁcation binaire. Enﬁn nous avons développé une nouvelle
méthode, l’Ensemble Tracking Modulaire, basée sur cette dernière, permettant
de pallier ses limitations et de correspondre au mieux aux besoins induits par
l’intégration industrielle présentée en ﬁn de mémoire. Cette application directe
dans un cadre industriel a été l’un des principaux moteurs de nos travaux, dont
nous résumons ici les principales contributions.
Notre première amélioration concerne la base même de l’algorithme puisqu’elle
porte sur l’espace des caractéristiques utilisé. Nous avons proposé ici une scission
de l’espace hétérogène des caractéristiques introduit par Shaï Avidan en plusieurs
sous-espaces homogènes aﬁn d’éviter que des informations dont la pertinence à
chaque instant peut ne pas être avérée ne viennent biaiser la décision unique
prise par l’Ensemble Tracking. L’espace global est donc divisé en un ensemble de
sous-espaces homogènes et un classiﬁeur fort est alors construit sur chacun de ses
sous-espaces. Cette amélioration permet, d’une part, de diviser la décision globale
en un ensemble de sous-décisions et par conséquent d’en laisser certaines de côté
si nécessaire et, d’autre part, de rendre l’algorithme complètement modulaire, ce
qui a comme conséquence immédiate de permettre à ce dernier de présenter une
très grande simplicité d’enrichissement (de nouveaux modules de caractéristiques
peuvent être ajoutés à l’ensemble de manière très simple).
La seconde et principale amélioration concerne la prise de décision ﬁnale sur la
position de l’objet au regard des diﬀérentes sous-décisions construites sur chacun
des modules utilisé. L’Ensemble Tracking Modulaire propose la déﬁnition d’un
ﬁltre particulaire spéciﬁque capable de maintenir au ﬁl du temps un ensemble de
particules correspondant à un état caché composé bien évidemment de la position
de l’objet suivi mais également de l’ensemble des pondérations à appliquer aux dif-
férentes sous-décisions (cartes de conﬁance construites par les diﬀérents classiﬁeurs
forts) dans le but d’obtenir l’observation de cet état la plus discriminante. Le ﬁltre
particulaire construit est de type MCMC. Son vecteur d’état résulte de la combi-
naison des deux ensembles de paramètres décrits ci-dessus (position/dimensions de
l’objet et pondérations) et ses diﬀérents modèles d’exécution spéciﬁques ont été
déﬁnis relativement à ce dernier.
Enﬁn la troisième et dernière contribution de ce mémoire concerne la ﬁnalité des
travaux proposés et plus particulièrement leur intégration au sein de l’enregistreur
numérique de la société. Le but de cette intégration étant d’obtenir un suivi 100%
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automatique, nous avons proposé un schéma d’intégration collaboratif alliant
l’algorithme proposé à une méthode de détection de mouvement par soustraction
de fond lorsque la caméra est ﬁxe. Ceci permet, d’une part, de détacher la phase
d’initialisation de son étape de sélection manuelle de la cible et, d’autre part, de
conforter ou d’inﬁrmer lorsque cela est possible la décision prise par l’Ensemble
Tracking Modulaire (ceci aﬁn de commander la caméra au plus juste).
Les diﬀérents tests eﬀectués, et notamment les tests exposés dans ce manuscrit,
révèlent un meilleur comportement et une meilleure robustesse que les méthodes
dites classiques (Ensemble Tracking, Camshift, On-line Boosting, Semi-supervised
On-line Boosting et Beyond Semi-supervised Tracking).
Un certain nombre d’éléments proposés dans ce manuscrit nous semblent devoir être
améliorés, ou encore prolongés.
La méthode proposée est, comme le précise les paragraphes précédents, modulaire.
Cette particularité permet à l’algorithme d’être très simplement enrichi de nouveaux
modules de caractéristiques. Au vu des diﬀérents modules actuellement implémentés
et de cette simplicité, il semble intéressant d’ajouter au panel des modules existants
des modules de caractéristiques couvrant des types informations jusqu’alors non
couvertes. On peut citer par exemple un module travaillant sur une information
spatio-temporelle, un module travaillant sur le ﬂot optique de chaque pixel ou en-
core un module construit hors-ligne et non mis à jour permettant d’intégrer une
information a priori sur la forme des piétons dans l’image.
D’autre part, toute la réﬂexion de séparation des espaces de caractéristiques est ba-
sée sur le constat que chaque module peut ne pas être pertinent à chaque instant
de la séquence. Il serait donc judicieux d’étendre la solution proposée ici en permet-
tant à l’algorithme de modiﬁer dynamiquement son panel de modules utilisés. En se
basant sur l’eﬃcacité de chacun des modules (révélée par la pondération contenue
dans chaque particule), l’algorithme pourrait en écarter certains et en intégrer de
nouveaux, appris sur l’image courante.
Enﬁn, deux types d’applications directes de ce genre de problématique se sont parti-
culièrement développés ces dernières années : d’une part le suivi d’objet sur non plus
une mais un réseau de caméras collaboratives et d’autre part des problématiques de
contrôle d’accès basées sur une reconnaissance biométrique non coopérative (recon-
naissance de visages, d’iris, ...).
Prolonger ces travaux dans ces deux directions constituent deux très intéressantes
perspectives.
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Annexes
Annexe A : Application industrielle
Comme annoncé en introduction, le but principal de ces travaux était leur intégra-
tion au sein de l’enregistreur numérique Digipryn© de la société TEB. La première
étape de l’intégration fut la recherche d’une solution pour remplacer la sélection
manuelle jusqu’alors employée aﬁn d’initialiser l’algorithme ETM. En eﬀet, l’une
des caractéristiques majeures des diﬀérents traitements d’images intégrés au sein de
l’enregistreur est leur mode de fonctionnement complètement automatique. Il a donc
été nécessaire d’automatiser l’étape d’initialisation elle aussi. La caméra utilisée par
l’enregistreur à des ﬁns de suivi ne peut être commandée que par l’enregistreur lui
même et uniquement lorsqu’une cible est détectée. Durant toute la durée de pré-
initialisation de l’ETM, la caméra considérée peut donc être assimilée à une caméra
ﬁxe, ce qui facilite la mise en place d’une étape de soustraction de fond aﬁn de
déterminer les objets en mouvement dans la scène et ainsi les cibles potentielles.
La méthode de soustraction de fond choisie est une simple diﬀérence d’images entre
l’image courante et une image de fond initialisé avec l’image initiale et mise à jour à
chaque image par ajout d’1% de l’image courante à 99% du fond précédent (comme
l’illustre l’équation 1).
⎧⎪⎪⎨
⎪⎪⎩
Image initiale : I0
Image courante : It
Fond initial : F1 = I0
Fond courant : ∀(x, y)Ft+1(x, y) = 0.99× Ft(x, y) + 0.01× It(x, y)
(1)
Le choix de ce type de méthode a été dicté naturellement par la condition temps
réel qu’impose l’intégration à l’enregistreur. Chaque nouvelle image capturée par
la caméra est donc testée relativement au fond courant et la mise à jour du fond
continue tant qu’aucun mouvement de taille signiﬁcative (la taille minimale étant
ﬁxée relativement aux contraintes du ﬁltre particulaire à 25 pixels × 25 pixels et
la taille maximale faisant partie des paramètres de conﬁguration du Digipryn©)
n’est détecté (seuillage de la diﬀérence d’images). Dès lors qu’un mouvement de ce
type est détecté (en cas de mouvements multiples, seul le mouvement de surface
maximale répondant aux critères précédents est conservé), l’algorithme ETM est
initialisé en considérant l’image binarisée issue du seuillage de la diﬀérence d’image
(dans laquelle un unique mouvement est conservé) comme référence pour l’étique-
tage des pixels d’apprentissage. Le choix des modules utilisés est pour l’instant ﬁxé
au module de couleurs RVB et au module de texture LBP.
Le retour d’informations des caméras de la société TEB n’étant pas automatique,
l’unique possibilité de détection d’un mouvement en cours sur une caméra est la
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comparaison de l’image courante à l’image précédente. Or, cette information étant
nécessaire aﬁn de déterminer si le mouvement de la caméra doit ou non être stoppé,
une soustraction de fond par diﬀérence image à image a dû être mise en place. De
cette nécessité a émergé l’idée relativement simple de la ﬁabilisation du suivi par
comparaison, lorsque cela est possible, avec le mouvement détecté (la soustraction
de fond lorsque la caméra n’est pas commandée permet à nouveau une détection
primaire du mouvement de la cible). L’initialisation de l’ETM donne donc lieu a
une ré-initialisation en parallèle du fond avec l’image courante.
A chaque image capturée suivante, l’ETM indique la position présumée de l’objet
suivi à la manière présentée au chapitre 3. Toujours à des ﬁns de ﬁabilisation, une
note est aﬀectée à la position retournée. Cette note est calculée relativement à la
conﬁance aﬀectée par chacun des modules utilisés aux diﬀérents pixels étudiés, qu’ils
soient à l’intérieur du rectangle considéré ou à l’extérieur ainsi qu’à la pondération
moyenne fournie par le ﬁltre à chacun des modules (à la manière du calcul de score
de chaque particule). La position retournée par l’ETM, son score calculé, la posi-
tion suivie précédente ainsi que la détection de mouvement eﬀectuée relativement
à l’image précédente sont alors utilisés aﬁn de déﬁnir l’action à appliquer parmi un
panel de quatre actions possibles : le pilotage de la caméra (envoi d’une commande
de mouvement), l’arrêt du mouvement de la caméra, la terminaison de l’ETM et la
reprise de la détection de mouvement principale (objet perdu) et la ré-initialisation
de l’ETM (position retournée non ﬁable et mais mouvement détecté). La prise de
décision se base tout d’abord sur la notion de ﬁabilité de l’ETM. Cette ﬁabilité
(binaire) est déﬁnie comme la comparaison du score de la position retournée avec
un seuil ﬁxé déﬁni par le paramétrage de l’enregistreur. Le second point de décision
est la distance euclidienne séparant le centre de la position retournée au centre de la
position retenue à l’image précédente (lorsque le mouvement de la caméra n’interfère
pas ou peu). Une fois de plus cette notion est réduite à une déﬁnition de proximité
entre ces deux centres par comparaison de la distance euclidienne avec un seuil ﬁxé
à la longueur de la diagonale du rectangle dont les dimensions correspondent à la
moyenne des largeurs (resp. hauteurs) minimale et maximale. Le dernier point de
décision correspond à cinq sous-points : le mouvement de la caméra (déterminé par
présence d’un mouvement global), le nombre de mouvements de cible détectés, la
présence d’un mouvement(aggloméré) proche (par comparaison à un seuil ﬁxe) de la
dernière position retenue, la présence d’un mouvement proche de la position actuelle
retournée par l’ETM et l’égalité d’agglomération de ces deux mouvements. Une fois
ces diﬀérents points déterminés, la décision ﬁnale est prise par application de la grille
de décision présentée en annexe B. Cette prise de décision est bien entendu accom-
pagnée, le cas échéant de l’enregistrement de la nouvelle position retenue précédente
et chaque décision de ré-initialisation ou de terminaison de l’ETM est soumise à ap-
probation par répétition sur plusieurs images successives aﬁn de tenir compte du
caractère aléatoire du ﬁltre particulaire. L’algorithme global général est illustré en
ﬁgure 14.
Les ﬁgures suivantes illustrent le bon fonctionnement de la méthode présentées sur
caméra placée en intérieur et en extérieur.
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Figure 14 – Algorithme général de l’intégration d’ETM à Digipryn©.
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Figure 15 – Illustration des résultats de suivi au sein de Digipryn© sur caméra intérieure.
Les images présentées correspondent, de haut en bas et de gauche à droite, aux images 177,
237, 600, 653, 780, 805, 880, 1004 et 1132 de la séquence.
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Figure 16 – Illustration des résultats de suivi au sein de Digipryn© sur caméra extérieure.
Les images présentées correspondent, de haut en bas et de gauche à droite, aux images 164,
340, 551, 662, 810 et 1059 d’une première séquence puis aux images 2962, 3056, 3257, 3341,
3708 et 3827 d’une seconde séquence.
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Annexe B : Grille de décision
Mvt. Fiabilité Proximité # mvts. Proximité Proximité Egalité Décision
caméra ETM posETM détectés mvt. mvt. mvts.
posPréc posPréc posETM
Oui Oui Oui Pilotage
Oui Non Oui Arrêt
Oui Oui Non Arrêt
Oui Non Non Arrêt
Non Oui Oui 0 Pilotage
Non Non Oui 0 Terminaison
Non Non 0 Terminaison
Non Non Non >0 Non Ré-init
Non Non Non >0 Oui Non Ré-init
Non Non Non >0 Oui Oui Non Ré-init
Non Non Non >0 Oui Oui Oui Pilotage
Non Non Oui >0 Non Non Ré-init
Non Non Oui >0 Non Oui Pilotage
Non Non Oui >0 Oui Non Ré-init
Non Non Oui >0 Oui Oui Non Arrêt
Non Non Oui >0 Oui Oui Oui Pilotage
Non Oui Non >0 Non Non Ré-init
Non Oui Non >0 Non Oui Pilotage
Non Oui Non >0 Oui Non Ré-init
Non Oui Non >0 Oui Oui Non Ré-init
Non Oui Non >0 Oui Oui Oui Pilotage
Non Oui Oui >0 Non Non Ré-init
Non Oui Oui >0 Non Oui Pilotage
Non Oui Oui >0 Oui Non Arrêt
Non Oui Oui >0 Oui Oui Pilotage
Table 9 – Grille de décision appliquée. La grille présente, pour chaque valeur pos-
sible de chaque point de décision pris en compte, l’action à appliquer pour l’image
courante. posETM correspond à la position retournée par l’ETM, posPrec à la po-
sition retenue précédente et mvt(s) signiﬁe mouvement(s). ’Pilotage’ correspond au
pilotage de la caméra, ’Arrêt’ à l’envoi d’une commande d’arrêt, ’Terminaison’ à l’ar-
rêt de l’ETM et à la reprise de la détection de mouvement initiale et enﬁn ’Ré-init’
à la ré-initialisation de l’ETM sur la nouvelle cible détectée.
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Résumé
Ces dernières années se caractérisent par la prolifération des systèmes de
vidéo-surveillance et par l’automatisation des traitements que ceux-ci intègrent.
Parallèlement, le problème du suivi d’objets est devenu en quelques années un pro-
blème récurrent dans de nombreux domaines et notamment en vidéo-surveillance.
Dans le cadre de cette thèse, nous proposons une nouvelle méthode de suivi d’objet,
basée sur la méthode Ensemble Tracking et intégrant deux améliorations majeures.
La première repose sur une séparation de l’espace hétérogène des caractéristiques
en un ensemble de sous-espaces homogènes appelés modules et sur l’application,
sur chacun d’eux, d’un algorithme basé Ensemble Tracking.
La seconde adresse, quant à elle, l’apport d’une solution à la nouvelle problématique
de suivi induite par cette séparation des espaces, à savoir la construction d’un
ﬁltre particulaire spéciﬁque exploitant une pondération des diﬀérents modules
utilisés aﬁn d’estimer à la fois, pour chaque image de la séquence, la position et
les dimensions de l’objet suivi, ainsi que la combinaison linéaire des diﬀérentes
décisions modulaires conduisant à l’observation la plus discriminante.
Les diﬀérents résultats que nous présentons illustrent le bon fonctionnement global
et individuel de l’ensemble des propriétés spéciﬁques de la méthode et permettent
de comparer son eﬃcacité à celle de plusieurs algorithmes de suivi de référence. De
plus, l’ensemble des travaux a fait l’objet d’un développement industriel sur les
consoles de traitement de la société partenaire.
En conclusion de ces travaux, nous présentons les perspectives que laissent entrevoir
ces développements originaux, notamment en exploitant les possibilités oﬀertes par
la modularité de l’algorithme ou encore en rendant dynamique le choix des modules
utilisés en fonction de l’eﬃcacité de chacun dans une situation donnée.
Mots-clés : Suivi d’objet, classiﬁcation, Adaboost, Ensemble Tracking, espaces de
caractéristiques, ﬁltrage particulaire.
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Abstract
Recent years have been characterized by the overgrowth of video-surveillance
systems and by automation of treatments they integrate. At the same time, object
tracking has become, within years, a recurring problem in many domains and
particularly in video-surveillance.
In this dissertation, we propose a new object tracking method, based on the
Ensemble Tracking method and integrating two main improvements. The ﬁrst one
lies on the separation of the heterogeneous feature space into a set of homogenous
sub-spaces called modules and on the application, on each of them, of an Ensemble
Tracking-based algorithm.
The second one deals with the new tracking problem induced by this separation
by building a speciﬁc particle ﬁlter. This ﬁlter weights each used module in order
to estimate, for each frame in the sequence, both position and dimensions of the
tracked object and the linear combination of modular decisions leading to the most
discriminative observation.
The results we present illustrate the global and individual eﬃciency of all the
speciﬁc properties of our method and allow comparing this eﬃciency with the one
of several reference tracking algorithms. Furthermore, all this work has led to an
industrial development on the treatment systems of the partner company.
In conclusion of this work, we present the prospects generated by these original
developments, more particularly using the possibilities oﬀered by the algorithm
modularity or making the modules choice dynamic according to their eﬃciency in
a given situation.
Keywords : object tracking, classiﬁcation, Adaboost, Ensemble Tracking, feature
spaces, particle ﬁltering.
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