In this paper, we derive explicit expressions for the nearest singular polynomials with given root multiplicities and its distance to the given polynomial. These expressions can be computed recursively. These results extend previous results of (Zhi et al., 2004; Zhi and Wu, 1998) .
Introduction
The problem of finding the nearest polynomial with given root structure has been considered by many people (Corless and Rezvani, 2007; Hitz and Kaltofen, 1998; Hitz et al., 1999; Karmarkar and Lakshman, 1996; Pope and Szanto, 2009; Rezvani and Corless, 2005; Stetter, 1999 Stetter, , 2004 Zeng, 2005; Zhi et al., 2004; Zhi and Wu, 1998) . Substantial progress has been made by Pope and Szanto in (Pope and Szanto, 2009) . They extended previous results from the univariate case to the multivariate case and presented a symbolic-numeric method for finding the closest multivariate polynomial system with given root multiplicities. Motivated by the interesting results in (Pope and Szanto, 2009 ), we derive explicit expressions of the nearest singular polynomials, which extend the results in (Zhi et al., 2004; Zhi and Wu, 1998) to arbitrary given multiplicity structure.
Problem. Given a monic univariate polynomial f ∈ C[x] with degree m and the multiplicity structure k = (k 1 , k 2 , . . . , k s ) ∈ N s ≥1 . Let n = s j=1 k j ≤ m, we want to find a polynomial h k ∈ C[x] and z 1 , . . . , z s ∈ C such that
and N (k) m = f − h k 2 is minimal, where f − h k 2 is the square of the l 2 -norm of its coefficient vector.
Prior works. In (Pope and Szanto, 2009) , they generalized the explicit formula of N (k) m in (Zhi et al., 2004; Zhi and Wu, 1998 ) to the case s > 1:
where they defined the column vector
and
and f * k denotes the conjugate transpose of f k . Here and hereafter, f (j) (z i ) denotes the evaluation of the j-th derivative of f (x) at z i , and M −1 k denotes the inverse matrix of M k . The matrix M k can be decomposed into
where 
We define
where i, j = 1, . . . , s, and z j denotes the conjugate of z j .
Note 1 These partial derivatives denote the symbolic evaluation of
t . We will use these notations throughout this paper.
From (5), (6), (7), we have
We denote the determinant of M k by
It should be noted that q k is always different from zero, see Theorem 1 in (Zhi et al., 2004) and Definition 3 in (Pope and Szanto, 2009 ).
Main contribution. In previous papers (Zhi et al., 2004; Zhi and Wu, 1998) , they studied the case of finding the nearest singular polynomial with one multiple root k = (k) and gave recursive formulas related to the determination of the nearest singular polynomials for consecutive multiplicity k. In (Pope and Szanto, 2009) , they extended results in (Zhi and Wu, 1998) to find the nearest multivariate polynomial system to a given one which has roots with prescribed multiplicity structure. In univariate case, Pope and Szanto generalized the explicit formula for the gradient of the distance function to the s > 1 case and gave a component-wise formula for the Gauss-Newton iteration to find the optimum. We focus on extending symbolic recursive relations in (Zhi et al., 2004; Zhi and Wu, 1998) for determining the minimal distance and the nearest singular polynomial to the case when the input univariate polynomial is near to a polynomial with several multiple roots. Moreover, in (Zhi et al., 2004) , they derived explicit expressions of the nearest singular polynomial for k 1 = 2, 3, 4. We generalize them to the case of roots with any given multiplicities
Structure of the paper. The remaining part of the paper is set up as follows. In Section 2, we derive the explicit formula of h k (x) defined in (1) for s = 1. In Section 3, we generalize explicit recursive formulas in (Zhi et al., 2004; Zhi and Wu, 1998 ) to the case s > 1. We illustrate two numerical examples in Section 4.
2
The Case s = 1
Let us consider the simplest case where s = 1. We take
for short. In (Zhi et al., 2004) , they derived explicit expressions of the nearest singular polynomial h k for k = 2, 3, 4. We generalize them to the arbitrary integer k > 1 case:
where
Another expression for q k (x) is
and V * k is defined in Section 1 for the case s = 1.
Theorem 1 For k > 0, suppose the minimum of the N (k+1) m is attained at z, then the nearest singular polynomial with a root of multiplicity k + 1 is h k+1 (x) defined by (11).
Before we give the proof, we define the determinant of P k+1 by
Note 2 For k > 0, suppose the minimum of the N (k+1) m is attained at z, then according to Theorem 5 in (Zhi and Wu, 1998) , we have p k+1 = 0.
Proof of Theorem 1. According to the definition of h k+1 (x), two rows are equal in the matrix H k+1 when taken derivatives by x and evaluated at x = z, hence we have
Since the minimum of N (k+1) m is attained at z, we derive that
It should be noted that p k+1 = 0 follows from Note 2.
Furthermore, from the definition of h k+1 (x) we have
As Λ k is a Hermitian matrix (Theorem 1 in (Zhi et al., 2004) ),
The last equality follows from p k+1 = 0 and Theorem 5 in (Zhi et al., 2004) . 2
There is an alternative method to determine h k (x) and q kk (x) for k > 1 recursively.
Theorem 2 For k > 0, the nearest singular polynomial h k+1 (x) with a root z of multiplicity k + 1 can be obtained recursively by the following formulas:
Techniques used in the proofs of Theorem 5 in (Zhi et al., 2004) and Theorem 2 in (Zhi and Wu, 1998) have been generalized to show the correctness of the recursive relations (22) and (23).
Proof of Theorem 2. Firstly, for i = 2, . . . , k, let
We have
Secondly, by the definition of q i,i (x) in (20, 21), we obtain:
Furthermore, for i = 3, . . . , k, we have
It should be noted that the third equality above is derived from
where w i−2 comes from (17). 2
Note 3 For any given integer k > 1, suppose the minimum of N (k) m is attained at z, then the nearest singular polynomial with a root of multiplicity k can be obtained by substituting z into h k (x) computed by formulas (22) and (23). This is true by Theorem 1.
3 The Case s > 1
Explicit Recursive Expression
In this section, let k, m, n and s be given as in the introduction. We denote the determinant of P k by
We derive an alternative explicit expression for N (k) m in terms of q k and p k . Some recursive relations to generate q k and p k are also provided. These expressions extend results in (Zhi et al., 2004; Zhi and Wu, 1998) .
We search for the nearest polynomials with the roots of multiplicity structure r i :
Theorem 3 Let k = (k 1 , k 2 , . . . , k s ), n = s j=1 k j and 1 ≤ i ≤ n, then the distance to the nearest singular polynomial with given root multiplicities is
Proof. Similar to the proof of Theorem 5 in (Zhi et al., 2004) , we divide M r i+1 into
where the last column of M r i+1 is divided into w r i and α. Since the matrix M r i is an invertible Hermitian matrix, the inverse of M r i+1 can be written as
If we divide f r i+1 into f r i and γ, then we have
2
There are also recursive relationships between p r i and q r i for i = 1, . . . , n. Similar to the definition of p k in (24), for an integer l, we denote the determinant
and the evaluation vectors
Furthermore, for θ = t j=1 k j , we have
Define the evaluation column vectors
Combining these notations with Theorem 3, we derive the following explicit expressions
where t and l are from 2 to s.
Note 4 If t + 1 = l, equations (33) and (35) are same. Otherwise, as the lengths of vectors g r θ and g r θ ,l are not equal, we can not exchange them with each other. In our algorithm, we only need to consider the case t + 1 ≤ l.
The following theorems give alternative methods to determine these q r i , p r i and p r i ,l recursively.
k j and i = 1, . . . , n, we have
If i = t j=1 k j + 1 for some t = 1, . . . , s − 1, we have
. . , k t ), and
Proof. Firstly, if s = 1 we obtain the recursive formula by Theorem 2 in (Zhi and Wu, 1998) 
.
So we have
we have the following equalities
In the expression of det M r i−1 , the partial derivative of the lth row of M r i−1 with respect to z t+1 is zero for 1 ≤ l ≤ the last row of M r i upon deletion of its last element; same facts exist for the derivatives of the columns with respect to z t+1 . Hence, we have
Then we obtain the equality (38). 2
, and
Proof. Firstly, for s = 1 case, we can obtain the recursive formula by Theorem 2 and Theorem 4 in (Zhi and Wu, 1998) 
applying the Gaussian elimination
we have
In det P r i−1 , the partial derivative of the lth row of P r i−1 with respect to z t+1 is zero for 1 ≤ l ≤ of the last second element; similar facts exist for det M r i−1 . Hence,
Then we obtain the equality (41). 2
Theorem 6 Let k = (k 1 , k 2 , . . . , k s ), n = s j=1 k j and i = 1, . . . , n. If i = 1, . . . , k 1 , we can obtain all p r i ,l by replacing f 1 in p i with g 1,l . If i = t j=1 k j +1 for some t = 1, . . . , s − 1, we have
Otherwise, there exist two integers d, t with 1 < d ≤ k t+1 and 1 ≤ t ≤ s − 1 such that
The proof of Theorem 6 is similar to the proof of Theorem 5, since we only need to replace all f j in P r i by g j,l , where j = 1, . . . , s.
Explicit Expression of the Nearest Singular Polynomial
Let k, n, i and r i be given as in the previous subsection. We introduce auxiliary polynomials q k,k (x) and h k (x) to obtain the generalized explicit expression of the nearest singular polynomial.
We denote the auxiliary polynomial
and M r n−1 (·, n−1) denotes the last column of M r n−1 . We define the polynomial
Note 5 Suppose the minimum of
m is attained at z 1 , . . . , z s , according to Proposition 13 and Remark 14 in (Pope and Szanto, 2009) , we have p k = 0.
m is attained at z 1 , . . . , z s , then the nearest singular polynomial with roots of multiple structure k is h k (x).
Proof. If k s = 1, similar to Theorem 1, we obtained
for j = 1, . . . , s − 1 and
It follows that every z j is a root of h k (x) with multiplicity k j . In the end, wewhere i = 2, . . . , n.
The proof of the recursive relation of q r i ,r i (x) is similar to proofs of Theorem 2 and Theorem 4 for s = 1 case. 2
Note 6 For any given multiplicity structure defined by k, suppose the minimum of the N (k)
m is attained at z 1 , . . . , z s , then the nearest singular polynomial with the roots of multiplicity k can be obtained by substituting z 1 , . . . , z s into the h k (x) computed from the above formula. This is true by Theorem 7.
Examples
We are now ready to describe two examples of computing the nearest singular polynomials. All experiments are run with Digits=10 in Maple 13 under Windows XP. Suppose the given tolerance ǫ = 10 −3 , then f has two 2-cluster of zeros. If ǫ = 10 −7 , then f only has a 2-cluster of zeros.
Example 2 f = x 5 − 3.000 x 4 + 2.998997 x 3 − 0.997991998 x 2 − 0.1007004e − 2 x + 0.402002e − 3. Suppose the given tolerance ǫ = 10 −3 , then f has a 3-cluster of zeros and a 2-cluster of zeros. If ǫ = 10 −7 , then f only has a 2-cluster of zeros.
