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In this dissertation, online power control strategies are proposed for wireless communica-
tion systems equipped with energy harvesting devices and finite-capacity batteries. The
methods are proposed for the unbounded fading environment.Due to the time-dependent
and random behavior of the energy arrival and fading, this dis ertation focuses on the
stochastic optimization problem to maximize the long-termaverage transmission rate.
Leveraging the Lyapunov technique, online algorithms are designed based on the current
battery energy level and fading condition. The performancegaps to the optimal scenarios
are mathematically derived. The proposed algorithms do notrequire any statistical infor-
mation (of the energy arrival and fading) and have a novel behavior of conservative energy
harvesting and opportunistic transmission. The algorithms are designed for point-to-point,
and relay networks.
For a point-to-point channel, a three-stage closed-form online power control policy
is proposed. The proposed algorithm has an opportunistic behavior based on the energy
arrival and channel fading. The proposed methodology is shown t be applicable for multi-
antenna beamforming scenarios including MISO, SIMO, and MIMO. The analytical per-
formance gap to the optimal solution is presented. The simulations are compared with other
online algorithms in the literature and provides a superiorperformance.
A joint online power control strategy is designed for a two-hop amplify and forward
(AF) network. Both transmitter and relay are equipped with finite capacity batteries and
energy harvesters. The proposed algorithm is a joint closed-form scheme that has an unique
behavior in terms of the channel fading and energy arrival ofboth hops. Analysis is pro-
vided to illustrate the performance gap of the proposed algorithm to the optimal solution.
The simulation results show that the performance significantly higher than that of existing
online algorithms.
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1.1 Energy Harvesting in Wireless Communication
The excess carbon emission due to the growing energy demand has caused significant en-
vironmental concern. To address the increasing energy costand reduce carbon footprint,
the renewable energy has increasingly been considered as analternative energy source. In
particular, wireless communication systems equipped withenergy harvesting (EH) devices
have recently attracted a growing attention. Energy harvesting is a process that captures
the energy from the environment, converts and stores for futu e transmission. Unlike the
conventional fixed power supplies (either from the grid or battery), EH devices scavenge
energy from the environment and provide a continuous power supply.
There are many different ambient energy sources for the energy harvesting including
natural and other ambient energy sources. Natural sources su h as solar, wind and water
flow provide an unlimited amount of energy from the environmet. Along with the natural
sources, there are other methods to scavenge the ambient energy sources such as vibra-
tional, electromagnetic, thermal, biological systems [1–8]. One of the promising source of
energy harvesting is solar energy (light) which provides abundant amount of energy with-
1
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out generating any carbon footprint. Using photovoltaic cell, light energy is converted to
the electrical energy. This technique provides a higher enegy l vel compared with that
of other alternative sources of energy harvesting. This energy depends on the day time
and also the geographical location. For example, this method w rks properly in Asian
and African countries where the sun light is available throughout the day. Another natu-
ral source of energy harvesting is wind suitable for countries that their weather is mostly
cloudy and windy [9].
Although the convectional renewable energies such as solarand wind energy provide a
high amount of energy, the nature of these sources could be time-dependent e.g. the solar
energy is not available at night. To address this concern, radio frequency (RF) has gained a
great importance in various EH wireless systems. Radio frequency energy harvesting (RF
EH) exploits the energy from the environmental electromagnetic signals that continuously
exists in the surrounding environment [10]. Using RF EH, energy cooperation among var-
ious wireless receiver devices was recently introduced. The RF EH technique, however,
has not been investigated at the transmitter side although the RF environment presents con-
stantly.
There is a growing demand for a low-cost reliable source of energy that is applicable
for a wide range of applications. The EH devices have initially gained a lot of attention in
remote applications where the conventional energy supply is not accessible [11, 12]. For
instance, energy harvesting devices provide an unlimited power supply for wireless sensors
to maintain the lifetime network operation without the needto replenish batteries. These
systems later used in biological applications where the sensors are used in the human body
and not accessible for charging [13,14].
In wireless communication, EH technique is a promising soluti n to provide a sustain-
able energy source to base stations, relay stations, routers and the mobile devices [15]. The
recent technologies in wireless systems require a higher energy consumption. For example,
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EH would benefit the high speed multimedia transmission in cellar networks specifically in
5G systems [10].
In practice, the ambient energy sources have a stochastic nature. In other words, the
ambient energy is available at random times and in random amounts. The stochastic nature
of the ambient energy is one of the challenges in energy harvesting technology specifically
wireless communication. Furthermore, signal fluctuation is another challenge to design
an effective wireless transmission model. Fading and path-loss are responsible for signal
attenuation in wireless communication systems [16]. The channel fading has a random be-
havior and would greatly influence the performance of the network. Additionally, energy
storage and management should be considered along with EH methods in designing a re-
liable EH system to address the stochastic energy arrival. EH sources should be managed
effectively before utilizing and exploiting.
To address these challenges (i.e., random energy arrivals and fading environment), an
effective EH methodology is needed that maximizes the performance of wireless system
using ambient energy sources. Based on the energy arrival process and storage structure,
various methods in wireless communications were proposed [9]. Fig. 1.1 illustrates the
common classification of system design with energy harvesting technology in wireless
communication network. Modeling the energy arrival process can be categorized into of-
fline and online strategies. In offline methods, the energy arrival (in terms of arrival time
and arrival amount) and channel quality (in the case of considering the fading environment)
are assumed to be known in advance (i. .,prior to beginning of transmission) [9,15]. In on-
line methods, however, the energy arrival and channel fading gain are assumed to be causal
where only past and current information of random events areavailable. offline methods
are unrealistic since the nature of environment is unpredictable and has a stochastic be-
havior. However, these methods present an upper-bound for the performance of the online
methods [17]. The online methods are challenging to be designed due the complex nature




























Figure 1.1: Energy harvesting systems classification
of random ambient energy sources [15].
Scavenging the ambient energy can be considered regardlessof the battery storage,
however, the battery storage, in practice, benefits the performance of the wireless commu-
nication system. In terms of the storage management, the EH communication systems can
be divided intowith storageand without storage. In without storagemethod, the harvested
energy is used immediately to supply the power of the network. For a system to perform
constantly, the harvested energy should be more than the minimum required energy for
the network operation. EHwith storagemethod uses an energy storage or rechargeable
battery to save the excess amount of harvested energy. The EHwith storagecan be catego-
rized into ideal and non-ideal in terms of battery capacity and implementation [15,17]. EH
methods (online /offline alongwith storagemanagement) can be applied in various wireless
system models including point-to-point, broadcast, multiple access, and cooperative relay
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networks.
This dissertation proposes novel practical online power control strategies using EH in
the fading environment to maximize the long-term average rat of wireless networks. A
realistic battery storage with a finite capacity is considere in the proposed methods. The
algorithms are proposed for the point-to-point and relay networks. Furthermore, an online
joint power control and operation management (scheduling)is developed using RF EH at
the transmitter side to maximize the long-term average ratein the multiple access network.
1.2 Literature Review and Background
In the followings sections, the existing EH works in the wireless communication are re-
viewed and compared.
1.2.1 EH in Wireless Communication without Storage
There are some works that focus on the capacity of a communication channel where there is
no battery to store and save energy for future use. In this case, the channel input is limited
to the instantaneous stochastic amplitude constraint [15]. Reference [18] considers Ampli-
tude White Gaussian Noise (AWGN) channel with time-varyingamplitude constraints and
derives the capacity of this channel by using Shannon’s coding scheme [11] with no battery
to store energy. The transmitter has the causal informationof the energy arrival, and the
receiver does not have any knowledge of it. The numerical results of this work illustrate
that the capacity can significantly increase with considering an unlimited battery storage.
Reference [19] extends this work to a two-user multiple access channel with no batteries
and assuming the static amplitude constraints. Having input distributions, they presented
the boundary of the capacity region.
CHAPTER 1. INTRODUCTION 6
Besides renewable sources such as solar and wind, harvesting energy from radio-
frequency energy signals has been recently considered for wireless transfer of information
and power simultaneously [20–25]. First proposed in [20], simultaneous wireless infor-
mation and power transfer (SWIPT) has been studied extensivly under different system
model assumptions. Point-to-point single antenna transmission is considered in [20,21]. A
multiple input-multiple output (MIMO) SWIPT system is firstpresented in [22], and then
is extended to a multiple input-single output (MISO) with more than two users in [23–25].
Note that no energy storage unit is considered in these works. The SWIPT method enables
the receiver to share the same antennas for receiving information and harvesting RF energy.
1.2.2 EH in Wireless Communication with Storage
For wireless transmission powered by renewable energy, typically, an energy harvesting
device is implemented with a battery to store the harvested en rgy and provide power for
the transmission. Due to the randomness of the energy sourceand the wireless fading
channels, existing works on the transmission power controldesign can be grouped into two
categories: offline and online power control strategies.
1.2.2.1 Offline Methods
For an offline power control design, energy arrivals and channel fades within a time pe-
riod are known non-causally. In this case, typically a deterministic power optimization
problem can be formulated with various criteria. Several literature works have consid-
ered offline strategies for AWGN channels [26–33]. From information theoretic point of
view, the capacity of the AWGN channel with an energy harvesting transmitter has been
derived in [26]. Optimal power allocation solution to minimize the transmi sion time for
point-to-point transmission has been obtained in [27]. For the multi-user setting, optimal
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power allocation are studied in [34], [35,36], and [30] for broadcast, multiple access and
interference channels, respectively. Power allocation for throughput maximization in a
Gaussian relay channel under the energy harvesting has beenconsidered in [28]. In all
these works, infinite capacity of the battery is assumed for the energy storage. With finite
battery capacity, power allocation policy for rate maximizat on has been investigated for
both single user and two-user Gaussian interference channel [29,30]. For fading channels,
power allocation solutions for throughput maximization have been obtained for infinite
battery capacity [31, 32, 37] and finite battery capacity cases [33, 38]. For [31], different
from the commonly used harvest-store-use models for energyharvesting, the authors have
considered a harvest-use-store model to improve the efficiency of energy usage.
1.2.2.2 Online Methods
online power control design based on the current and past system information, such as en-
ergy arrivals, is a more practical but much challenging problem. A few existing works have
formulated the power control problems by the Markov Decision Process (MDP) and obtain
the power solutions by Dynamic Programming (DP) for rate maxi ization or transmission
error minimization [32,33,39–44]. For example, in [32], the online power control for the
rate maximization over a fading channel in finite time slots ha been considered, where the
harvested energy and fading are modeled as first-order Markov processes. To compute the
power solution by DP, these works generally require the statistics of harvested energy and
fading channel to be certain types and known at the transmitter. In addition, the numer-
ical solutions by DP are typically obtained with high computational complexity which is
impractical for real implementation.
Some low-complexity heuristic online approaches are proposed in [33, 45–49]. How-
ever, they also assume certain known statistical information and there is no performance
guarantee. Other heuristic online algorithms including competitive ratio analysis and stor-
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age dam model are applied in [50] and [51], respectively. For the sensing application in a
sensor network with energy harvesting, without the knowledge of energy arrival statistics,
an online power control for the AWGN channel in [52] is considered. Using Lyapunov
technique, an online power solution is provided to maximizethe long-term average sensing
rate. The maximization of utility performance for a networkwith energy harvesting nodes
is studied in [53], where an online algorithm based on Lyapunov technique is pre ented to
jointly manage the energy and power allocation of packet transmissions.
Heuristic online approaches are proposed in [33, 45, 46]. However, all these heuris-
tic schemes need the statistical information of random events. Reference [33] proposes
a water-filling method based on the channel fading distribution. Reference [45] consid-
ers the AWGN channel and presents a three-level power algorithm that needs the knowl-
edge of the harvesting process distribution. Without considering fading channels, ref-
erence [46] presents a heuristic power algorithm based on the average tr nsmit power
for offline method. Note that this method requires the distribution of the harvested en-
ergy. Without knowing the energy statistics, the online power control is considered for
the AWGN channel in [52] for both infinite and finite battery capacities, where Lyapunov
technique [54] is used in providing an online power solution.
To the best of our knowledge, an online power control strategy for energy harvesting
without considering any statistical information of harvested energy and channel fading has
not been considered yet. Different from most existing online methods that suffer from
high computational complexity, this dissertation aims to design a novel method based on
the realistic battery charging and power output characteristics that is practical and easy to
implement.
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1.2.3 EH in Relay Networks
Energy harvesting has also been studied recently for relay networks [28, 55–60]. of-
fline strategies are proposed in all these works. Gaussian rel y channels are considered
in [28,55–57], where infinite battery capacity is assumed for energy harvesting. Consider-
ing EH at the relay only, throughput maximization is considere in [55,57]. Considering
only EH at the transmitter, the short-term throughput maximization and transmission time
minimization is studied in [56]. In [28], power control for decode-and-forward (DF) re-
laying with energy harvesting nodes is considered for the throughput maximization over
a finite horizon. Considering DF two-hop network with offlineEH at the transmitter and
relay, the maximization of transmit data by a given deadlinein studied in [60]. A joint relay
selection and power allocation method to maximize throughpt of AF multi-relay network
in high SNR values is proposed in [58].
In [58], a sub-optimal online algorithm is also proposed for jointrelay selection and
power allocation that depends on the statistical information of energy arrival and fading
channels. In [59], for DF relaying, link selection and power control at the relay with energy
harvesting is considered for the outage probability minimization by both offline and online
DP approaches. Using discrete MDP, [61] studies throughput maximization of AF two-
hop network by considering the non-causal (offline) and causal (online) harvested energy.
However, the online solution is proposed for a special case of on-off power transmission
to reduce the complexity of MDP method. Reference [62] considers a cooperative network
in which multiple source-destination pairs are equipped with one energy harvesting relay.
The outage probability for this network is examined by taking the spatial randomness of
user locations into consideration. Moreover, [63] considers the cooperative network with
transmitter nodes that are capable of transmitting and receiving from other nodes. They
study offline maximization of the sum-throughput of the two-ay, two-hop, and multiple
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access channels by focusing jointly on the optimal transmitpower and energy transfer
policies. They solve the joint optimization problem by decomposing into energy transfer
and consumed energy allocation problems.
Few works have studied online algorithms for a two-hop network in a fading environ-
ment. The statistical distribution of the harvested energyis assumed to be known in those
studies. Most of the proposed methods suffer from high computational complexity. To the
best of our knowledge, there is no comprehensive online algorithm that considers EH at
both transmitter and relay with finite batteries without knowledge of statistical distribution
of the energy arrival and fading condition. A joint online power strategy along with the
battery storage management is developed at both transmitter and relay. The main objective
is to propose a practical and easy-to-implement online algorithm that does not require any
statistical information of random inputs including the energy arrival and fading channels.
1.2.4 RF-Enabled EH
The ambient radio signals provide a sustainable and reliablenergy source for wireless
energy harvesting (WEH). RF energy harvesting enables the wireless devices to leverage
the RF environment to process their information and transmit. There are different methods
to implement WEH including inductive coupling, magnetic resonant coupling and elec-
tromagnetic (EM) radiation ( [64, 65]). Due to the prevalence of wireless systems, EM
radiation-based RF environment is constantly available, and thus this new energy scaveng-
ing approach has attracted a significant attention [66–68].
RF-enabled devices have a wide range of applications for wireless sensor networks
[69–71], wireless body networks (medical applications) [72,73] and radio-frequency iden-
tification (RFID) tags [74, 75]. RF energy harvester enables the low-power micro size
medical devices to operate without having battery. Applications of medical devices can be
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found in [76,77].
RF energy harvesting technology has gained a lot of attention in wireless communi-
cation networks [78, 79]. Since RF signals carry both information and energy, simulta-
neous wireless information and power transfer (SWIPT) to the receiver has been intro-
duced [20, 21, 66], where the receiver is able to harvest the energy and decodethe infor-
mation simultaneously from a transmitted signal. In practice, the signal power degrades
due to signal propagation and path loss. To overcome this issue in RF EH, beamforming
with multi-antenna technique can be considered to increasean energy transfer efficiency of
SWIPT system [65,80,81]. Reference [25] considers SWIPT for a multi-user wireless sys-
tem with energy beamforming. Considering theime switchingmethod at the receiver side
and collaborative energy beamforming, [25] presents the rate-energy trade-off over fading
channels.
In practice, harvesting energy and decoding information simultaneously from one sig-
nal is not possible due to the complexity involved in designin circuits. It is worth men-
tioning that information decoding (ID) and energy harvesting (EH) receivers work in dif-
ferent power levels (e.g. -10dbm for EH receivers and -60 dbmfor ID receivers) [64].
To overcome this limitation of SWIPT technique, there are some works that propose the
practical methods to reduce the complexity of designing receiv r. Reference [82] intro-
duces apower splittingmethod where the receiver has two co-located receivers of IDand
EH. The received signal is divided into two streams with the power ratio within the range
of zero to one. This work focuses on the optimal transmissiontrategy by studying rate-
energy trade-off considering the power ratio. Recently, [83] studies SWIPT for multiple
user MIMO interference channels. Using apower splittingtechnique, this work proposes a
suboptimal solution to minimize the total transmission power of all transmitters subject to
signal-to-interference-plus–noise ratio (SINR) and energy arrival constraints. Usingpower
splittingalong with SWIPT method, references [84] and [85] focus on minimizing the total
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transmission power of MISO and k-user MIMO interference channels, respectively. More-
over, [86] presents anintegrated receivermethod to verify the rate-energy region where the
receiver first converts the signal into DC current, then split the signal into two streams for
EH and ID. Reference [86] proposes the nergy modulationmethod that encodes the data
in the power of signal. Reference [87] studies the optimization of resource allocation for
a two-user multiple access channels for SWIPT. It is considered that the energy harvester
and information decoder are spatially separated at the receiver. A time switchingmethod
is proposed in [66]. The receiver consists of EH and ID parts that can either deco infor-
mation or harvest energy at any time. Reference [66] studies the optimal switching mode
at the receiver and presents different rate-energy region of ID and EH. Reference [88] con-
siders thetime switchingat the receiver for multiple input-single output (MISO) multicast
SWIPT network. Applying the single random beamforming, thework achieves the asymp-
totic optimal trade-off between the average information rate nd average harvested rate
when the transmit power approaches the infinity. However, for the finite transmit power,
along with a large amount of energy harvesting, the simulation result demonstrates the
best information and outage probability trade-off with thesingle random beamforming.
Reference [89] considers the optimal design for SWIPT in downlink multiuser orthogonal
frequency division multiplexing (OFDM) system. At the receiver side,time switchingand
power splittingmethods are investigated to maximize the weighted sum rate.This work
proposes a joint time division multiple access (TDMA)-based and frequency division mul-
tiple access (FDMA)-based transmission policies based on the time switchingandpower
splitting methods, respectively. The authors show that for the single-rec iver case, the
time switchingmethod outperformspower splittingmethod with either finite peak power
or without any peak power constraint on each sub-carrier. Overall, time switchingmethod
benefits more among the other alternative methods. The main advantage of this method
is a low complexity implementation. For implementing thetime switchingscheme, any
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conventional decoder and energy harvester can be used and there is no need to design any
sophisticated receiver. Furthermore, ID and EH componentswork within a different range
of power consumption. Therefore, thetime switchingmode provides an effective power
management scheme in terms of different applications. Lastbut not the least, the wireless
channels suffer from fluctuation (fading) and spectrum sharing (interference). Thus, the
time switchingscheme operates dynamically to exploit the energy of signals to optimize
both performance and switching operation [66].
1.2.5 EH Cognitive Radio Networks
Cognitive radio is a promising method for wireless communication to share the spectrum
efficiently between the primary and secondary networks withou substantial impact on the
network performance. Employing energy harvesting technique n cognitive radio networks
(CRN) enhances the wireless transmission in terms of energyefficiency and spectrum ef-
ficiency [90–95]. For EH CRN, an access scheme for the secondary users with EHis
proposed in [96]. The secondary users are equipped with EH and a battery. Thesecondary
users consider random spectrum sensing and random access using the primary automatic
repeat request (ARQ) feedback. This work focuses on maximizing the secondary users’
throughput under the constraints that both the primary and secondary queues are stable.
While the primary users are only equipped with data queues, th secondary users have data
and energy queues. This method has been expanded in [97] to achieve the optimal service
rate of the secondary users with randomly accessing to the primary channel. Considering
the channel condition and time-varying energy source, [98] investigates the maximization
of the secondary users’ throughput over a finite time horizon. Using the sliding window
approach, [98] proposes a suboptimal algorithm for the energy allocation. Considering the
probability of the available energy, a channel selection method for EH CRN is introduced
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in [98]. The optimal policies for the secondary users are designedto select the channel
for spectrum sensing and maximize the average spectral efficiency. In [99], the achiev-
able throughput of the secondary users with EH is studied considering the opportunistic
accessing to the spectrum licensed to the primary user. Using discrete Markov process, this
work proposes the upper-bound on the achievable throughputt at depends on the energy
arrival rate, the primary traffic correlation and the detection hreshold for a spectrum sensor.
In [100], the spectrum sensing optimization is proposed for EH CRN to develop a sensing
configuration under the energy causality constraint.
A self-sustainable method with RF EH in CRN is investigated in [92, 95, 101–103].
In [95], secondary transmitters can either harvest energy from the nearby primary trans-
mitters or transmit information. The throughput maximization of the secondary network is
investigated considering a stochastic-geometry model. The primary and secondary trans-
mitters are modeled as independent homogeneous Poisson point processes. Under the given
outage-probability constraints, the optimal transmission p wer of the secondary transmit-
ters are derived. Applying the temporal correlation of the primary traffic, [92] aims to
enable the efficient usage of the harvested energy. It proposes a technique that a secondary
transmitter can opportunistically access the spectrum while harvesting energy from the am-
bient or wireless energy transfer. Cognitive radio sensor equipped with RF EH is studied
in [92]. It aims to determine the operation mode and the decision variables for sensor
nodes. In [102], a joint information and energy cooperation between the prima y and sec-
ondary transmitters is investigated. Reference [103] presents the employing microwave
power transfer (MPT) for the cellular networks that are recharged by microwave radiation
through power stations. To utilize MPT for mobile recharging, [103] adopts the stochastic
geometry and proposes a hybrid network architecture.
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1.2.6 Other Types of EH Networks
Hybrid energy source combines the conventional energy source, i.e., power grid, diesel
generator, etc. with an EH source. A point-to-point communication system equipped with
a hybrid energy source is considered in [104]. A power allocation scheme is proposed
for both offline and online methods. The objective is to minimize the constant energy
source while efficiently utilizing EH for the data packet transmission over a finite time slot.
In [105], the throughput maximization of an EH transmitter equipped with a hybrid storage
is proposed for an off-line transmission. For a base stationequipped with both an EH and
a power grid, [106] uses the statistical information to allocate resources for a single cell.
This reference proposes a trade-off between the average grid power and outage probability
for the users.
Data packet scheduling is another problem that has been gained considerable attention
in EH. The proportional fairness scheme is introduced in [107]. Reference [108] uses the
proportional fairness scheme to maximize the throughput ofthe network while considering
the channel quality differences among users. The heuristicscheme is proposed for a bicon-
vex optimization problem. Focusing on minimizing the transmission time, [27] and [109]
propose optimal scheduling policies to transmit all data arriv l within a certain time period.
Reference [27] considers a single user network while [109] applies the method to a two-
user broadcast channel. The references consider both data and energy queues and propose
optimal algorithm for the off-line scheme. For a two-user multiple access channel, [110]
proposes an optimal packet scheduling.
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1.3 Lyapunov Optimization
Lyapunov optimization is a powerful method for optimizing time average problems in
stochastic queueing networks [111–115]. Although Lyapunov techniques have a long his-
tory in the area of control theory, Lyapunov drift was first presented in [116] to build stable
routing and scheduling policies for queueing networks. Reference [113] provides a drift-
plus-penalty theorem that presents a technique to design control algorithms to maximize a
time average network utility subject to a queue stability. The theorem also presents per-
formance trade-offs between the utility maximization and aver ge queue backlog. The
algorithms are interesting because they only need knowledge of the current network states,
and they do not need any knowledge of the probabilities associated with future random
events.
Consider a stochastic network that operates in a discrete tim with unit time slots
t ∈ {0, 1, 2, ...}, [54]. The network is described by a group of queue backlog,Q(t) =
(Q1(t), Q2(t), ..., QK(t)), whereK is a non-negative integer. Every slott, a control action
is taken and this action affects arrivals and departures of the queues and generates a group
of real valued attribute vectorsx(t), y(t) ande(t) :
x(t) = (x1(t), x2(t), ...., xM(t)) (1.1)
y(t) = (y0(t), y2(t), ...., yL(t)) (1.2)
e(t) = (e1(t), e2(t), ..., eJ(t)) (1.3)
for non-negative integersM,L, J . These attributes are given by general functions:
xm(t) = x̂(α(t), ω(t)) ∀m ∈ {1, ...,M} (1.4)
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yl(t) = ŷ(α(t), ω(t)) ∀l ∈ {0, ..., L} (1.5)
ej(t) = ê(α(t), ω(t)) ∀j ∈ {1, ..., J} (1.6)
whereω(t) is a random event observed on slott andα(t) is the control action taken on slot
t. The actionα(t) is selected within a setAω(t) that possibly depends onω(t). Let x̄m(t)








whereE[·] is the expectation over the random eventω( ). Let ȳl(t) andēj(t) represent the





Objective is to design an algorithm that solves the following problem:
P1 : min y0 (1.9a)
s.t. yl ≤ 0 for all l ∈ {1, . . . , L} (1.9b)
ej = 0 for all l ∈ {1, . . . , J} (1.9c)
α(t) ∈ Aw(t) ∀t (1.9d)
Stability of all Network Queues (1.9e)
The above problem can be considered as stochastic program and is similar to the classic
linear program and convex program of static optimization theory. Its solution is an algo-
rithm to choose the control decisions over time based on the curr nt network state, such that
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satisfies all of the constraints. These types of stochastic op mization have a wide range of
applications and the queueing theory plays a crucial role inthem. Regardless of underly-
ing queues in the original problems, the virtual queues is introduced as a strong method
to ensure the the required time average constraints are satisfied [54]. Designing inefficient
control decisions result in larger backlog in certain queues.
The general stochastic problemP1 can be solved using the theory of Lyapunov drift
and Lyapunov optimization. The virtual queues are defined tomeet the desired constraints.
For problemP1, let define virtual queuesZl(t) andHj(t) for eachl ∈ {1, ..., L} and
j ∈ {1, ..., L} with the dynamic equations:
Zl(t+ 1) = max{Zl(t) + yl(t), 0} (1.10)
Hj(t+ 1) = Hj(t) + ej(t). (1.11)
It is worth mentioning that the virtual queueZl(t) is designed to satisfy the constraint
yl ≤ 0. The virtual queueHj(t) is defined to transform the time-average constraintej = 0
into a pure queue stability problem. LetΘ(t) , [Q(t),Z(t),H(t)] represent a vector of
all actual and virtual queues. Then define Lyapunov functionL(Θ(t)) as a sum squared of























In fact, Lyapunov function is a scalar measure of network congestion. Intuitively, if
L(Θ(t)) is small, then all queues are small, and ifL(Θ(t)) is large, then at least one
queue is large. Define the conditional Lyapunov drift∆(Θ(t)) as follows
∆(Θ(t)) , E[L(Θ(t+ 1))− L(Θ(t))|Θ(t)] (1.13)
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which is the expected difference in the Lyapunov function from one slot to the next, given
Θ(t) as the current state at slott.
Theorem 1.1 ( [54]) Consider quadratic Lyapunov function(1.12), and assume
E[L(Θ(0))] < ∞. Suppose there are constantsB > 0, ǫ ≥ 0 such that the following
drift condition holds for all slotsτ ∈ {0, 1, 2, ...} and all possibleΘ(τ):





whereΘn(t) represents the queue component in the queue vectorΘ(t). Then:
• If ǫ ≥ 0, then all queuesΘn(t) are mean rate stable.
















Besides queuesΘ(t) to be stabilized, there is an associated ”penalty” processy(t)
whose time average should be less than (or close to) some target valuey∗. The process
y(t) represents the penalty related to the control decisions on time slott. Suppose that the
expected penalty is lower bounded by a finite valueymin, therefore for allt and all possible
control decisions, we have:
E[y(t)] ≥ ymin. (1.16)
Theorem 1.2 ( [54], [ 113]) SupposeL(Θ(t)) and ymin are defined by(1.12) and (1.16)
and assume thatE[L(Θ(0))] < ∞. Consider that there are constantsB ≥ 0, V ≥ 0, ǫ ≥ 0
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andy∗ such that for all slotsτ ∈ {0, 1, 2, ...} and all possible values ofΘ(τ), we have:





Then, all queues are mean rate stable. Further, ifV > 0 and ǫ > 0 then time average



























• If V = 0, then(1.19) still holds.
• If ǫ = 0, then(1.18) still holds.
Proof: See [54].
We can conclude the following strategy from theorems. The obj ctive function (1.9a)
is mapped to a penalty function. Therefore, instead of minimizing the existing problem,
by using drift-plus-penalty theorem [113], the following expression is minimized greedily,
subject to the knownΘ(t), in every time slot
∆(Θ(t)) + V E[y0(t)|Θ(t)] (1.20)
whereV is a non-negative weighted control parameter. It is easy to see that settingV = 0
leads the drift-plus-penalty to the drift alone problem, while V > 0 offers a trade-off
between backlog reduction and penalty minimization. Reference [54] shows that this time
average objective function deviates by at mostO(1/V ) from optimality.
CHAPTER 1. INTRODUCTION 21
The drift-plus-penalty method can be viewed as a dual-basedpproach to the stochastic
problem and it can be simplified to the well known dual subgradient algorithm for linear
and convex problems when applied to non-stochastic problems [54, 117]. One of the ad-
vantage of the drift-plus-penalty approach is the explicitperformance bound which results
in [O(1/V ),O(V )] performance-delay trade-off.
The following theorem shows the convergence analysis and performance bound of drift-
plus-penalty method, in terms of performance-delay trade-off. Let definew(t) as a station-
ary process with distributionπ(w).
Theorem 1.3 Suppose thatw(t) is i.i.d over slots with probabilitiesπ(t), the problemP1
is feasible, and thatE[L(Θ(0))] < ∞. Fix a valueC ≥ 0. If we use the C-additive
approximation1 of the drift-plus-penalty algorithm every slott, then:














whereyopt0 is the infimum time average cost achievable by any policy thatmeets the





























• All queues areQk(t), Zl(t) andHj(t) are mean rate stable, and all required con-
straints are satisfied.
Proof: See [54].
1C is a constant parameter proposed in [54] and later is considered to be zero without loss of generality.
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1.4 Thesis Motivation
In reality, the statistics of the energy arrival for harvesting are difficult to obtain or predict
accurately. More specifically, for practical system design, both harvested energy and chan-
nel quality can only be acquired causally. Thus, it is both desirable and practical to design
an online power control policy that only relies on the harvested energy and fading condition
up to the current time without requiring their statistical knowledge. In addition, exploiting
EH adds the new challenge of energy management in terms of battery operational con-
straints. These constraints limit the amount of energy thatcan be stored or drawn, and
affect the performance of the wireless transmission. More precisely, the excessive energy
usage may lead to future interruption in transmission due toenergy outage. On the other
hand, the conservative energy usage may cause to miss the recarging opportunity due
to battery storage limitations. Thus, a more realistic battery operation model for energy
harvesting and power supply should be considered in the power control design.
Due to the stochastic nature of EH sources, a time-dependentoptimization (stochastic
optimization) considering the energy storage management is required. to propose reliable
power control policies for wireless networks. To the best ofour knowledge, until now
few works have proposed effective online power control methodologies for the wireless
transmission over fading channels, specifically when the statistics of energy source are un-
known. Online solutions obtained by DP [32, 33, 39–42] suffer from high computational
complexity. Also, considering the fading environment is highly nontrivial in both design
and performance analysis, where Lyapunov optimization technique cannot be directly ap-
plied. Therefore, a practical and easy-to-implement online power solution is required to
address the unbounded fading environment. The cooperativerelay network is a promis-
ing solution to overcome the fading and path-loss and to improve the performance of the
wireless transmission. Online EH method along with the cooperative relay network can be
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considered as a reliable solution to maximize the long-termtransmission rate in wireless
networks.
Furthermore, most existing works assume an infinite storageb tt ry capacity which is
not a realistic operational constraint in terms of storage and power supply. The energy
storage not only provides a buffer for the harvested energy,but also is important for alle-
viating the impact on the system from a renewable energy source which is often stochastic
and unpredictable. As a result, the power management at the transmitter is crucial for a
reliable performance, and therefore an effective transmitpower control design is needed to
maximize the potential benefit of the energy harvesting technology.
1.5 Thesis Contributions
This dissertation focuses on designing online power control s ategies for wireless systems
equipped with energy harvesting and storage devices. In particul r, the main objective of
this work is to design power control policies to maximize thelong-term average trans-
mission rate over fading channels. The proposed algorithmsdo not require any statistical
information of energy arrivals or fading profiles. The following presents the contributions
of this dissertation:
• Online Wireless Transmission in a Point-to-Point Channel with EH
First, an online power control policy is developed for a point-to-point fading channel
equipped with EH and storage devices. A practical finite battery storage is con-
sidered to model the battery operational constraints on charging and power output.
The statistics of energy arrivals and fading are unknown at the ransmitter. The goal
is to maximize the long-term time-averaged transmission rate under the battery op-
erational constraints. The optimization problem is stochastic and technically chal-
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lenging to solve. In particular, the finite battery storage capacity and operational
constraints cause the power control decision coupled over time which complicates
the control decision making. Leveraging Lyapunov optimization framework [54], an
online power control strategy is proposed. However, applying Lyapunov technique to
the problem is nontrivial. Specifically, a couple of issues cannot be directly handled
by Lyapunov framework, including battery operational constraints and unbounded
channel fading. A novel technique is developed to handle these challenges in the
online power control problem. In the proposed methodology,transmission behavior
is opportunistic in terms of the fading condition and the battery energy level, re-
sembling a “water-filling” scheme. Although the policy focuses on a single-antenna
transmission system, it is shown that the proposed online power control algorithm is
applicable to general multi-antenna beamforming scenarios. An analysis is presented
to show the bounded performance gap to the optimal solution.
• Online Power Control for Two-Hop Network with EH
Next, an online joint power control policy is developed for atwo-hop amplify-and-
forward (AF) relaying network where both transmitter and relay are equipped with
EH and finite storage devices. The proposed strategy aims to maximize the long-
term time-averaged transmission rate of the relay network in a fading environment.
The methodology does not require any the statistical information of random events
including energy arrivals or fading channels over the two-hop network. The ran-
dom behavior of energy arrival imposes a time-coupling among batteries and trans-
mit powers. Specifically, the power control policy should tackle the time-dependent
behavior of both transmit powers and batteries. A combined closed-form and nu-
merical online power control solution is proposed employing Lyapunov optimization
technique. The developed algorithm jointly controls the transmit power of both trans-
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mitter and relay based on the current energy state of their battery levels and the fading
environment. This method provides a deep insight into the energy management and
transmission control actions. It is shown that the proposedstrategy has a bounded
performance gap to the optimal scenario. Simulation results demonstrate a significant
improvement over the alternative approaches.
1.6 List of Publications
The following is the list of the publications correspondingto this thesis:
1. F. Amirnavaei and M. Dong, ”Online Power Control Optimizat on for Wireless
Transmission with Energy Harvesting and Storage,”IEEE Transactions on Wireless
Communication, vol. 15, pp. 4888-4901, July 2016.
2. F. Amirnavaei and M. Dong, ”Online Power Control Strategyfor Wireless Trans-
mission with Energy Harvesting,”in Proc. IEEE Workshop on Signal Processing
advances in Wireless Commun.(SPAWC), June 2015.
3. F. Amirnavaei and M. Dong, ”Online Power Control for Cooperative Relaying with
Energy Harvesting,”in Proc. of Asilomar Conf. on Signals, Systems and computers,
November 2015.
1.7 Thesis Outline
Chapter2 considers a point-to-point fading channel that the transmitter is equipped with
energy harvesting and storage devices. An online power control algorithm is proposed
to maximize the long-term average rate under realistic battery operational dynamics and
constraints for data transmission.
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Chapter3considers a two-hop amplify and forward relay network equipped with energy
harvesting and storage devices that supply power to both transmitter and relay. An online
joint power control algorithm is developed for the transmitter and relay to maximize the
long-term rate over two-hop fading channels.
Chapter4 presents the conclusions and future work.
Chapter 2
Online Power Control for Point-to-Point
Wireless Transmission with EH
2.1 Introduction
In this chapter, we consider a transmitter with energy harvesting and storage devices for
transmission over fading channel. Assuming finite battery storage capacity, we design an
online power control strategy aiming at maximizing the long-term time-averaged expected
data rate. The design challenge is the coupling of control decision over times due to finite
battery storage, besides unknown system statistics. Throug problem transformation and
Lyapunov optimization technique, we develop an online power control algorithm based
on the current energy state of battery and fading condition.Our power solution does not
require any statistical knowledge of energy arrivals and fading channel. The closed-form
solution provides the insight of energy management and transmission control actions, and
has minimum complexity for implementation. We also show that e proposed strategy has
a bounded performance gap to the optimal performance. Simulation results demonstrate
the significant gain under the proposed strategy over the greedy approach.
27
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2.2 System Model
We consider a point-to-point wireless transmission systemwhere the transmitter is
equipped with energy harvesting and storage devices as illustrated in Fig.2.1. The system
operates in the discrete slotted timet ∈ {0, 1, 2, . . .} with duration∆t, and all operations
are performed per time slot. The transmitter is powered by energy harvested from the envi-
ronment (e.g.,solar, radio wave) using the harvesting device. LetEa(t) denote the amount
of energy arrived at the harvesting device at time slott, andEs(t) denote the amount of
energy actually harvested into the battery at the end of timeslot t. We haveEs(t) ≤ Ea(t).
A battery storage device is used at the transmitter to store the harvested energy and to sup-
ply power for data transmission. LetEb(t) denote the energy state of battery (SOB) at the
beginning of time slot. This amount is bounded by
Emin ≤ Eb(t) ≤ Emax, ∀t, (2.1)
whereEmin andEmax represent the minimum and maximum energy levels allowed in the
battery, respectively; their values depend on the type and size of the battery.
The battery has its maximum charging and discharging rates.L t Ec,max denote the
maximum charging amount per slot. LetPmax denote the maximum transmit power that
can be drawn from the battery, which should to satisfy∆tPmax ≤ Emax−Emin. In addition,
we assumeEc,max ≤ ∆tPmax, i.e., the maximum charging rate is less than or equal to the
maximum discharging rate1. Let P (t) denote the transmit power drawn from the battery
at time slott for data transmission, which is determined at each time slott and remains
1Based on the battery technology, for current rechargeable batt ries, it is typical that the maximum charg-
ing rate is less than the maximum discharging rate [118,119].
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unchanged during the time slot. It is bounded by
0 ≤ P (t) ≤ Pmax, ∀t. (2.2)
In each time slot , energy is harvested into the battery and power is drawn fromthe
battery for transmission. The dynamics of SOBEb(t) over time slots is given by
Eb(t + 1) = Eb(t)−∆tP (t) + Es(t). (2.3)
where by battery capacity constraint and dynamics ofEb(t) in SOB,P (t) should satisfy
∆tP (t) ≤ Eb(t)− Emin, ∀t. (2.4)
The harvested energyEs(t) is determined by the amount of energy arrived, available
room in the battery, and the maximum charging rate as follows
Es(t) = min{Emax − (Eb(t)−∆tP (t)), Ea(t), Ec,max}. (2.5)
Remark: Note that, we assume perfect charging and discharging for the battery model-
ing. In practice, due to battery charging inefficiency, there is an energy loss during charging
and discharging. The actual stored energy is less than the charging amount and the con-
tributed power through discharging is larger than the actual power output. Letρc ∈ (0, 1]
and ρd ∈ [1,∞) denote the charging efficiency and discharging efficiency coefficients,
respectively. Considering the charging/discharging loss, the actual stored energyEs(t) is
given byEs(t + 1) = min{Emax − (Eb(t) − ∆tP (t)), ρcEa(t + 1), ρcEc,max}, and the
actual contributed energy through discharging isρd∆tP (t). We assumeρc = ρd = 1. Our
developed online power control algorithm and its analysis can be straightforwardly applied









Figure 2.1: The system model with energy harvesting and storage devices.
to the battery model with general values ofρc andρd.
For the transmission over fading, we focus on the case where both transmitter and re-
ceiver have a single antenna. In Section2.3.5, we extend our proposed algorithm to the case
of multi-antenna transmit beamforming. We assume a slow block fading scenario, where
the channel, denoted byh(t), is assumed to be constant during time slott and changes
over time slots. Assuming the receiver noise is additive white Gaussian noise with zero
mean and varianceσ2N , we defineγ(t) as the normalized channel gain (against receiver
noise) byγ(t) , |h(t)|2/σ2N . We assumeγ(t) is perfectly known at the transmitter at each
time slott. With transmit powerP (t), the instantaneous rate over the channel is given by
R(t) , log [1 + P (t)γ(t)].
2.3 Power Control Design for Rate Maximization
Define the system states(t) = [Ea(t), γ(t)]. At the beginning of each time slott, the
transmitter observes(t) andEb(t) to determine the transmit powerP (t) for time slott.
Our objective is to design a power control algorithm for{P (t)} to maximize the long-term
time-averaged expected rate, while satisfying the batteryoperational constraints. It can be
formulated as the following optimization problem











subject to 0 ≤ P (t) ≤ Pmax, ∀t, (2.6)
Eb(t + 1) = Eb(t)−∆tP (t) + Es(t), (2.7)
∆tP (t) ≤ Eb(t)− Emin, ∀t, (2.8)
where the expectation is taken with respect to the system state s( ).
Due to the randomness of energy arrival and fading,P1 is a stochastic optimization
problem that is challenging to solve. Furthermore, constraint (2.8) depends on the SOB
Eb(t), which has time-coupling dynamics over time as shown in (2.7). This results in the
power control decisions{P (t)} being correlated over time. If the random processes{γ(t)}
and{Ea(t)} are Markovian and their statistics are all known, it is possible to solveP1
through Dynamic Programming [120]. However, this approach typically faces the curse
of dimensionality in computational complexity to provide apractical solution. Further-
more, in practice, the statistical information of{γ(t)} and{Ea(t)}, especially the energy
arrival process{Ea(t)}, is difficult to obtain ahead of time, making such an assumption
less realistic.
We aim to develop an online power control algorithm without relying on the statisti-
cal knowledge of{γ(t)} and{Ea(t)}. In particular, we apply the Lyapunov optimization
framework [54] to design an online (sub-optimal) power control solution tP1. Under Lya-
punov optimization, certain time-averaged constraints can be transformed into queue stabil-
ity constraints and further be utilized to provide an onlineoptimization solution. However,
the transmit power constraint (2.8) onP (t) is per time slot, resulting in time-coupled deci-
sion. Thus, to employ Lyapunov optimization, we first relax the per time slot constraint to
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a long-term time-averaged relation betweenEb(t), Es(t) andP (t).
2.3.1 Problem Relaxation

















We have the following long-term time-averaged relation
Ēs −∆tP̄ = 0. (2.11)
To see this, note that from (2.7), the battery energy level over timeT has the following
relation





By constraint (2.1), the left hand side (LHS) is bounded. Dividing both sides of(2.12)
by T and taking the limitT → ∞, we have (2.11). The relation in (2.11) is intuitive. It
indicates that over the long run, the average energy harvested should be equal to the average
energy used from the battery for transmission.
Now, replacing per-slot constraint (2.7) by the long-term time-averaged constraint
(2.11), and removing battery capacity constraint (2.1), we relax the optimization problem
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subject to 0 ≤ P (t) ≤ Pmax, ∀t,
Ēs −∆tP̄ = 0,
where the dependency of power control decisionP (t) on Eb(t) in constraint (2.8) is re-
moved. It can be easily verified that any feasible solution toP1 is also feasible toP2, but
not vise versa. Thus,P2 is indeed a relaxed problem ofP1.
With the knowledge of only current system states(t), P2 is still challenging to solve.
However, the relaxation enables us to employ the Lyapunov optimization framework to
develop an online power control algorithm to solveP2. In the following, we develop our
online algorithm. Furthermore, we will show that by our design, our proposed solution is
feasible to the original problemP1.
2.3.2 Online Power Control via Lyapunov Optimization
We now develop an online power control algorithm to solveP2. Based on Lyapunov opti-
mization [54], we introduce a virtual queueX(t) for the SOBEb(t) as
X(t) = Eb(t)− A (2.13)
whereA is a time-independent constant. It can be shown [54] that keeping the stability of
the queueX(t) is equivalent to satisfying constraint (2.11). We will later determine the
value ofA to ensure the proposed solution is feasible toP1.
SinceX(t) is a shifted version ofEb(t), by (2.7), the queuing dynamics ofX(t) is
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given by
X(t + 1) = X(t)−∆tP (t) + Es(t). (2.14)
Note that, althoughEb(t) ≥ 0, the value ofX(t) can be negative.
Define the quadratic Lyapunov function asL(X(t)) , X2(t)/2. Define the per-slot
Lyapunov drift, conditioned onX(t) at time slott by
∆(X(t)) , E [L(X(t + 1))− L(X(t))|X(t)] (2.15)
where the expectation is taken with respect to the random system tates(t). By Lyapunov
optimization framework, instead of directly using the objective in P2, we consider the
minimization of adrift-plus-costmetric, a technique to stabilize a queue while optimizing
the time-averaged objective function. The drift-plus-cost metric is defined by
∆(X(t)) + V E[−R(t)|X(t)]
which is a weighted sum of the per-slot Lyapunov drift∆(X(t)) and the cost function (i.e.,
negative of the rate) conditioned onX(t) with V > 0 being the weight.
We first provide an upper bound on the drift-plus-cost metricin the following lemma.
Lemma 2.1 Under any control algorithm and for any values ofX(t) and V ≥ 0, the
drift-plus-cost expression has the following upper bound
∆(X(t))− V E[R(t)|X(t)] ≤
B +X(t)E[Es(t)−∆tP (t)|X(t)]− V E[R(t)|X(t)]. (2.16)
whereB , max{Ec,max, ∆tPmax}2/2.
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Proof: See Appendix2.7.1.
Due to the dynamics involved in∆X(t), minimizing the drift-plus-cost metric directly
is still difficult. Instead, we consider minimizing its upper bound in (2.16). Specifically, we
develop an online algorithm to determineP (t), by minimizing the upper bound of the drift-
plus-penalty in (2.16) in a per-slotfashion. That is, givenEa(t), γ(t) andX(t), taking the
per-slot version of the upper bound in (2.16) by removing the expectationE[·] and removing
the constantB, we have the following equivalent per-slot optimization problem
P3 : min
P (t)
X(t)[Es(t)−∆tP (t)]− V log (1 + P (t)γ(t))
subject to 0 ≤ P (t) ≤ Pmax.
Objective inP3 is a summation of linear and logarithmic functions ofP (t), thus it is
convex. Since the objective inP3 is convex and the constraint is linear inP (t), therefore
P3 is a convex optimization problem and can be solved analyticaly. We obtain the optimal
powerP ∗(t) in closed-form as follows.





































Thus, at each time slott, the transmitter observes the system states(t) and determines
the transmit powerP ∗(t) using (2.17). It then updatesX(t) according to (2.14). Note that
determiningP ∗(t) does not require any statistical information of the energy arriv l Ea(t)
or channel gainγ(t).
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As mentioned earlier, sinceP2 is the relaxed problem, its solution may not be feasible
to P1. To ensure the solutionP ∗(t) of P3 is feasible toP1, we need to guarantee the SOB
Eb(t) satisfies the battery capacity constraint (2.1). Recall that two parametersA andV
are introduced in developing the online power solutionP ∗(t) for P3. We will design the
values ofA andV to ensure the feasibility. However, the challenge to do so isthat the
normalized channel gainγ(t) is unbounded in general for a fading channel. This prevents
us to properly designA andV . To provide our online algorithm feasible toP1, in the
following, we first consider the case where the fading channel gain is upper-bounded and
derive our feasible solution. Then, we extend the solution to the case where the fading
channel gain distribution has unbounded support.
2.3.3 Algorithm for Fading with Bounded Channel Gain
We first assume the channel gain|h(t)|2 is upper-bounded. Consequently, the normalized
channel gainγ(t) is upper-bounded asγ(t) ≤ γmax, whereγmax denotes the maximum
gain.
As mentioned at the beginning of Section2.3.2, maintaining the stability ofX(t) is
equivalent to satisfying constraint (2.11). The following lemma provides the upper and
lower bounds of the virtual queueX(t). Defineζmax , γmax/∆t.
Lemma 2.2 With the proposed power control solutionP ∗(t) in (2.17), the virtual queue
X(t) is bounded for allt as follows
Xlow ≤ X(t) ≤ Xup (2.18)
whereXlow = −V ζmax −∆tPmax andXup = Ec,max.
Proof: See Appendix2.7.3.












for Eb,th1(t) ≤ Eb(t) ≤ Eb,th2(t)
Pmax for Eb(t) > Eb,th2(t)
(2.21)
With Lemma2.2, the following proposition provides the conditions of the sift constant
A in (2.13) and the weightV for which the solutionP ∗(t) is feasible toP1.
Proposition 2.2 Assumeγ(t) ≤ γmax, ∀t. With the proposed online power control solution
P ∗(t) in (2.17), if A in (2.13) is set as
A = ∆tPmax + Emin + V ζmax, (2.19)
andV ∈ (0, Vmax] with
Vmax =
Emax − Emin − Ec,max −∆tPmax
ζmax
, (2.20)
thenEb(t) satisfies battery capacity constraint(2.1), and the power solutions{P ∗(t)} pro-
vided by(2.17) are feasible toP1.
Proof: See Appendix2.7.4.
From Proposition2.2, substituting the expression ofA in (2.19) into (2.13), we obtain
the power solutionP ∗(t) as a function of the SOBEb(t) shown in (2.21) at the top of next
page, whereEb,th1(t) andEb,th2(t) are two time-dependent thresholds on the battery energy
level, defined by
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We summarize our proposed online power control algorithm inAlgorithm 1. In addi-
tion, we provide the following remarks.
Remark 1: We see from (2.21) that the solutionP ∗(t) in (2.21) is a three-stage solution
depending onEb(t) of the battery: 1) WhenEb(t) is lower than certain level, the transmitter
stops transmission to conserve energy for future transmission; 2) WhenEb(t) is sufficiently
high, the maximum transmit power is used for transmission; 3) WhenEb(t) is between the
above two energy levels,i.e., the battery energy level is moderate, the transmit power is set
between0 andPmax, depending on the currentEb(t) and fading conditionγ(t).
Remark 2: In determiningP ∗(t), the two thresholds forEb(t) depend on the normalized
channel gainγ(t) at the current time slott. In particular, a higher value ofγ(t) (i.e.,
good channel condition) results in lower values of the thresolds for the energy level and
higherP ∗(t) for data transmission. On the other hand, when the channel coditi n is bad,
the transmitter tends to conserve energy and use less power fr transmission. Thus, we
see that under the proposed power control algorithm, the transmission is carried out in an
opportunisticfashion based on the channel condition. In particular, for agivenEb(t) that
is between the two thresholds,P ∗(t) in (2.21) resembles the water-filling power control
strategy, where more power is allocated for a better channelcondition.
To clearly demonstrate the above, consider the case whenV = Vmax. The two thresh-
oldsEb,th1(t) andEb,th2(t) in (2.22) and (2.23) are respectively given by
Eb,th1(t) = Emax −Ec,max −
γ(t)
γmax
(Emax −Emin − Ec,max −∆tPmax) (2.24)
Eb,th2(t) = Emax −Ec,max −
γ(t)
∆t(Pmaxγ(t) + 1)
(Emax − Emin −Ec,max −∆tPmax) .
(2.25)
We see thatEb,th1(t) is a decreasing function ofγ(t). For Eb,th2(t), if γ(t) ≫ 1/Pmax,
thenEb,th2(t) is roughly constant with respect toγ(t). The power allocationP ∗(t) for
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Algorithm 1 Online Transmit Power Control Algorithm under Energy Harvesting (γ(t) ≤
γmax)
SetV ∈ (0, Vmax] with Vmax given in (2.20).
At time slott:
1: Observe the system states(t).
2: SolveP3 to obtainP ∗(t) as in (2.21).
3: Output transmit power solution:P ∗(t).
Eb,th1(t) ≤ Eb(t) ≤ Eb,th2(t) is given by
P ∗(t) =
Vmax





It is clear thatP ∗(t) depends on the channel conditionγ(t), and the “water line” depends
on the current battery energy levelEb(t). Note that the consideration ofV = Vmax is not a
random choice. In Section2.4, we will show that for the best performance, we should set
V = Vmax.
Remark 4: SinceV > 0, Vmax in (2.20) should be positive. This means the battery
energy storage capacityEmax − Emin should be larger than the sum of maximum charging
and discharging amount per slotEc,max+∆tPmax. This assumption generally holds for the
typical battery size and usage.
2.3.4 Algorithm for Fading with Unbounded Channel Gain
Now, we consider a more general fading scenario where the channel gain distribution has
unbounded support (e.g.,Rayleigh fading). The normalized channel gain is unbounded, i. .,
γ(t) < ∞. To deal with this case, we now develop a modified algorithm from Algorithm1
to provide a feasible power solution for the case whenγ(t) > γmax.
DefineA , [0, γmax] andAc = (γmax,∞). We define the caseγ(t) ∈ Ac as an outage
event. Letη denote the outage probability,i.e., Prob(γ(t) ∈ Ac) = η. Whenγ(t) ∈ A,
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Algorithm 1 still provides the feasible solutionP (t) to P1. Whenγ(t) ∈ Ac, however,
constraint (2.8) may be violated, andP (t) in (2.21) may not be feasible. In this case, we
propose the following scheme to determineP (t).








b (τ) as the time-averagedE
e
b (t) up to time slott. For γ(t) ∈ A
c andP ∗(t) in









where[x]+ , max(x, 0).
Remark:The main idea of our scheme is that we use the time-averaged battery energy
level Eb(t) from the past to determineP (t), so that at the end of the time slot, the bat-
tery energy level remains at its historical time-averaged level. This idea comes from the
observation that in the case ofγ(t) ∈ A, our proposed algorithm under Lyapunov opti-
mization tries to maintain the SOBEb(t) at a certain level. Thus, when the outage event
occurs temporarily, we control the transmission power suchthatEb(t) is still roughly being
maintained at its historical level as in the non-outage case. A a result, the battery energy
dynamics over time will not be disturbed due to the outage event.
We summarize our online transmit power control algorithm for the general unbounded
fading case in Algorithm2. As discussed earlier, there are two main benefits provided by
our proposed algorithm to improve the long-term time-averag d expected rate: 1) strategic
energy conservation through energy control in the battery;2) opportunistic transmission
through power control over fading. As we will see, these benefits are evident in the simu-
lation results in Section2.5.
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Algorithm 2 Online Transmit Power Control Algorithm under Energy Harvesting
(γ(t) < ∞)
Chooseη. Determineγmax from η.
At time slott:
1: Observe the system states(t).
2: Apply Algorithm 1 to produceP ∗(t). SetP s(t) = P ∗(t).
3: if γ(t) ∈ Ac andP s(t) > (Eb(t)− Emin)/∆t then obtainP s(t) as in (2.27).
4: UpdateEeb (t) = Eb(t)−∆tP
s(t).









6: Output the transmit power solutionP s(t).
2.3.5 Extension to Multi-antenna Beamforming Scenarios
In the above, we have focused on the single-antenna case. Ourproposed algorithm can
be easily extended to the scenarios of multi-antenna beamforming.For example, consider
the MISO system withN transmit antennas and a single receive antenna. Under the block
fading model, the channel vector between the transmitter and the receiver at time slott is
denoted byh(t) = [h1(t), . . . , hN(t)]T . With perfect knowledge ofh(t) at the transmitter
and the optimal transmit beamforming, the normalized channel gain at time slot is given
by γ(t) , ||h(t)||2/σ2N . The instantaneous rate over the channel during time slott has
the same expression as we consider before:R(t) = log (1 + P (t)γ(t)). Thus, the only
difference is about channel gainγ(t) and its distribution. Our proposed online algorithm
(Algorithm 2) can be directly applied for this transmit beamforming scenario.
Similarly, the algorithm can be applied for the single-input multi-output (SIMO) case
with receive beamforming, or MIMO beamforming. For the latter, transmit and re-
ceive beam vectors are selected as the principle right and left singular vector of the





1(t) is the largest singular value ofH(t). The expression of
instantaneous rateR(t) is still the same as before.
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2.4 Performance Analysis
In this section, we analyze the performance of our proposed online power control algo-
rithms.
2.4.1 Bounded Fading Scenario
We first consider the case whereγ(t) ∈ A, ∀t, and analyze the performance of Algorithm1.
Let R̄s(V,A) denote the achieved objective value ofP1 under Algorithm1. Let R̄opt(A)
denote the maximum objective value ofP1 under the optimal solution. The following
theorem provides a bound of the performance of Algorithm1 to R̄opt(A).
Theorem 2.1 Assumeγ(t) ∈ A, ∀t. Assume the system states(t) are i.i.d over time. Under





whereB is defined below(2.16).
Proof: See Appendix2.7.5.
We have the following remarks on Theorem2.1.
Remark 1: Theorem2.1 provides an upper bound on the gap of the long-term time-
averaged expected rate of our proposed algorithm away fromR̄opt(A) by the optimal so-
lution. It is in the order ofO(1/V ). Thus, largerV is desirable. However, due to battery
capacity constraint, by Proposition2.2, V has to be chosen within(0, Vmax]. Thus, to min-
imize the performance gap, we should always choseV = Vmax.
Remark 2: For the upper bound in (2.28), note thatB is only related to the battery
maximum charging and discharging rates, not the battery capacity, whileVmax in (2.20)
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increases with battery capacity. Thus, Algorithm1 produces an asymptotic optimal solution
to P1, as the battery storage capacity(Emax − Emin) increases .
Remark 3: Although the upper bound in (2.28) is provided under the i.i.d. assumption,
the system states(t) can be relaxed to accommodate the case wheres(t) volving in ergodic
non-i.i.d. fashion. Specifically, if both normalized channel gain{γ(t)} and energy arrival
{Ea(t)} processes are modeled as the finite state Markov chains, we can show a similar
bound (i.e.,O(1/V )) under Algorithm1, by applying a multi-slot Lyapunov drift technique
[54]. We omit details for brevity.
2.4.2 Unbounded Fading Scenario
With probabilityη, γ(t) ∈ Ac. In this case, the outage event occurs, and power solution is
determined differently. Let̄Ropt(Ac) denote the maximum objective value ofP1 under the
optimal solution and̄Rs(Ac) denote the achieved objective usingP (t) in (2.27), both in the
presence of the outage. The following lemma provides an upper bound on the performance
when such outage occurs.
Lemma 2.3 Assume that system states(t) is i.i.d over time, and the channel has a normal-
ized channel gain distributionf(γ). For γ(t) ∈ Ac, under Algorithm2, the performance is
bounded by
R̄opt(Ac)− R̄s(Ac) ≤ G (2.29)
where constant0 < G < ∞ is a function of (γ) andγmax.
Proof: See Appendix2.7.6.
As indicated in Lemma2.3, the upper boundG can be obtained for any specific channel
distribution. In particular, for SIMO or MISO beamforming with channel vectorh(t), as-
CHAPTER 2. ONLINE POWER CONTROL FORPOINT-TO-POINT TRANSMISSION 44
sume Rayleigh fading,i.e.,elementhn(t) in h(t) is complex Gaussian with zero mean and
varianceσ2h, for n = 1, . . . , N . Let γ̄ represent the average received SNR per channeli.e.,
E[|hn(t)|
2/σ2N ]. By Lemma2.3, we obtain the expression ofG in the following corollary.















, where Γ̂(n, y) ,
∫∞
y
xn−1e−xdx is the upper incomplete
Gamma function. In particular, forN = 1, we have
G = log (1 + Pmaxγmax) + e
γo Γ̂(0, γo) (2.31)
whereγo , γmax/γ̄ + 1/(γ̄Pmax).
Proof: See Appendix2.7.7.
Let R̄opt denote the the maximum objective value ofP1. Let R̄s(V, η) denote the
achieved objective under Algorithm2, where we emphasize the dependency of the achieved
objective value on the control parameterV and the outage probabilityη used in our al-
gorithm. Combining the results in Theorem2.1 and Lemma2.3, we have the following
performance bound.
Theorem 2.2 Assume the system states(t) is i.i.d over time. For the fading channel with
any given fading distribution, given the outage probability η, the performance under Algo-
rithm 2 is bounded from̄Ropt by
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Proof: See Appendix2.7.8.
Theorem2.2provides an upper bound on the performance of Algorithm2 to the optimal
solution ofP1 for Rayleigh fading scenario. The bound depends on the outage probability
η we choose. So longη is chosen to be small, the effect due to outage on the bound will
be small. As we will see in our simulation, the difference on the actual performance of
our proposed algorithm under the bounded channel and unbounded channel is negligible,
providedη is small. In Section2.5, we show through simulation that the performance
approaches to the optimal solution quickly as battery size increases.
Note that in the unbounded fading channel scenario, Algorithm1 is used forγ(t) ∈ A
with probability1 − η. Thus, Remarks 1 and 3 after Theorem2.1 are also applicable to
Theorem2.2. However, due to the gapG in the case of outageγ(t) ∈ Ac, we cannot
guarantee Algorithm2 to be asymptotically optimal forP1.
2.5 Simulation Results
In this section, we examine the performance of our proposed online power control algo-
rithm. We assume that the energy arrival amountEa(t) per slot follows a compound Pois-
son process with a uniform distribution. We set the default Poisson arrival rateλ = 0.5
unit/slot. The amount of energy per unit is uniformly distributed between[0, 2α]J , with the
default mean amountα = 0.2J . The battery minimum energy level is set toEmin = 0. For
the battery maximum energy level, unless specifically specified, we set the default value
to Emax = 50J . Also, the maximum charging amount per slot isEc,max = 0.3J , and the
maximum transmission power isPmax = 0.5W . We set time slot duration to be∆t = 1
sec.
By default, we consider single antennaN = 1. We generate each channelh(t) as i.i.d.
complex Gaussian random variable over timet with the mean normalized channel gain
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E[γ(t)] = 10 dB. We set the outage probabilityη = 1%. This results inγmax = 16.6 dB.
For comparison purpose, we consider our proposed algorithms in two fading scenarios:
(a) Bounded fadingγ(t) ≤ γmax: We first generate the channel as described above. If
γ(t) > γmax, we setγ(t) = γmax. We apply Algorithm1 to obtain the transmit powerP (t).
(b) Unbounded fading: The channel is generated as complex Gaussian as described above.
We apply Algorithm2 to determine the transmit powerP (t). For both (a) and (b), we set
defaultV = Vmax.
To compare with other online power control algorithms, notethat, as discussed in Chap-
ter 1, existing online power control strategies ( [32,33,39–42,121]) are either for AWGN
channels only, or based on known statistical knowledge of energy arrivals and fading chan-
nels. Also, we have a more detailed model of battery operation l constraints on energy
harvesting and power supply. As a result, our proposed algorithm cannot be directly com-
pared with algorithms in [32,33, 39–42, 121]. Nonetheless, we include a heuristic online
water-filling algorithm proposed in [33] for comparison, in which the fading statistics is
assumed to be known to determine the transmission power. We modify the solution to meet
the battery operational constraints (2.2) and (2.5). Furthermore, for a fair comparison, we
consider two alternative online algorithms that also only rel on the current system state
without requiring its statistical information. The three algorithms are described below.
(c) Energy adaptive water-filling algorithm (EAWF) [33]: Compute a cutoff fadeγ0 at each










f(γ)dγ = Eb(t). (2.33)
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Then, givenγ(t), the transmission power is determined as









, Pmax, (Eb(t)− Emin)/∆t
}
. (2.34)
(d) Greedy algorithm: At each time slot, the transmitter uses the maximum possible power




subject to 0 ≤ P (t) ≤ Pmax, ∀t,
Eb(t+ 1) = Eb(t)−∆tP (t) + Es(t),
∆tP (t) ≤ Eb(t)− Emin, ∀t
which givesP (t) = min{(Eb(t)− Emin)/∆t, Pmax}.
(e) Power halving algorithm: At each time slot, the transmitter uses half of the maximum
possible power given by the greedy algorithm in (d). Different from greedy algorithm, this
simple heuristic algorithm intends to conserve harvested en rgy in the battery.
Note that, when implementing algorithms (c)–(e), the complex Gaussian channel is
used as in (b) unbounded fading case.





s(t), averaged over Monte Carlo runs, vs. time slots. We set
Eb(0) = Emax = 50J . As we see, with 1% outage probability setting, the performance
of Algorithms1 and2 under the two fading scenarios (bounded and unbounded) results in
nearly identical performance. Furthermore, our proposed online power control algorithm
provides a significant performance improvement over all other ree algorithms (c)–(e).
Compared with the greedy and power halving algorithms, the ac ieved average rate by our
Algorithm 2 is nearly 80% and 30% higher, respectively. Noticeably, compared with the
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Figure 2.2: Time-averaged expected rate vs. time slott (Emax = 50J, Eb(0) = Emax).
EAWF algorithm in [33] which assumes known fading statistics, Algorithm2 still provides
more than 20% improvement on the average rate without requiring any fading statistics.
The performance gain of our proposed algorithm over these altern tive algorithms comes
from strategic energy conservation and opportunistic transmission.
The plot also shows the time-averaged expected rate for an offli e optimal algorithm
known as recursive geometric water-filling (RGWF) algorithm [37]. The method can be
considered as an upper-bound of the time-averaged rate for> 1000. As seen in Fig.2.2,
the average rate of the proposed algorithms achieves90% of that of the RGWF. RGWF pro-
vides an optimal solution for an infinite battery capacity (Emax ≫ 0) with a known channel
fading and energy arrival. This method does not consider anyb ttery operations. The pro-
posed algorithms, however, do not require any statical information of channel fading and
energy arrival and considers a practical battery capacity (Emax = 50J). Note that, for the
Emax > 15J , the performance of the proposed algorithms converges to tha ofEmax ≫ 0
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(See Fig. 2.7for further details).
Fig. 2.3 illustrates the time-averaged expected rate vs. time slot for hree different
channel gains with the average ofE[γ] = {10, 0,−10} dB. In the first 3000 time slots, the
average of the channel gain isE[γ] = 10 dB. The average of the channel gain isE[γ] = 0
dB for t = 3000 to t = 6000 and isE[γ] = −10 dB for t > 6000. Other simulation
settings are the same as the previous figures. This plot demonstrates how the performance
of the algorithms evolves with the variations of the channelgain. As seen in the figure,
the performance of the proposed algorithms reaches to 0.9 for E[γ] = 10 dB. Once the
average of the channel changes toE[γ] = 0 dB, the performance of all algorithms drops
significantly and then it reduces continuously. Changing the average channel gain toE[γ] =
−10 further reduces the average rate of all algorithms. However, th rate of change from
E[γ] = 0 to E[γ] = −10 is not significant. As seen in the figure, the proposed algorithms
outperform significantly better than all other algorithms for various fading channel statistics
(average).
We repeat the experiment with a smaller battery capacity with Emax = 10J . The ini-
tial state of battery is set toEb(0) = Emax/2. As shown in Figs.2.4, similar perfor-
mance comparisons after convergence can be observed. In addition, although not shown,
we observe that for the same ratio of initial energy level over th battery capacity (i.e.,
Eb(0)/(Emax − Emin)), the convergence time is much shorter for a battery with smaller
capacity. This behavior is intuitive since with a smaller capacity room, it takes less time
slots to search for the converging energy level forEb(t) under the same system setup.
We study the dependency of power allocation by the proposed algorithm on the fading
channel. For this purpose, we consider the bounded fading scenario and Algorithm1. In
Fig. 2.5, we plot the normalized channel gainγ(t), the SOBEb(t) and thresholdsEb,th1(t)
andEb,th2(t), and the allocated powerP ∗(t) by Algorithm 1 versus time slott in the top,
middle, and bottom subplots, respectively. We setEmax = 10J . As discussed in Remarks
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Figure 2.3: Time-averaged expected rate vs. time slott (Emax = 50J, Eb(0) = Emax) for
E[γ] = {10, 0,−10} dB.
3 at the end of Section2.3.3for V = Vmax, we see that thresholdEb,th1(t) in (2.25) changes
according to−γ(t), while Eb,th2(t) is roughly the constant over time. The battery energy
level Eb(t) roughly maintains at a level between the two thresholds. At the bottom of
Fig. 2.5, we see that the powerP ∗(t) is determined approximately according to the chan-
nel condition with a higher power for a better channel gain. This demonstrates that the
transmission is opportunistic based on channel quality.
We evaluate the performance of our proposed algorithms forV ∈ (0, Vmax] in Fig. 2.6.
The long-term time-averaged data rate is averaged over 100 Monte Carlo runs2. We see
that, under the proposed algorithms, the average data rate initially increases withV sharply,
and then gradually converges to a stable value. This trend iscon istent with results in
Theorems2.1and2.2, where the bounded gap to the optimal performance decreaseswith
V . Furthermore, since the average rate quickly converges to it stable value with a relatively
2The mathematical expectation is calculated using Monte Carlo s mpling.
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Power halving
Greedy
Figure 2.4: Time-averaged expected rate vs. time slott (Emax = 10J, Eb(0) = Emax/2).
small value ofV , the value ofVmax can be relatively small. SinceVmax is a function of
battery capacity, this indicates that a smaller battery storage capacity would be sufficient to
achieve a near-optimal performance. This observation is confirmed in our next study on the
battery capacity. In contrast, the other three alternativelgorithms does not change withV ,
and thus the average rate remains flat.
In Fig. 2.7, we show the long-term time-averaged expected rate under diff ent battery
capacityEmax. We see that the performance gain over the other three alterntive algorithms
grows fast as the battery capacityEmax increases from1J to 10J and becomes saturated
afterwards. First, this demonstrates the effectiveness ofour proposed online power control
algorithm even for a small ratio of the battery capacity overthe expected energy arrival
rateαλ. Second, we observe that under our proposed algorithms, theperformance ben-
efits significantly from a larger battery capacity, because the storage is crucial for better
performance.
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Figure 2.5: Time trajectory of system parameters: Top:γ(t); Middle: Eb(t), Eb,th1(t),
Eb,th2(t); Bottom:P (t). (Emax = 10J)
As the battery size continues to increase, the maximum powerPmax and charging rate
Ec,max become the limiting factors, and asVmax increases withEmax, the performance grad-
ually converges to that of the optimal solution. This clearly shows that, under Algorithm2,
a relatively small battery storage capacity would be sufficient for a near-optimal perfor-
mance. Further increasing battery size will not be effectivin improving the performance.
In contrast, for the greedy algorithm, due to the greedy nature, its performance is limited
by Ec,max andPmax, and does not change with the battery size. The same applies to the
performance of the power halving and EAWF algorithms which are also unchanged with
the battery size.
In Fig. 2.8, we examine the long-term average data rate under various energy arrival in-
tensities specified by arrival rateλ and mean arrival amountα. The data rate monotonically
increases with bothλ andα. The rate of increment becomes smaller asα becomes larger.
As more energy is stored in the battery, higher transmit power is used and the data rate is in
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the non-linear region with respect to transmit power. Thus,less rate increment is observed.
For the comparison purpose, the performance of the greedy algorithm is also plotted. We
see the gain of our proposed algorithm over the greedy algorithm is consistent over various
values ofλ andα.
Next, we evaluate the performance of Algorithm2 under different received SNR with
MISO beamforming Fig.2.9 shows the long-term time-averaged expected rate vs. the
average received SNR per channelE[|hn(t)|2/σ2N ], for the number of transmitter antennas
N = 1, 4. We setα = 0.1 andλ = 0.3. We also include the greedy and power halving
algorithms for comparison. We observe that, the average rate increases withN due to the
beamforming gain, as well as with SNR. As we see, Algorithm2 outperforms both the
greedy and power halving algorithms for all values of SNR andN .
In particular, as SNR becomes higher, the rate improvement by Algorithm 2 over the
greedy algorithm is significantly increased. The rate improvement by Algorithm2 over the
greedy algorithm also increases withN . Comparing with the power halving algorithm, the
rate improvement by Algorithm2 is roughly consistent over SNR andN . This is because
the power halving algorithm also attempt to conserve energyin the battery for the future
use. This demonstrates the importance of controlling the stored energy in the battery for
transmission over fading, especially as SNR andN increases.
2.6 Summary
We have designed an online transmission power control algorithm for transmission over
fading with energy harvesting and storage devices at the transmitter for power supply.
Aiming at maximizing the long-term time-averaged transmission rate under the battery
operational constraints, we formulate the stochastic optimization problem for transmission
power control. By developing a technique to transform the problem, we leverage Lyapunov



































Algorithm 1 (bounded fading γ
max
)
Algorithm 2 (unbounded fading )
Greedy
Power halving
Energy adaptive water-filling 
Figure 2.6: The long-term time-averaged expected rate vs.V for V ∈ (0, Vmax].
optimization to propose an online power control algorithm.In particular, we develop an ap-
proach to tackle the difficulty faced in handling unbounded channel fading which otherwise
cannot be dealt with directly through Lyapunov optimization. Unlike most existing online
power control algorithms, our proposed algorithm only depends on the current energy ar-
rival and channel fade condition, without requiring their statistical knowledge. In addition,
our online power solution is provided in closed-form that iss mple to implement. We
show that our power control solution not only provides energy conservation control of the
battery, but also results in an opportunistic transmissiontyle based on fading condition,
resembling a “water-filling” like solution. Through analysis, we show that our proposed al-
gorithm provides a bounded performance gap to the optimal solution. In addition, we show
that our solution applies to the general multi-antenna beamforming scenarios. Simulation
studies show that our proposed online power control algorithm significantly outperforms
other alternative online algorithms.



































Algorithm 1 (bounded fading γ
max
)
Algorithm 2 (unbounded fading )
Power halving
Greedy
Energy adaptive water-filling 
Figure 2.7: The long-term time-averaged expected rate vs. battery sizeEmax.




































α={0.1, 0.2, 0.5, 1}
α=0.05
α={0.1, 0.2, 0.5, 1}Algorithm 1 (bounded fading γmax)
Algorithm 2 (unbounded fading)
Greedy
Figure 2.8: The long-term time-averaged expected rate vs. energy arrivalλ.
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Figure 2.9: The long-term time-averaged expected rate vs. received SNR per channel.
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2.7 Appendix
2.7.1 Proof of Lemma2.1














Taking expectation at both sides of (2.36) conditioned onX(t) and considering (2.37), we
have the per-slot Lyapunov drift being upper bounded by
∆(X(t)) = E [L(t+ 1)− L(t)|X(t)]
≤ B +X(t)E [Es(t)−∆tP (t)|X(t)] (2.38)
whereB , max{Ec,max,∆tPmax}2/2. Adding−V E [R(t)|X(t)] to both sides of (2.38),
we have the upper bound on the drift-plus-cost metric as in (2.16).
2.7.2 Proof of Proposition2.1
Proof: Denote the objective ofP3 asJ(P (t))
J(P (t)) , X(t) (Es(t)−∆tP (t))− V log (1 + γ(t)P (t)) .
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SinceJ(P (t)) is convex and differentiable with respect toP (t), its minimum can be found
by taking derivative ofJ(P (t)) with respect toP (t). Let P ′(t) denote the solution to
dJ(P (t))
dP (t)








By constraint (2.6), to determine whetherP ′(t) is an optimal solution ofP3, we consider
two cases:
2.7.2.1 IfX(t) < 0
In this case,J(·) is not a monotonic function. DefineP ∗(t) as the optimal solution ofP3.
It is determined by comparingP ′(t) with the two bounds0 andPmax by constraint (2.6). In
order forP ∗(t) = P ′(t), it means0 ≤ P ′(t) ≤ Pmax. By substitutingP ′(t) in (2.39) into













Thus, ifX(t) < −V γ(t)
∆t








, thenP ∗(t) = Pmax.
2.7.2.2 IfX(t) ≥ 0
In this case,J(·) is a decreasing function ofP (t). SinceP ′(t) < 0, it does not satisfy
constraint (2.6). Therefore, the minimum value of P3 is found byP ∗(t) = Pmax .
2.7.3 Proof of Lemma 2.2
Proof: We first present the following lemma that will be used to proveLemma2.2.
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Lemma 2.4 The optimal power allocation of problemP3 has the following properties:
• If X(t) > 0 then the optimal solution always choosesP ∗(t) = Pmax.
• If X(t) < −V ζmax then the optimal solution always choosesP ∗(t) = 0.
Proof:
Based on Proposition2.1, we know that ifX(t) < −V γ(t)
∆t




, the sufficient condition forP ∗(t) = 0 is X(t) < −V ζmax. Similarly, we can
derive the sufficient condition forP ∗(t) = Pmax , which isX(t) > 0.
Using Lemma2.4 and Algorithm1, we now prove the bounds in (2.18). Note that by
Lemma2.4, whenX(t) < −V ζmax, in the next time slot,X(t + 1) in (2.14) is always
increasing,i.e., X(t + 1) ≥ X(t). When−V ζmax ≤ X(t), by Algorithm 1, we have
P ∗(t) > 0. From (2.14), the maximum possible decrease ofX(t) to X(t + 1) is when
P ∗(t) = Pmax andEs(t) = 0, i.e.,using maximum transmit power and no energy harvested.
In this case, we have
X(t+ 1) ≥ X(t)−∆tPmax ≥ −V ζmax −∆tPmax.
Since the above inequality holds for anyt, we conclude thatX(t) ≥ Xlow where
Xlow = −V ζmax −∆tPmax. (2.41)
From (2.5), we haveEs(t) ≤ min{Emax−Eb(t−1)+∆tP (t−1), Ec,max}. Combining
this with (2.14), we have
X(t+ 1) ≤ X(t)−∆tP (t) + min{Emax −X(t− 1)− A+∆tP (t− 1), Ec,max}.
(2.42)
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If X(t) > 0, by Lemma2.4, P ∗(t) = Pmax. This meansX(t+1) ≤ X(t)−∆tPmax +
Ec,max ≤ X(t). Thus,X(t + 1) is decreasing. IfX(t) ≤ 0, we haveP ∗(t) ∈ [0, Pmax). In
this case, the maximum increase fromX(t) to X(t + 1) is whenP ∗(t) = 0 andEs(t) =
Ec,max. In this case, we haveX(t+ 1) ≤ X(t) + Ec,max ≤ Ec,max, ∀t. It follows thatX(t)
is upper bounded asX(t) ≤ Ec,max , Xup.
2.7.4 Proof of Proposition 2.2
Proof: In order forP ∗(t) to be a feasible solution toP1, Eb(t) needs to meet the
battery capacity constraint (2.1). SinceX(t) ≥ Xlow, by (2.13) and (2.41) , we have
Eb(t)−A ≥ −V ζmax−∆tPmax. This meansA ≤ Eb(t)+V ζmax+∆tPmax, ∀t. It follows
that set
A = Emin + V ζmax +∆tPmax (2.43)
would satisfy the above constraint. In order forP ∗(t) to be feasible, it requiresX(t) =
Eb(t) − A ≤ Emax − A. SinceX(t) ≤ Xup = Ec,max, the feasibility is guaranteed if
Ec,max ≤ Emax −A. ReplacingA in this inequality by the expression in (2.43), we have
V ≤
Emax − Emin −Ec,max −∆tPmax
ζmax
. (2.44)
2.7.5 Proof of Theorem2.1
Proof: We adopt the approach in Lyapunov optimization theory [54] to derive the
bound. We first show that there exists a stationary, randomized power control policy
{P r(t)} for P2, whereP r(t) only depends on the current system states( ), and we can
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bound the expected values of the cost objective and the constrai t per slot. Using these
bounds and the upper bound of drift-plus-cost metric in (2.16), we derive the bound in
(2.28).
The following lemma can be obtained straightforwardly fromthe results in [54].
Lemma 2.5 For system states(t) i.i.d. over time, there exists a stationary randomized
power control solutionP r(t) that only depends on the current states(t) and guarantees
EA[R
r(t)] , R̄r(A) = R̄o(A), (2.45)
EA[E
r
s (t)] = EA[∆tP
r(t))] (2.46)
whereRr(t) andErs (t) are instantaneous rate and harvested energy under the stationary
randomized solution,EA[·] is taken with respect to the random system states(t) conditioned
on γ(t) ≤ γmax and the randomized power solutionP r(t), andR̄r(A) andR̄o(A) are the
objectives ofP2achieved underP r(t) and under the optimal solution, respectively.
Our proposed algorithm is to solve per slot optimization problemP3, which minimizes
the upper bound in (2.16) over all possible power control solutions, including the optimal
stationary randomized solutionP r(t) in Lemma2.5. PluggingP r(t) into the right hand













= B − V R̄o(A)
≤ B − V R̄opt(A) (2.47)
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where the first equality is due toP r(t) only depending ons(t), the second equality is by
(2.45) and (2.46) of Lemma2.5, and the last inequality is becauseP2 is a relaxed version
of P1and therefore we havēRopt ≤ R̄o(A).
By the definition of∆(X(t)) in (2.15), taking expectations of both sides in (2.47) over







≥ TV R̄opt(A)− TB + EA[L(X(T ))]− EA[L(X(0))]
≥ TV R̄opt(A)− TB − EA[L(X(0))]
where the last inequality is due toL(X(T )) being non-negative by definition. Dividing













where the left hand side of (2.48) is R̄s(V,A).
2.7.6 Proof of Lemma2.3
Proof: To find an upper bound, we know that in each time slot, an optimum rate
Ropt(t) is less or equal to the maximum achievable rate which isRmax(t):
Ropt(t) ≤ log (1 + Pmaxγ(t)) , Rmax(t) (2.49)
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So (2.49) can be written as
Ropt(t)− R(t) ≤ Rmax(t)−R(t) (2.50)
whereR(t) is the instantaneous rate under random eventγ(t) ∈ Ac. RHS of (2.50) can be
written as
Rmax −R(t) = log
(
1 + Pmaxγ(t)
1 + P s(t)γ(t)
)
(2.51)
By taking expectation of (2.50) overγ(t) and considering (2.51), (2.50) can be written
as
EAc [R





1 + P s(t)γ(t)
)]
(2.52)
















EAc [R(t)] ≥ R̄
opt − g(t) (2.53)



















log (1 + Pmaxγ) f(γ)dγ
, G (2.54)
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where for simplicity, we letγ(t) = γ, andf(γ|γ > γmax) denotes the conditional proba-
bility density function (pdf); also,F (γmax) = Prob(γ ≤ γmax), i.e., the cumulative distri-
bution function (cdf) ofγ. Note thatG < ∞ since the integration in the second equality is
finite. Thus, combining (2.53) and (2.54), we haveR̄s(Ac) ≥ Ropt −G as in (2.29).
2.7.7 Proof of Corollary 2.1
Proof: Note that forhn(t) being complex Gaussian with varianceσ2h, for n =






















log (1 + γ̄Pmaxγ) γ
N−1e−γdγ







. A special case is whenN = 1. The




















log (1 + Pmaxγ) e
− γ
γ̄ dγ. (2.57)
CHAPTER 2. ONLINE POWER CONTROL FORPOINT-TO-POINT TRANSMISSION 65





log (1 + Pmaxγ) e














e−xdx = eβΓ̂(0, u+ β) (2.58)
Thus, we haveG as in (2.31)
2.7.8 Proof of Theorem2.2
Proof: The achieved long-term time-averaged expected rate under Algo ithm2 can
be written as
R̄s(V, η) = (1− η)R̄s(V,A) + ηR̄s(Ac) (2.59)
whereR̄s(V, η) = limT→∞ 1T
∑T−1
t=0 E[R(t)]. Also, the optimal solution ofP1 can be writ-
ten as
R̄opt = (1− η)R̄opt(A) + ηR̄opt(Ac) (2.60)
By subtracting (2.59) from (2.60), we can write
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Combining the results of Theorems2.1 and2.2 , the performance gap of Algorithm2 to
the optimal solution forP1 in (2.32) follows.
Chapter 3
Online Joint Power Control in EH Relay
Network
3.1 Introduction
In this chapter, we consider a two-hop amplify and forward (AF) relay network equipped
with energy harvesters and batteries in the fading environment. We assume the statistics
of energy arrivals and fading are unknown at the transmitterand relay. Our objective is
to maximize the log-term time-averaged expected rate in a two-hop network with finite
batteries. We design an online joint power control strategy. Using Lyapunov optimization
technique, we develop an algorithm to determine joint transmit powers of the transmitter
and relay based on the current energy level of the batteries and channel fade conditions. The
joint power control algorithm is provided in a closed form and numerically. We propose a
scheme to tackle the problem of unbounded fading channels that cannot be addressed with
Lyapunov technique directly. We further bound the performance of the proposed algorithm
to that of the optimal solution.
67
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3.2 System Model
We consider a half duplex two-hop AF relaying network consisted of a pair of source
and destination nodes and a relay, as illustrated in Fig.3.1. We assume the source and
destination are far apart and no direct link is assumed from the source to the destination.
The system operates in a slotted timet ∈ {0, 1, 2, ...} with slot duration∆t. The channel
coefficients on the first and second hops are denoted byhs(t) andhr(t), respectively. We
assume a slow block fading scenario, wherehs(t) andhr(t) remain unchanged during
time slot t and change from slot to slot. Assuming the receiver noise at the relay and
the destination are additive white Gaussian with zero mean and v rianceσ2s = σ
2
r = 1,
we defineγs(t) andγr(t) as the normalized channel gain given byγi(t) , |hi(t)|2/σ2i =
|hi(t)|
2, wherei = s, r is the node index denoting the source or the relay. In addition, we
assume the channel gains are known at both the source and the relay in every time slot.
We assume the source and the relay are stand-alone devices pow red by the energy
harvesting and storage devices. LetEsa(t) andE
r
a(t) be the amount of energy arrived at the
harvesting device of the source and the relay, respectively, at the end of time slott. Let
Esh(t) andE
r
h(t) be the amount of energy harvested into the battery of at the source and the
relay, respectively, at the end of time slott. We haveEih(t) ∈ [0, E
i
a(t)], wherei = s, r.
A battery storage unit is used at the source and the relay to store the harvested energy and
supply power for data transmission in each hop. LetEsb (t) andE
r
b (t) be battery energy
level at the source and the relay at the beginning of time slott, which are bounded by the
battery storage capacity as
Emin ≤ E
i
b(t) ≤ Emax, i = s, r (3.1)
whereEmin andEmax represent the minimum and maximum energy levels allowed in the
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battery, which depend on the battery specifications.
Each battery has its own charging and discharging rate limit. In he thesis, we assume
identical storage batteries at the source and the relay.1 Let Ec,max be the maximum charg-
ing amount per slot andPmax the maximum transmit power drawn from the battery.2 At
time slott, the transmission power at the source and the relay, denotedby Ps(t) andPr(t),
respectively, should satisfy
0 ≤ Pi(t) ≤ Pmax, i = s, r. (3.2)
By the battery capacity constraint (3.1), Pi(t) should also satisfy
0 ≤ ∆tPi(t) ≤ E
i
b(t)−Emin, i = s, r. (3.3)
The energy level in each batteryEib(t) evolves over time as follows




h(t) , i = s, r, (3.4)
where the harvested energyEih(t) depends on energy arrival andEc,max and available room
in the battery as





By the AF relaying strategy, the received SNR at the destinatio at time slott is given
1Extension to different batteries at each node is straightforward.
2It is clear that the maximum power satisfies∆tPmax ≤ Emax − Emin

















γr(t)Pr(t) + γs(t)Ps(t) + 1
. (3.6)
in which it is assumed thatσ2s = σ
2
r = 1. The instantaneous rate at time slott is given by
R(t) , 1
2
log (1 + SNRd(t)).
3.3 Long-Term Rate Maximization
At the beginning of time slott, the relay network system state is given by









Our objective is to design a joint power control policy,i.e., a mappingπ(t) : s(t) →
{Ps(t), Pr(t)}, to maximize the long-term time-averaged expected data rate, while satisfy-
ing all the battery operation constraints at the source and the relay. The joint optimization
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subject to0 ≤ Pi(t) ≤ Pmax, i = s, r
0 ≤ ∆tPi(t) ≤ E
i
b(t)− Emin, i = s, r.




h(t) , i = s, r,
whereE[·] is the expectation taken with respect toγs(t), γr(t), Esa(t), andE
r
a(t).
In practice, the distribution or statistics of the energy arriv ls{Esa(t)} and{E
r
a(t)} are
difficult to predict. This makes the existing methods relying on the distribution of system
inputs difficult to apply (e.g.,Dynamic Programming). Instead, we develop an online power
control policy which does not require the distribution or statistics of the energy arrivals
{Eia(t), i = s, r} and channel gains{γi(t), i = s, r}.
P1 is a joint stochastic optimization problem which is difficult to solve. The control
decisionsPs(t) andPr(t) are correlated over time, becauseEsb (t) andE
r
b (t) in (3.4) are
coupled over time as a result of the finite transmit power constraint (3.1). To handle this, we
first relax the per time slot battery capacity constraint (3.3) to a long-term time-averaged
energy input and output relation. This enables us to employ Lyapunov optimization to
design an online control policy. From (3.4), the expected battery energy level and the







E[Eih(t)−∆tPi(t)], i = s, r. (3.8)
By (3.1), the left hand side of (3.8) is bounded. Dividing both sides of (3.8) byT and taking
the limit T → ∞, we arrive at a long-term time-averaged battery energy input and output
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relation











t=0 E[Pi(t)], i = s, r. P1











subject to0 ≤ Pi(t) ≤ Pmax, i = s, r,
Ēih = ∆tP̄i.
where per slot power constraint (3.3) is replaced by time averaged power constraint (3.9).
As a result, per slot battery capacity constraint (3.1) is removed. Note that since the power
control decisionPs(t) andPr(t) onEsb (t) andE
r
b (t) are removed,P2 is the relaxed problem
of P1. Thus, any feasible solution toP1 is also feasible toP2, but not vise versa. In fact,
P2 is still a challenging joint stochastic problem to solve. Infollowing, we first develop an
online power control policy to find a solution forP2by using Lyapunov optimization [54].
We then design the system parameters to ensure that our proposed s lution is feasible to
P1.
3.4 Online Control Policy via Lyapunov Optimization
We now apply Lyapunov optimization to develop an online power control algorithm to
solveP2. We first define two virtual queues for the battery energy levels Esb (t) andE
r
b (t)
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at the source and the relay, respectively, as
Xi(t) , E
i
b(t)−Ai , i = s, r, (3.10)
whereAi, i = s, r, are constants. The value ofAi will be determined later to ensure the
solution being feasible toP1. SinceXi(t) is a shifted version ofEib(t), from (3.4), the
queueXi(t) evolves over time as
Xi(t + 1) = Xi(t)−∆tPi(t) + E
i
h(t) i = s, r. (3.11)
The purpose of introducing virtual queuesXi(t)’s is to enforce constraint (3.9) to be met








Define a per-slot Lyapunov drift, conditioned onX(t) at time slott, as
∆(X(t)) ,E[L(X(t + 1))− L(X(t))|X(t)], (3.13)
whereE[·] is taken with respect to the system random inputsγs(t), γr(t), Esa(t), andE
r
a(t).
By the Lyapunov optimization framework, instead of using the objective inP2, we
minimize adrift-plus-costmetric. The drift-plus-cost metric consists of the weighted sum
of the per-slot Lyapunov drift∆(X(t)) and the cost objective function (the negative of the
rate), conditioned onXs(t) andXr(t) given by∆(X(t))− 2V E [R(t)|X(t)], whereV > 0
is the weight between the drift and the cost. Note that factor2 is used to cancel out factor
1/2 in R(t) to simply our derivation later. It does not affect our solution.
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3.4.1 Transformation to Online Optimization
We now provide an upper bound on the drift-plus-cost metric,which enables us to design
online joint power control algorithm.
Lemma 3.1 Under any control policy and for any queue lengthsXs(t) and Xr(t), the
drift-plus-cost metric is upper bounded by





h(t)−∆tPi(t)|X(t)]− V E[R(t)|X(t)] (3.14)
whereB , max{E2c,max, (∆tPmax)
2}/2.
Proof: See Appendix3.8.1.
Considering the upper bound in (3.14) on the drift-plus-cost metric, we design an
online control policy to minimize itper slot by removing the expectation. LetP(t) ,











γr(t)Pr(t) + γs(t)Ps(t) + 1
)
subject to 0 ≤ Ps(t) ≤ Pmax, 0 ≤ Pr(t) ≤ Pmax.
where we have removed the constant terms in the upper bound onthe drift-plus-cost metric
to arrive at the objective expression inP3. Note that the objective ofP3 is not jointly
convex with respect toPs(t) andPr(t). By approximating the last term in the objective, the
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subject to 0 ≤ Ps(t) ≤ Pmax, 0 ≤ Pr(t) ≤ Pmax.
ComparingP3′ andP3, P3′ is minimizing a lower bound of the objective ofP3. Fur-
thermore, the bound is tight when the received SNR at either hop is high. In the following,
we show thatP3′ is a convex optimization problem. Denote the objective ofP3′ by f(P(t)).
For notational convenience, we remove(t) from Pi(t), Xi(t) andγi(t) for i = s, r in
the following equations. To verify that the objective function f(P(t)) is convex, first we





















2 2(γsγrPsPr + γrPr + γsPs) + (γrPr)
2








(γrPr + γsPs)(γrPr + γsPs + γsγrPsPr)
+
(γrPr)
2γsγr ((γrPr + γsPs + γsγrPsPr) + (γrPr + γsPs)(γsPs + 1))
(γrPr + γsPs)2(γrPr + γsPs + γsγrPsPr)2
.
(3.17)
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≥ 0 and det(∇2f) ≥ 0, the Hessian matrix is positive semi definite [122].
Therefore, we conclude that thef(P(t)) is a convex function with respect toPs(t) and
Pr(t). As the constraints are linear functions,P3′ is a joint optimization problem [123].
SinceP3′ is convex, we obtain the optimalP ∗s (t) andP
∗
r (t) by analyzing the par-






. Depending on the sign ofXs(t) andXr(t), we have the fol-
lowing four cases.
3.4.1.1 Case 1:Xs(t) ≥ 0 and Xr(t) ≥ 0






, i = s, r. (3.19)
It is easy to verify that∂R̂/∂Pi(t) ≥ 0. SinceXi(t) ≥ 0 and V ≥ 0, we have
∂f(P(t))/∂Pi(t) ≤ 0. Thus, givenPr(t), f(P(t)) is a decreasing function ofPs(t), and
vise versa. Therefore,P ∗s (t) = P
∗
r (t) = Pmax.
3.4.1.2 Case 2:Xs(t) ≥ 0 and Xr(t) < 0
From the discussion in Case 1, whenXs(t) ≥ 0, we haveP ∗s (t) = Pmax. With P
∗
s (t) =





h(t)−∆tPr(t))− V R̂r(t) (3.20)






. ForXr(t) < 0, ∂f(P(t))/∂Pr(t) in (3.19)
is no longer monotonic inPr(t). The root of∂f([Pmax, Pr(t)])/∂Pr(t) = 0, denoted by
P or (t), is derived as
P or (t) =
ηs(t)Pmax
2(1 + γs(t)Pmax)






(1 + γs(t)Pmax) andηs(t) , γs(t)/γr(t). With the
power constraint0 ≤ Pr(t) ≤ Pmax, the optimalP ∗r (t) is
P ∗r (t) = max{min{P
o
r (t), Pmax}, 0}. (3.22)
3.4.1.3 Case 3:Xs(t) < 0 andXr(t) ≥ 0
Following the similar discussion in Case 2, we obtain the optimal solution asP ∗r (t) = Pmax,
and
P ∗s (t) = max{min{P
o
s (t), Pmax}, 0} (3.23)
where
P os (t) =
ηr(t)Pmax
2(1 + γr(t)Pmax)






(1 + γr(t)Pmax) andηr(t) , γr(t)/γs(t).
3.4.1.4 Case 4:Xs(t) < 0 andXr(t) < 0
In this case, the objective function off(P(t)) is not monotonic with respect to eitherPs(t)
or Pr(t). However, we show in Section3.4.1thatf(P(t)) is convex and problemP3′ is
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a joint convex optimization problem with respect toPs(t) andPr(t). The optimal solution
P ∗s (t) andP
∗
r (t) can be numerically obtained by the standard convex optimization solver
like fmincon solver in MATLAB.
The optimal solution ofP3′ is summarized in Proposition3.1below
Proposition 3.1 The optimal solution ofP3′ is given by
1. If Xs(t) ≥ 0 andXr(t) ≥ 0, thenP ∗s (t) = P
∗
r (t) = Pmax;
2. If Xs(t) ≥ 0 and Xr(t) < 0, then P ∗s (t) = Pmax and P
∗
r (t) =
max{min{P or (t), Pmax}, 0}, whereP
o
r (t) is given by(3.21);
3. If Xs(t) < 0 andXr(t) ≥ 0, thenP ∗s (t) = max{min{P
o
s (t), Pmax}, 0}, whereP
o
s (t)
is given by(3.24), andP ∗r (t) = Pmax;
4. If Xs(t) < 0 andXr(t) < 0, thenP ∗s (t) andP
∗
r (t) can numerically be obtained.
3.4.2 Online Power Control Algorithm
The optimal solution toP3′ has some structural properties that will be useful in analyzing
its performance later. These characteristics are presented in he following Lemma.
Lemma 3.2 Defineζmax,i , 1∆tγi,max for i = s, r. The optimal solution of problemP3
′ has
the following properties:
(i) If Xs(t) ≥ 0 andXr(t) ≥ 0, then the optimal solution is always given byP ∗s (t) =
P ∗r (t) = Pmax.
(ii) If Xs(t) ≥ 0 andXr(t) ≤ −V ζmax,r, then the optimal solution is always given by
P ∗s (t) = Pmax andP
∗
r (t) = 0.
(iii) If Xs(t) ≤ −V ζmax,s andXr(t) ≥ 0, then the optimal solution is always given by
P ∗s (t) = 0 andP
∗
r (t) = Pmax.
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Proof: See Appendix3.8.2.
Using properties of Lemma3.2, we show below that the virtual queuesXs(t) andXr(t)
are bounded.
Lemma 3.3 Under the proposed power solution, the virtual queuesXs(t) andXr(t) are
bounded for allt’s as
Xlow,i ≤ Xi(t) ≤ Xup,i i = s, r , (3.25)
whereXlow,i , −V ζmax,i −∆tPmax andXup,i , Ec,max.
Proof: See Appendix3.8.3.
Remark 1: The optimal solutionP ∗s (t) andP
∗
r (t) of P3
′ depends on the values ofXs(t)
andXr(t). To help summarize the solution, based on Proposition3.1and Lemmas3.2and
3.3, we partition the values of(Xs(t), Xr(t)) into six regions as follows
R1 , {(Xs(t), Xr(t)) : Xs(t) ∈ [0, Xup,s], Xr(t) ∈ [0, Xup,r]}
R2 , {(Xs(t), Xr(t)) : Xs(t) ∈ [0, Xup,s], Xr(t) ∈ [−V ζmax,r, 0]}
R3 , {(Xs(t), Xr(t)) : Xs(t) ∈ [−V ζmax,s, 0], Xr(t) ∈ [0, Xup,r]}
R4 , {(Xs(t), Xr(t)) : Xs(t) ∈ [0, Xup,s], Xr(t) ∈ [−Xlow,r,−V ζmax,r]}
R5 , {(Xs(t), Xr(t)) : Xs(t) ∈ [−Xlow,s,−V ζmax,s], Xr(t) ∈ [0, Xup,r]}
R6 , {(Xs(t), Xr(t)) : Xs(t) ∈ [Xlow,s, 0], Xr(t) ∈ [Xlow,r, 0]}. (3.26)
Fig. 3.2shows the six regions for(Xs(t), Xr(t)). In each region, the optimal solution
of P3′ is given with a unique form, shown as follows
(i) For (Xs(t), Xr(t)) ∈ R1: P ∗s (t) = P
∗
r (t) = Pmax;
(ii) For (Xs(t), Xr(t)) ∈ R2: P ∗s (t) = Pmax, P
∗
r (t) in (3.22);

































































Figure 3.2: Power control policy at virtual queues
(iii) For (Xs(t), Xr(t)) ∈ R3: P ∗s (t) in (3.23), P
∗
r (t) = Pmax;
(iv) For (Xs(t), Xr(t)) ∈ R4: P ∗s (t) = Pmax, P
∗
r (t) = 0;
(v) For (Xs(t), Xr(t)) ∈ R5: P ∗s (t) = 0, P
∗
r (t) = Pmax;
(vi) For (Xs(t), Xr(t)) ∈ R6: P ∗s (t) andP
∗
r (t) can numerically be solved.
Note that inP3′, we have removed the battery capacity constraint (3.1). By the
bounded-ness ofXs(t) andXr(t) given in Lemma3.3, we can design parametersAs, Ar
andV to ensure that the optimal power solution ofP3′ is feasible toP1. The results are
shown in the following proposition
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Proposition 3.2 Under the optimal solution of problemP3′, if Ai, i = s, r in (3.10) satis-
fies
Ai = ∆tPmax + Emin + V ζmax,i, i = s, r, (3.27)
andV ∈ (0, Vmax] with
Vmax = min{Vmax,s, Vmax,r} (3.28)
where
Vmax,i =
Emax −Emin − Ec,max −∆tPmax
ζmax,i
, i = s, r, (3.29)
thenEsb (t) andE
r
b (t) satisfy the battery capacity constraints(3.1), and the optimal power
solution(P ∗s (t), P
∗
r (t)) of P3
′ in Proposition3.1 is feasible toP1 for all t’s.
Proof: See Appendix3.8.4.
Substituting the expression ofAi in (3.27) into (3.10) and from Proposition3.1, we
express the joint power control solution(P ∗s (t), P
∗
r (t)) as a function of battery energy levels
and the channel fading condition. Define three energy state thresholds for the batteries as
follows
Eib,th1 , ∆tPmax + Emin + V ζmax,i (3.30)
Eib,th2 , ∆tPmax + Emin + V (ζmax,i − αi(t)) (3.31)
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Algorithm 3 Online Transmit Power Control Algorithm with EH
(γi(t) ≤ γi,max, for i = s, r)
SetV ∈ (0, Vmax] with Vmax given in (3.28).
At time slott:
1: ComputeEib,thj(t) for i = s, r andj = 1, 2, 3 by (3.30)-(3.32).
2: ObtainP ∗s (t) andP
∗
r (t) according to the following cases:








s (t) = P
∗
r (t) = Pmax;






















s (t) = Pmax andP
∗
r (t) = 0;
S4) IfEsb,th2 ≤ E
s








s (t) = P
∗
r (t) = Pmax;
S5) If Esb,th3 < E
s






















s (t) = 0 andP
∗
r (t) = Pmax;










r (t) can numerically be
obtained.
3: UpdateEib(t + 1) andXi(t + 1) with P
∗
i (t), for i = s, r, using (3.4) and (3.10),
respectively.
4: Output source and replay transmit power solutions:P ∗s (t) andP
∗
r (t).
for i = s, r, where
αs(t) ,
η2r (t)γs(t)/∆t




ηs(t)2 + ηs(t)(2 + γs(t)Pmax) + (1 + γs(t)Pmax)
.
The joint power control solution(P ∗s (t), P
∗




b (t) is provided in
Algorithm 3, where we summarize our proposed joint power control strategy.
Remark 2: Note that for Cases S3 and S6 in Algorithm3, the power solution is such
that the transmit power of either source or relay is0 , while that of the other node isPmax.
Both of these cases will result inR(t) = 0. Thus, in practical design, to save energy
consumption, both powers should be set to0 if one of them is0, i.e.,Ps(t) = 0 orPr(t) = 0
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Algorithm 4 Online Modified Transmit Power Algorithm with EH
(γi(t) ≤ γi,max, for i = s, r)
SetV ∈ (0, Vmax] with Vmax given in (3.28).
At time slott:
1: ComputeEib,thj(t) for i = s, r andj = 1, 2, 3 by (3.30)-(3.32);
2: ObtainP ∗s (t) andP
∗
r (t) according to S1)-S7) in Algorithm3, except S3) and S6) which
modify to S3′) and S6′) as follows








s (t) = P
∗
r (t) = 0.








s (t) = P
∗
r (t) = 0.
3: UpdateEib(t + 1) andXi(t + 1) with P
∗
i (t), for i = s, r, using (3.4) and (3.10),
respectively.
4: Output source and replay transmit power solutions:P ∗s (t) andP
∗
r (t).
replace withPs(t) = Pr(t) = 0. Considering this condition, we modify the solutions of
S3 and S6 in Algorithm3 to beP ∗s (t) = P
∗
r (t) = 0, as shown in the modified version
Algorithm 4, where we replaced S3 and S6 of Algorithm3 with Cases S3′ and S6′.
3.4.3 Algorithm for Fading with Unbounded Channel Gain
So far, we assume that the normalized channel gain is boundedγi(t) ≤ γi,max, i = s, r.
For a more general fading scenario, the distributions of channel fading over two hopsi.e.,
hs(t) andhr(t) have unbounded support (e.g.,complex Gaussian distributions). Thus, the
normalized channel gainsγs(t) andγr(t) are unbounded. Our previous approach for online
power control decision cannot directly accommodate the unbo ded channel gain. In the
following, we develop a modified algorithm from Algorithm4 to provide source and relay
transmit power solutions whenγs(t) > γs,max and/orγr(t) > γr,max.
DefineAi , [0, γi,max] andAci = (γi,max,∞), i = s, r. Whenγi(t) ∈ A
c
i , i = s, r, we
call an outage event occurs over that hop (in terms of the conditi to execute Algorithm
4). The outage event for the relay network occurs when either of the two hops has an
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outage. The corresponding outage probability, denoted by{po}, is given by
po = P ({γs(t) ∈ A
c
s} ∪ {γr(t) ∈ A
c
r}) = po,s + po,r − po,spo,r, (3.33)
wherepo,i , P (γi(t) ∈ Aci) is the outage probability for each hop. The channels over two
hops are statistically independent, therefore the above equation is simplified as shown in
the last part of equation. For Rayleigh fading channels as anex mple, assumehi being
complex Gaussian with zero mean and varianceσ2h,i, i = s, r. The outage probability for
each hop isP (γi(t) ∈ Aci) = exp(−γi,max/σ
2
h,i), and the outage probability for the network







Note that, whenγs(t) ∈ As andγr(t) ∈ Ar, Algorithm4 still provides a feasible power
solution toP1. However, when outage occurs,P ∗s (t) or P
∗
r (t) in Algorithm 4 may not be
feasible. In other words, the battery capacity constraint (3.3) may be violated. In this case,
we propose the following method to determinePs(t) andPr(t).
DefineEi,eb (t) , E
i
b(t) − ∆tPi(t) , i = s, r, as the battery energy level (at the source







b (t) as the time-averagedE
i,e
b up to time slott. Whenγi(t) ∈ A
c
i ,
if P ∗j (t), j = s, r, in Proposition3.2 does not satisfy constraint (3.3), we set the transmit
power as







, for j = s, r (3.34)
where[a]+ , max{a, 0}.
Remark 3: Note that, first,P oj (t) in (3.34) is clearly feasible toP1; second, whenever in
outage Algorithm4 produces an infeasible solution, our proposed method aboveis to con-
trol the power such that at the end of the time slot, the remaining energy level (excluding
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Algorithm 5 Online Transmit Power Control Algorithm with EH (OTPC-EH) (γi(t) < ∞
for i = s, r)
Choosepo,i, and obtainγi,max usingpo,i, for i = s, r.
At time slott:
1: Observe the system states(t).










3: if γs(t) ∈ Acs or γr(t) ∈ A
c
r then
4: for i = s, r do
5: if P ∗i (t) > (E
i
b(t)− Emin)/∆t then obtainP
o
i (t) in (3.34).














8: Output source and replay transmit power solutions:P os (t) andP
o
r (t).
the harvested energy) would be roughly maintained at its hisorical average level. The rea-
son to do so is that in the case of bounded channel gains, the onlin algorithm by Lyapunov
technique converges to and maintain a steady-state batteryen rgy level at the long-term.
When in outage, which happens only occasionally, we set the transmit power such that the
battery energy level is maintained at its steady-state without being disturbed.
We summarize our online transmit power control with EH algorithm for the general
fading scenario in Algorithm5 (OTPC-EH).
3.5 Performance Analysis
We first analyze the performance of our proposed algorithms for the bounded fading chan-
nels; then we study the performance for general unbounded fading channels.
3.5.1 Bounded Fading Channels
We first consider the case whereγi(t) ∈ Ai, ∀t andi = s, r, and analyze the performance of
Algorithm 4. Let R̄s(V,As,Ar) denote the achieved objective value of the long-term time-
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averaged expected rate ofP1 by Algorithm 4 under a chosen V value. Let̄Ropt(As,Ar)
denote the maximum objective value ofP1 under the optimal power control policy.
We show below the performance gap of Algorithm4 to R̄opt(As,Ar).
Theorem 3.1 Assumeγi(t) ∈ Ai, ∀t andi = s, r. Assume the system states(t) being i.i.d
over time. The performance gap between Algorithm4 and the optimal power control policy






whereB is defined below(3.14).
Proof: See Appendix3.8.5.
From (3.35) we note that the bound on the performance gap of our proposedAlgorithm
4 to the optimal one decreases withV . Due to the battery capacity constraint,V has to
be chosen within(0, Vmax]. Thus, to minimize the gap to the maximum performance, we
should choseV = Vmax. Furthermore, from (3.28) and (3.29), Vmax increases with the
battery capacity. Thus, Algorithm4 is asymptotically optimal forP1as the battery capacity
goes to infinity. Finally, the i.i.d. assumption of{γs(t)}, {γr(t)}, {Esa(t)} and{E
r
a(t)}
can be relaxed to accommodate the case where these processesare modeled as finite state
Markov chains. By applying a multi-slot Lyapunov drift technique [54], a similar bound
can be shown for our proposed power control algorithm.
3.5.2 Unbounded Fading Channels
As we mentioned earlier in Section3.4.3, the outage event happens when at least one
channel gain locates inγi(t) ∈ Aci region. (3.34) shows how to obtain the source and
relay transmission powers when the outage happens. In this part, we present the upper-
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bound on the performance of power control strategy in the presence of an outage event. Let
R̄opt(Acs,A
c
r) denote the maximum objective of problemP1under the optimal solution and
R̄s(Acs,A
c
r) denote the achieved rate of problemP1 using (3.34), both in the presence of
outage.
In the following lemma, we propose an upper-bound on the performance of Algorithm5
in the outage event. For simplicity, without causing any confusion, we drop the time nota-
tion and letγi(t) = γi in the following
Lemma 3.4 Assume that the system states(t) is i.i.d. over time. Forγi ∈ Aci , the perfor-






r) ≤ G. (3.36)
where0 < G < ∞ is a constant as a function of the channel gains distributionf(γi) and
γi,max.
Proof: See Appendix3.8.6.
For the general fading case, whereγi(t) < ∞, let R̄opt denote the maximum objective
value ofP1. Let R̄s(V, po) denote the achieved objective by Algorithm5, where the value
depends on both the control parameterV and the outage probabilitypo in our algorithm.
Combining the results in Theorem3.1and Lemma3.4, we have the performance bound in
our proposed (OTPC-EH) algorithm at Algorithm5 as follows
Theorem 3.2 Assume the system states(t) is i.i.d over time. For the fading channel with
any given fading distribution, given the outage probability po, the performance under Al-
gorithm5 (OTPEH) is bounded from̄Ropt by
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Proof: See Appendix3.8.7.
3.6 Simulation Results
We now evaluate the performance of our proposed algorithms in a two-hop relay network.
For the batteries at both source and relay, the default maximum and minimum energy levels
are set toEmax = 50J andEmin = 0, respectively. The maximum charging amount per
slot is set toEc,max = 0.3J , and the maximum transmission power isPmax = 0.5 W. We
set the time slot duration∆t = 1 sec. We assume that the independent energy arrivalEis(t)
for i = s, r follows a compound Poisson process with the arrival rate asλi(t) unit/slot for
the source and relay. For each unit arrival, the amount ofEia(t) is i.i.d. and uniformly
distributed between[0, 2ai], whereai is the mean fori = s, r. The energy arrival for both
channels have a same statistical setting,i.e., ai = 0.3J andλi = 0.5, for i = s, r.
We generate the channelshs(t) andhr(t) as i.i.d complex Gaussian random variable
with the normalized channel gainE[γi(t)] = 10 dB; then set the outage probability over
each hop to bepo,i = 0.01 which results inγi,max ≈ 16 dB. Finally, we setV = Vmax in
verifying the algorithms performance. We study our proposed algorithms under two fading
scenarios
(a) Bounded fadingγi(t) ≤ γi,max: We assume the same channel setting as described
above. Ifγi(t) > γi,max, we setγi(t) = γi,max. Under this scenario, we perform
Algorithm 4 to find source and relay transmit powers.
(b) Unbounded fadingγi(t) < ∞: We apply Algorithm5 (OTPC-EH) to obtain source
and relay transmit powers.
To the best of our knowledge, the online methods in the literature rely on the statistical
information of energy arrival and random events. In order toverify the our methodology,
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the proposed algorithms are compared with three online algorithms in the literature. These
algorithms were proposed for different system models and therefore, we modify them based
on our problem setting. In addition, in Chapter2, the online power control policy for a
point-to-point channel is proposed that only relies on the current energy arrival and fading
condition. As a benchmark, we extend the proposed Algorithm2 to a two-hop network.
The four algorithms are described below
(c) Energy adaptive water-filling algorithm (EAWF): In [33], EAWF is proposed for a
SISO network. This heuristic algorithm determines the power transmission based
on the channel distribution and computes a cutoff fadeγ0 at each time slot for the
channel. Then, by finding cutoff fade and given channel gain of each time slot, the
transmit power is computed based on water-filling method. The battery operational
constraint (3.5) is first imposed to EAWF scheme. Then the scheme is applied to
each hop to find the instantaneous cutoff fadeγi,0 for the corresponding hop. Note
that the channels are statistically independent. Therefore, the cutoff fadeγi,0 is the












b(t), i = s, r. (3.38)















(d) Greedy algorithm: At each time slot, the transmitter at each hop uses the maximum
possible power based onEib(t) to maximize the transmission rate at current time slot





subject to 0 ≤ Pi(t) ≤ Pmax, i = s, r
0 ≤ ∆tPi(t) ≤ E
i
b(t)−Emin, i = s, r.




h(t) , i = s, r,
which givesPi(t) = min{(Eib(t)− Emin)/∆t, Pmax}.
(e) Power halving algorithm: At each time slot, the source and relay use half of the max-
imum possible powers given by the greedy algorithm in (d). Although greedy and
power halving algorithms are both heuristic algorithms, unlike the greedy algorithm,
power halving scheme works to conserve the harvested energyin the batteries.
(f) Algorithm 2: In Chapter2, Algorithm 2 is presented for a point-to-point channel.
The proposed online power control policy only relies on the current energy arrival
and fading condition. We apply Algorithm2 for the two-hop network. At each time
slot, the source and relay use Algorithm2 to determine the transmission powers.
Algorithms (d) and (f) only depend on the current system state wi hout requiring their
statistical information. Note that, when implementing algorithms (c)–(f), the complex
Gaussian channel is used as in (b) fading scenario. As we mention i Section3.4.2, we
modify the power allocation solution of S3 and S6 of Algorithm 3 to S3′ and S6′ in Algo-
rithm 4 to save energy consumption. In order to provide a consistentcomparison, we apply
this energy saving approach for all algorithms (c) to (f). Ifthe transmit power of either
transmitter or relay is0 while the other node isPmax, we set both transmit powers to0, i.e.,
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Ps(t) = Pr(t) = 0.
In Figs.3.3 and 3.4, we plot the time-averaged expected rate vs. time slots for tw
different initial battery settings. Each time-averaged rate is averaged over 50 Monte Carlo
runs. We set the initial state of batteries toEmax/2 andEmax for Figs.3.3and 3.4, respec-
tively. The performance of Algorithms4 and5 under fading scenarios (a) and (b) is almost
identical and1.5 times higher than that of Algorithm2. It can be seen that the transmis-
sion rate for the proposed algorithms are nearly doubled over that of the power halving and
EAWF algorithms and more than two times of greedy algorithm.The proposed algorithms
outperform significantly the EAWF algorithm while the latter one uses the fading statistics
to determine the transmission power. It is worth mentioningthat the proposed algorithms
benefit from the energy preservation and opportunistic transmission based on the energy
levels of batteries and fading conditions.
Moreover, we study the effect of fading condition on the performance of the proposed
algorithms. In Fig.3.5, we plot the normalized relay-destination channel gain, the state of
relay battery level and the transmission power of relayP ∗r (t) vs. time slott. We examine
the performance of Algorithm5 under the bounded fading scenario (b). The middle subplot
shows the relay battery level along with the three thresholdlevels defined in (3.30)-(3.32).
We can see thatErb,th3 varies by−γr(t). ThresholdE
r
b,th1 is a constant value based on the
maximum transmission power, the minimum battery energy level and weight parameterV .
Also, Erb,th2 does not fluctuate noticeably over time as it is a function of−αr(t). The last
subplot illustrates the opportunistic behavior of power contr l strategy. In other words, the
proposed algorithms perform based on the channel condition, .e., the transmission power
is higher whenever the channel is stronger.
To study the effect of battery capacity on the performance ofthe proposed algorithms
(Algorithms3 to 5), we plot the long-term average rate vs. battery capacity inFig. 3.6.
For the proposed algorithms (Algorithms3 to 5), the long-term average rate significantly
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increases under smaller battery capacities. The long-termaverage rate converges quickly
to the maximum value as the battery capacity increases. The converging behavior is due
to the influence of the maximum powerPmax and charging rateEc,max. It can be seen that
the performance of the joint power control policy of the proposed algorithms (Algorithms
3 to 5) are substantially higher than Algorithm2. Although Algorithm2 uses the online
power control policy for the source and relay individually,performs significantly better
than EAWF, power halving and greedy algorithms. Note that EAWF, power halving and
greedy algorithms do not depend on the battery size and theirperformances do not change
with the size. As seen in the figure, Algorithm3 shows a similar performance as that of
Algorithm 4 and therefore, only Algorithm4 and5 will be presented and discussed in this
section.
In Fig.3.7, we plot the long-term average rate vs.V for V ∈ (0, Vmax]. We see the aver-
age rate improves asV increases under Algorithm5 which is consistent with Theorem3.2
that the gap to the optimal performance decreases asV increases. Also, the average rate
of Algorithm 2 increases asV grows, however the increase rate is much lower than Al-
gorithm5. On the other hand, since EAWF, power halving and greedy algorithms do not
change withV , their average rates remain flat.
Finally, we study the long-term average rate under different energy arrival parameters,
i.e.,arrival rateλi and mean arrival amountai, in Fig. 3.8. For this plot, we setas = ar and
λs = λr. It can be seen that the average rate is monotonically increasing with bothai and
λi. The plot demonstrates clearly that the proposed algorithms outperform significantly
over power halving, EAWF and greedy algorithms within a widerange of energy arrival
rateλi and mean arrival amountai. As ai increases, we see that the improvement of the
average rate gradually reduces for all Algorithms4, 5, EAWF, power halving and greedy
algorithms. This is because, as the amount of energy arrivalincreases, the maximum power
Pmax and charging rateEc,max become limiting factors for the performance. As shown in
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Figure 3.3: Time-averaged expected rate vs. time with initial battery ofEmax
2
Figs 3.3,3.4, 3.6, 3.7, Algorithm 5 outperforms significantly over Algorithm2. To avoid
confusion in Fig.3.8, we focus on three other alternative algorithms as benchmarks.
3.7 Summary
In this chapter, we considered an online power control strategy of a two-hop network over
wireless fading channels. The transmitter and relay are equipped with energy harvesters
and batteries to scavenge the ambient energy. Aiming at maximizing the long-term time-
averaged expected rate, we developed an online joint power cont ol algorithm under the
battery storage and operation constraints. We derived a combined closed-form and numeri-
cal solution for the online power control strategy. The proposed scheme jointly determines
the transmission powers for both the transmitter and relay.The method performs based
on the energy arrival of both transmitter and rely, battery energy level of both transmit-
ter and relay and also fading condition of both hops. The proposed algorithms do not
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require the current information of random events includingfading condition and energy
arrival. We propose a scheme to tackle the difficulty of unbounded fading channels that
cannot be directly handled by Lyapunov technique. We further analytically bounded the
performance gap between our proposed algorithm and the optimal solution. The numerical
results demonstrate the effectiveness of our proposed online a gorithms as compared with
three other online approaches.
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Figure 3.4: Time-averaged expected rate vs. time with battery with full initial value.


















































Figure 3.5: Threshold levels of relay battery vs time.
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Figure 3.6: Long-term time-averaged expected rate vs. battery size.







































Figure 3.7: Long-term time-averaged expected rate vs. V forV ∈ (0, Vmax].
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Figure 3.8: Long-term time-averaged expected rate vs. energy arrival rateλi(JS ) for i =
s, r.
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3.8 Appendix
3.8.1 Proof of Lemma3.1









L(Xs(t+ 1), Xr(t+ 1)) =
1
2
(X2s (t+ 1) +X
2
r (t+ 1)) (3.42)
From the dynamics ofXi(t) in (3.11), we have
























From (3.5), we have0 ≤ Eih(t) ≤ Ec,max, for i = s, r. Along with constraint (3.2) onPi(t)
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Taking expectation at both sides of (3.43) conditioned onXs(t) andXr(t) and considering
(3.44), we have the per-slot Lyapunov drift being upper bounded by






whereB , max{Ec,max,∆tPmax}2/2. Adding−V E [R(t)|Xs(t), Xr(t)] to both sides of
(3.45), we have the upper bound on the drift-plus-cost metric as in(3.14).
3.8.2 Proof of Lemma3.2
Proof: Based on the solution of problemP3′, all optimal power solutions should
satisfy the power constraint (3.2). For part (i), we show in Case 1 in Section3.4.1.2that if
Xs(t) ≥ 0 andXr(t) ≥ 0, thenP ∗s (t) = P
∗
r (t) = Pmax.
For part (ii), considering Case 2 of Section3.4.1.2, we can show thatXr(t) ≤
−V ζmax,r. Using (3.21) and (3.22), we see thatP ∗r (t) = 0 if P
o
r (t) ≤ 0, i.e.,
ηs(t)Pmax
2(1 + γs(t)Pmax)
(−(2 + γs(t)Pmax) + Cr) ≤ 0. (3.46)
Since ηs(t)Pmax
2(1+γs(t)Pmax)
is not negative, we conclude that
−(2 + γsPmax) + Cr ≤ 0. (3.47)





(1 + γsPmax) ≤ (2 + γsPmax). (3.48)
Rearranging equation (3.48), we haveXr(t) ≤ −
V γr(t)
∆t
. Therefore, the sufficient condition
for P ∗r (t) = 0 is Xr(t) ≤ −V ζmax,r. Using the result of Case 3 in Section3.4.1.2and
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applying the similar approach, we can show part (iii).
3.8.3 Proof of Lemma3.3
Proof: From (3.5), we write the battery evolution of the source asEsh(t) ≤
min{Emax − E
s
b (t− 1) + ∆tPs(t− 1), Ec,max}. Combining this with (3.11), we have
Xs(t+ 1) ≤ Xs(t)−∆tPs(t) + min{Emax −Xs(t− 1)− Ar +∆tPs(t− 1), Ec,max}.
(3.49)
From the optimal solution ofP3′, we know that ifXs(t) > 0, thenP ∗s (t) = Pmax. Con-
sidering this property and maximum possible value ofEsh(t), the equation (3.49) can be
written asXs(t + 1) ≤ Xs(t) − ∆tPmax + Ec,max ≤ Xs(t). Thus,Xs(t + 1) is decreas-
ing. If Xs(t) ≤ 0, we haveP ∗s (t) ∈ [0, Pmax). In this case, the maximum increase from
Xs(t) to Xs(t + 1) is possible whenP ∗s (t) = 0 andE
s
h(t) = Ec,max. Therefore, we have
Xs(t + 1) ≤ Xs(t) + Ec,max ≤ Ec,max, ∀t. It follows thatXs(t) is upper bounded as
Xs(t) ≤ Ec,max , Xup,s. The similar approach is applied forXr(t).
3.8.4 Proof of Proposition3.2
Proof: In order forP ∗r (t) to be a feasible solution toP1, E
r
b (t) needs to meet the
battery capacity constraint (3.1). Using Xr(t) ≥ Xlow,r and equation (3.10), we have
Erb (t) − Ar ≥ −V ζmax,r − ∆tPmax. This meansAr ≤ E
r
b (t) + V ζmax,r + ∆tPmax, ∀t.
It follows that
Ar = Emin + V ζmax,r +∆tPmax (3.50)
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satisfies the lower bound constraint. Also, in order forP ∗r (t) to be feasible, it requires
Xr(t) = E
r
b (t) − Ar ≤ Emax − Ar. SinceXr(t) ≤ Xup,r = Ec,max, the feasibility is
guaranteed if
Ec,max ≤ Emax − Ar. (3.51)
UsingAr from (3.50) and substituting into (3.51), we have
V ≤
Emax −Emin − Ec,max −∆tPmax
ζmax,r
(3.52)
where the RHS of (3.52) is defined asVmax,r. The similar approach is applied forVmax,s.
Finally, the maximum possible control weightV is derived by choosingVmax as
Vmax = min{Vmax,s, Vmax,r}. (3.53)
3.8.5 Proof of Theorem3.1
Proof: We adopt a similar approach to Theorem2.1 to obtain the performance
bound. We first consider the stationary randomized power control policy {PRs (t)} and
{PRr (t)} for P2, whereP
R
i (t) for i = s, r only depends on the current system states( ).
Then, we bound the expected values of the cost objective and the constraints for each time
slott. Using these bounds and the upper bound of drift-plus-cost metric in (3.14), we derive
the bound in (3.35).
The following results can be obtained straightforwardly from the results in [54] and
Lemma2.5. For the system states(t) i.i.d. over time, there exists a stationary randomized
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h (t)] = EA[∆tP
R
i (t)], i = s, r, (3.55)
wherePRi (t), R
R(t) andEi,Rh (t) for i = s, r are the randomized power, instantaneous rate
and harvested energy under the stationary randomized solution, andEA[·] is taken with
respect to the random states(t) for the bounded fading,i.e.,EA[·] , E[·|γi(t) ∈ Ai, i =
s, r]. Also, R̄R(As,Ar) andR̄o(As,Ar) are the objectives ofP2achieved under stationary
randomized policy and the optimal solution, respectively.
Our proposed algorithm is a solution of per slot optimization problemP3. The per slot
optimization minimizes the upper bound of drift-plus-costmetric in (3.14) over all possible
power control solutions, including the optimal stationaryrandomized solutionPRi (t) for
i = s, r.
PluggingPRi (t) for i = s, r into the right hand side of (3.14) and using (3.54) and
(3.55), we have




















r (t)]− V EA[R
R(t)]
= B − V R̄o(As,Ar)
≤ B − V R̄opt(As,Ar) (3.56)
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where the first equality is due to dependency ofPRi (t) on s(t). The second equality is
derived by (3.54) and (3.55). The last inequality is sinceP2 is a relaxed version ofP1.
Therefore, we havēRopt(As,Ar) ≤ R̄o(As,Ar).
Replacing∆(Xs(t), Xr(t)) in (3.13), taking expectations of both sides in (3.56) over















where the last inequality is due toL(Xi(T )) for i = s, r being non-negative by definition.











3.8.6 Proof of Lemma3.4
Proof: To find an upper bound, we know that in each time slot, an optimal rate
Ropt(t) is less or equal to the maximum achievable rate which isRmax(t):
Ropt(t) ≤ log (1 + SNRmaxd ) , Rmax(t) (3.59)
CHAPTER 3. ONLINE JOINT POWER CONTROL IN EH RELAY NETWORK 104
where SNRmaxd is obtained by (3.6) usingPs(t) = Pr(t) = Pmax. Therefore, (3.59) can be
written as
Ropt(t)− R(t) ≤ Rmax(t)−R(t) (3.60)
whereR(t) is the instantaneous rate under random eventγi(t) ∈ Aci , for i = s, r. RHS of
(3.60) can be written as






where SNRδd(t) is derived by replacing (3.34) in (3.6). Taking expectation of both sides of
(3.60) overγi(t) and considering (3.61), (3.60) can be written as
EAc [R








whereEAc is taken with respect to the outage event,i.e., EAc [·] , E[·| (γs(t) ∈ Acs) ∪
(γr(t) ∈ A
c













where LHS of (3.63) is defined byR̄s(Acs,A
c










whereG , EAc [log (1 + SNR
max
d )]. The upper-boundG is finite, i.e.,G < ∞.
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3.8.7 Proof of Theorem3.2
Proof: The achieved long-term time-averaged expected rate under Algo ithm5 can
be written as





whereR̄s(V, po) = limT→∞ 1T
∑T−1
t=0 E[R(t)]. Also, the optimal solution ofP1 can be
written as





By subtracting (3.65) from (3.66), we can write















Combining the results of Theorem3.1and Lemma3.4, the performance gap of Algorithm
5 to the optimal solution forP1 in (3.37) can be obtained.
Chapter 4
Conclusions and Future Work
4.1 Conclusions
This dissertation focused on designing an online power control policy and storage manage-
ment using the EH technology in wireless fading networks. A stochastic (time-dependent)
optimization was considered to maximize the long-term averg rate of a wireless network
addressing the stochastic nature of the ambient energy arrival and fading conditions.
In Chapter2, a point-to-point fading channel was considered in which the transmitter is
equipped with the energy harvester and storage device. An onli e power control algorithm
was proposed to maximize the long-term time-averaged rate und r the battery operational
constraints. A stochastic optimization problem was derived for the power control policy. A
technique was proposed to transform the problem into a formulation where the Lyapunov
optimization can be applied. However, Lyapunov optimization can not directly be em-
ployed for the unbounded channel fading, therefore, an approach was developed that uses
the historical average power to tackle this challenge. Unlike most existing online power
control algorithms, our proposed algorithm only depends onthe current energy arrival and
channel fade condition, without requiring their statistical knowledge. The proposed on-
106
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line power control scheme is closed-form and simple to impleent. It was shown that our
power control solution not only provides energy conservation control of the battery, but
also results in an opportunistic transmission style based on fading condition, resembling
a ”water-filling” like solution. The proposed algorithm provides a bounded performance
gap to the optimal solution. We also presented that our solution is applicable to the general
multi-antenna beamforming scenarios. Simulation studiesshowed that our proposed online
power control algorithm significantly outperforms other alternative online algorithms.
In Chapter3, an amplify-and-forward two-hop relay network was considere where
both transmitter and relay are equipped with energy harvesters and batteries. An online
joint power control strategy was developed to maximize the long-term time-averaged rate
for the two-hop relay network. The proposed scheme jointly determines the transmission
power for both the transmitter and relay. A combined closed-form and numerical solution
was derived for power control policy based on the energy arriv l of both transmitter and
rely, battery energy level of both transmitter and relay andlso fading condition of both
hops. The proposed algorithms do not require the current information of random events
including fading condition and energy arrival. We analytically derived the bounded per-
formance gap between our proposed algorithm and the optimalsolution. The numerical
results showed that our online joint power control algorithms performs significantly better
than three online approaches in the literature.
4.2 Future Work
Energy harvesting for the wireless transmission is a promising olution and there are many
open problems for leveraging this technology in the wireless network. Some recommenda-
tions are provided in the following.
• The proposed methodology developed in this research could be applied to different
CHAPTER 4. CONCLUSIONS AND FUTURE WORK 108
wireless networks including broadcast, multiple access, and relay cooperative net-
works. For instance,
– The proposed method can be further investigated for the decode and forward
(DF) relaying to provide a comprehensive comparison for a rel y two-hop
model;
– The relay network can be extended to multi-antenna beamforming scenarios;
– The proposed methodology for a two-hop network can be extended to consider
the direct link between a transmitter and receiver.
• The random packet (data) arrival can be considered along with the energy arrival
for EH system. Considering the finite data buffers introduces a new challenge to
the existing work. Online scheduling could be considered along with the proposed
power control policy for wireless transmission with EH.
• In this thesis, the maximization of the long-term rate (infinite time horizon) of wire-
less transmission equipped with EH was investigated. The optimization problem can
be extended over a finite time period (finite time horizon).
• In this thesis, an ideal charging and discharging for the battery model was considered
for simplicity and without loss of generality. However, this methodology could be
applied along with leakage parameters of the battery.
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