BASIC NOTATIONS AND STATISTICAL MODEL
In an sn -factorial system (s is a prime number), the space of n Let X( s) be the matrix of coefficients of orthogonal polynomials of order s, where the elements of the first column are all 1 and the inner product of any two different column vectors of X(s) is zero. This matrix X(s) corresponds to a factor level vector (O, 1, ... , s-1)'. The matrix X can be defined as:
where ® denotes the Kronecker product, i. e. , if
• , an) be the column vector in X(s ) corresponding al a2 an to the parameter B(al' a 2 , ... , an) = B 1 B 2 .. Bn , and let us also use ah ah ak the notations x(ah)' x(ah' ak)' etc. for Bh , Bh Bk , etc., respectively, and define a specialized product of two matrices A X = II a .II and then, it is easily verified that (It appears that Webb [ 1965] is the only one who was aware of the fact that several plans gave the same value for the determinant and that any one v;as as useful as any other one).
A main effect plan Z of an sn -factorial is said to be independent p,v 
REARRANGING THE TREATMENT ORDERAND THE CORRESPONDING DESIGN MATRIX
If we recall the solution (1. 7) or (1. 8), we note the inverse of Xll' or of x 22 , is needed to obtain the solution. Also, we see later that if the size of the fraction is less than sn-l in an sn -factorial, then we may use the n-1 n matrix X(s ) instead of the N X N matrix X(s ) to obtain a solution such as (1. 7) or (1. 8) . Also, we shall see in this case that the method of constructing a saturated fractional replicate resolves itself into the problem of selecting the smallest number of treatments from those corresponding to the orthogonal matrix
However, in this case, the mean effect will be confounded with the main effect B 1 . This is the reason for rearranging the treatment order in Z with some higher order defining contrast before constructing -10-#1029 a fractional replication, i.e., we shall require the mean effect to be uncon- denoted by n-1 ( s , n, s, d = at least 2, \.) ( 3. 3) for j = 0, 1, ... , s -1 .
-12-#1029 -13-consists of sn-l non-negative integers less than or equal to sn-I-1, and none of the integers is equal to another one. Hence,
Let {k(f3)} be the set of the row vectors corresponding to M, in Then, using a property of X(s), the following relations hold in the matrix u 11 :
#1029
u . ... ' n, in a 2n -factorial, then the x* 0· can be rearranged as follows:
where the parameter order corres pending to column order in x 0 ~ is M, Using the results in (3.10) and (3.11), we see that this completes the proof of the theorem.
CONSTRUCTION OF SATURATED FRACTIONAL REPLICATES
We shall consider mostly the method of constructing saturated main effect plans in an sn -factorial. Although we could always construct various saturated non-orthogonal plans for any given parameter set, the general steps of the construction method may not be too instructive. The following steps, however, will be common in constructing any fractional replicate for the specified parameters (also, see Banerjee and Federer [ 1966] and Paik and e Federer [ 1967] in this connection). Special cases will be illustrated in the following examples.
Step 1. Given the design matrix and parameter and observation vectors, XB = E(y) in any fashion and not necessarily that of the previous section, we now rearrange the parameter matrix such that the p parameters, Step 2. Search through rows of x 1 until there is an x 11 , p X P, which is non-singular.
Step 3. Corresponding to the rows in x 11 will be rows in x Finally, it will be worthwhile to note that all plans (64 plans) in this example belong to the sets generated by the following generators: ... '
and let the first 9 X 9 submatrix of the rearranged matrix be A 00 , and if we use the symbols and also M, B, ~ , C, C , BC, and BC are orthogonal to each other.
Hence we can say that matrix A 00 is non-singular, and then we can make BC and BC 2 orthogonal vectors to the first 7 column vectors. Let such new 2 vectors of BC and BC be z 1 and ~2 respectively; then, if we find a non-singular 2 X 2 matrix from the 9 X 2 matrix, [~I' ~2 ], we can construct a corresponding information matrix Xll for saturated main effect plans.
Let (n 1 , n 2 , n3' n 4 , n 5 , n 6 , n 7 ), where ni is the treatment order number in (4. 9), be one of the plans constructed from the above procedure, then the following sets of treatment combinations are also saturated main effect plans in a 3 3 -factorial, i.e., 
ALIAS SCHEMES IN SOME FRACTIONAL REPLICATES
This section is concerned with some alias schemes in some fractional replications. Ehrenfeld and Zacks [ 1961] and Paik and Federer [ 1970] presented randomized procedures to obtain an unbiased estimator of B -p in
place of ~ = ~ +XU X 1 z!!.N-p which estimates a sum of parameters. However a randomized procedure may not be always applicable as, for example, in the missing data situation where the data are not missing at random or in situations wherein certain treatments are inadmissible. In such cases, we may want to know the pattern of x~1 1 x 12 in irregular fractional replicates as this gives the aliasing scheme.
5.1. Alias schemes in saturated fractional replicates for the 2 4 -factorial.
In example 4.1 (saturated main effect plans in a 2 4 -factorial), suppose that the following partitioned matrix of X is obtained after rearranging * the columns in X (the row order was arranged subject to M ,;, ABCD) in (4. 3) . Then, x 12 can be partitioned as follows: In the saturated main_ effect plans in an sn -factorial, s > 2, we are unable to find the pattern of x~1~1 2 similar to the cases in a 2n -factorial, * * because, in general, X .. =1-eX.,.,, where c is some constant, for i =1-i' lJ 1 J and j =1-j' in an sn -factorial {s > 2). However, we shall present an application of a similar method to the case in example 5.1 in some unsaturated main effect fractional replicates in an sn -factorial {s > 2).
Consider the following split-plot type design in a In the above, an aliasing structure property was mentioned in connection with the examples. The goodness of the aliasing structure property is determined by the number of effects that are partially or completely confounded with each other. The fewer the number of effects confounded with each other the more desirable is the aliasing structure property, that is, the more nearly the aliasing structure is to complete confounding of effects the more desirable it is. Likewise, the greater the number of effects partially confounded with each other the more undesirable is the plan. The fewer the number of effects that are confounded with any specified effect, the larger will be the number of effects that are orthogonal to the effect. Now, in order to completely describe the aliasing structure property, it is necessary to have an ordering of patterned matrices from a diagonal matrix to nonzero submatrices on the diagonal with zeros elsewhere, to submatrices which form diagonal matrices and on down to a matrix with no zero elements. Perhaps some classification of the aliasing matrix x~1 1 x 12 could be made on the number or proportion of zero elements in the matrix. When this problem is resolved, the aliasing property structure with its criterion for goodness will be completely described.
It should be pointed out that the aliasing structure property described above may be more appropriate in many experimental situations than is the minimum variance (maximum value of the determinant of Xi 1 x 11 ) property.
Hence a fractional replicate may result in a maximum value of lxi 1 x 11 1 but may have an undesirable aliasing structure. In this case, a plan for which I Xi 1 x 11 1 is not maximum would be selected in preference to one for which lxi 1 x 11 1 was maximum. 
