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With the spread of the Internet i.e. World Wide Web, the social networking sites such as 
Facebook, Twitter, Instagram, Google+ are also in bloom, these social networking sites are 
not only used by the youth but also been used by the experts to analysis the need, emotion, 
feeling, comments of the user over the network where user comments directly reflect their 
state of mind and are widely used in emotion AI. The analysis of the user comments is also 
used by an analyst to post advertisement over the homepage of a user or make a suggestion 
of the products, by analysing likes and dislikes of the person. The mental health of a person 
can also be predicted by analysing the comments made by the user over social media.  
In this paper, we use naive Bayes classifier for analysing user tweets related to self-harm on 
Twitter for detection and prevention of self-harm tendencies of the user. The results obtained 
from the work are promising and can be quite helpful in the development of a system that can 
be used for prevention of self-harm tendencies in persons using data retrieved from social 
platforms. 
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INTRODUCTION 
Emotion AI can be divided into facial 
detection, speech recognition and text 
analysis, where the user is involved in 
making some actions and these actions are 
analysed using machine intelligence for 
making prediction of mental health of the 
people, as the human make non-verbal 
cues such as facial expressions, gesture, 
body language and tone of voice, to 
communicate their emotions. In this paper, 
our intention is to use the text sentimental 
analysis of the tweets made by the users 
over the social platform Twitter to detect 
self-harm tendencies of the persons. 
 
In this paper, we are using sentiment 
analysis of twitter user data for detection 
of self-harm tendencies being shown by 
the users in their tweets. For the purpose, 
naive Byes classifier is being used for the 
classification of tweets into words showing 
positive attitude of the user and negative 
attitude of the user. The detection of words 
in user tweets depicting negative attitude 
or self-harm attitude can be quite helpful 
in timely counselling of the concerned 
person which can lead to the prevention of 
self-harm tendencies in the person.     
 
RELATED WORK 
Existing approaches [1-10] to sentiment 
analysis can be grouped into three main 
categories: knowledge-based techniques, 
statistical methods, and hybrid approaches. 
Knowledge-based techniques or simply 
the fact-based systems which make 
predictions on the given facts using some 
logical operation on the given test text, 
which includes the prior knowledge of the 
text used in various moods of mental 
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words are happy, rejoiced and other 
synonyms while in negative mood 
generally used words are sad, afraid and 
bored. These words are generally used to 
train the model which is used to make 
predictions.     
Statistical methods or simply the distance 
metrics based models such as SVM or the 
probabilistic classifier such as Bayes 
theorem where the features are extracted 
from the given text and predictions are 
made based on features extracted from the 
text.  
Hybrid approaches which include 
features of both the knowledge-based 
methods as well as statistical methods.  
During the analysis of text retrieved from 
social platforms, word order and 
grammatical mistakes can be taken into 
account for judging user's mindset and 
mental health. The recent studied showed 
that various abbreviations are also used by 
the user for the post in their timelines of 
social networks.  
 
DATA USED IN THE WORK 
A dataset of more than 200 X 3 entries are 
fetched from the real-time user timelines 
and home timelines using the Twitter API 
and saved as username which is publicly 
known in the social platform, tweet as text 
column, label as the positive, negative and 
neutral. 
Re-tweets are labelled as neutral and 
another text is labelled according to the 
sentiment. Formats of the dataset used are 




    {"text": "I love sandwich.", "label": 
"pos"}, 
    {"text": "This is an Exciting!", "label": 
"pos"}, 




(I love to eat apple, pos) 
(This is going to be good direction, pos) 
(All in vain not helpful, neg) 
(A bad step, neg) 





We use the collection of positive and 
negative words as JSON or CSV file with 
the word as text and response as the label 
(pos/neg). Based on it, the given tweet by 
the user is classified. We use the Twitter 
API for fetching the tweets and classify 
them using naive Bayes classifier in a 
textblob library, which is trained on the 
following positive and negative words: 
 
Positive words 
alacrity, altrucause, amiable, astounding, 
attractive, alive – aliveness, acclaim, 
abundant gratification, acclamation, 
accomplished, accomplishments, accurate, 
accurately, achievable, achievements, 
action for happiness, active and 
constructive steps, acts of kindness, 
adaptable, adaptive, admiration, direction, 
delicate, decent, desirable,... 
 
Negative words 
I‟m just tired. I just want to be done. I just 
want to sleep. I can‟t keep doing this. I just 
want to be alone. I want to go home. If 
anything happens to me, promise to take 
care of…I‟m just stressed out. I‟m having 
a hard time. No one cares. I don‟t care. 
What will heaven be like? I should just kill 
myself. I can‟t imagine living the rest of 
my life like this. I feel so much better. You 
know I love you, right? I want to 
disappear. I want to tell you something. 
Oh, never mind. I don‟t know. I‟m not 
feeling good. I don‟t think I‟ll be at school 
next week, Why, Why, Woe, Women, 
Wrists, Wrong…..suicidal; suicide; kill 
myself; my suicide note; my suicide letter; 
end my life; never wake up; can't go on; 
not worth living; ready to jump; sleep 
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without me; better off dead; suicide plan; 
suicide pact; tired of living; don't want to 
be here; die alone; go to sleep forever 
The methodology used in the work is 





Training of the model 
Training data contains the text having 100 
words for both positive and negative 
labels. 
 
Cl: be the classifier variable. 
Prediction: variable for text analysis 
 
from textblob.classifiers import 
NaiveBayesClassifier 
cl =  NaiveBayesClassifier(train) 
 
Testing 
The example strings were used to classify 
tweets based on the training done on the 
given positive and negative words during 
the testing phase. 
prediction   =   cl.classify("all things are 
waste!!!") 
Classifier 
Naive Bayes classifier was used to make 
predictions. Advantages of using Naive 
Bayes model are as follows:- 
 Naive Bayes classifier is able to 
perform better than other classifiers 
such as logistic regression in case of 
independence of features. This 
classifier is able to extract the 
independent features of objects. 
 Naive Bayes classifier can be used for 
multi-class classification. 
 Performance of the naive Bayes 
classifier is better in case of categorical 
variables but in case of numerical 
variables, normalization is needed. 
 
Disadvantages of Naive Bayes model are 
as follows:- 
 If the category of the categorical 
variable is different from the training 
dataset then it is called “Zero 
Frequency” as it needs more training 
of the dataset. For this purpose, we use 
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 Naive Bayes classifier is considered as 
a bad estimator in case of logistic 
regression problems.  
 Naive Bayes works better in case of 
independent features but in real life, it 
is not usually the case as mostly the 
features are interconnected to some 
context.  
 
RESULTS AND EVALUATION 
Prediction done by the naive Bayes 
classifier is by using the classifier in text-
blob. Tweepy python library is used to 
fetch the user‟s both home-timeline and 
user-timeline tweets which are analysed 
using the model. 
 




Figure 2 shows the user profile data 
fetched using the Twitter API.  
 
Fig 2 User Profile Data of twitter 
 
Figure 3 shows the user timeline tweets 
which are classified as the negative tweet 
by the model.  
 
Fig 3 User TimeLine Negative Tweets 
Figure 4 shows the user timeline tweets 
which are classified as the Positive tweet 
by the model.  
 
Fig 4 User TimeLine Positive Tweets 
 
Figure 5 shows user„s home timeline 
tweets classified as negative by the model. 
 
Fig 5 Home-TimeLine Negative Tweets 
 
Figure 6 shows the training accuracy and 
testing accuracy of the model. 
 
Fig 6 Accuracy of the model 
 
The accuracy obtained during training and 




In this paper, we have used sentiment 
analysis on data fetched from Twitter for 
detection of self-harm tendencies among 
the users. The detection of these 
tendencies can be used for timely 
counselling of the concerned persons and 
will be very helpful in the prevention of 
self-harm tendencies including suicidal 
tendencies among the depressed persons. 
 
The proposed work can further be 
extended by analysing the comments and 
posts made by a user on various social 
networking sites such as Facebook, 
Google+ in addition to Twitter. The data 
from various sites will be helpful in the 
better analysis of the behaviour of the user 
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