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The subject of this thesis is the original study of the application of the multi-layer per- 
ceptron architecture to channel equalization in digital communications systems. Both 
theoretical analyses and simulations were performed to explore the performance of the 
perceptron-based equalizer (including the decision feedback equalizer). Topics 
covered include the factors that affect performance of the structures including, the 
parameters (learning gain and momentum parameter) in the learning algorithm, the 
network topology (input dimension, number of neurons and the number of hidden 
layers), and the power metrics on the error cost function. Based on the geometric 
hyperplane analysis of the multi-layer perceptron, the results offer valuable insight into 
the properties and complexity of the network. Comparisons of the bit error rate per- 
formance and the dynamic behaviour of the decision boundary of the perceptron- 
based equalizer with both the optimal non-linear equalizer and the optimal linear 
equalizer are provided. Through comparisons, some asymptotic results for the perfor- 
mance in the perceptron-based equalizer are obtained. Furthermore, a comparison of 
the performance of the perceptron-based equalizer (including the decision feedback 
equalizer) with the least mean squares linear transversal equalizer (including decision 
feedback equalizer) indicates that the former offers significant reduction in the bit 
error rate. This is because it has the ability to form highly nonlinear decision regions, 
in contrast with the linear equalizer which only forms linear decision regions. The 
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Equalization [1] for digital communications can be simply described as the task of 
reconstructing or estimating a data sequence from a set of sequential observations 
which are made at the output of a communication channel. The need for equalizers 
arises due to the fact that the channel introduces dispersion, causing inter-symbol 
interfence (ISI), and noise. A simplistic view of this situation would indicate that the 
required operation is to form a filter which inverts the channel response, i.e. an 
inherently linear process. However this approach ignores the problems associated with 
the fact that such an inverse would basically require to be infinite in nature and also 
takes no account of in-band noise.
Usually, the communication channel is assumed to be linear and the structure of 
equalizers which includes both linear and decision feedback equalizers is based on the 
linear filter [1]. The decision feedback equalizer (DFE) uses the feedback decisions to 
cancel the intersymbol interference terms. This has traditionally been seen as an non­ 
linear equalizer. Basically however, the filter structure is still linear in nature. The 
linear filter most often used for equalization is the transversal filter [1],[2]. The
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decision regions of a linear equalizer are always limited by hyperplanes. The linearity 
of these decision boundaries limits the performance of the system (for example data 
rate and bit error rate), especially in poor noise conditions.
As the received signal sets are not always linearly separable in the case of a non- 
minimum phase channel, it may be impossible to pass a hyperplane between the 
received signal sets. In this case equalization cannot be implemented by a linear equal­ 
izer without introducing .some time delay in the estimation of the transmitted signal so 
as to make the received signal sets linearly separable. However, non-linear filters are 
able to form decision regions which are considerably more complex and have highly 
nonlinear boundaries. As a result nonlinear equalization can equalize both minimum 
phase and nonminimum phase channels without the introduction of any time delay.
Mathematical analysis of nonlinear systems is very difficult in comparison with linear 
systems. Most of the properties of the nonlinear systems can only be obtained by 
simulation. There are a number of nonlinear filter structures such as Volterra series 
[3],[4],[5],[6] and artificial neural networks [7],[8] but until recently these have been 
too complicated to implement. Recent advances in computer and VLSI technologies 
now permit signal processing systems to handle such sophisticated and computationally 
intensive algorithms. As a result nonlinear filters are becoming more common. The 
nonlinear filter structures are capable of forming highly nonlinear decision boundaries. 
The complex nonlinear decision boundary gives a high tolerance to input noise in the 
case of equalization. As a result the nonlinear equalizer exhibits higher resolution per­ 
formance in comparison to the linear equalizer, especially in poor signal conditions.
Conventional nonlinear filters, like the Volterra series are based on the Taylor series 
expansion which introduces nonlinearity by an expansion of the input space dimen-
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sionality ( A.I*) while still using a linear combiner adaptation structure. The compu­ 
tational complexity requires O(N k ) multiplications per data sample for k'h order Vol- 
terra series, where N is the dimension of the input space. In practical applications, 
the order (k ) is truncated to a few low order terms. There is a huge increase in com­ 
plexity which results from the inclusion of even minor nonlinearities. The use of trun­ 
cated Volterra series (k < 3) for nonlinear channel equalization in radio and satellite 
communications and echo cancellation in digital subscriber loops have been reported
More recently attention has been focused on a more general form of nonlinear struc­ 
ture which is in fact based on Rosenblatt's original structure, the so called multi-layer 
perceptron [13], which is a special case of an artificial neural network. The network 
possesses a capability to learn and adapts itself to changes in the environment and 
exhibits a high tolerance to input noise. The multi-layer perceptron has a highly non­ 
linear behaviour in nature because of the nonlinear activation function in the network 
structure. At present there is little known concerning the theoretical analysis of such 
networks. This thesis focuses on this structure and its application to the important 
practical field of channel equalization in digital communications.
The advantages of artificial neural networks over conventional linear structures are 
summaried below and will be elaborated in the thesis. The non-linear decision boun­ 
daries which can be formed by these networks are close to the optimal decision boun­ 
dary, therefore the neural network gives an improved bit error rate performance, par­ 
ticularly when operating at low signal to noise ratios. It is also capable of separating 
received signal sets which are not linearly separable, enabling non-minimum phase
* Appendix A
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channels to be equalized without the introduction of a time delay. In addition, it 
seems likely that nonlinear equalizers may offer improved performance when the 
channel distortion is also nonlinear. Nonlinearities in the transmission system may be 
introduced by saturation effects in power amplifiers, analogue/digital interface circuits, 
inaccuracies in signal companding (compressing-expanding) [14] in telephone net­ 
works as well as in the transmission medium itself.
1.2 Layout of Thesis
The thesis is divided into two parts: the first containing chapters 2, 3 and 6, is devoted 
solely to channel equalization, multi-layer perceptrons, Minkowski-£ back propagation 
(where £ is the power metrics of the error cost function) and learning parameter con­ 
siderations; the second, containing chapters 4 and 5, concerns the perceptron-based 
equalizer and perceptron-based decision feedback equalizer for the digital communica­ 
tions channel.
Chapter 2 presents the minimum probability of error criterion, optimal linear bound 
of error probability, properties of the optimal decision boundary, and properties of the 
optimal linear decision boundary for channel equalization.
Chapter 3 is concerned with the multi-layer perceptron, emphasizing the architecture, 
the back propagation learning algorithm, and the network topology.
In chapter 4, a new approach for nonlinear channel equalization using the multi-layer 
perceptron architecture is discussed. The performance of the perceptron-based equal­ 
izer and some of its properties is explored. The performance of the perceptron-based 
equalizer, in terms of the convergence time, the mean square error (MSE) and the bit 
error rate, is compared to the theoretical error bound and the performance of the
-4 -
conventional linear equalizer using least mean squares algorithm.
Chapter 5 presents a study of a new architecture for decision feedback equalization 
using the multi-layer perceptron architecture, emphasizing architecture, modelling, the 
learning algorithm, intersymbol interference cancellation analysis, and performance. 
Comparisons of the performance of this perceptron-based DFE with a conventional 
DFE are provided.
In chapter 6, a new model of back propagation learning algorithm using Minkowski-£ 
power metrics, and some of its properties is discussed. In particular, the effect of £ on 
the performance and robustness. Furthermore, an effective learning gain that relates 
the learning gain and the momentum parameter is given. The effect of various learn­ 
ing gains, and momentum parameters on the performance is studied using the equal­ 
izer scenario.
Finally chapter 7 summaries the conclusions that have been drawn and provides 





A baseband digital communication system consists of transmitter filter, communica­ 
tions medium, receiver filter, equalizer and decision device as shown in Figure (2.1). 
When signals are propagated through a transmission channel they are generally dis­ 
torted in some way by the channel. A linear dispersive channel consists of 
transmitter filter, communications medium and receiver filter which can be modelled 
by a finite impulse response (FIR) filter, as shown in Figure (2.2), where { un } are 
independent symbols from the M-ary set U = { ±1,±3,.. ...... ±(M -1) }. The
impulse response in the z-transform domain can be expressed as
) = h 0 + /Zjz' 1 4- h 22~2 +.....+ hk z-k (2.1)
The sampled signal observed at the output of the channel can be written as
hf "*-, + Vn (2-2)
i=0
The sample value can be rewritten as








Figure (2.1) A baseband data transmission system
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u
Figure (2.2) Discrete channel model
Figure (2.3) Linear transversal equalizer
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k
The term un h0 represents the desired signal symbol, the term 2 fy «„-, represents the
1=1
intersymbol interference (ISI), and *r\ a is the additive Gaussian noise sample at the n th 
sampling instant.
Allowing for a delay of d sample intervals between transmission and reception of a 
given sample, the above equation can be rewritten as
yn = "n-d hd + 2 hi Un-i + Vn (2.4)
i*n -d
To compensate for the distortion, the received signal { yn } is fed into a filter whose 
output will be the estimate un of the transmitted signal un . Such a filter is known as 
an equalizer.
If the filter is a linear transversal filter i.e., when
N-l
"n-d = 2 Ci y'n-i (2-5) 
«=0
where the coefficient sequence { c, } for 0 < / < N — 1 and N is a finite-order. This 
is known as linear transversal equalizer (LTE) [16] (Figure (2.3)). From equations 
(2.3) and (2.5), we can see for an equalizer with order N and a channel response 
that spans (k + 1) symbols, the number of symbols con trubi ting to the intersymbol 
interference is (N + k —I). If previous decisions un are fed back into the equalizer, 
as in
un -d = c/>n _, + 2 cf Un-d-i (2-6)
i=0 /=!
We have a decision feedback equalizer [16] (Figure (2.4)), where the feedforward 
equalizer coefficient sequence is { cf } for 0 < / < N -I, the feedback filter coeffi­ 




Figure (2.4) Decision feedback equalizer
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The adaptive algorithms often used to adjust the tap vector, { C O ,C I ,......CA,_I },
{ c{ ^{.........cjf.j } and { c\ ,c%~~c* } of the linear transversal equalizer and decision
feedback equalizer (DFE) which minimize the output mean square error are the least 
mean squares (LMS) algorithm [17], and the recursive least squares algorithm (RLS) 
[17]. In Table (2.1), we present a summary of both the LMS and RLS algorithm. The 
adaptive algorithms are initialized by use of a training period in which the transmitted 
symbols are assumed to be known at the receiver. When the residual distortion is 
small enough, the equalizer is switched into a decision directed mode. In decision 
directed mode operation, the equalizer can self-adapt to changes in channel charac­ 
teristics occurring during transmission by using the output of the decision device as a 
training sequence.
In this chapter, we concentrate on the minimum probability of error criterion, optimal 
linear bound of error probability, properties of the optimal decision boundary, proper­ 
ties of the optimal linear decision boundary of equalizers, and follow this by exam­ 
ples. As a result of this study, a benchmark is obtained which can be used to evaluate 
the perceptron-based equalizer performance.
2.2 Optimal Equalizers
This section focuses on the minimum error probability and properties of the decision 
regions for both the optimal equalizer and the optimal linear equalizer in an additive 
white Gaussian noise (AWON) channel. The results are useful in providing a baseline 
performance for the perceptron-based equalizer. We consider the received signal as a 
two-dimensional vector (i.e. an observation vector of order 2 is used), because it per­ 
mits us to represent our results graphically. The results can be extended to higher 
dimensional vectors.
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Table (2.1) Learning Alogrithms
Algorithm Coefficient Updating Ancillary Relationships
LMS Cn = = «« - «„
= (.C Qi C \->-••••>£N-l)
0 <





2.2.1 Minimum probability of error criterion
The received signal on each observation interval may be described as a vector over the 
interval. The span of the set of possible waveforms on the interval (the set of signal 
vectors), is known as the signal space. In the signal space, let S + = { sf .......... sn\ }
denote the set of signal vectors that may represent the symbol value "1", and let S~ = 
{ s{~ .........sn~_ } denote those may represent "-1". The binary detection problem is
stated as
H + : r=s + + n (2.7)
(2.8)
and
H_ : r=s~ + n (2.9)
(2.10)
where r is a two-dimensional received signal vector, n represents the noise com­ 
ponents with variance cr v2 .
If p(Ht • | r), i = +, - denotes the probability that //, was the true hypothesis given a 
particular value of the observation r , we decide that the correct hypothesis is the one 
corresponding the larger of the two probabilities. The decision rule will then be to 
choose H + if
p(H+\r)>p(H_\r) (2.11)
and choose //_ otherwise. This criterion is known as the maximum a-posteriori proba­ 
bility (MAP) criterion and is identical to the minimum probability of error criterion 
[18], [19], [20]. Using Baye's rule, the general MAP decision rule using the hypothesis
- 13-
notation can be written as
p(r\H.)p(H.)<H_
1 (2.12)





To simplify the mathematics, we assume p(H + ) = p(H_) and n + = n_ = N'. The 
signal vector sf + within the subset S + and .9," within the subset S~ are equally likely 
to occur. Since p(H+) = p(H_) therefore the MAP decision rule is to choose the 
received signal as " 1 " when
(2.15)
and " -1 " when
p(r H.)>p(r\H (2.16)
Thus the decision regions which give the minimum probability of error can be defined
as








The optimal decision boundary line is £ and is defined by
N>
r : 2a (2.19)
2.2.2 Optimal linear bound of error probability
For the binary case, we assume the signal sets S + and S~ are separable. Then it is pos­ 
sible to pass a hyperplane between the two sets. The regions H + and //_ give the 
minimum probability of error. The hyperplane is the optimal decision boundary for 
the linear equalizer.
The distance from any signal vector [21] sf + ( or s( ~ ) to the hyperplane through the 
points a and b is Dt . Where
(2.20)jS-\(b -a)-a ] T [si + -\(b -a )-a }
where X is a constant and real (R ).
If we set to zero the derivative of d( X ) with respect to X , we obtain the fact that
£>. =
.y,+ -a Y (s+ -a )(b -a ) T (b -a ) -
(b-af(b-a)
(2.21)
Where Dt is the perpendicular distance from the signal vector s{ + to the hyperplane, 
and a =£ b .
If the signal sets S + and S~ are symmetric the hyperplane passes through the origin. 
The perpendicular distance D, from s+ to the hyperplane can be simplified as (a =0)
(2.22)b T b
- 15-
We can transform the coordinates as shown in Figure (2.5), with the y coordinate 
parallel to the hyperplane, only the x coordinate would affect the decision. Therefore 
we can simplify the error probability in terms of the x coordinate only. The total pro­ 







Assume that each of the signal vectors are equally likely to occur, and /?(//+) =
P (H _), the total error probability can be rewritten as
1/2
(2-25)
where / is the total number of signal vectors ( S + U S ~ ) . By using the appropriate 
value of b, the probability of error can be minimized. To find the vector b that
mnmzes p(e\b). We need to solve ? \ J — *- = 0. Using Leibnitz's rule [22], for
do







Decide H _ Decide H





Using a numerical iteration method, the vector b in equations (2.26) and (2.27) can 
be obtained. Substituting the value of b into equation (2.22), with equation (2.25), 
the value for the minimum probability of error can be calculated. The above results 
are not based on any particular equalizer structure, but rather on a general binary 
hypothesis description of the detection problem. It is also realized that, so far, we 
have optimized only the decision boundary, not the equalizer system.
2.2.3 Examples
When the roots of the channel transfer function
//(z) = -k (2.30)
all lie strictly within the unit circle in the z-plane, the channel is said to be minimum 
phase, otherwise it is non-minimum phase. For a three-tap channel, when
2h+HQ2 >-2/z 0 +/z 1 (2.31)
or
-(2h 0 +h 2 ) <2/z 0 -/z 1 (2.32)
the channel is minimum phase. The non-minimum phase channel can be equalized 
by linear equalizers if some delay, d , is introduced in the estimation of un so that, 
on the n lh iteration, the equalizer estimates the input symbol un -d .
- 18-
As an example of the error bound of two-tap equalizers, a three-tap channel is used. 
The digital message applied to the channel was in random bipolar form { -1,1}. The 
channel output is corrupted by zero mean white Gaussian noise.
If one-bit delay (d = 1) is introduced in the estimate of the signal, there are 16 possi­ 
ble two-dimensional signal vectors. The signal vectors are given in terms of channel 
parameters ( /z 0 , h^ , and h 2 ) as
/ZQ+/ZJ-/Z2
/Z 0 +/1 1 -/Z 2 /!„•






-/Z 0 -/Z 1 ~/Z 2
Conversely, if there is no delay (d=0), the 16 possible signal vectors are
5 -»- _ —
/ZQ+/IJ—/z 2 /I 0 +/z 1 + /z 2
/z 0 —/z 1 + /z 2 liQ+h^— h 2
/ZQ-/ZJ-/Z2 /ZQ+/ZJ-/Z2
-/Z 0 +/li + /Z 2 /I 0 -/Z 1 + /I 2
-/z 0 -t-/Z!-/z 2 Ii 0 -lii + h 2
-liQ-hi + h.^ /z 0 -/Ji-/i2





h Q +h 1 -h 2 -I
h Q +h l -h 2 
h Q -h 1 + H 2 
H Q -h l -h 2
.
-h 0 -h l + h 2
-h Q -h l + h 2
-/ZO-/2J-/Z2
-h 0 -fi l -h 2
(2.36)
Each of the signal vectors in the signal spacej S + (J 5 ~ } are equally likely to occur. 
2.2.3.1 Non-minimum Phase Case
A three-tap non-minimum phase channel is used, where h Q = 0.3482, h 1 = 0.8704, 
and h 2 = 0.3482. One-bit delay (d = l) is introduced in the estimate of the signal. 
Figure (2.6) shows the signal space and the optimal decision boundary for different 
values of signal to noise ratio (SNR). Obviously the signal to noise ratio influences 
the optimal decision boundary. We observe that for high signal to noise ratio the deci­ 
sion boundary has a piecewise linear appearance, becoming progressively smoother as 
the signal to noise ratio decreases. Furthermore we remark that the optimal decision 
boundary is certainly nonlinear.
The decision boundary of an linear equalizer of order N is a hyperplane and is 
(N — l)-dimensional. Using a numerical iteration method, the vector b = [I, 0.027] 7" 
for SNR = 3 dB and 6 = [1, 0.214] 7" for SNR = 10 dB were obtained. The optimal 
linear decision boundary is shown in Figure (2.7).
Figure (2.8) shows the relative position of the optimal linear decision boundary 
(hyperplane) and the optimal decision boundary in the signal space at SNR = 10 dB. 
The minimum distance from any signal vector ( s* , and .v,.~ ) in the signal space ( 






-2 -1 0 2
Figure (2.6) Signal space and optimal decision boundary for a non- 
minimum phase channel with one bit delay (d = l):
(a) SNR = 3 dB,
(b) SNR = 10 dB.
o : signal vector belonging to " 1 ",
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Figure (2.7) Signal space and optimal linear decision boundary for a 
nonminimum phase channel with one bit delay (d = 1):
(a) SNR = 3 dB,
(b) SNR = 10 dB.
o : signal vector belonging to " 1 ",









-2 -1 0 1 2
Figure (2.8) The relative position of the decision boundary for SNR 
= 10 dB
(a) Optimal decision boundary,
(b) Optimal linear decision boundary, 
o : signal vector belonging to " 1 ", 
n : signal vector belonging to " -1 ".
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from the same signal vector to the hyperplane. The comparison shows graphically why 
the nonlinear decision boundary provides better performance. The error bound of the 
optimal equalizer based on equations ( 2.17 ) and ( 2.18 ), can be obtained by simu­ 
lation (so called optimal test). The error bound of the optimal linear equalizer based 
on equation (2.25), can be obtained by computation. Both results are illustrated in 
Figure (2.9). Examination of Figure (2.9), shows that the optimal equalizer provides 
at least an improvement of 1.2 dB (SNR) over the optimal linear equalizer.
2.2.3.2 Minimum Phase Case
A two-tap minimum phase channel was used, where h Q = 0.894427191, and 
/ij = 0.447213595. The signal space and the optimal decision boundary are shown in 
Figure ( 2.10) without delay (d = Q) in the estimate of the signal. Examination of Fig­ 
ure (2.10), shows that for low levels of addition noise the decision boundary has a 
piecewise linear appearance, becoming progressively smoother as the noise power 
increases. The optimal decision boundary is certainly nonlinear. Figure (2.11) com­ 
pares the error bound achieved by the optimal equalizer for both d = 0 and d = 1 by 
simulation. The result indicated that the introduction of one bit delay slightly 
degraded the performance.
2.3 Discussion
Assuming perfect knowledge of the channel characteristics, the properties of the 
optimal decision boundaries and the theoretical values of the bit error rate for both 
nonlinear and linear equalizers can be calculated. As a result of this computation, a 
benchmark is obtained which can be used to evaluated the performance of the 
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Figure (2.9) The bit error rate performance
(a) Optimal equalizer by simulation,
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Figure (2.10) The optimal decision boundary for a minimum phase 
channel without delay (d = Q):
(a) SNR = 3 dB,
(b) SNR = 10 dB.
o : signal vector belonging to " 1 ",
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Signal-to-noise-ratio in dB
Figure (2-H) Simulation results showing the relative bit error rate 
performance for a minimum phase channel:
(a) Optimal second order equalizer with one bit delay (d = 1),
(b) Optimal second order equalizer without delay (d=Q).
-27-





THE BACK PROPAGATION MODEL
3.1 Introduction
Neural networks are systems which use nonlinear computational elements to model 
neural behaviour based on our present understanding of the biological nervous system. 
Knowledge in these models is distributed over many processing elements, so called 
neurons, and the behaviour of the network in response to the input is a collective 
decision based on the exchange of information amongst the neurons.
Interest in neural networks began in 1940's with the work of McCulloch and Pitts 
[23], Hebb [24], Rosenblatt [25], Widrow and Hoff [26], and Minsky and Papert [27]. 
More recent works include those of Hopfield [28,29,30], Rumelhart and McCelland 
[31], Sejnowski [32], Feldman [33], and Grossberg [34,35].
In recent years, new learning algorithms [31] for neural networks have appeared and 
the advances in computer and VLSI technologies have encouraged a broad range of
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applications [36-44] including image processing, machine vision, speech recognition, 
pattern recognition, classification, communications systems (equalization and echo 
cancelling), biomedical systems and robot control.
A single-layer perceptron [26], or adaptive linear neuron (Adaline) is depicted in Fig­ 
ure (3.1). The output un can be expressed as the convolution of the input sequence
JV-l
{ xn } with the weight coefficient sequence { wn }, where un = ^ w, *„_, + q , and q
i=0
is the bias. The output can be binary ( ± 1 ) or analogue. The LMS learning algo­ 
rithm is used to adjust the weight coefficient sequence. The decision regions of the 
Adaline is always limited by hyperplanes. The linearity of these decision boundaries 
limits the performance and also the application of the network. Primary applications 
are in the field of telecommunications, for example adaptive equalization, echo can­ 
cellation and pattern recognition.
A Hopfield network [7], [45] is shown in Figure (3.2). The network has feedback 
paths from the output back to the input, a so called recursive network. For a given 
input, the output is calculated and fed back to modify the input. The output is then 
recalculated and the process is repeated until convergence. The input at f = 0 is 
H ( (0) = jc, , where 0 < / ^N — 1, N is the dimension of the input. The output of the
N-l
i'h node can be expressed as Uj(t + l) = /(^ ro "/(0)» where 0 < j <N-1. The
7=0
function /(•) is a hard limiting nonlinearity. The weight coefficient sequence { r,; } 
must be set in advance [7] and does not change during the iteration process (does not 
learn). The primary applications of the network is to retrieval of complete data or 
images from fragments. For pattern recognition, the node outputs represent the exem­ 

















Figure (3.2) Architecture of Hopfield network. { x', } are values of 
output nodes after convergence.
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The architecture of the Hamming network [7], [45] is shown in Figure (3.3). The 
network consists of two subnets; the lower subnet is simply a feedforward network, 
and the upper subnet is a recursive network. The output of the /* node in the lower
JV-l
subnet is w,(0) = /( 2 w«/*i - fy), where 0 < j < M -1, N is the dimension of the
i=0
input and M is the dimension of the output. The outputs of the lower subnet will be 
the inputs of the upper subnet. The output of the j* node is
Uj(t + l) = f(iij(t) — e2"k(0)» where 0 < j , £< M -I. The process is repeated
**;
until convergence. The function /(•) is the threshold logic nonlinearity [7]. The 
weight coefficient sequence ( wtj and e ) and thresholds ( 6; ) of the network must be 
set in advance [7], and do not change during iteration. The primary application of 
the network is for pattern recognition, where N is the dimension of the input pattern, 
and M is the number of classes.
The Carpenter/Grossberg network [7], [45], [35] is based on adaptive resonance theory 
[ 35] and is trained without supervision. The structure of the network is very similar 
to the Hamming network, except that there are feedback paths from the output nodes 
to the input nodes to verify the outputs, as shown in Figure (3.4). The input { jc, } is 
binary ( ± 1 ) and the network is very sensitive to noise and distortion [7]. The j'h
N
output in the lower subnet is w; (0) = 2^«> *« ' wnere J : = 1,2,....,M (M and N are
the dimension of the output and input respectively). The weights { btj }in the lower 
subnet can be adapted [45], In the upper subnet there are M nodes representing the 
dimension of the output. The output in the j'h node is
+ l) = f(uj(t) -e £ "*('))> where y ,£ = 1,2,3, ....,M , and the function /(•) is
>**
threshold logic nonlinearity [7]. The process is repeated until convergence. The 




Figure (3.3) Architecture of Hamming network. { y'j } are values of 




Figure (3.4) Architecture of Carpenter/Grossberg network. { y 'j } are 
values of output nodes after convergence.
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for pattern recognition, where N is the dimension of the input pattern, and M is the 
number of classes.
Earlier work on single layer perceptrons was limited owing to the fact that only linear 
decision boundaries (hyperplanes) could be formed in the signal space [25], [26], [27]. 
Rosenblatt [25] apparently knew the importance of the multi-layer perceptron since he 
described a wide variety of the architectures studied today. However, at that time the 
learning algorithm for training the multi-layer perceptron was not available. In 1986, 
Rumelhart, Hinton, and Williams published their account of how multi-layer percep­ 
trons might be trained with the use of the generalized delta rule (back propagation 
learning algorithm) [31]. Later developments [31], [45], [46] showed that multi-layer 
perceptrons are capable of forming more sophisticated decision boundaries (highly 
nonlinear) than a hyperplane. Because of that, the multi-layer perceptron exhibits a 
high tolerance to input noise, i.e. it may be applied in poor signal-to-noise ratio con­ 
ditions.
In single-layer and multi-layer perceptrons, the error information is fedback from the 
output to modify the weights adaptively; because of that, the learning procedure is 
robust and self-consistent. Since inputs and adaptive weight coefficients can change 
over time, the networks adapt and learn. However, in Hopfield and Hamming net­ 
works, the weights must be set in advance (fixed weights). Since there are no informa­ 
tion feedback to adjust the weights, the networks cannot adapt and learn [7]. Further­ 
more, the Hopfield, Hamming, and Carpenter/Grossberg networks are used with 
binary input, and the latter is sensitive to noise.
Throughout the chapter we will only consider multi-layer perceptrons, emphasizing 
the architecture, the back propagation learning algorithm, and the network topology.
-36-
Furthermore, based on the geometric hyperplane analysis, insight is provided into the
•
properties and the complexity of the multi-layer perceptron. 
3.2 Multi-layer Perceptrons: Architecture
The neural network's original model is in biological nervous systems, where the basic 
element is the neuron, which is depicted in Figure (3.5). Each neuron has primarily 
local connections and is characterized by a set of real weights [ w ly .....wNj ] applied 
to the previous layer to which it is connected and a real threshold level /, . The j'h 
neuron in the m th layer accepts inputs v^m ~l^€R N from the (m —I)'* layer and returns 
a scalar v;(m) e R , given by
v, (m -l) + lj(m >) (3.1), 1=1
where v( (m) e V (w) . The output value v;(m) serves as input to the (m +1)'* layer of the 
network.
The nonlinearities commonly used in the perceptron are of the sigmoid type, such as
/(*)= Y™-— (3 - 2)
where f (x) e[ 0,1 ] and
/(*)= i~r (3-3)
where f (x} lies in the interval [ -1,1 ], the graphs of which are depicted in Figure 
(3.6). The sigmoid function, f(x) has a real non-zero derivative which makes it use­ 
ful for stochastic gradient learning methods. The neurons store knowledge or infor­ 






Figure (3.5) j'h neuron in m th layer in multi-layer perceptrons.
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In the multi-layer perceptron [31],[45],[46] a number of neurons of the type 
described above are arranged in layers, as depicted in Figure (3.7) although there are 
generally different number of neurons in each layer. A multi-dimensional input is 
passed to each neuron in the first layer. The outputs of the first layer neurons then 
become inputs to the neurons in the second layer, and so on. The output of the net­ 
work is therefore the outputs of the neurons lying in the final layer. Thus, weighted 
connections exist from a neuron to every neuron in the succeeding layer, but no con­ 
nections exist between neurons in the same layer. The multi-layer perceptrons are 
capable of performing complex, nonlinear mappings between the input and the out­ 
put.
3.3 On the decision regions of multi-layer perceptrons
We confine our discussion to the complexity of multi-layer perceptron decision region 
with hard limiting nonlinearities. Consider an input signal vector 
V(0)(v}°) ,v|°)......v£0) ) in 0-dimensional space R*. Each neuron in the first hidden
layer acts as a ( 0-1) dimensional hyperplane with equation
2 vv,.] 1 ) v,<°> + 7,(1) = 0 (3.4) 
i = i
that forms closed half-spaces. A polyhedral subset of R* is a finite intersection of 
closed half-spaces [47]. The polyhedral sets formed in the input space can be divided 
into bounded polyhedral sets and unbounded polyhedral sets. Bounded polyhedral sets 
are those inside which the input variables are bounded, while unbounded polyhedral 
sets comprise variables which can be unbounded.
In 0-dimensional space, the maximum number (C(/?,0)) of polyhedral sets that are 




Figure (3.7) Multi-layer perceptron architecture 




[49], and Mirchandani et al., [50], and the results are summarized here:






The number of unbounded polyhedral sets in C (p ,0) is
2?
{, i=0
and the number of bounded polyhedral sets in C (p ,0) is
0





where C(p,0) = Q(/?,0) + Cu (/?,0).
In Table (3.1), we present a summary of the number of polyhedral sets, obtained by 
adding a dimension, a neuron or both [48],[49]. Based on the results of Table (3.1) 
and equation (3.5), the following properties are observed:
1. when we add a dimension while keeping the same number of neurons, this 




2 The number of polyhedral sets, C (p ,0) doubles every time we add a neuron, as 
long as p<0 . However, for p>0 , the result shows that on adding a single 
neuron, we have twice the previous number of polyhedral sets, C(p-l,0) less
3. We double the number of polyhedral sets C(p,0) plus K , j every time we 
add a dimension and a neuron simultaneously.
Figure (3.8) shows the polyhedral sets formed by the first hidden layer with two inputs 
(0 = 2), and four neurons (/?=4). Each polyhedral set is labeled with a binary 
number L 1L 2L^L 4 that specifies the states of the neurons in the hidden layer. The 
four neurons in the hidden layer specifies four one-dimensional hyperplanes ( p,, / = 
1,2,3,4 ) which divide the two-dimensional input space into eleven polyhedral sets. 
Among them three are bounded polyhedral sets, where the regions are { 0001, 0011, 
1011 } and the remaining are unbounded polyhedral sets.
Using equations (3.5),(3.7) and (3.8), the number of polyhedral sets are 
C(4,2) = 2 I • 1 = 11» tne number of bounded polyhedral sets are
i=0 ^ '
Ct (4,2) = {2} = 3 and the number of unbounded polyhedral sets are 
C.(4,2) = 22 (]} = 8.
i=0 V '
The polyhedral set forms the basic building block of the decision regions for the 
multi-layer perceptrons. For the two-layer perccptrons, the neuron in the second-layer 
(output layer) is used to group the polyhedral sets into decision regions. The output 







Figure (3.8) Polyhedral sets formed by the first hidden layer (two 
input nodes and four nodes in hidden layer).
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-2L 1 -2L 2 +L 3 +L 4 =1.5 (3.9)
will produce a convex (region 0011) decision region, as depicted in Figure (3.9), and 
decision boundary
-I 1 -3L 2 +2L 3 +3L 4 =2.5 (3.10)
will produce a non-convex (regions 0001, 0011, 1011) decision region, as depicted in 
Figure (3.10), and decision boundary
4L 1 + 5L 2 -3L 3 -4L 4 =1.5 (3.11)
will produce a disconnected (regions 1101, 0110, 1000) decision region, as shown in 
Figures (3.11).
The above results show that two-layer perceptrons are capable of forming convex, 
nonconvex and disconnected decision regions in the input space. The decision region 
is simply a finite union of polyhedral sets.
In the multi-layer perceptron for more than one hidden layer, each neuron in the 
second hidden layer groups the polyhedral sets which are produced in the first hidden 
layer to form an intermediate decision region, and so on. Ultimately the final layer 
groups the intermediate decision region in the layer next to it to form the output deci­ 
sion region. Since each of the intermediate decision regions is a finite union of 
polyhedral sets, so as the output decision region.
Summing up, a 0-dimensional input space is linearly separable into C(/?,0) 
polyhedral sets, and we may associate these polyhedral sets with classes. That is, the 
C(p,0) polyhedral sets may be merged into F classes where F<C(p,0). Further­ 













Figure (3.9) Convex decision regions formed by the two-layer percep- 
trons (two input nodes, four nodes in hidden layer and single out­ 
put).






Figure (3.10) Nonconvex decision regions formed by the two-layer 
perceptrons (two input nodes, four nodes in hidden layer and single 
output).











Figure (3.11) Disconnected decision regions formed by the two-layer 
perceptrons (two input nodes, four nodes in hidden layer and single 
output).
Shaded area denotes decision region for " 1 ".
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input training samples. The main limitation of the multi-layer perception with the 
hard limiting nonlinearity is that the decision regions are bounded by straight line seg­ 
ments (hyperplanes). Even though we only dealt with hard limiting nonlinearities, 
the same general conclusions apply to sigmoidal nonlinearities in the networks. The 
behaviour of the networks with the sigmoid function is more complex because the 
decision regions are typically bounded by smooth curves instead of by straight line 
segments.
The Figures (3.12), and (3.13) show the decision regions formed by a three-layer per- 
ceptrons using sigmoid function (equation (3.3)) employed to equalize two different 
distorted channels (Table (3.2)). It can be seen that the decision regions formed by 
the multi-layer perceptrons are complex and have highly nonlinear boundaries.
3.4 Learning algorithms- Back propagation
An iterative learning algorithm, dubbed back propagation enabling multi-layer percep­ 
trons to learn more sophisticated tasks than before, was suggested by Rumelhart et al 
(1986) [31]. The learning procedure involves 2 phases. During the first phase the 
input is receded into an internal representation (hidden layer) and the final output is 
generated by the combinational operations on the internal representation. This output 
value is then compared with the desired output, resulting in an error signal. The 
second phase involves the propagation of the error signal back through the network to 
update the weights using the stochastic gradient algorithm.












Figure (3.12) The decision regions formed by the three-layer percep- 
trons (two input nodes, nine nodes in hidden layer one, three nodes 
in hidden layer 2, and single output) employed to equalize the dis­ 
torted channel 1 in Table (3.2), following a training period of 1000 
samples duration, where the noise variance <r v2 was 0.01.
o : signal vector belonging to " 1 ",
n : signal vector belonging to " -1 ".
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Figure (3.13) The decision regions formed by the three-layer percep- 
trons (two input nodes, nine nodes in first hidden layer, three nodes 
in second hidden layer, and single output) employed to equalize the 
distorted channel 2 in Table (3.2) with one bit delay (d = l), follow­ 
ing a training period of 1000 samples duration, where the noise vari­ 
ance (jv2 was 0.09.
o : signal vector belonging to " 1 ",
n : signal vector belonging to " -1 ".
Shaded area denotes decision region for " 1 ".
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Table (3.2) Channel Impulse Responses
Channel No. Impulse Response type
0.5 + l.Oz'1 + O.Oz-2 Non-minimum phase
0.2602 + 0.9298Z"1 + 0.2602z -2 Non-minimum phase
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where */m) =2vv>>v/m -1)+//w) and layer m = {1,2,.... M}. 
i
Given an input V (0) e R N together with an associated desired output r; e R . The aim 
is to vary the weights { \v^m) } so as to minimize the mean square error E between the 
final output and the desired output, where
where M denotes the final output layer.
A learning rule for w(jm) and /7(m) were developed by performing gradient descent on 
E , i.e.




where T\ is the learning gain and p is the adaptation gain of threshold level.
The error signal 8/m) for layer m is calculated starting from the output layer M
= (', - v/">)//(jc/">) (3.18)
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and recursively back-propagating the error signal to lower layers
dE
= __
(w+1) v/"> /; ^ ; '
n+1S(m+1) (3-19)
where m e [1,2. ..M-l], /'(') is tne derivative of /(•), and / is over all neurons in 
the layer above neuron j .
A//m) in equation (3.15) can be expressed in terms of 8jm) , where
dE BE_ d
> di}M >
(jc/->) = -8f ) (3.20)
and
dE ^ dE xi (m +"




A//m >(/i + 1) = P8)m >(/i ) (3.23)
Where a(0<a<l) is the momentum parameter and m e [1,2. ...Af]. Substituting 
equations (3.2) and (3.3) in equations (3.20) and (3.21), we obtain the error signal, 
8)'n) and the results are summarized in Tables (3.3) and (3.4).
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Table (3.3) Error Feedback Signal
Sigmoid type
Output layer
Hidden layer 8/">=v/m >(l - v/
m e [1,2,....M-l]








The learning gain, T\ , is a constant which scales the adjustment to the weights so that 
the optimum values can be approached more or less quickly. To allow rapid learning 
a momentum term, Awj m)(/z), scaled by a is used to filter out high frequency varia­ 
tion of the weight vector. As a result, the convergence rate is much faster and the 
weight changes are smoothed.
The w's (weights) and I's (threshold levels) in equations (3.22) and (3.23) are values 
specified by the training algorithm.
3.5 Conclusions
A relationship has been established between the maximum number of polyhedral sets 
(C (p ,0)), the number of neurons in first the hidden layer (p), and the dimension of 
the input space (0). The polyhedral sets can be associated with classes. That is, the 
C(/?,0)) polyhedral sets may be merged into F classes, where F <C (p ,0). Further­ 
more, the number of polyhedral sets identifies the minimum number of input training 
samples.
In the single-layer perceptron, that is a perceptron composed of a single neuron, the 
decision regions are delimited by the hyperplanes. However in the multi-layer percep- 
trons we are able to group the polyhedral sets to form considerably more complex 
decision regions including convex, non-convex, and disconnected regions. Further­ 
more, multi-layer perceptrons using the sigmoid function have highly nonlinear deci­ 
sion boundaries. It is this latter capability of multi-layer perceptrons which will prove 
invaluable when we apply them to the problem of channel equalization.
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CHAPTER 4
A PERCEPTRON - BASED EQUALIZER
4.1 Introduction
The purpose of using an equalizer in the receiver of a digital communications system 
is to reduce the ISI as much as possible in order to maximize the probability of correct 
decisions. Usually, the structure of equalizers is based on the linear filter. This is 
known as linear equalizer. The decision regions of a linear equalizer are always lim­ 
ited by hyperplanes. The linearity of these decision boundaries limit the performance 
of the system for example data rate and bit error rate. Nonlinear adaptive equalizers 
give superior performance (higher resolution) to linear equalizers, especially when sig­ 
nal to noise conditions are poor, but are more complex to implement. Recent 
advances in computer and VLSI technologies, however, permit signal processing sys­ 
tems to handle just such sophisticated and computationally complex algorithms. Con­ 
sequently research into nonlinear adaptive equalizers has new-found practical and 
commercial importance.
In this chapter, we discuss a new approach for nonlinear equalization using the multi­ 
layer perceptron architecture. The performance of the perceptron-based equalizer and 
some of its properties are examined. The performance of the perceptron-based equal-
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izer, in terms of the convergence time and the bit error rate, was compared to the per­ 
formance of the conventional LMS linear transversal equalizer(LMS linear equalizer). 
Comparisons of the performance of this perceptron-based equalizer with the optimal 
linear equalizer and the optimal equalizer based on the statistical results in chapter 2 
are also provided.
4.2 Perceptron - Based Equalizer 
4.2.1 Architecture and Modelling
A perceptron-based equalizer structure [51],[52], consists of a number of neurons 
which are arranged in layers, as shown in Figure (4.1). The three-layer perceptron 
(two hidden layers, and output layer) is sufficient for channel equalization. The rea­ 
son is that three-layer structures are sufficient to realise arbitrary complex, nonlinear 
decision regions [53],[54],[55] for performing nonlinear mappings between the input 
and the output. It is this capability of the multi-layer perceptron which will prove 
invaluable as a channel equalizer in digital communications.
For simplicity the short hand notation { (A^, N 2 , W 3 ,.., NM ) MLP structure with order 
N } will be used to indicate that the number of received signal samples is N , the 
number of neurons in hidden layer 1( H^ ) is A^, the number of neurons in hidden 
layer 2( H 2 ) is N 2 , and so on, for the perceptron-based equalizer.
The input to the network (feedforward filter) is the sequence of noisy received signal 
samples { yK } from the dispersion channel. At time n , the input N x 1 received signal 
vector




Figure (4.1) Perceptron-based equalizer architecture
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is in the feedforward filter.
The /VjX 1 vector in the output of hidden layer 1 is :





The N 2 x 1 vector in the output of hidden layer 2 is :
- - vfc(2) , . . v<%V (4.4)
where
v (2) = f (Y w (2) v .(i)+/(2)\ A; = 1 2 N-, (45}* If I If \ .^ . '" it " § ic / ' ̂ ^ ^•••••••••x»2 \ * • ^ I
and so on.
The final output of the three-layer perceptron is
N 2
v (3) - ft - f (^ vv (3) V| (2) + /(3)\ M 6\ 
o n —a J o \ / j ko k o / V " /
Where un _d is the estimated signal at time n , and d is a delay parameter. Substituting 
equations (4.3) and (4.5) into equation (4.6), yields
"2 N \ N-l
u J = f(^9 vv, (3) f, ( Y w (2) /" T Y vv ( !) vii ^o •/ o V ^^^ *o j K \ ^^ JK J j \ ,^^ ij J n *~i 
t=l i=l i=0
(4.7) 




The w's (weights) and I's (threshold levels) in equation (4.7) are values specified by 
the training algorithm, so that after training is finished the equalizer will self-adapt to 
changes in channel characteristics occurring during transmission (Decision-Directed 
mode).
The number of total weights (L,) for a fully connected multi-layer perceptron 
(f:R N -R N") is
L, = NN, + N^N 2 , . . . , + NM _,NM = NN, + ' Y MM+i (4.9)* 1 i *i * ' M J In i ^^ 11^1 \ /
whereas in linear transversal equalizer, the total number of weights is N (order). 
4.2.2 Learning algorithm
The learning algorithm of the perceptron-based equalizer is based the back propaga­ 
tion. The increments used in updating of the weights, Aw,y and threshold levels, AT, 
of the m'H layer can be accomplished by the following rules (see equations (3.22) and 
(3.23)).
A w> >(/i + l) = Ti8/m >(/i) v/1"-1 ^/!) + aAw>>(/i) (4.10)
and
>(/i) (4.11)
where r\ is the learning gain; a is the momentum parameter; (} is the threshold level 
adaptation gain; and layer m e [1,2..... A/].
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The error signal 8/w ) for layer m is calculated starting from the output layer M
8/»> = (tj -v/">)(l -v,2 <">)/2 (4.12)
and recursively back-propagating the error signal to lower layers
(4.13)
where m e [1,2. ..M — 1], / is over all neurons in the layer above neuron j and tj is 
the desired output. The results in equations (4.12) and (4.13) are based on the sig-
moid function / (jc ) = ~e -- (see equation (3.3)).
To allow rapid learning a momentum term, Avv,jm) (n ), scaled by a is used to filter out 
high frequency variation of the weight vector. As a result, the convergence rate is 
much faster and the weight changes are smoothed.
4.3 Perceptron-Based Equalizer Performance on A Simulated Channel
The channel model used in the performance evaluation is given in z- transform nota­ 
tion by :
//(z) = 0.3482 + 0.8704 z'1 + 0.3482 z'2 (4.14)
The digital message applied to the channel was in random bipolar form { -1,1 }. The 
channel output is corrupted by zero mean white Gaussian noise. For mathematical 
convenience, we normalize the received signal power signal to unity. Then the 
received signal to noise ratio (SNR) is simply the reciprocal of the noise variance at 
the input of the equalizer.
The performance was determined by taking an average of 800 individual runs, and 
the final bit error rate after convergence was measured. Each run had a different
-63-
random sequence and random starting weights. The sigmoid function in equation 
(3.3) was chosen for performance simulation.
4.3.1 Properties of Decision Regions in Perceptron-Based Equalizer
The bit error rate (BER) and the mean squared error (MSE), are the two most useful 
measures of equalizer performance. However, the varying decision boundaries (equa­ 
tion (2.19)), and (equation (2.28)) of equalizers are used to maximize the correct 
decisions. The decision boundary characteristics of the perceptron-based equalizer, in 
terms of SNR, was compared to both the decision boundaries of the optimal equalizer 
and the optimal linear equalizer. These comparisons provide a comprehensive basis 
for evaluation of the performance behaviour of the perceptron-based equalizer, in 
terms of SNR.
Figure 4.2 shows that the decision region formed by the perceptron-based equalizer { 
(9,3,1)MLP structure with order 2 } and the decision boundary formed by the optimal 
equalizer based on the maximum a-Posteriori (MAP) criterion (equation (2.19)), in 
the case of 10 dB SNR. The Maximum a-Posteriori criterion will yield a minimum 
probability-of error decision. It can be seen that the decision region formed by the 
perceptron is near that optimal decision region which suggests that the perceptron is 
utilising the available information in a way approaching maximum efficiency [52].
Furthermore, the decision boundary generated by the perceptron-based equalizer as a 
function of SNR is examined. When the SNR is low, it forms a nonlinear decision 
boundary as shown in Figure (4.3(a)). However as the SNR increases, the resulting 
decision boundary becomes increasingly linear, as shown in Figure (4.3(b)). Because 
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Figure (4.2) Decision region formed for SNR = 10 dB by
(a) perceptron-based equalizer { (9,3,1)MLP structure with N =2 } 
after a training period of 1000 samples duration: r\ = 0.3, a = 0.3 
and 3 = 0.05. Shaded area denotes decision region for " 1 ".
(b) Optimal decision boundary formed by the MAP criterion. 
o : signal vector belonging to " 1 ", 


















Figure (4.3) Decision regions formed by perceptron-based equalizer 
{ (9,3,1)MLP structure with N =2 } after a training period of 1000 
samples duration: T| = 0.1, a = 0.3, (3 = 0.05.
(a) SNR = 10 dB
(b) SNR = 20 dB
o : signal vector belonging to " 1 ",
n : signal vector belonging " -1 ".
Shaded area denotes decision region for " 1 ".
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sion boundary, rendering it incapable of forming the optimal decision boundary as it 
does in the low SNR situation.
Examination of Figure (4.4) shows that when the noise level is -20 dB, the decision 
boundary of the perception-based equalizer has a piecewise linear boundary which 
coincides with the optimal linear equalizer decision boundary " hyperplane" in the 
central region. Thus, we can expect the performance of the perceptron-based equalizer 
to be near that of the optimal linear equalizer at high SNR, and to approach it asymp­ 
totically in the limit.
4.3.2 Convergence Characteristics
Figure (4.5) illustrates MSE (mean square error) convergence of the perceptron-based 
equalizer { (9,3,1)MLP structure with order 5 } with r\ = 0.1, a = 0.0, 0.6, and the 
LMS linear equalizer (order 5) with jx = 0.035. Here the perceptron with r\ = 0.1, 
a = 0.0, converges to noise floor, 20 dB, in about 800 iterations, with r\ = 0.1, 
a = 0.6, the convergence time is reduced to about 333 iterations. The results also 
show that the steady-state value of averaged squared error produced by the percep­ 
tron converge to a value lower than the additive noise. This is due to the non-linear 
nature of the perceptron activation function. The sigmoid function performs a soft 
decision. It limits the dynamic range of the output signal within [-l,l](see equation 
(3.6(a))), and also the noise level. Finally, we see the LMS linear equalizer gives a 
steady-state value of averaged squared error at about 11 dB, above noise floor in 250 
iterations. This is due to the fact that the observation vector length in use is insuffi­ 
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Figure (4.4) Comparison of decision regions formed for SNR=20 dB 
by
(a) perceptron-based equalizer { (9,3,1)MLP structure with N =2 } 
after a training period of 1000 samples duration : TJ = 0.1, a = 0.3, 
3 = 0.05. Shaded area denotes decision region for " 1 ".
(b) Optimal linear decision boundary (Hyperplane). 
o : signal vector belonging to " 1 ", 









0 500 1000 1500 2000
Number of Iterations
Figure (4.5) Simulation results showing relative convergence rate per­ 
formance for SNR = 20 dB
(a) { (9,3,1)MLP structure with N=5 } : -q = 0.1, a = 0.0, 3 = 
0.05
(b) { (9,3,1)MLP structure with yV = 5 } : T\ = 0.1, a = 0.6, 3 = 
0.05
(c){ LMS linear equalizer structure with N =5} : JJL = 0.035
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4.3.3 Bit Error Rate Performance 
4.3.3.1 Ideal Reference mode
In the following simulations comparisons are made of the performance of a 
perceptron-based equalizer, { (9,3,1)MLP structure with order 2 }, with that of the 
optimal equalizer by comparing the BER (bit error rate) achieved by the respective 
structures, over a wide range of signal to noise ratios. The perceptron operates in ideal 
reference mode, where the data symbols used for adaptation are the correct ones. In 
order to facilitate a later comparison with the linear transversal equalizer (LTE), a 
delay of one sample interval is introduced in the estimate of u( ( so that at the i th 
iteration the equalizer reconstructs an estimate of u ( _^ ). The results of these simula­ 
tions are shown in Figure (4.6) and they show clearly that the perceptron-based 
equalizer enjoys a performance which is close to that achieved by the optimal equal­ 
izer, when the level of additive noise is high, but deteriorates in comparison as the 
signal to noise ratio improves.
Further, we compare the performance of the perceptron-based equalizer with the 
optimal linear error bound and results are presented in Figure (4.7). Examination of 
Figure (4.7) shows that when the signal to noise ratio is low, the perceptron-based 
equalizer exhibits better bit error rate performance and it approaches to the the 
optimal linear error bound as the signal to noise ratio improves. The dynamic 
behaviour of the decision boundary of the perceptron-based equalizer in Figures 
(4.2),(4.3.) and (4.4) is futher illustrated by the error rate plots in the results in Fig­ 
ures (4.6) and (4.7).
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Figure (4.6) Comparison of bit error rate performance achieved by
x : Perceptron- based equalizer {(9,3,1)MLP structure with N =2} 
TI = 0.1, a = 0.3, (3 = 0.05; ideal reference mode.
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Figure (4.7) Comparison of bit error rate performance achieved by
- : Perceptron-based equalizer { (9,3,1)MLP structure with N =2} 
T] = 0.1, a = 0.3, 3 = 0.05; ideal reference mode.
+ '• Optimal linear error bound with order 2.
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by the perceptron-based equalizer in comparison with the LMS linear equalizer. Fig­ 
ure (4.8) compares the BER achieved by the perception-based equalizer, 
{(9,3,1)MLP structure with order 5 } and the LMS linear equalizer ( order 5 ).
4.3.3.2 Decision-Directed Mode
Perceptron-based equalizer performance can be obtained by means of a Monte Carlo 
simulation. Through simulations, we have observed the bit error rate performance of 
the perceptron-based equalizer, { (9,3,1)MLP structure with order 5 }, as a function 
of the signal to noise ratio for different values of learning parameters ( r\, a ). The 
perceptron operates in decision-directed mode when the data symbols used for adapta­ 
tion are the detected symbols.
Figure (4.9) shows the performance of the perceptron with (a) 7] = 0.1, a = 0.0, 
0.5, and p = 0.05, and (b) -q = 0.1, 0.2, a = 0.0, and (3 = 0.05. It may be 
observed from Figure (4.9) that the choice of parameters in the learning algorithm 
can affect the bit error rate performance considerably. For the same learning gain, TI 
the bit error rate performance degraded significantly as the signal to noise ratio is 
decreased for those with a non-zero momentum term (a), as shown in Figure 
(4.9(a)). However in the case of high signal to noise ratio the performance is slightly 
improved with a non-zero momentum term (a). In Figure (4.9(b)), shows smaller -q 
provides better bit error rate performance. From the simulation results, it has been 
concluded that small value for both TJ and a can provide better bit error rate perfor­ 
mance.
Figure (4.10) shows the bit error rate performance curves for both perceptron 
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Figure (4.8) Comparison of bit error rate performance achieved by
o : Perceptron-based equalizer { (9,3,1)MLP structure with N=5 } 
7i = 0.1, a = 0.3, 3 = 0.05; ideal reference mode.
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Figure (4-9) Bit error rate Performance of perceptron-based equal­ 
izer, { (9,3,1)MLP structure with N=5 }:
(a) o : T, = 0.1, a = 0.0, p = 0.05;
n : -q = 0.1, a = 0.5, p = 0.05;
(b) o : -n = 0.1, a = 0.0, (J = 0.05;







0 5 10 15 20 25 30
Signal-to-noise ratio in dB
Figure (4.10) Simulation results showing relative bit error rate perfor­ 
mance for
Perceptron-based equalizer { (9,3,1)MLP structure with N = 5 } : 
o : -n = 0.07, a = 0.3, (3 = 0.05. 
{ LMS linear equalizer structure with N =5 }: 
+ : JJL = 0.05, 
D : JJL = 0.035.
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of SNR, where -q =0.07, a = 0.3, |3 = 0.05, and p. = 0.05, 0.035. The results indi­ 
cate that the perceptron-based equalizer exhibits better performance. The reason is 
that the perceptron-based equalizer can achieve a more sophisticated decision boun­ 
dary (highly non-linear) than a hyperplane. Furthermore, the result also shows that 
the perceptron is less susceptible to the effects of high levels of additive noise in com­ 
parison with the LMS linear equalizer.
4.3.4 Performance Comparison with LMS Linear Transversal Equalizer
The misadjustment of LMS algorithm is defined as [17]
M ~ JJL tr[R] (4.15)
Where R is the input auto-correlation matrix and tr is the trace operation.
The misadjustment, M is directly proportional to the learning gain constant JJL. Thus, 
there is a trade-off between the misadjustment and the rate of adaptation. Using a
small value of JJL (0<fi« ——=-) , the LMS process may converge to the steady-state
tr[R]
weight solution vector near its optimum w*(n), then the bit error rate (BER) perfor­ 
mance of LMS linear equalizer will be close to the theoretical bound. Thus, we can 
expect the performance of LMS equalizer to be near that of the perceptron-based 
equalizer at high SNR( see Figure (4.4)). Figure (4.11) shows the bit error rate per­ 
formance curves for both perceptron, { (9,3,1)MLP structure with order 5 }, and LMS 
linear equalizer as a function of SNR, where both values of TJ and JJL are small. 
Examination of Figure (4.11) shows that the perceptron-based equalizer performs 
better when the signal to noise ratio is low, and the performance approaches to the 
LMS linear equalizer while the signal to noise ratio increases. The results in both Fig­ 













Signal-to-noise ratio in dB
Figure (4.11) Simulation results showing relative bit error rate perfor­ 
mance for
Perceptron-based equalizer { (9,3,1)MLP structure with N = 5}:
o : -p = 0.05, a = 0.2, and (3 = 0.05,
{ LMS linear equalizer structure with N =5 }:
+ : = 0.025.
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4.4 Effect of Network Topology on the Performance of the System
In this section, we explore the effect of network topology (e.g., input dimension, 
number of neurons, number of hidden layers ) on the performance (e.g., convergence 
time, bit error rate) of a multi-layer perceptron-based equalizer.
4.4.1 Input Dimension and Number of Neurons
At present no theory or method exists to predict the optimal configuration. Most of 
the results are obtained by simulations. A series of simulations were performed to 
study the effect of the input dimension (N ) and the number of neurons 
(N 1 and N 2) within each hidden layer on the performance of the perceptron-based 
equalizer { (N ltN 29N 3 ) MLP structure with order N }, in SNR = 20 dB, j\ = 0.07, a 
= 0.3, and 3 = 0.05.
Figure (4.12) shows the bit error rate as a function of the input dimension with 
(9,3,1)MLP structure. It can be seen that increasing the order N from 3 to 5 has the 
effect of reducing the BER performance and the BER curve shows no significant 
change after N = 5.
Figures (4.13) and (4.14) show the effect of extra neurons within each hidden layer 
on the error rate and the convergence time for both ( ^,3,1 )MLP, and ( 9,jV 2 ,l 
)MLP structures with order 5. The results show that for each of the structures shown, 
as the number of the neurons within each each hidden layer is increased, there is ini­ 
tially a very significant improvement in learning speed, but this improvement becomes 
less significant as the number of neurons further increases. It can be seen that the 
convergence time for learning in three-layer perceptron is faster than the in two-layer 
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Figure (4-12) Bit error rate performance as a function of input 
dimension (W), for perceptron-based equalizer, { (9,3,1)MLP struc­ 
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(b)
Figure (4.13) Performance as a function of N l (number of neurons in 
the first hidden layer), for perceptron-based equalizer { ( N l ,3,1) 
MLP structure with N =5 } at SNR = 20 dB
(a) Bit error rate in T| = 0.07, a = 0.3, 3 = 0.05,
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Figure (4.14) Performance of as a function of N 2 (number of neurons 
in the second hidden layer), for perceptron-based equalizer { (9, N 2 , 
1)MLP structure with N = 5 } at SNR = 20 dB
(a) Bit error rate in T] = 0.07, a = 0.3, 3 = 0.05,
(b) Convergence time to the noise floor.
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of neurons increase within each hidden layer. Similar results for three-layer perceptron 
structures were observed in [44],[56],[57].
4.4.2 Comparative results of two-layer and three-layer
In chapter 3, we show that two-layer perceptrons are capable of forming convex, non- 
convex, and disconnected decision regions. In this section, we compare the bit error 
rate performance of the three-layer perceptron,{ (9,3,1)MLP structure with order 2 }, 
and the two-layer perceptron, { (9,1)MLP structure with order 2 } including the 
optimal linear equalizer. Figure (4.15), shows that the three-layer perceptron gives a 
slight improvement in bit error rate performance relative to the two-layer perceptron, 
especially in the low signal to noise ratio environment. The reason is that the former 
structure with one extra hidden layer can form more non-linear decision boundaries 
than the latter. Examination of Figure (4.16) shows that when the signal to noise ratio 
is low, the two-layer perceptron performs slightly better relative to the optimal linear 
error rate bound, but the improvement reduces as the signal to noise ratio improves. 
Finally it approaches to the optimal linear error rate bound which is based on optim­ 
ized the decision boundary (equation (2.25)).
4.5 Discussion
The perceptron-based equalizer offers advantage over the conventional linear equal­ 
izer. It has the ability to form nonlinear decision regions , in contrast with the linear 
equalizer which can only form linear decision regions. The linearity of the decision 
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Figure (4.15) Comparison of bit error rate performance achieved by
+ : Perceptron-based equalizer {(9,3,1)MLP structure with N =2 }: 
7] =0.1 , a = 0.3, 3 = 0.05; ideal reference mode.
D : Perceptron-based equalizer { (9,1)MLP structure with N =2} : 
T) = 0.1, a = 0.3, 3 = 0.05; ideal reference mode.
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Figure (4.16) Comparison of bit error rate performance achieved by
+ : Perceptron-based equalizer { (9,1)MLP structure with N =2 } : 
T] = 0.1, a = 0.3, 3 = 0.05; ideal reference mode.
— : Optimal linear error bound with order 2.
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The perceptron-based equalizer is less susceptible to the effects of high levels of addi­ 
tive noise relative to the linear equalizer. The simulation results also show the bit 
error rate performance of perceptron-based equalizer to be near that of LMS linear 
transversal equalizer at a "high" SNR, when the learning gain (p,) in the LMS algo­ 
rithm is very small.
Both two-layer and three-layer perceptrons are capable of forming convex, non- 
convex, and disconnected decision regions. The three-layer perceptron gives a slight 
improvement in bit error rate relative to the two-layer perceptron, especially in the 
low signal to noise ratio environment. Furthermore, the convergence time for learning 
in the three-layer perceptron is faster than in the two-layer perceptron.
For the perceptron-based equalizer, as the number of neurons within each hidden 
layer is increased, there is initially a very significant improvement in learning speed, 
but this improvement becomes less significant as the number of neurons further 
increases. The bit error rate performance curves show little change as the number of 
neurons increases within each hidden layer.
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CHAPTER 5
A PERCEPTRON - BASED
DECISION FEEDBACK EQUALIZER
5.1 Introduction
Decision feedback equalization [1],[58] is a technique used in digital communications 
systems (see Figure(S.l)) to equalize the channel to remove that part of the intersym- 
bol interference (ISI) caused by the previous data decisions. The advantage of the 
decision feedback equalizer is that ISI is eliminated without enhancement of noise by 
using past decisions to subtract out a portion of the ISI; a disadvantage is that decision 
errors tend to propagate because they result in residual ISI and a reduced margin 
against noise at future decisions [59],[60],[61].
The conventional structure of the decision feedback equalizer (DFE) uses linear algo­ 
rithms such as LMS (Least mean squares) or RLS (recursive least squares) and con­ 
sists of a feedforward filter and a feedback filter, as shown in Figure (5.1), where the 
feedforward filter is a linear equalizer. The decision regions of a linear equalizer are 
always delimited by hyperplanes. The linear nature of the decision boundaries limits 
the performance of the DFE. The multi-layer perceptron may be simply considered as 
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Figure (5.1) A baseband data transmission system with decision 
feedback equalizer
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by use of the nonlinear sigmoid function, to create intricately curved partitioning of 
the input signal space to produce highly nonlinear decision boundaries (equation 
(3.5)).
A new architecture for a decision feedback equalizer using the multi-layer perceptron 
structure for equalization in digital communication systems is presented [62]. The 
topics addressed are; architecture, modelling, learning algorithm, intersymbol interfer­ 
ence cancellation, and performance (convergence characteristics and bit error rate). 
Comparisons of the performance of this perceptron-based DFE with a conventional 
DFE (i.e. LMS DFE) are provided. The simulation results demonstrate the superior 
performance of the multi-layer perceptron based DFE. The improvement is signifi­ 
cant, especially in high noise conditions.
5.2 Perceptron-Based DFE
5.2.1 Architecture, and Modelling
A three-layer perceptron based decision feedback equalizer structure, as shown in Fig­ 
ure (5.2), consists of a feedforward filter and a feedback filter. The input to the feed­ 
forward filter is the sequence of noisy received signal samples { >•„ }. The input to the 
feedback filter is the output symbol decision sequence from a nonlinear symbol detec­ 
tor (quantiser) { un _d }.
At time n , the input N x 1 received signal vector
rw = [>•„,>•„-!.....>•„-»+!] (5.i)
and the decision / x 1 signal vector
U n ,d _, ,!!„ ,d _2 , ...,"„ -d -I } ( 5 - 2 )
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Received Signals Feedback Signals
Figure (5.2) Multi-layer perceptron decision feedback equalizer
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are in the feedforward filter and feedback filter of the decision feedback equalizer, 
respectively, where d is a delay parameter. The decision un _d is formed by quantiz­ 
ing the estimate un _d in the output layer to the nearest information symbol.
The signals at the input layer of the decision feedback equalizer can be represented by 
a (N +1 ) x 1 vector as
y (0)= \yn y/i-i yn -N+\ ^n -a-\ "»-<*-/ i (5-3)
The AfjX 1 vector in the output of hidden layer 1 is :
y(i) = Lfi) vf) v^.(i) v^i)l r (54)
where
N-l I
v .(i) = f.( T? w.d) v •+ V w*-(1) u ; +/ (1) ) 7 = 12 A^t C5 5}V) Jj\2s W*J Jn-i^ 2j wP) un-d-p^ l } ) J J.,^,.....^! \->-->) 
i=0 p=l
Where b denotes the feedback tap weight.
The N 2 x 1 vector in the output of hidden layer 2 is :
y(2) - [v {2>, vp, . . v/2) , . . vj2) ] r (5.6)
where
^i
= 1,2,........./V 2 (5.7)
The final output is :
(5.8)
Where u,,.^ is the estimated signal at time n. Substituting equations (5.5) and (5.7)
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into equation (5.8), yields
«* -w =f0 ( 2 <3) /* ( 2 ™iP /; (2V* >« -. t 21=0 
+ //1 >) + /*<2>) + /0(3 >) (5.9)
The nonlinear detector can be modelled as a threshold function g (x ) and is defined 
as
fl if^s>0 (5.10)
The w's (weights) and I's (threshold levels) in equation (5.9) are values specified by 
the training algorithm, so that after training is finished the equalizer will self-adapt to 
changes in channel characteristics occurring during transmission (Decision directed 
mode). The back propagation learning algorithm can be applied directly to the multi­ 
layer perceptron with decision feedback signal [62] as shown in equations (4.10) and 
(4.11).
5.3 Eliminating Intersymbol Interference: Decision Feedback Signal
The output, v(l\ of the j'h neuron in layer one can be expressed in terms of { gp }, 
the feedback tap weights { w^l) } and the transmitted signal { un } (un e (!,—!)) as 
shown in Figure (5.3). To simplify the mathematics, we assume d = 0 in Figure 
(5.3). Note that { gp } is the convolution of the channel impulse response { hp } and 
the weights { \vW }. Thus
/»=!







Figure (5.3) j —th neuron with feedback signals in first layer
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The above equation can be written as
80+ 2 (gp
2 «.-,*, +-n,,+/y) (5 - 12 )
If we select
SP = -<(1) p = l,2,......./ (5.13)
and the probability of error is very small, we may assume that the last / symbols have 
been received correctly i.e,
un _p = un _p /7 = 1,2,....../ (5.14)
Then equation (5.14), can been simplified as
v,-(1) = fj(un g Q + 2 un _p gp +T! n +/,.) (5.15)
p<0
P >i
All ISI from past symbols (!</?</) is eliminated without altering the useful signal 
term un g Q or enchancing the noise component -r] n . The ^ un -r gp residual ISI term
p<0P >i 
will be reduced in the feedforward equalizer. If an incorrect decision is made by the
detector i.e. un _p = -un _p , the decision errors tend to propagate because they result 
in residual intersymbol interference and a reduced margin against noise at future deci­ 
sions.
5.4 Perceptron-based DFE Performance and comparison with LMS DFE
The channel model used in the performance evaluation is given in z -transform nota­ 
tion by
H(z ) = 0.3482 + 0.8704 z'1 + 0.3482 z'2 (5.16)
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The digital message applied to the channel was in random bipolar form {-1,1}. The 
channel output is corrupted by zero mean white Gaussian noise. For mathematical 
convenience, we normalize the received signal power to unity. Then the received sig­ 
nal to noise ratio (SNR) is simply the reciprocal of the noise variance at the input of 
the equalizer.
The performance was determined by taking an average of 800 individual runs. Each 
run had a different random sequence, the final bit error rate after convergence was 
measured and the starting weights were random. The sigmoid function in equation 
(3.3) was chosen for performance simulation.
For simplicity the short hand notation { (W,/)DFE with ( N l ,N 2 ,N 3 )MLP } (MLP 
DFE) will be used to indicate that the number of received signal samples is N , the 
number of decision feedback samples is /, the number of neurons in hidden layer 1 
(//j) is N ly the number of neurons in hidden layer 2 (// 2 ) is N 2 , and the number of 
neurons in the output layer is N 3 , for a three layer perceptron based decision feed­ 
back equalizer.
A LMS decision feedback equalizer (LMS DFE) is the same structure as shown in 
Figure (2.4), and the short hand notation is { (N ,/) LMS DFE structure }, where N, 
and / are both defined as above.
5.4.1 Convergence Characteristics
Figure (5.4) illustrates MSE (mean square error) convergence of the MLP DFE, 
{ (4,1)DFE with (9,3,1)MLP structure }, with learning gain ( TI ) 0-07 and the LMS 
DFE with learning gain (JJL) 0.035. For illustrative purposes the MSE convergence of 















Figure (5.4) Simulation results showing relative convergence rate per­ 
formance for SNR = 20 dB
(a) {(4,1)DFE with (9,3,1)MLP structure}: -q = 0-07, a = 0.3, (J = 
0.05
(b) {(4,1)DFE LMS structure}: p. = 0.035
(c) { (9,3,1)MLP structure with N =5 }(without feedback signal) : T\ 
= 0.07, a = 0.3, p = 0.05
(d) { LMS equalizer structure with N =5 }(without feedback signal) : 
. = 0.035
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iterations to converge while the LMS DFE converges in about 120 iterations. The 
results also show that the steady-state value of averaged square error produced by the 
MLP DFE converge to a value (<-25 dB) which is lower than the additive noise (-20 
dB). This is due to the nonlinear nature of equalizer transfer function. The LMS DFE 
gives a steady value of averaged square error at about -14.0 dB which is above the 
noise floor using the the same number of input samples. The result also indicates that 
both types of the decision feedback equalizer yield a significant improvement in con­ 
vergence time and averaged square error relative to the equalizers without feedback 
signal having the same number of input samples.
5.4.2 Bit error rate performance - Decision directed mode
DFE performance can be obtained by means of a Monte Carlo simulation. Figure 
(5.5) illustrates the bit error rate performance in the stationary channel case for the 
MLP DFE performance using either correct or detected symbols in the feedback sec­ 
tion with r\ = 0.1. For illustrative purposes the performance of the perceptron based 
equalizer (without feedback) with -r\ = 0.1 is shown.
It may be observed from Figure (5.5) that the MLP DFE attains about 4 dB improve­ 
ment at BER = 10"4 relative to the MLP equalizer having the same number of input 
samples. The performance loss due to incorrect decisions being fed back is 1.3 dB, 
approximately, for the channel response under consideration.
Figure (5.6) illustrates the performance of the LMS DFE with JJL = 0.035. The 
results show the LMS DFE attains 4 dB improvement at BER = 10"4 relative to the 
LMS equalizer. The performance loss due to incorrect decisions being fed back is 
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Figure (5.5) Bit error rate performance of {(4,1)DFE with 
(9,3,1)MLP structure } with and without error propagation, T| = 
0.1, a = 0.3, p = 0.05.
o : Correct bit fed back,
o : Detected bit fed back.
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Figure (5.6) Bit error rate performance of {(4,1)DFE LMS structure} 
with and without error propagation, p. = 0.035.
o : Correct bit fed back, 
+ : Detected bit fed back.
O : { LMS equalizer structure with N =5 ((without feedback signal): 
It = 0.035.
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mance degradation due to decision errors for the perceptron-based DFE is less than 
for the LMS DFE, especially under high noise conditions.
Figure (5.7) illustrates performance for the MLP DFE with -r\ = 0.07, and 0.1 com­ 
pared with the LMS DFE with JJL = 0.035, and 0.05 having the same number of input 
samples. In the simulation, all the symbols fed back are detected symbols. The MLP 
DFE structure has superior performance in comparison with the LMS DFE structure , 
when the level of additive noise is high, but the improvement reduces as the signal to 
noise ratio improves. This latter fact should not surprise us since, if the additive noise 
level is very low, the MLP DFE will receive very few samples of signal which are close 
to the optimal decision boundary, rendering it incapable of having the optimal deci­ 
sion boundary as it does in the high noise situation.
5.5 Discussion
The conventional structure of the DFE consists of a feedforward equalizer and a feed­ 
back filter, where the feedforward equalizer is linear. The linearity of the feedforward 
equalizer limits the performance of the DFE.
This chapter has introduced a new approach for the DFE using multi- layer percep- 
tron structures. The back propagation learning algorithm is applied directly to the 
multi-layer perceptrons. From comparison of simulation results it can be seen that the 
multi-layer perceptron-based DFE provides better BER performance, especially in 
poor signal to noise ratio conditions, also that BER performance degrades less due to 
decision errors and is also less sensitive to gain variation.
The bit error rate performance of multi-layer perceptron-based DFE is near that of 
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Figure (5.7) Simulation results showing relative bit error rate perfor­ 
mance for {(4,1)DFE with (9,3,1)MLP structure}:
n : 7i = 0.1, a = 0.3, 3 = 0.05,
o : -n = 0.07, a = 0.3, (J = 0.05. 
{(4,1)DFE LMS structure}: 
O : M- = 0.05, 
+ : . = 0.035.
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small (see sections (5.4.2) and (4.3.4))
It may be concluded that the multi-layer perceptron-based DFE offers a superior per­ 
formance (higher resolution) as a channel equalizer to that of the conventional DFE , 
due to its ability to form complex decision regions with nonlinear boundaries.
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CHAPTER 6




A typical estimation problem is illustrated in Figure (6.1), where /z(-) is some speci­ 
fied (linear or nonlinear) function operating on an observed random sequence >•„, to 
yield an estimate, un of un (desired signal). The error in the estimate is :
**="„- "« (6.1)
The purpose of the estimation problem is to try to choose /?(•) so as to minimize the 
expected (average) value of some cost function. Some typical cost functions 
[20],[63],[64] are shown in Figure (6.2). With the squared-error function, e 2 , small 
errors have less emphasis than larger errors due to the nonlinear square function; the 
absolute error function, e , gives equal weight to all errors; and in the uniform cost 
function, f(e), errors less than K in magnitude incur no penalty. The mean squared 
function is usually chosen due to its continuously differentiable nature. In this 

















Figure (6.2) Cost function (a) Square error, (b) Absolute error, and 
(c) Uniform cost function.
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where 1< £ <2 (Minkowski-£ power metrics) [65] and some of its properties. In par­ 
ticular, the effect of £ on the performance (e.g., convergence time, bit error rate, and 
mean square error) is explored together with robustness.
The stochastic gradient algorithm or LMS [66] has only a single learning parameter 
for controlling the convergence rate, namely, the learning gain fx . The back propaga­ 
tion algorithm (equations (4.10) and (4.11)) has three learning parameters, namely, 
the learning gain r\, the momentum parameter a, and the threshold level gain (3 
which make the choice of parameters much more complicated. Furthermore the per­ 
formance (convergence rate and bit error rate) is determined particularly by the TJ and 
a parameters. The effect of r\ and a parameters on the performance is analysed in 
this chapter.
6.2 Minkowski-£ Back Propagation
The standard back propagation learning algorithm is based on the squared error cost 
function. The present model is a variation on the model of back propagation using 
Minkowski-£ power error metrics [65],[67]. The error cost function for Minkowski-£ 
power metrics is given by
E = f 2(1'; -<>!)< (6.2) 
' ;
where £( £ > 0 ), while for 1 = 2 the standard back propagation model results. The 
Minkowski-£ family E (error) versus the factor ( r, - vy(w) |) for different values of £ 
is shown in Figure (6.3).
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Figure (6.3) Minkowski- £ family
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dE (6.3)
The sigmoid function is given by
/(*) = 1 -e~
1 + e
(6.4)
Since v/w) = /y (*/">) (see equation( 3.3) ) , the derivative of v/w) is then
= (1 - v 2 (6.5)
Substituting equations (6.2), and (6.5) into equation (6.3), the error signal in the out­ 
put layer is then






The following illustrates (equation (6.6)) for £ =1, 1.2, 2.
_v . .M^w ( f . -v
£=1.2 (6.10)
The rule for weight updating proceeds in the same way as in the standard back propa­ 
gation (equation(3.22)) except there is no momentum term, where
) (6.11)
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The error signal in the hidden layer is a function of the error signal in the output, 
8f> and is the same as equation (3.19), where
(6.12)
where m e {1,2,..., M —1} and / is over all neurons in the layer above neuron j .
The Minkowski-£ Back propagation using another type of sigmoid function, 
e~x )-1 is also shown in Table 6.1.
6.3 Properties of Minkowski- £ Back Propagation
Equation (6.6) indicates that changing £ basically results in a reweighting of errors 
(tj — v^M)) from the output in Sjw) . The factor (\tj — v.^j)5 "1 is nonlinear when 
£ =£ 2 as this introduces the nonlinearity in the output error signal, 8JM) for the 
Minkowski-^ back propagation. Small £'s give less weight for large deviations of 
(tj — v^w)) in 8}M) and tend to reduce the influence of the aberrant noise. In contrast 
to power value (£) equal to 2 (standard back propagation), which gives equal weight 
to all errors (f, — v/M) ) in 8JW) . Further, decreasing £ can significantly improve con­ 
vergence because the error signal 8jw) is enhanced by the factor (\tj — v/^l)5 "1 and 
vice versa, as shown in equations (6.6). Figure (6.4) depicts the factor 
. - vy(w) I)*"1 versus ( |ry - vy(A/) |) for different values of £.
In summary, values of £ close to 1 the error signal 8)W) is less sensitivity to large 
deviation of (tj —V;(M) ) than when £ is closer to 2. If £ is allowed to increase beyond 
2, 8/w) is more sensitive to the large deviation of (r, - v/w)). When £ < 2, the track­ 
ing capability of the system will be enhanced more significantly for small deviations of 
(\tj - v/w) |). As a result a lower value of steady-state mean square error will be
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Table (6.1) Error Feedback Signal
Sigmoid type
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Figure (6.4) \(t} - v/M >) \^1 vs. |(ry - v; ) for different values of
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achieved in comparison with £ = 2. 
6.4 Effects of Minkowski-£ power metrics on the performance
The performance of multi-layer perceptrons trained with back propagation using 
Minkowski-£ power metrics, where 1<£<2, was examined using the perceptron based 
equalizer scenario { (9,3,1)MLP structure with N = 5 } with different values of learn­ 
ing gain (TI) and no momentum term (a = 0). Throughout, the nonminimum phase 
channel in equation (4.14), and the sigmoid function in equation (3.3) were chosen 
for performance simulation. The simulations provided in this section confirm the 
results described in section (6.3).
6.4.1 Convergence Properties
In general, the mean squared error (MSE) is one of the most useful measures equal­ 
izer performance. This technique will be used in the section. Figure (6.5) shows the 
convergence time to the noise floor as a function of the Minkowski-£ power metrics 
for 800 different initial conditions (random starting weights). The result indicates that 
as £ decreases, convergence time tends to improve roughly linearly. The 
Minkowski-£ back propagation with £<2 was able to reduce the steady-state of the 
mean square error more than the standard back propagation with £=2, as shown in 
Figure (6.6). The mean square error after convergence shows approximately 10 dB 
improvement as £ decreases from 2 to 1.2 for T] - 0.2. This is because the error 
(tj-Vj(M)) in the output 8)M) is enchanced by the term (l^-v/*0 !)*"1 which improves 
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Figure (6.5) The convergence time to the noise floor ( -20 dB) for 
perceptron-based equalizer, { (9,3,1)MLP structure with N=5 } as 
function of £ at SNR = 20 dB.
x : -q = 0.1, a = 0.0, and $ = 0.05. 









0 1000 2000 3000 4000
Number of Iterations
Figure (6.6) Simulation results showing relative convergence rate per­ 
formance for a perceptron-based equalizer, { (9,3,1)MLP structure 
with N=5 }at SNR = 40 dB.
(a) T] = 0.2, a = 0.0, p = 0.05, and £ = 2.0.
(b) -q = 0.2, a = 0.0, p = 0.05, and £ = 1.2.
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6.4.2 Bit Error Rate Performance-Decision-Directed Mode
Figures (6.7), and (6.8) illustrate the bit error rate performance versus Minkowski-£ 
power metrics with SNR = 18 and 20 dB for -q = 0.1 and 0.2, respectively. The 
result indicates that as £ decreases, a lower bit error rate can be achieved. The 
improvement is more significant using a 20 dB SNR and -q = 0.2, and the bit error 
rate is reduced by about 10 times as £ decreases from 2 to 1.2; when SNR is 18 dB 
the improvement is only two times. This shpae in the SNR = 20 dB curve in Figure 
(6.7) shows a peculiar increase in bit error rate at high £ . this require further investi­ 
gation.
Figure (6.9) compares the bit error rate performance as a function of signal to noise 
ratio with £= 2, and 1.5. While £ = 1.5 exhibits better performance, the improve­ 
ment is more significant in the case of high signal to noise ratio.
Finally, the relative bit error rate performance with £ = 2.0 and 1.2 as a function of 
r\ for SNR = 20 dB was simulated and the results are shown in Figure (6.10). When 
£ = 1.2 the results show better performance and the improvement is more significant 
for larger T\ .
A more superior bit error rate performance is achieved for £ < 2 in comparison with 
£ = 2. The reason is that small £'s give less weight for large deviations of (r; — v^M) ) 
in 8)w) and tend to reduce the influence of the aberrant noise. In contrast to power 
value (£) equal to 2, which gives equal weight to all errors (r; —vy(A/) ) in 8jw) . Further 
the error signal 8)w) is enhanced more significantly for small deviations of 
(| r . _ V .(*O|) for £ < 2. Thus the tracking capability of the system is improved result­ 










Figure (6.7) The bit error rate performance of the perceptron-based 
equalizer, { (9,3,1)MLP structure with N=5 } as a function of £. 
Parameters TI = 0.2, a = 0.0, and (3 = 0.05.
x : SNR = 18 dB, 











Figure (6.8) The bit error rate performance of the perceptron-based 
equalizer. { (9,3,1)MLP structure with N = 5 } as a function of £. 
Parameters T\ = 0.1, a = 0.0, and (3 = 0.05.
x : SNR = 18 dB, 
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Figure (6.9) The bit error rate performance of the perceptron-based 
equalizer { (9,3,1)MLP structure with N=5 } ..as a function of signal- 
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Figure (6.10) Simulation results showing relative bit error rate perfor­ 
mance for a perceptron-based equalizer, { (9,3,1)MLP structure with 
N=5 } with £ = 1.2, and 2.0 as a function of -q for SNR = 20 dB.
+ : £ = 2.0, 
o : £ = 1.2.
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6.5 Learning Parameter Considerations
The performance of the multi-layer perceptron (MLP) trained with the back propaga­ 
tion learning algorithm depends on several factors including network topology, com­ 
plexity of decision regions, initial weights and choice of learning parameters (learning 
gains, momentum parameter) in the learning algorithm, and error cost function 
characteristics.
An effective learning gain that relates the learning gain (r\) and the momentum 
parameter (a) is derived. The analysis result is only approximation, but it is supported 
by computer simulations. The effect of various learning gains and momentum param­ 
eters on the performance (e.g., convergence time, bit error rate) is studied using the 
equalizer scenario. The result may be useful as guideline for design of multi-layer 
perceptrons using the back propagation learning algorithm.
6.5.1 Effective Learning Gain
The weight w is updated according to
) + a (w<m >(/z) - w»(/i -1)) (6.13)
where m e [1,2,...M ] and the last term in the right hand side of equation (6.13) is the 
momentum term which smooths out high frequency variations in the weight during 
updating. The frequency bandwidth is determined by the momentum parameter " a ".
If the equation (6.13) is iterated from n back to 0, we obtain
»=0 1=0
/i -1) v<m -1) (/i -1) (6.14)
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where n = 0,1,2.
The momentum parameter in equation (6.13) is
0 < a < 1 (6.16) 
For large n , a"«l and the weight w (m)(«) approaches
/=o
i,/i;V>(/) v (— J)(/) (6.17) 
/=o
where r\ eff is the effective learning gain defined by
(6-18)
and t\ eff ^ T] for 0^a<l . The effective learning gain is (1— a)"1 times larger than 
T\. The initial weights also increase by a factor of (1— a)"1 . From the above analysis, 
the result indicates that the rate of convergence is not only affected by the learning 
gain, T], but also the momentum parameter, a and the initial weights, w (m)(0). The 
momentum term smooths out the high frequency variations in the weight during 
updating and thus allows the effective weight steps to be bigger ( -r] eff > r\, for a=£0 ). 
The effective learning gain r\ eff as a function of T\ and a is shown in Figure (6.11). 
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Figure (6.11) 1^(7],a) as a function of TI and a.
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6.5.2 Effects of Learning Parameters and Optimization on the Performance
The performance of the multi-layer perceptron trained with the back propagation 
learning algorithm as affected by the choice of parameters in the learning algorithm 
(•n, a), which is analysed in section (6.5.1), is examined in the following section using 
the perceptron-based equalizer scenario { (9,3,1)MLP structure with N = 5 }. 
Throughout, £ = 2.0, the channel equation in (4.14) and sigmoid function in (3.3) 
were chosen for performance simulation.
6.5.2.1 Convergence Characteristics
The analysis results show that the convergence time is directly proportional to the term 
(1 - a ) and inversely proportional to the effective learning gain r\ eff (r\, a). Also the 
convergence time is dependent only on the value of r\ eff (r\, a), and for the same con­ 
vergence time a large r\ requires a small a and vice versa. Figures (6.12), (6.13) and 
(6.14) show the convergence time as a function of T] eff (r\, a). From these Figures, we 
can see
(1) The convergence time can be improved by a factor of (1— a)"1 with a 
momentum term for a given value of -r\ .
(2) The convergence time is inversely proportional to r\ eff and is also dependent 
only on the value of t\ eff . As an example ( see Figure (6.14)) both sets of param­ 
eters { T] = 0.4, a = 0.0 } and { -q = 0.03 , a = 0.925 } give the same values of 
T\ eff , this is equal to 0.4, also the convergence time to the noise floor (- 20 dB) 
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Figure (6.12) The convergence time to the noise floor ( -20 dB ) for 
a perceptron-based equalizer, { (9,3,1)MLP structure with N=5 } as a 
function of a, and T] = 0.1 at SNR = 20 dB.
The squares " n " show the simulation data.
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Figure (6.13) Simulation results showing the convergence rate perfor­ 
mance for a perceptron-based equalizer, { (9,3,1)MLP structure with 
N=5 } as a function of TI(TI, a) at SNR = 20 dB.
(a) The convergence time to the steady state error,
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Figure (6.14) Simulation results showing relative convergence rate 
performance for a perceptron-based equalizer, { ( 9,3,1) MLP struc­ 
ture with N = 5 } for t\ eff (i\, a) = 0.4 at SNR = 20 dB.
(a) T) = 0.4, a = 0.0, and (5 = 0.05.
(b) -n = °-03 ' " = °-925, and p = 0.05.
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(3) For the same value of ^(-r^a) , those with a momentum term( a =£ 0 ) 
give low variance of the mean square error (MSE). The reason is because the 
momentum term smooths out high frequency variations in the weight vector dur­ 
ing weight updating process. The frequency bandwidth is determined by the 
momentum parameter "a ".
From the above observations the results are consistent with the analysis. 
6.5.2.2 Bit Error rate performance - Decision-Directed Mode
In this section, the effect of r\ and a on the bit error rate performance of perceptron- 
based equalizer in terms of *r\ eff (t\, a) is explored. Figure (6.15) shows the bit error 
rate performance as a function of *f\ eff (r\, a) for different values of r\ , and Figure 
(6.16) shows the bit error rate performance as a function of a for different values of 
r\ at SNR = 20 dB. From these Figures, better bit error rate performance for small 
value of T] eff(T], a) is apparent. The performance degraded significantly for r\ eff (r\, a) 
greater than r\*ff (r\, a), where r\*ff (r\, a) is the effective learning gain corresponds to 
the minimum value of BER for a r\ in Figure (6.15). The values of a corresponding 
to r\*ff (r\, a) for TI = 0.1, 0.07, and 0.05 are very similar and approximately equal to 
0.5, as shown in Figure (6.16). When r\ eff < *r\*eff , the bit error rate is slightly 
reduced as a increases, as shown in Figure (6.15). Furthermore, the bit error rate per­ 
formances correspond to Ti^Cn, <*) for different values of j] are very similar, as shown 
in Figure (6.15) and Figure (6.16). The above results are observed in the case of high 
signal to noise ratio (20 dB).
Figure (6.17) shows the bit error rate performance as a function of signal to noise 
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Figure (6.15) The bit error rate performance of the perceptron-based 
equalizer, { (9,3,1)MLP structure with N=5 } as a function of 
TV(T1> a), equation (6.18), at SNR = 20 dB.
o : a = 0.0, £ = 0.05, 
x : -n = 0.1, (3 = 0.05, 
n : -p = 0.07, p = 0.05, 
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Figure (6.16) The bit error rate performance of the perceptron-based 
equalizer, { with (9,3J)MLP structure with N=5 } as a function of a 
for different values of T\ at SNR = 20 dB.
O : -q = 0.15, (3 = 0.05; 
4- : TI = 0.07, p = 0.05, 
o : T, = 0.03, (3 = 0.05; 
x r-n = 0.1, 3 = 0-05; 
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Figure (6.17) The bit error rate performance of the perceptron-based 
equalizer, { ( 9,3,1)MLP structure with N=5 } for ii^Cn, a) = 0.2.
(a) —- : -n = 0.03, ex = 0.85, (3 = 0.05; 
0 : -n = 0.2, a = 0.0, 3 = 0.05.
: ^ = o.l, a = 0.5, and 3 = 0.05; 
: -q = 0.03, a = 0.85, 3 = 0.05.o
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(6.17), the value for i] eff is 0.2, for all three sets of learning parameters. In Figure 
(6.17(a)), the result indicates that the perceptron equalizer with a smaller value of r\ 
and a ^ 0 enjoys a lower bit error rate performance. The improvement is more signi­ 
ficant as the signal to noise ratio increases. While in low signal to noise ratio they are 
very similar. In Figure (6.17(b)), the "f\ eff (-r\, a) for both sets of the learning parame­ 
ter corresponds to ti^On, <*)• The results shows that both sets of the learning parame­ 
ter exhibit approximately the same bit error rate performance
Figure (4.10(a)) in chapter 4 shows the effect of a on the bit error rate performance 
as a function of signal to noise ratio. For the same learning gain(r\), the bit error rate 
performance degraded significantly as the signal to noise ratio is decreased for those 
with a momentum term (a). The reason is because the effective learning gain r\ eff is 
larger than r\ resulting in greater misadjustment at the weights. However, in the case 
of high signal to noise ratio the performance is slightly improved as a is increased.
From the simulation and analysis results, we see that it is safer to choose small values 
for both "t\ eff ("(\, a) and r\, where T\ eff (T\, a) < ti^-Cri, a). This minimizes misadjust­ 
ment, weight changes are smoothed and provides low bit error rate performance after 
convergence.
6.6 Discussion
It has been shown that as £ (power metric) decreases, the convergence time tends to 
reduce roughly linearly, and a lower value of both the steady-state mean square error 
and the bit error rate performance can be achieved.
Choice of parameters in the learning algorithm can affect the system performance con­ 
siderably. An effective learning gain has been presented that relates the learning gain
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and the momentum parameter. The convergence time is dependent only on the value 
of the effective learning gain, and for the same convergence time a large learning gain 
requires a small momentum parameter and vice versa. For the same value of the 
effective learning gain, those with a momentum term gives low variance of the mean 
square error and also provide better bit error rate performance. Also for small T| the 
same value of effective learning gain "f\ eff ("r\, a), where TI^(T), a) < ti^On, a ) tneY 
exhibit approximately the same bit error rate performance. Furthermore, the conver­ 
gence time can be improved by a factor of (1—a)"1 with a momentum term for small
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CHAPTER 7
CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK
7.1 General Remarks
The subject of this thesis is the original study of the application of multi-layer percep- 
tron architecture for channel equalization in digital communication systems. To this 
end both the perceptron-based equalizer and perceptron-based DFE have been con­ 
sidered. The factors which affect their performance have been evaluated including 
network topology, cost function, choice of parameters in the learning algorithm, and 
complexity of decision regions. Comparisons of the BER and the convergence perfor­ 
mance of this perceptron-based equalizer with a conventional linear equalizer are pro­ 
vided. The subsequent paragraphs summarize the conclusions which have been drawn 
in this thesis.
7.2 Summary
In the multi-layer perceptron structure p neurons with a hard-limiting function in the 
first hidden layer form p hyperplanes in a (0-1) dimensional space for 0 dimensional 
input space. The p hyperplanes can form a maximum of C (p ,0) polyhedral sets (see 
equation (3.5)). The polyhedral set forms the basic building block of the decision
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region for the multi-layer perceptrons. For two-layer perceptions, the output layer 
can group the polyhedral sets to form the decision region including convex, non- 
convex, and disconnected regions. In the multi-layer perceptrons for more than one 
hidden layer, the operation of the neuron in the second hidden layer is to group the 
polyhedral sets in the first hidden layer to form intermediate decision regions, and so 
on. Ultimately the neuron in the final layer groups the intermediate decision regions 
in the layer next to it to form the output decision region. Since each of the intermedi­ 
ate decision regions is a finite union of polyhedral sets, so is the output decision 
region.
The polyhedral sets can be associated with classes. That is, the C (p ,0) polyhedral sets 
may be merged into F classes, where F<C(p,0). Furthermore, the number of 
separable polyhedral sets identifies the minimum number of input training samples.
The neuron with a hard-limiting function partitions space with a hyperplane , but this 
is still linear in nature. The use of the sigmoid function allows different gradations of 
output and can make curved partitions of the space to form decision regions which 
have highly nonlinear decision boundaries. The complex nonlinear decision boundary 
can overcome the nonlinearity effects caused by the transmission channel, in case of 
equalization.
For the multi-layer perceptron, as the number of neurons within each hidden layer is 
increased, there is initially a very significant improvement in learning speed, but this 
improvement becomes less significant as the number of neurons further increases.
The choice of parameters in the learning algorithm can affect the system performance 
considerably. An effective learning gain has been presented that relates the learning
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gain and the momentum parameter. The convergence time is dependent on the value 
of the effective learning gain, and for the same convergence time a large learning gain 
requires a small momentum parameter and vice versa. Furthermore, for the same 
value of the effective learning gain, those with a momentum term gives low variance 
of the mean square error and also provides better bit error rate performance. For 
small T\ the same value of effective learning gain TJ^(T|, <*), where 
-r\ eff(i], a) < Tl^Cn, a) they exhibit approximately the same bit error rate perfor­ 
mance. The convergence time can be improved by a factor of (1 — a)"1 with a 
momentum term for small value of r\ .
The perceptron-based equalizer forms a decision region which is close to that achieved 
by the optimal equalizer, when the SNR is low, but deteriorates in comparison as the 
SNR improves. Since, if the additive noise level is very low, the perceptron will 
receive very few input samples which are close to the optimal decision boundary, 
rendering it incapable of forming the optimal decision region as it does in the high 
noise situation. Furthermore, when the SNR is high, the decision boundary of the 
perceptron-based equalizer has a piecewise linear boundary which coincides with the 
optimal linear equalizer decision boundary " hyperplane " in the central region. Thus, 
we can expect the performance of the perceptron-based equalizer to be near that of 
the optimal linear equalizer at high SNR, and to approach it asymptotically in the 
limit.
The perceptron- based equalizer offers significant reduction in the bit error rate over 
the conventional linear equalizer(i.e. LMS linear transversal equalizer). Because it has 
the ability to form highly nonlinear decision regions, in contrast with the linear equal­ 
izer which only forms linear decision regions. The linearity of the decision regions 
limits the performance of the conventional linear equalizer, where a nonlinearity exists
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in the channel. Furthermore, the perceptron is less susceptible to the effects of high 
levels of additive noise relative to the conventional linear equalizer.
The conventional structure of the decision feedback equalizer (DFE) consists of a 
feedforward equalizer and a feedback filter, where the feedforward equalizer is linear. 
Basically, the conventional DFE structure is linear in nature. The linearity of the 
feedforward equalizer limits the performance of the DFE. A new structure for the 
DFE using the multi-layer perceptron structure has been presented. The back propa­ 
gation learning algorithm is applied directly to the multi-layer perceptrons with a deci­ 
sion feedback signal vector. From comparison of simulation results it can been seen 
that the perceptron-based DFE provides better BER performance relative to the LMS 
DFE, especially in poor signal to noise ratio, also that BER performance degrades less 
due to decision errors and is also less sensitive to the learning gain variation.
Finally, a method for improving the convergence time and the BER performance of 
the perceptron-based equalizer has been presented which is based on the Minkowski-£ 
power metrics. The results indicate that as £ decreases the convergence time tends to 
improve roughly linearly, and a lower value of both the steady-state mean square 
error and the bit error rate performance can be achieved.
7.3 Further work
The study of the multi-layer perceptron-based equalizer have so far been mainly 
empirical, since the high dimensionality and degree of nonlinearity of the networks 
are extremely difficult to analyse. Empirical studies on a selected set of suitable chan­ 
nel data have produced some useful heuristics and rules of thumb for understanding 
the performance behaviour, but there is widespread agreement on the need for a more
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basic theoretical understanding. This includes investigation of the convergence perfor­ 
mance [68], examination of the effect of local minima in the system error surface [11] 
on a larger number of simulated channels, and sizing of the network to established the 
bounds on the number of neurons which are typically required in each layer. Further, 
the back propagation algorithm is slow in learning, and a new learning algorithm 




The k th order Volterra series where the input-output relationship is given by:
N-\ N-l N-l
-i -i n i - 
ij=0 ij=0 i' 2=0
AT -1 N -1
/!.(*) r JC "ij.......^ 'ln-/j ••••• *n-ik
'1 = «t
where xn and yn are input and output sequences, respectively and W is the number of 
delays involved. The coefficient sequence { /z, (fc) } for & = 1 and Q-^i^N — 1 is the
impulse response of the linear part of the system. The higher order sequence { /z/fc) ,
} for k ^ 2 and 0 </t <W —1 can be viewed as higher order impulse response which 
characterize the various orders of nonlinearity of the system. The adaptive algorithms 
include the LMS, and RLS linear algorithm.
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Indexing terms: Distribution networks, Feedback
Abstract: The paper describes a new approach for 
a decision feedback equaliser using the multilayer 
perceptron structure for equalisation in digital 
communications systems. Results indicate that the 
perceptron based decision feedback equaliser pro­ 
vides better bit error rate performance relative to 
the least mean square decision feedback equaliser, 
especially in high noise conditions, also that bit 
error rate performance degrades less owing to 
decision errors and is also less sensitive to gain 
variation.
1 Introduction
Decision feedback equalisation is a technique used in 






equaliser | ,J I
Fig. 1 Baseband data transmission system
the channel to remove that part of the intersymbol inter­ 
ference (ISI) caused by the previous data decisions. The 
advantage of the decision feedback equaliser is that ISI is 
eliminated without enhancement of noise by using past 
decisions to subtract out a portion of the ISI in addition 
to the normal feedforward filter; a disadvantage is that 
decision errors tend to propagate because they result in 
residual ISI and a reduced margin against noise at future 
decisions [1].
The conventional structure of the decision feedback 
equaliser (DFE) uses linear algorithms such as LMS 
(least mean square) or RLS (recursive least square) and 
consists of a feedforward filter and a feedback filter, as
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shown in Fig. 2, where the feedforward filter is a linear 
equaliser. The decision regions of a linear equaliser are 
always delimited by hyperplanes. The linearity of these 
decision boundaries limit the performance of the system.
input output
Fig. 2 Decision feedback equaliser structure
Artificial neural networks [2] are systems which use 
nonlinear computational elements to model neural 
behaviour based on our present understanding of the 
biological nervous system. A neural network may be 
simply considered as a nonlinear mapping between input 
and output. Rumelhart et al. (1986) [3] proposed a back 
propagation learning algorithm enabling multilayer per­ 
ception networks [3], [4], [5] to learn more sophisti­ 
cated tasks than before. The network uses a layered 
feedforward structure with input, output and hidden 
layer(s). The hidden layers provide the capability by use 
of the nonlinear sigmoid function, to create intricately 
curved partitioning of the signal space to produce nonlin­ 
ear decision boundaries [6, 7].
2 Multilayer perceptrons: Architecture
The basic element of the multilayer perceptron is the 
neuron, which is depicted in Fig. 3. Each neuron has pri­ 
marily local connections and is characterised by a set of
Fig. 3 jth Neuron in mth layer
real weights [w, 7 ,..., wNj] applied to the previous layer 
to which it is connected and a real threshold level /.. The 
yth neuron in the mth layer accepts inputs |/<"->> 6 R N 




The output value v(J"} serves as input to the (m -I- l)th 
layer to which the neuron is connected.





where/(x) lies in the interval [— 1, 1] as shown in Fig. 4. 
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Fig. 4 Activation junction
weights {vv0} and the weights are modified through expe­ 
rience or training.
Earlier work on single layer perceptrons was limited 
owing to the fact that only linear decision boundaries 
could be formed in the signal space [2]. However, later 
developments [3-6, 9] showed how multiple layers could 
be used to form much more complex (nonlinear) decision 
boundaries. A multilayer perceptron (MLP) consists of 
several hidden layers of neurons which are capable of 
performing complex, nonlinear mappings between the 
input and the output layer. The hidden layers provide the 
capability to use the nonlinear sigmoid's ability to create 
intricately curved partitions of space. In general, all 
neurons in a layer are fully interconnected to neurons in 
adjacents layers, but there is no connection within a 
layer, and normally no connections bridging layers, as 
shown in Fig. 5. Data information is receded into the
output
input 
Fig. 5 Multilayer perceptron architecture
hidden layers) and the output is generated by com­ 
binational operations on the final hidden layer.
3 Perceptron-based decision feedback equaliser
A three-layer preceptron based decision feedback equal­ 
iser structure, as shown in Fig. 6, consists of a feed­
forward filter and a feedback filter. The input to the 
feedforward filter is the sequence of noisy received signal 




received signals feedback signals 
Fig. 6. Multilayer perceptron decision feedback equaliser
output symbol decision sequence from a nonlinear 
symbol detector (quantiser) {un - d }.
The three-layer perceptron (two hidden layers, and an 
output layer) is sufficient for the nonlinear DFE struc­ 
ture, because a three-layer perceptron can generate arbi­ 
trarily complex, nonlinear decision regions [TJ.
At time n, the input N x 1 received signal vector
and the decision / x 1 signal vector
(3)
(4)
are in the feedforward filter and feedback filter of the 
decision feedback equaliser, respectively, where d is a 
delay parameter. The decision un _ d is formed by quanti­ 
sing the estimate un _ d in the output layer to the nearest 
information symbol.
The signals at the input layer of the decision feedback 
equaliser can be represented by a (N + 1) x 1 vector as




Where b denotes the feedback tap weight.
The N2 x 1 vector in the output of hidden layer 2 is
_ r..<2) .(2) (2) — Ly l » V 2 i---, vk '
= 1, 2, . . . , N 2 (9)»i2) =/ I »gU/> + /L2)
(10)
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Where un _ d is the estimated signal at time n. Substituting 
eqns. 7 and 9 into eqn. 10, yields
/ N2 / Nl /N-I
- =/o( Z W&>/J Z *g>// Z W<j 
\k=l \j=i \i = 0
The nonlinear detector can be modelled as a threshold 
function g(x) and is defined as
. f = uB _ d = <
I
1 if^^ *
— 1 otherwise (12)
The ws (weights) and 7s (threshold levels) in eqn. 11 are 
values specified by the training algorithm, so that after 
training is finished the equaliser will self-adapt to changes 
in channel characteristics occurring during transmission 
(decison directed mode).
4 Eliminating intersymbol interference: decision 
feedback signal
The output v( *\ of the y'th neuron in layer one can be 
expressed in terms of {gp}, the feedback tap weights 
{w* 1 '} and the transmitted signal {«„}(«„ 6 (1, —1)) as 
shown in Fig. 7. Note that {gp} is the convolution of the
noise
channel
H(z)=h1 +h2 z~ 1 +
+h p z (P-1) + .....
'-£^
Yn
Fig. 7 jth neuron with feedback signals in first layer




where rjn is zero-mean Gaussian noise. 
The above equation can be written as
p<0p =i
If we select
and the probability of error is very small, we may assume 
that the last / symbols have been received correctly, i.e.
(16)*,_, = „„_„ p=l,2,...,/ 
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All ISI from past symbols (1 ^ p ^ I) is eliminated 
without altering the useful signal term un g0 or enchan- 
cing the noise component rjn . The Zp<o, p >i Un9p residual 
ISI term will be reduced as the signal is passed forward. 
If an incorrect decision is made by the detector, e.g. 
un - p = — UB _ P , the decision errors tend to propagate 
because they result in residual intersymbol interference 
and a reduced margin against noise at future decisions.
For an equaliser with (P) taps and a channel response 
that spans (L) symbols, the number of symbols involved 
in the intersymbol interference is (P + L — 2). The 
number of taps(/) that are needed in the feedback section 
to eliminate all the ISI from previously detected symbols, 
provided that previous decisions are correct is
l=P+L-2 (18)
5 Learning algorithm
An iterative learning algorithm, called back propagation 
was suggested by Rumelhart et al. [3]. In back propaga­ 
tion, the output value is compared with the desired 
output, resulting in an error signal. The error signal is fed 
back through the network and weights are adjusted to 
minimise this error.
The increments used in updating the weights, Aw,; and 
threshold levels, A/, of the mth layer can be accomplished 
by the following rules:
Aw|7»(n -I- 1) = ridf} v(j*- l} + aAwjf(n) 
and
(19)
'(n + 1) = ft6f} (20)
where i\ is the learning gain, a is the momentum param­ 
eter, fi is the threshold level adaptation gain, and layer
W~ -4 «* • ft
The error signal 6{"} for layer m is calculated starting 
from the output layer M
and recursively back-propagating the error signal to 
lower layers
2 (22)
where m e [1, 2, ..., M — 1], / is over all neurons in the 
layer above neuron j and tj is the desired output. 
To allow rapid learning a momentum term, 
scaled by a is used to filter out high frequency variation 
of the weight vector. As a result, the convergence rate is 
much faster and the weight changes are smoothed.
6 Perceptron-based OFE performance and 
comparison with LMS DFE
The channel model used in the performance evaluation is 
given in z-transform notation by
H(z) = 0.3482 + 0.8704Z- ! + 0.3482z -2 (23) 
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The digital message applied to the channel was in 
random bipolar form {-1,1}. The channel output is cor­ 
rupted by zero mean white Gaussian noise. For mathe­ 
matical convenience, we normalise the received signal 
power to unity. Then the received signal to noise ratio 
(SNR) is simply the reciprocal of the noise variance at the 
input of the equaliser.
The performance was determined by taking an average 
of 600 individual runs. Each run had a different random 
sequence and random starting weights. For simplicity the 
short hand notation {(JV, /)DFE with (N lt N2 , JV 3)MLP} 
(MLP DFE) will be used to indicate that the number of 
received signal samples is N, the number of decision feed­ 
back samples is /, the number of neurons in hidden layer 
l(H J is N lt the number of neurons in hidden layer 2(H2) 
is N 2 , and the number of neurons in output layer is N3 , 
for a three layer perceptron based decision feedback 
equaliser.
6.1 Convergence characteristics
Fig. 8 illustrates MSE (mean square error) convergence
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Fig. 8 Simulation results showing relative convergence rate per­ 
formance
a (4, 1)DFE with (9, 3, 1)MLP structure: rj = 0.07, a. = 0.3, ft = 0.05
b IMS (4, 1)DFE structure: n = 0.035
c (5, 0)DFE with (9, 3, 1 MLP structure (without feedback signal): r\ = 0.07,
a = 0.3, P = 0.05
d LMS (5, 0) DFE structure (without feedback signal): ft = 0.035 at SNR = 20 dB
structure}, with learning gain (ti) 0.07 and the LMS DFE 
with learning gain (u) 0.035. For illustrative purposes the 
MSE convergence of equalisers for no feedback signal 
(simple transversal equalisers) are shown. The MLP DFE 
requires at least 1000 iterations to converge while the 
LMS DFE converges in about 120 iterations. The results 
also show that the steady-state value of averaged square 
error produced by the MLP DFE converges to a value 
(<-25dB) which is lower than the additive noise 
(-20dB). This is a result of the nonlinear nature of 
equaliser transfer function. The LMS DFE gives a steady 
value of averaged square error at about —14.0 dB which 
is above the noise floor using the same number of input 
samples. The result also indicates that both types of the 
decision feedback equalisers yield a significant improve­ 
ment in convergence time and averaged square error rela­ 
tive to the equalisers without feedback signal having the 
same number of input samples.
62 Decision region
Fig. 9 shows the decision region formed by a {(2, 0)DFE
with (9, 3, 1)MLP structure} (without feedback signal)
and the decision boundary formed by the optimal equal­ 
iser based on the maximum a posteriori (MAP) criterion 
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Fig. 9 Decision region formed by (2, 0)DFE with (9, 3,1)MLP struc­ 
ture after 300 samples: n = 0.3, i = 0.3 and ft = 0.05 where shading 
denotes decision region for '!' and optimal decision boundary formed by 
the MAP criterion with SNR = 10 dB
Maximum a Posteriori criterion will yield a minimum 
probability-of-error decision. It can be seen that the deci­ 
sion region formed by the perceptron is near that optimal 
decision region which suggests that the perceptron is uti­ 
lising the available information with something 
approaching maximum efficiency.
6.3 Bit error rate performance  decision directed
mode
DFE performance can be obtained by means of a Monte 
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Fig. 10 Performance of (4, l)DFE with (9,3, 1)MLP structure with 
and without error propagation, n, = 0.1, a = 0.3, ft = 0.05
a Correct bit fed back
b Detected bit fed back
c (5, 0)DFE with (9, 3, 1)MLP structure (without feedback signal)
formance in the stationary channel case for the MLP 
DFE performance using either correct or detected 
symbols in the feedback section with r\ = 0.1. For illustra­ 
tive purposes the performance of the perceptron based 
equaliser (without feedback) with r\ = 0.1 is shown.
It may be observed from Fig. 10 that the MLP DFE 
attains about 5 dB improvement at BER = 10 4 relative 
to the MLP equaliser having the same number of input 
samples. The performance loss owing to incorrect deci-
IEE PROCEEDINGS. Vol. 137. Pt. I, No. 4. AUGUST
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sions being fed back is approximately 1.3 dB for the 
channel response under consideration.
Fig. 11 illustrates the performance of the LMS DFE 
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Fig. 11 Performance of LMS (4,1)DFE structure with and without 
error propagation, u = 0.035
a Correct bit fed back
b Detected bit fed back
c LMS (5,0)DFE structure (without feedback signal): n = 0.035
attains 5 dB improvement at BER =10"* relative to the 
LMS equaliser. The performance loss owing to incorrect 
decisions being fed back is about 2.0 dB. From the data 
in Figs. 10 and 11 it can be seen that the performance 
degradation owing to decision errors for the perceptron- 
based DFE is less than for the LMS DFE, especially 
under high noise conditions.
Fig. 12 illustrates performance for the MLP DFE with 
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Fig. 12 Simulation results showing relative BER performance for (4,1) 
DFE with (9,3, J)MLP structure
a rj = O.I, a =0.3,0 = 0.05 
b i, = 0.07, a = 0.3, ft = 0.05
LMS (4,1)DFE structure
c n = 0.05 
d it = 0.035
having the same number of input samples. In the simula­ 
tion, all the symbols fed back are detected symbols. The 
MLP DFE structure performs the superior performance 
in comparison with the LMS DFE structure, when the
level of additive noise is high, but deteriorates as the 
signal to noise ratio improves. This latter fact should not 
surprise us since, if the additive noise level is very low, 
the MLP DFE will receive very few samples of signal 
which are close to the optimal decision boundary, render­ 
ing it incapable of forming optimal decision boundary as 
it does in the high noise situation.
7 Conclusions
The conventional structure of the DFE consists of a feed­ 
forward equaliser and a feedback filter, where the feed­ 
forward equaliser is linear. The linearity of the equaliser 
limits the performance of the system.
This paper has introduced a new approach for the 
DFE using multilayer structures. The back propagation 
learning algorithm is applied directly to the multilayer 
network. From comparison of simulation results it can be 
seen that the multilayer perceptron-based DFE provides 
better BER performance, especially in poor signal to 
noise ratio conditions, also that BER performance 
degrades less owing to decision errors and is also less 
sensitive to learning gain variation.
We conclude that the multilayer perceptron-based 
DFE offers a superior performance (higher resolution) as 
a channel equaliser to that of the conventional DFE, 
because of its ability to form complex decision regions 
with nonlinear boundaries. It should be noted, however, 
that the structures invoked here are considerably more 
complex than the conventional DFE. Further work 
aimed at comparisons with Viterbi based equalisers is 
currently being pursued.
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