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Abstract
In this paper, we present an upscaling method for problems in perforated domains with non-homogeneous
boundary conditions on perforations. Our methodology is based on the recently developed Non-local
multicontinuum method (NLMC). The main ingredient of the method is the construction of suitable
local basis functions with the capability of capturing multiscale features and non-local effects. We will
construct multiscale basis functions for the coarse regions and additional multiscale basis functions for
perforations, with the aim of handling non-homogeneous boundary conditions on perforations. We start
with describing our method for the Laplace equation, and then extending the framework for the elasticity
problem and parabolic equations. The resulting upscaled model has minimal size and the solution has
physical meaning on the coarse grid. We will present numerical results (1) for steady and unsteady prob-
lems, (2) for Laplace and Elastic operators, and (3) for Neumann and Robin non-homogeneous boundary
conditions on perforations. Numerical results show that the proposed method can provide good accuracy
and provide significant reduction on the degrees of freedoms.
1 Introduction
In this paper, we will develop a multiscale method for solutions of problems in perforated domains without
scale separation and in the presence of non-homogeneous boundary conditions on perforations. Mathematical
modelling for the problems in perforated domains is important in many real-world applications. These
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applications include fluid flow in porous media, mechanical processes in composite materials, and so on.
Non-homogeneous boundary conditions on perforations can occur for reactive flow through porous media.
These problems have great importance for a lot of applications in physics, chemistry, geology, and biology
[29]. For the problems described as idealized periodic domains, two-scale homogenization method can be
used for the construction of macroscale models [3, 36, 5]. The homogenization techniques with the presence of
a chemical reaction on perforations (solid grain interface for a porous media) lead to the additional reaction
term in the macroscale problem [4, 32, 7, 7].
Solutions of the problems in perforated domains have multiscale nature. Direct numerical solutions
can lead to very large systems since a sufficiently fine computational mesh is needed to resolve the irregular
boundaries of perforations as well as oscillations in the solutions. Thus, there are needs for some more efficient
algorithms or multiscale methods. There are in literature a variety of multiscale approaches including the
Heterogeneous Multiscale Method (HMM), the Mulitiscale Finite Element Method (MsFEM) and Mulitiscale
Finite Volume Method (MsFVM) [28, 34, 33, 26, 30, 39, 31, 35]. In our previous works in solving problems in
perforated domains, we use the multiscale model reduction technique based on the Generalized Mulitiscale
Finite Element Method (GMsFEM) [19, 17, 20, 21, 22]. The GMsFEM is a general multiscale procedure,
in which the model reduction is based on some local multiscale basis functions. The basis functions are
constructed using local spectral decomposition [25, 24, 15, 10, 27, 9]. The main idea behind the construction
of the multiscale space is to design appropriate snapshot spaces and determine an appropriate local spectral
problem to select important modes in the snapshot space. GMsFEM has been designed for many applications,
for example, elasticity, thermoelasticity, poroelastic problems, wave propagation and so on [11, 37, 13, 12, 8].
In this paper, our goal is to develop a coarse-grid upscaled model, where the coarse grids do not have to
align with perforations and the perforated domains do not need to have scale separation. For the construction
of our upscaling method, we will use the recently developed Non-local multicontinuum method (NLMC) [18].
In the work [18], we developed an upscaling method for flow problems in fractured porous media. Upscaled
model is directly related to the well-known multi-continuum approaches, which have been commonly used in
approximating subgrid effects for flow and transport in fractured media [14, 38, 6, 23, 2, 1]. Our Non-local
multicontinuum upscaling [18] is based on the recently developed Constraint Energy Minimizing Generalized
Multiscale Finite Element Method (CEM-GMsFEM) [16]. In CEM-GMsFEM, one constructs multiscale
basis functions so that they can capture long channelized effects and at the same time localizable. The
construction of the multiscale space is based on an auxiliary space, which consists of eigenfunctions of
local spectral problems. These auxiliary functions correspond to small (contrast-dependent) eigenvalues and
represent the channels (high-contrast features). Using the auxiliary space, a constraint energy minimization
problem is used to construct the required multiscale spaces. Due to a localization property, the minimization
is performed locally in an oversampling domain, which is a few coarse elements larger than the target coarse
block. Using the multiscale basis functions, a non-local upscaled model is then constructed.
In this paper, we extend the NLMC upscaling approach for problems in perforated domains. We will
construct an upscaled model using NLMC method with additional basis for handling non-homogeneous
boundary conditions on perforations. We will consider the Laplace, elastic and parabolic problems and show
that our presented upscaling method can be applied to all these problems. We consider several numerical
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examples: (1) steady and unsteady problems, (2) Laplace and Elastic operators, and (3) Neumann and Robin
non-homogeneous boundary conditions on perforations. We show that one can achieve a good accuracy with
a very few degrees of freedom. In addition, the upscaled solution has a physical meaning in the coarse grid
level.
The paper is organized as follows. In Section 2, we present the problems under consideration and their
fine-scale approximations. In Section 3, we give the constructions of our upscaling method. Numerical results
are shown in Section 4.1 and Section 4.2. Finally, a conclusion is given in Section 5.
2 Problem formulation and fine grid approximation
In this section, we will present the mathematical models under consideration, and their standard fine scale
approximations. Let Ω be a perforated domain (see Figure 1 for an illustration). We use Γ to denote the
boundary of the perforations, and define ∂Ω\Γ = ΓD ∪ΓN as the other part of the boundary of Ω. We start
our presentation with the Laplace problem in Ω:
−∇ · (k∇u) = f, ∈ Ω, (1)
with a non-homogeneous Neumann boundary condition on the boundary of perforations Γ:
− k∇u · n = g, x ∈ Γ, (2)
and the following boundary conditions on ΓD ∪ ΓN :
u = 0, x ∈ ΓD, and − k∇u · n = 0, x ∈ ΓN . (3)
Here, n denotes generically a unit normal vector for Γ and ΓN , f denotes a given source and k is a hetero-
geneous coefficient.
Figure 1: An illustration of a perforated domain.
The second problem under consideration is the following elasticity problem in perforated domain Ω:
−∇ · σ(u) = f, ∈ Ω, (4)
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where u = (ux, uy),
σ(u) = λ div u I + 2µε(u), ε(u) = 1
2
(∇u+ (∇u)T ).
Here ε and σ are the strain and stress tensors, f is a given source vector, λ and µ are the Lame´ parameters.
We impose the above problem with a non-homogeneous Neumann boundary conditions on Γ:
− σ n = g, x ∈ Γ, (5)
and the following boundary conditions on ΓD ∪ ΓN :
u = 0, x ∈ ΓD, and − σ n = 0, x ∈ ΓN .
For the numerical solution, we need a fine grid that resolves all perforations. We will use the standard
piecewise linear finite element space Vh and have following variational formulation: find uh ∈ Vh such that
a(uh, v) = l(v), ∀v ∈ Vh, (6)
where l(v) =
∫
Ω
f v dx+
∫
Γ
g v ds, and
• for Laplace problem: a(u, v) = ∫
Ω
k∇u · ∇v dx,
• for elasticity problem: a(u, v) = ∫
Ω
σ(u) : ε(v) dx.
Assume that Vh = span{φi}, where φi is the standard linear nodal basis function, and uh =
∑
i uiφi. Then
we can write the above variational problem in matrix form
AU = b, (7)
where U = (uj), bj =
∫
Ω
f φj dx+
∫
Γ
g φj ds, and
• for Laplace problem: A = {aij}, aij =
∫
Ω
k∇φi · ∇φj dx,
• for elasticity problem: A = {aij}, aij =
∫
Ω
σ(φi) : ∇ε(φj) dx.
Therefore, on fine grid, we have a linear system of equations with size DOFf = Nf for Laplace problem,
and DOFf = 2Nf for elasticity, where Nf is the number of vertices in the interior of Ω and on ΓN ∪ Γ.
Finally, we will consider the following time-dependent problem
c
∂u
∂t
−∇ · (k∇u) = f, (8)
subject with the boundary conditions (2) and (3) as well as a suitable initial condition. The fine grid
approximation can be written as
S
un+1 − un
τ
+Aun+1 = b,
where we use a stable implicit scheme for approximation in time, S is the mass matrix, τ is the given time
step and
S = {sij}, sij =
∫
Ω
cφiφj dx, A = {aij}, aij =
∫
Ω
k∇φi · ∇φj dx, bj =
∫
Ω
q φj dx+
∫
Γ
g φj ds.
For this problem, one also needs to solve a system of size DOFf = Nf .
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3 Coarse grid upscaling using NLMC method
The main idea of the NLMC method is to compute the upscaled multi-continuum coefficients by some
appropriate multiscale basis functions. In the work [18], where flows in fractured porous media are considered,
each multi-continuum coefficient corresponds to a fracture network and is able to capture both local and
non-local effects. The construction of the basis functions is based on the CEM-GMsFEM [16]. In particular,
basis functions are solutions of an energy minimization problem subject to some appropriate orthogonality
conditions obtained by local spectral problems. Moreover, a localization property is proved, and this leads
to the local computations of basis functions on oversampled regions obtained by enlarging the target coarse
element by a few coarse grid layers, which depend weakly on the contrast. Besides, convergence theory is
established which states that the method is convergent with respect to coarse mesh size and independent of
the medium properties. For more details of NLMC method applied to flows in fractured media, see [18]. We
remark that the NLMC method is related to the dual porosity (multi-continuum) approach.
In this paper, we present the construction of an accurate coarse grid model for problems in perforated
domains using NLMC method. We will use a new and simplified approach for the construction of local basis
functions without the need of local spectral problems. For each local region, we will construct a basis function
corresponding to the background medium and some basis functions for each the perforations in the target
local region. We will solve local energy minimization problems on appropriate oversampled regions subject
to the constraint that the solution vanishes in other continua except the one for which it is formulated. We
will develop two types of basis functions. For the first type, we will use one single basis function for all
perforations within a target coarse element. For the second type, we construct a basis function for each
perforation within a target coarse element. We remark that while the second type can be more accurate, the
first type is more economical as the number of perforations can be very large and can lead to a significant
increase in the coarse grid model size.
We will now give the details of the constructions. We consider a coarse partition T H of the domain Ω.
Let Ki ∈ T H be the i-th coarse block and let K+i be the corresponding oversampled region obtained by
expanding the coarse block Ki by several coarse grid layers (see Figure 2 for an illustration). For the ease of
presentation, we use Kn to denote the oversampled region obtained by expanding K by n coarse grid layers.
In Figure 2, we give an illustration of the basis functions computed for a coarse block K, and these basis
functions correspond to the background medium and perforations, and they have supports on K3.
We let Nc be the number of elements in T H . For a given region S ⊂ Ω which is a connected union of
coarse grid elements, we define Vh(S) as the space of functions in Vh with support in S and with zero trace
on ∂S\(S∩Γ). To define the two types of basis functions, we need two types of constraints. We remark that
these constraints are constructed for the basis functions corresponding to the target coarse element Ki. We
also remark that the following construction is for the Laplace operator.
Type 1 basis functions. We will define the Type 1 basis functions. These are functions in the space
Vh(K
+
i ), where K
+
i is an oversampled region for Ki. For each coarse block Kj ⊂ K+i , we define γj = Kj ∩Γ,
which is the set of boundaries of the perforations in the block Kj . We will construct two basis functions ψ
i
0
and ψi1, which minimize the energy a(ψ,ψ) restricted in Vh(K
+
i ) and satisfy the constraints described below:
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Figure 2: Left: A coarse block K and its oversampled region K3. Right: Multiscale basis functions for the
coarse block K with support on K3.
• ψi0 (backround medium) : ∫
Kj
ψi0 dx = δi,j ,
∫
γj
ψi0 ds = 0.
• ψi1 (perforation): ∫
Kj
ψi1 dx = 0,
∫
γj
ψi1 ds = δi,j .
In the above definitions, δi,j is the Dirac delta function. We remark that the basis functions ψ
i
0 and
ψi1 correspond to the background medium and the perforations respectively. In the case that Ki does not
contain perforations, we only construct one basis function ψi0. Note that, the function ψ
i
0 has an average
value one in the background medium and zero average on perforations, and the second function ψi1 has an
average zero in the background medium and average one on perforations.
Type 2 basis functions. We will define the Type 2 basis functions. These are functions in the
space Vh(K
+
i ), where K
+
i is an oversampled region for Ki. We first write Γ = ∪Ll=1Γ(l), where Γ(l) is the
l-th perforation and L is the total number of perforations. For each coarse block Kj ⊂ K+i , we define
γ
(l)
j = Kj ∩ Γ(l), which is the boundary of the l-th perforation in the block Kj . We let Li be the number of
perforations in Ki. We will construct a set of basis functions ψ
i
0 and ψ
i
k (k = 1, 2, · · · , Li), which minimize
the energy a(ψ,ψ) restricted in Vh(K
+
i ) and satisfy the constraints described below:
• ψi0 (background medium) : ∫
Kj
ψi0 dx = δi,j ,
∫
γ
(l)
j
ψi0 ds = 0, l = 1, Lj .
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• ψim (m-th perforation in Ki):∫
Kj
ψim dx = 0,
∫
γ
(l)
j
ψim ds = δi,jδm,l, l = 1, Lj .
We remark that, we can obtain the Type 1 basis functions ψim (m = 0, 1) by solving the following local
problem on K+i :
a(ψim, v) +
∑
Kj⊂K+i
λ0
∫
Kj
v dx+
∑
Kj⊂K+i
λ1
∫
γj
v ds = 0,
∫
Kj
ψim dx = δi,j , ∀Kj ∈ K+i ,∫
γj
ψim dx = δi,jδm,l, ∀γj = Kj ∩ Γ,
(9)
with zero Neumann boundary conditions on perforations Γ and zero Dirichlet boundary conditions on
∂K+i \Γ. Note that, we use a Lagrange multiplier to enforce the constraints. See Figure 2 for an illus-
tration of the Type 1 basis functions. Similarly, we can construct the Type 2 multiscale basis functions by
the method of Lagrange multipliers.
Coarse grid system. Finally, we obtain our multiscale space
Vms = span{ψim}
using our multiscale basis functions. We use these local multiscale basis functions to construct the upscaled
equation. Following [18], the resulting coarse-grid equation can be written in a following discrete form∑
j,n
Tmnij u¯
n
j = q¯
m
i , T
mn
ij = a(ψ
m
i , ψ
n
j ), q¯
m
i = l(ψ
n
j ), (10)
for cell Ki and continuum m, where m = 0, 1 for Laplace problem, m = 0 is related to the background
medium and m = 1 is related to the perforations. Construction of the Tmnij can be done in the offline stage
as precalculations. We remark that the upscaled solution is denoted as (u¯nj ).
The implementation of the method is discussed as follows:
1. Calculation of the multiscale basis functions ψil (l = 0, 1, ..., Li) for background medium and perfora-
tions by solution of the local problems in K+i for each i = 1, Nc.
2. Generation of the projection matrix
RT =
[
ψ10 , . . . , ψ
1
L1 , . . . , ψ
Nc
0 , . . . , ψ
Nc
LNc
]
,
where we understood ψil as a column vector using its representation in the fine grid.
3. Construction of the coarse grid system
RART︸ ︷︷ ︸
T
u¯ = Rb︸︷︷︸
q¯
,
and solve T u¯ = q¯.
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Note that, if needed, we can reconstruct the downscale solution, ums = R
T u¯. Our coarse grid solutions
have physical meaning, which is the average value of the solution on each coarse cell and boundary of
perforations thanks to the construction of the multiscale basis functions.
NLMC upscaling for elasticity problem. For the construction of the multiscale basis functions
for the elasticity problem (4), we use a similar approach. We will present the construction for Type 2 basis
functions. In particular, we will construct a set of basis functions ψX,il := (ψ
X,i
x,l , ψ
X,i
y,l ) and ψ
Y,i
l := (ψ
Y,i
x,l , ψ
Y,i
y,l ),
(l = 0, 1, · · · , Li), which minimize the energy a(ψ,ψ) restricted in Vh(K+i ) and satisfy the constraints
described below for all Kj ⊂ K+i . To reduce the repetitions, we will show the constraints for ψX,il , and
the constraints for ψY,il are defined analogously.
• ψX,i0 (background medium) :∫
Kj
ψX,ix,0 dx = δi,j ,
∫
γ
(l)
j
ψX,ix,0 ds = 0, l = 1, Lj ,∫
Kj
ψX,iy,0 dx = 0,
∫
γ
(l)
j
ψX,iy,0 ds = 0, l = 1, Lj .
• ψX,im (m-th perforation in Ki):∫
Kj
ψX,ix,m dx = 0,
∫
γ
(l)
j
ψX,ix,m ds = δi,jδm,l, l = 1, Lj ,∫
Kj
ψX,iy,m dx = 0,
∫
γ
(l)
j
ψX,iy,m ds = 0, l = 1, Lj .
The construction of Type 1 multiscale basis functions are defined in a similar fashion. In Figure 3,
we present a set of Type 2 basis functions ψX,il and ψ
Y,i
l with l = 0, 1, 2, 3 for a selected coarse block Ki
computed on K+i := K
3
i .
Finally, we define the projection matrix for the elasticity problem as
R =
(
RX
RY
)
, RTX =
[
ψX,10 , . . . , ψ
X,1
L1
, . . . , ψX,Nc0 , . . . , ψ
X,Nc
LNc
]
, RTY =
[
ψY,10 , . . . , ψ
Y,1
L1
, . . . , ψY,Nc0 , . . . , ψ
Y,Nc
LNc
]
,
where we understood the basis functions as column vectors using their representations in the fine grid. Then,
we generate the coarse grid system as T u¯ = q¯ with T = RART , q¯ = Rb and u¯ = (u¯X , u¯Y ).
Time-dependent problem. Similar to the two problems discussed above, we can formulate the upscaled
model for the time-dependent equation (8) as follows:
M
u¯n+1 − u¯n
τ
+ T u¯n+1 = q¯, (11)
where the mass and stiffness matrices (M = {smnij } and T = {amnij }) are defined as
smnij =
{∑
j,n s
mn
ij , i = j,m = n,
0, else
, amnij =
{
−∑j 6=i,n6=m amnij , i = j,m = n
amnij , else
,
with smnij = s(ψ
m
i , ψ
n
j ) and a
mn
ij = a(ψ
m
i , ψ
n
j ), and the basis functions {ψmi } are defined in above for the
Laplace problem. Note that, mass matrix is diagonal and by the properties of the constructed multiscale
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Figure 3: Basis functions for elasticity problem computed on an oversampled region K+i := K
3
i . First row:
ψX,il . Second row: ψ
Y,i
l . Here, we have l = 0, 1, 2, 3 (from left to right).
basis functions, we can directly calculate the mass matrix elements on the coarse grid as smmii = cm|Vi|/τ
and right-hand side vector q¯mi = fm|Vi| + hm|Vi| (h0 = 0 and hm = g for m 6= 0), where |V0| = |Ki| and
|Vm| = |γm| for m 6= 0. Therefore, we can write our upscaled system as(
1
τ
(
Mb 0
0 Mp
)
+
(
Tb Tbp
Tpb Tp
))(
u¯n+1b
u¯n+1p
)
=
(
q¯b
q¯p
)
+
1
τ
(
Mbu¯
n
b
Mpu¯np
)
, (12)
where u¯ = (u¯b, u¯p), u¯b and u¯p are the average cell solution on coarse grid for background medium and for
perforations. Mass matrix is diagonal, stiffness matrix is non-local and provides a good approximation due
to the coupled construction.
Finally, we consider a coarse-grid upscaled model for problem (8) with Robin boundary conditions on
perforations
−k∇u · n = α(u− g), x ∈ Γ.
We can write the fine grid approximation as
S
un+1 − un
τ
+Aun+1 +Bun+1 = b,
where B is the boundary mass matrix
B = {rij}, rij =
∫
Γ
αψiψj ds, bj =
∫
Ω
q ψj dx+
∫
Γ
αg ψj ds.
Similar as before, we have the following upscaled model
M
u¯n+1 − u¯n
τ
+ T u¯n+1 + Cu¯n+1 = q¯,
where C = {rmnij },
rmnij =
{∑
j,n r
mn
ij , i = j,m = n,
0, else,
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with rmnij = r(ψ
m
i , ψ
n
j ). This boundary mass matrix is diagonal and can be approximated by r
mm
ii = αhm|Vi|,
where h0 = 0 and for m 6= 0, we set hm = 1 with |Vm| = |γm|. We note that, the summation of each row for
the matrix T is zero which ensures the mass conservation.
4 Numerical results
In this section, we will show numerical results to demonstrate the performance of our upscale method. We
will consider the Laplace and the elasticity problems in Section 4.1 and the time dependent problem in
Section 4.2.
4.1 Numerical results for Laplace and elasticity problems
We present numerical results for Laplace and elasticity problems in domain Ω = [0, 1] × [0, 1] with 400
perforations. These perforations are resolved on the fine grid using triangular cells. The coarse grid is
uniform with rectangular cells. In Figure 4, we show computational coarse and fine grids. For numerical
simulation, we consider two grids: (1) coarse grid 20× 20 (400 cells) and (2) coarse grid 40× 40 (1600 cells).
We use DOFc to denote problem size of the upscaled model.
To compare the results, we use the relative L2 error between coarse cell average of the fine-scale solution
u¯f and upscaled coarse grid solutions u¯
eL2 = ||u¯f − u¯||L2 , ||u¯f − u¯||2L2 =
∑
K(u¯
K
f − u¯K)2 dx∑
K(u¯
K
f )
2 dx
, u¯Kf =
1
|K|
∫
K
uf dx. (13)
Figure 4: Computational grids. Left: Coarse grids with 400 (20× 20) cells. Middle: Coarse grids with 1600
cells (40× 40). Right: Fine mesh with 15389 vertices.
For the model problems, we use following parameters:
• Laplace problem. k = 1 and f = 0 with boundary conditions u = 0 for x = 0 and y = 0, −k∇u · n = 0
for x = 1 and y = 1.
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Figure 5: Laplace problem in the perforated domain shown in Figure 4. Left: fine-scale solution using
DOFf = 15389. Middle: mean value of fine-scale solution on a 20 × 20 coarse mesh. Right: multiscale
solutions computed on a 20 × 20 coarse mesh with DOFc = 961 using 4 oversampling layers in basis
constructions.
Figure 6: Elasticity problem in the perforated domain shown in Figure 4. First column: fine-scale solution
using DOFf = 30778. Second column: mean value of fine-scale solution on a 20 × 20 coarse mesh. Third
column: multiscale solutions computed on a 20 × 20 coarse mesh with DOFc = 1600 using 4 oversampling
layers in basis constructions. (The first row gives the first component of displacement and the second row
gives the second component of displacement.)
• Elasticity problem. µ = E2(1+ν) , λ = Eν(1+ν)(1−2ν) , E = 1, ν = 0.3, and f = 0 with boundary conditions
ux = σy = 0 for x = 0, uy = σx = 0 for y = 0, σ n = 0 for x = 1 and y = 1.
On boundary of perforations, we set −k∇u · n = 1 for Laplace problem and σ n = 1 for elasticity problem.
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Ks Type 1 Type 2
Coarse mesh 20× 20
s = 1 98.854 98.004
s = 2 96.831 69.208
s = 3 96.554 9.864
s = 4 1.836 1.287
Coarse mesh 40× 40
s = 1 99.792 99.820
s = 2 97.716 97.768
s = 3 91.475 79.359
s = 4 24.594 24.329
s = 6 0.637 0.642
Ks ux uy
Coarse mesh 20× 20
s = 1 95.451 96.073
s = 2 77.983 73.635
s = 3 10.026 13.585
s = 4 1.959 0.928
Coarse mesh 40× 40
s = 1 99.057 99.064
s = 2 96.950 97.102
s = 3 67.089 67.695
s = 4 20.924 22.024
s = 6 0.460 0.475
Table 1: Performance of our upscale method for the Laplace problem (left) and the elasticity problem (Right)
in a perforated domain. Relative errors in percentage for the average solution on 20× 20 and 40× 40 coarse
grids .
Fine scale and upscaled solution are presented in Figure 5 for Laplace problem and in Figure 6 for elasticity
problem. In the first column, we give a fine-scale solution with DOFf = 15389 for Laplace problem and
DOFf = 30778 for elasticity problem. In the second column, we show an average value of the fine-scale
solution on a 20 × 20 coarse grid. In the third column, we present a multiscale solutions computed on a
20×20 coarse grid with 4 oversampling layers in the construction of basis functions. For the Laplace problem
DOFc = 961 and for the elasticity problem DOFc = 1600. For both cases, the relative error for the solution
corresponding to the background medium is about one percent.
In Table 1, we present relative errors for both problems for two coarse grids and for different number of
oversampling layers Ks with s = 1, 2, 3, 4 and 6. From the numerical results, we observe a good convergence
behaviour, when we take sufficient number of oversampled layers. For the coarse mesh with 400 cells, when
we take 4 oversampling layers, we have 1.835% relative error for Type 1 basis functions and similar error for
Type 2 basis functions for the Laplace problem. For the coarse mesh with 1600 cells, relative error is 0.637%
for Type 1 basis and similar error for Type 2 basis. We note that, on the 20 × 20 coarse mesh, the size of
upscaled system is DOFc = 731 for Type 1 basis functions and DOFc = 961 for Type 2 basis functions.
For the 40× 40 coarse mesh, we have DOFc = 2326 for Type 1 basis functions and DOFc = 2354 for Type
2 basis functions. We recall that the difference between Type 1 and Type 2 basis functions is the number
of basis functions for perforations. For Type 1, when we have several perforations in coarse cell Ki, we use
only one basis for handling all possible boundary conditions on perforations, but for Type 2, we use a basis
for each perforation in a coarse cell. For the elasticity problem, we present results for Type 2 basis functions
and present errors for each component of solution ux and uy, where for the coarse mesh with 1600 cells,
we have less than one percent errors with 6 layers of oversampling. On the 20 × 20 coarse mesh, the size
of upscaled system is DOFc = 1600 and DOFc = 4000 for the 40 × 40 coarse mesh. All results show good
12
accuracy of the proposed method for both problems.
4.2 Numerical results for time-dependent problem
Figure 7: Parabolic problem in a perforated domain with non-homogeneous Neumann boundary conditions
on perforations (Test 1). First row: fine-scale solution with DOFf = 15389. Second row: mean value
of fine-scale solution on 40 × 40 coarse mesh. Third row: multiscale solutions 40 × 40 coarse mesh with
DOFc = 2326 and oversampling region with 6 coarse grid layers. We present the solution at different time
instants t5 = 0.00125, t10 = 0.0025, t15 = 0.00375 and t20 = 0.005 (from left to right).
Next, we consider the time-dependent problem. We perform numerical simulations on the same perforated
domain depicted in Figure 4 and use similar coarse grids. In addition, we use the following parameters: c = 1,
k = 1 and f = 0 with boundary conditions −k∇u · n = 0 on ∂Ω\Γ. We consider two test cases, where we
set −k∇u · n = 1 (test 1) and −k∇u · n = 100(u − 7) (test 2) on boundary of perforations. We consider
Tmax = 0.005 and use 20 time steps.
In Figure 7, we present the fine scale and upscaled solutions for non-homogeneous Neumann boundary
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Ks t5 = 0.00125 t10 = 0.0025 t15 = 0.00375 t20 = 0.005
Coarse mesh 20× 20
s = 1 3.865 3.581 3.468 3.399
s = 2 3.429 3.324 3.302 3.261
s = 3 3.412 3.318 3.308 3.278
s = 4 2.735 1.553 1.061 0.798
Coarse mesh 40× 40
s = 1 18.688 27.751 38.829 47.005
s = 2 1.570 1.433 1.389 1.390
s = 3 1.361 1.265 1.194 1.129
s = 4 0.866 0.453 0.308 0.239
s = 6 0.862 0.443 0.304 0.224
Table 2: Parabolic problem in a perforated domain with non-homogeneous Neumann boundary conditions
on perforations. Relative errors for the average value of solution on coarse grids 20× 20 and 40× 40. Type
1 basis functions are used in the simulations.
Figure 8: Parabolic problem in a perforated domain with non-homogeneous Robin boundary conditions
on perforations (Test 2). First row: fine-scale solution with DOFf = 15389. Second row: mean value
of fine-scale solution on 40 × 40 coarse mesh. Third row: multiscale solutions 40 × 40 coarse mesh with
DOFc = 2326 and oversampling region with 6 coarse grid layers. We present the solution at different time
instants t5 = 0.00125, t10 = 0.0025, t15 = 0.00375 and t20 = 0.005 (from left to right).
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Figure 9: Parabolic problem in a perforated domain with non-homogeneous Robin boundary conditions on
perforations. First row: fine-scale solution with DOFf = 15389. Second row: downscale solutions the 40×40
coarse mesh with DOFc = 2326 using 6 oversampling layers in basis construction. We present the solution
at different time instants t5 = 0.00125, t10 = 0.0025, t15 = 0.00375 and t20 = 0.005 (from left to right).
Ks t5 = 0.00125 t10 = 0.0025 t15 = 0.00375 t20 = 0.005
Coarse mesh 20× 20
s = 1 21.897 25.518 27.812 29.375
s = 2 16.030 17.217 17.928 18.397
s = 3 15.844 16.938 17.588 17.991
s = 4 1.948 1.199 0.938 0.806
Coarse mesh 40× 40
s = 1 50.837 60.026 64.118 66.390
s = 2 11.800 13.691 15.129 16.210
s = 3 8.818 8.632 8.550 8.494
s = 4 0.758 0.449 0.335 0.280
s = 6 0.738 0.442 0.332 0.277
Table 3: Parabolic problem in a perforated domain with non-homogeneous Neumann boundary conditions
on perforations (Test 1). Relative errors for the average of the solution on coarse grids with sizes 20 × 20
and 40× 40. Type 1 basis functions are used in the simulations.
conditions (test 1) and in Figure 8 for non-homogeneous Robin boundary conditions (test 2). The downscale
solution is shown in Figure 9 for test 2. The size of the fine grid system is DOFf = 15389. Coarse scale
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Ks t5 = 0.00125 t10 = 0.0025 t15 = 0.00375 t20 = 0.005
Coarse mesh 20× 20
s = 1 12.609 15.717 17.912 19.466
s = 2 2.253 1.470 1.236 0.166
s = 3 2.067 1.241 0.932 0.771
s = 4 2.059 1.237 0.931 0.770
Coarse mesh 40× 40
s = 1 54.461 63.396 67.208 69.288
s = 2 8.568 11.829 13.889 15.278
s = 3 1.289 1.327 1.484 1.622
s = 4 0.760 0.450 0.336 0.280
s = 6 0.740 0.440 0.331 0.274
Table 4: Parabolic problem in a perforated domain with non-homogeneous Neumann boundary conditions
on perforations. Relative errors for the average of the solution on coarse grids with sizes 20×20 and 40×40.
Type 2 basis functions are used in the simulations.
system has size DOFc = 731 for Type 1 basis functions and DOFc = 961 for Type 2 basis functions on the
20 × 20 coarse grid. For the 40 × 40 coarse mesh, we have DOFc = 2326 for Type 1 basis functions and
DOFc = 2354 for Type 2 basis functions. From the Figures 7-9, we observe very good agreement between
the fine-scale solution and the computed upscaled solution.
In Table 2, we present relative errors for two choices of coarse grids and for different number of oversam-
pling layers Ks with s = 1, 2, 3, 4 and 6 for non-homogeneous Neumann boundary conditions (test 1). We
used Type 1 multiscale basis functions and observe a good convergence behaviour, when we take a sufficient
number of oversampled layers. For example, for coarse mesh with 1600 cells, when we take 4 oversampling
layers, we have less the one percent relative error. Finally, in Tables 3 and 4, we present relative errors for
Type 1 and 2 multiscale basis functions. The results show good accuracy of the proposed method for Type
1 and 2 basis functions, but for Type 2 we can take smaller number of oversampling layers. For the coarse
mesh with 1600 cells, we have less than one percent relative errors with 4 layers of oversampling.
5 Conclusion
We presented an upscaling method for problems in perforated domains with non-homogeneous boundary
conditions on perforations. In this method, we construct multiscale basis function for background medium
and additional multiscale basis for perforations, that help to handle non-homogeneous boundary conditions.
We proposed a method and presented numerical results for Laplace, elasticity and parabolic problems.
Numerical results show that the proposed method can provide good accuracy and give a significant reduction
of the size of system for problems in perforated domains. The resulting upscaled model has minimal size
and the computed solution has a physical meaning on the coarse grid.
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