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Abstract
The manuscript presents the lecture notes of the course on the founda-
tions of QCD given by the author for the graduate students of ITEP in the
Spring of 1998. The following subjects are discussed: 1. Yang–Mills fields as
connections on the principal fiber bundle. 2. Classical solutions in Minkowski
and Euclidean space–time. 3. Path integrals in quantum mechanics and field
theories. 4. Gauge systems as hamiltonian systems with constraints. Their
quantization. 5.  – vacuum. 6. Diagram technique. Ghosts and unitarity.
7. Regularization and renormalization. Asymptotic freedom and dimensional
transmutation. 8. Conformal and axial anomaly. Spontaneous breaking of
non–singlet chiral symmetry.
Preface
These lecture noted are addressed to a bright graduate student or a young researcher
who has already mastered basic concepts of the quantum eld theory (say, within the
limits of the Berestetsky, Lifshitz, and Pitaevsky book [1]) and wants to study the
quantum theory of nonabelian gauge elds, and QCD in particular. A limited time
of the lecture course on which these notes are based prevented (or almost prevented)
us to discuss the physics of QCD. The latter is discussed in some details, however,
in a number of available textbooks [2, 3, 4].
What we did discuss were the basic theoretical foundations of QCD, both per-
turbative and non{perturbative aspects thereof. On one hand, this discussion is
rather consise and many important derivations are not done explicitly, but are left
over as problems. 1 On the other hand, many fundamental concepts (like path inte-
gral, dynamics of gauge (constrained) systems, topological charge,  { vacuum, and
chiral anomaly) whose implementation in QCD is not so trivial are pedagogically
explained with simple models based on quantum mechanics or eld theories in lower
dimensions.
1 Lecture 1. Yang–Mills field. Invariant actions.
Classical solutions (real time).
We start from the well known lagrangian of electrodynamics involving a charged
scalar eld (x):




where F = @A − @A and D = @ − iA is the covariant derivative (a more
conventional denition for A diers from ours by the factor e). The lagrangian
(1.1) is invariant under gauge transformations
A ! A + @(x)
 ! ei(x) (1.2)
These transformations form a one-parameter abelian group which is U(1). Yang{
Mills theory is a generalization of QED for the case of non-abelian gauge groups.
We will suggest now a geometric interpretation for the action (1.2) which is of little
use for QED but is very useful for deriving the Yang{Mills action in a natural way.
Suppose we dene an element of the U(1) group U(x) = ei(x) at each point
of our Minkowsky space{time. One can do it many dierent ways. One such way
1Some crucial questions like: i) the derivation of the LSZ reduction formula, ii) the derivation
of Ward identities and iii) a self–consistent definition for the lattice path integral with fermions
are not discussed at all. Here we address the reader to the books [3, 5] and to original papers.
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can be obtained from another by multiplying each U(x) by an element of the group
ei(x), i.e. by a gauge transformation. Mathematicians would say that a principal
ber bundle over R4 with U(1) as a ber is dened. 2. Instead of considering the
element of the group itself, one could consider equally well a representation of the
group which, in the trivial case of U(1), is just a charged eld (x). The geometric
meaning of the gauge eld A is claried if dening the operation of the parallel
transport. For each point x we dene
U)x+dx(x) = (x+ dx; x)U(x)  eiAµ(x)dxµU(x) (1.3)
where dx here is assumed to be small. If we perform a parallel transport at a nite
distance along some path P : (s), we obtain




U)y(x) depends on the path and does not coincide, of course, neither with U(x) nor
with U(y). What is however remarkable is that it transforms under the the gauge
transformation in the same way as U(y). Indeed, substituting A ! A(x)+@(x),
we see that the exponential (y; x;P ) (P marks the path) is changed as
(y; x;P ) ! ei(y)(y; x;P )e−i(x) (1.5)
If substuting also U(x) ! ei(x)U(x), we see that U)y(x) ! ei(y)U)y(x). Note that
for any closed contour C, the quantity C = expfi HC A()dg is gauge invariant.
To understand what F is, consider the operator  of the parallel transport
along the perimeter of a small square 2 with the side a in, say, (12) plane. Consider
rst the parallel transport along one of the sides:

















2(@1A2−@2A1) + o(a2) = eia
2F12 + o(a2) (1.6)





where the integral goes over no matter what surface having the contour C as a
boundary. This, of course, could be derived immediately from the denition of C
and the Stokes theorem.
2One must say here that the theory of gauge fields was being developed independently in
pure mathematics at roughly the same time as physicists developed it for their purposes. The
corresponding branch of mathematics is called differential geometry. Later it was realized that one
and the same thing was considered in different terms.
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A striking analogy with general relativity is now seen. The parallel transport
on our ber bundle U(x) is fully analogous to the parallel transport of vectors
on a curved Riemann surface. The gauge potential A plays the role of Cristoel
symbols. The tensor F appeared as the operator or parallel transport over a small
closed contour and is an analog of the Riemann curvature. Finally, one can dene





= n(@ − iA)(x) (1.7)
Thus, to compare (x) in closed spatial points, we should rst transport (x) with
the operator  to the adjacent point and only after that form a dierence. That
is why the alias for the gauge potential A used by matematicians is the connec-
tion, it kind of \connects" adjacent points in our ber bundle. Under the gauge
transformation,
D(x) ! ei(x)D(x)
in contrast to the usual derivative which is not transformed in a nice way.
1.1 Non-abelian theory
Let us now generalize this construction for the non-abelian case. Suppose we have
a principal ber bundle U(x) where U 2 G, G is an arbitrary Lie group. Gauge
transformation of our ber bundle is
U(x) ! Ω(x)U(x)
with Ω 2 G. Dene an innitesimal parallel transporter




where Aa(x) is a non-abelian version of the connection  the gauge potential be-
longing to the corresponding Lie algebra, and T a are the generators of the group in
some representation. We will be interested with unitary groups only and choose T a
in the fundamental representation T a  ta, Tr(tatb) = 1
2
ab.
Let us now require that U)x+dx(x) = (x + dx; x)U(x) is transformed under
the gauge transformations in the same way as U(x + dx): U)x+dx(x) ! Ω(x +
dx)U)x+dx(x) which means that
(x+ dx; x) ! Ω(x+ dx)(x+ dx; x)Ωy(x)
Substituting here (x + dx; x) from Eq.(1.8) and comparing the terms / dx, we
derive the transformation law for the gauge potential:
A^ ! Ω(x)A^Ωy(x)− i@Ω(x)Ωy(x) (1.9)
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where A^ = A
a
t
a. For innitesimal gauge transformations Ω(x) = ei^(x); ^(x)  1,
A^ ! A^ + @^(x) + i[^(x); A^] (1.10)
For the abelian U(1) group, we reproduce, of course, the law of transformation (1.2)
in electrodynamics.
The parallel transporter (1.8) can act also on the elds in arbitrary represen-
tation. In the full analogy with what we had earlier, we can dene the covariant
derivative of the eld as
D(x) = (@ − iAaT a)(x)
Under the gauge transformation, the covariant derivative D(x) is multiplied from
the left by the factor ei
a(x)Ta in the same way as (x).
One can dene also the (path-dependent) parallel transporter along a nite path
P . It presents a so called P− ordered exponential which is dened as the product
of an innite number of innitesimal transporters (1.8) along the path:






n!1(y; n)(n; n−1)   (1; x) (1.11)
Note that the product is formed starting from the end point y. It is easy to see that
the law of gauge transformation for (y; x;P ) is the same as for (x+ dx; x).
In abelian case, the parallel transporter along a closed path was gauge invariant.
In non-abelian case, it is not and depends generally on an initial  nal point x
we xed on the contour: C ! Ω(x)CΩy. However, the trace W (C) = TrfCg is
gauge invariant. It is called the Wilson loop.
To dene a non-abelian eld density tensor F^ , consider as before the operator
of parallel transport along the perimeter of a small box. Substituting A ! A^ in
(1.6) and taking into account the fact that A^ do not commute anymore (thereby,
the order of the exponential factors is now important), we obtain
2µν = e
ia2F^µν + o(a2) (1.12)
with
F^ = @A^ − @A^ − i[A^; A^ ] = i[D;D] (1.13)
In \colored vector" notations,
F a = @A
a
 − @Aa + fabcAbAc (1.14)
where fabc are the structure constants of the group. In the following, we will freely
go over from the matrix notations to colored vector notations and back without
special remarks. We will not mark the matrices with hats anymore.
4
Under the gauge transformation,
F ! Ω(x)FΩy(x) (1.15)
Thus, F has the geometric meaning of the curvature of our ber bundle in the
colored space 3
Take now the trace of 2µν . To get a nontrivial result, one should expand the












The factor 1=N (for the SU(N) gauge group) is introduced for convenience; no
summation over ;  is assumed. This quantity is gauge invariant and so the quantity
TrfFF g is (this is seen also from the gauge transformation law (1.15) for F).
The gauge and Lorentz invariant lagrangian of the pure Yang{Mills theory is
dened as
L = − 1
2g2




where the summation over ;  is now performed with the standard Minkowski met-
ric tensor  = 
 = diag(1;−1;−1;−1). This is a direct analog of the lagrangian
of pure photodynamics.
The latter is a trivial theory involving no interaction. In abelian case, to make
things interesting, we have to include charged matter elds. In nonabelian case,
also pure gluodynamics involves nonlinear interaction (with the coupling constant
g) and is highly non-trivial. It is not dicult, however, to write invariant la-
grangians describing interaction of colored matter with nonabelian Yang{Mills elds.
Suppose, we have a scalar eld in the fundamental representation of the group.
The corresponding lagrangian can be written as a gauge invariant combination
[D(x)]yD(x). For spinor elds, we can write
L = i  Dγ + optional mass term (1.18)
QCD is a theory involving the Yang{Mills elds based on the SU(3) gauge group
(their quanta are called gluons) and 6 dierent Dirac spinor elds in the fundamental
representation of the group (the quarks) and its lagrangian reads





 f (iDγ −mf ) f (1.19)
3We hasten to comment that general relativity the analogy with which we explore is a more
complicated theory than just a gauge theory with local Lorentz group. For sure, local Lorentz
symmetry is there being associated with local rotations of the vierbein. But the Einstein action is
invariant under much larger symmetry: the symmetry of general coordinate transformations.
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In the rest of this and in the following lecture, we will forget, however, about the
existence of the quarks and will concentrate on pure Yang{Mills dynamics.
The dynamical equations of motion are obtained by varying the lagrangian (1.17)
over A and have the form
[D; F  ] = @F  − i[A; F  ] = 0 (1.20)
or
@F
( a) + fabcAbF
( c) = 0 (1.21)
Bearing in mind that, according to (1.13), F is the commutator of covariant deriva-
tives and using the Jacobi identity, we derive the Bianchi identity for our color
curvature
[D; F ] + [D; F] + [D ; F] = 0 (1.22)
| a \second pair of Maxwell equations".
Let us construct now a classical hamiltonian of the Yang{Mills eld. The canon-
ical hamiltonian is
P
i pi _qi −L where qi are generalized coordinates and pi are their
canonical momenta. Like in electrodynamics, we meet here a diculty that not all
the variables A are dynamical. The variables A0 enter the lagrangian (1.17) with-
out time derivatives and have no canonical momenta. On the other hand, the spatial
components Aai are dynamical and their canonical momenta P
a
i are just chromoelec-















describe the time evolution of the system. The equations of motion obtained by
varying the lagrangian over A0
G = [Di; Ei] = 0 (1.24)
(the Gauss law) have the meaning of constraints to be imposed on the initial Cauchy
data for the equation system (1.23). Actually, the fact that part of the variables are
not dynamical and we deal with a constrained system is very closely related to the
fact that the lagrangian (1.17) enjoys the gauge invariance (1.9). We will explore
this relation in details when discussing the quantum theory. Here we just write the
system of Hamilton equations of motion corresponding to the lagrangian (1.17). In






























ijkFjk is the chromomagnetic eld. The dynamical Hamilton equations




















and the constraints (1.24) have already been written. Time evolution of the system
described by the hamiltonian (1.25) is compatible with the constraints (1.24). This
is guaranteed by the the fact that the Poisson bracket fG;HgP:B: is zero as can be
checked explicitly. The important relation
fGa(x); Gb(y)gP:B: = 2fabcGc(x)(x− y) (1.27)
also holds and will be used later to quantize the theory.
1.2 Classical solutions
We will concentrate here on the solutions in real Minkowski time. Euclidean solu-
tions will be a subject of the next lecture. If assuming the Ansatz A(x) = cf(x)
where c is a colored matrix, one and the same for all components  and for all
points x, the commutators in F and in the equations of motion disappear and the
classical dynamics of the system is the same as for the photodynamics, i.e. trivial.
The only sensible solutions are plane waves A(x) = cee
−ikx. Their quantization
gives gluons which will be discussed at length later.
However, non-linear equations (1.20) admit a lot of other nontrivial solutions.
Let us rst discuss the solutions which our system does not have, namely, soliton
solutions. Solitons | localized solutions of the equations of motion with nite
energy appear for many nonlinear system. For example, one of the rst example
of nonlinear partial dierential equation studied by physicists - the KdV equation
ut+ux+uxxx+ γuux = 0 (it describes waves on the surface of shallow water and
many other physical phenomena) admits soliton solutions. The well-known ’t Hooft
- Polyakov monopole is a soliton in a relativistic eld theory. Generally, a soliton
may depend on x−vt corresponding to a quasiparticle moving with the speed v. In
a Lorentz{invariant theory, a soliton can always be \stopped" by a proper Lorentz
transformation, so that the solution is static and depends only on x.
Suppose the equations (1.20) admit a soliton solution with a nite characteristic
scale  and a nite energy E. Note, however, that the equations do not involve a
dimensionfull constant and are thereby invariant under a scale transformation x!
x. Thus, if the eld conguration with the scale  is a solution, so is a conguration
with the same shape and the scale . By dimensional reasons, the energy of such
a conguration should dier from the energy of the original conguration by the
factor : E ! E=. Thus, we have come to a logical contradiction. A static
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solution should realize a minimum of the energy functional. But, assuming that it
exists, we have just constructed congurations with lower energy. This is the no-go
theorem due to Coleman-Mandula.
Note that e.g. monopoles exist because the corresponding equations do involve
a dimensionful parameter (the Higgs vacuum expectation value). Localized static
solutions may be present also in the pure Yang{Mills theory if we consider the eld
living on a nite spatial manifold (say, on S3): the size of the manifold provides
the scale and the Coleman-Mandula theorem does not apply. But no localized
static solutions exist in the flat innite 3-dimensional space. Physically, if an initial
conguration with a nite scale is created, it will necessarily will smear away as time
evolves.
Nontrivial solutions which the equations (1.20) admit have no scale and their
energy is innite. Let us choose a rather restrictive Ansatz with Ai depending only
on t, but not on x and A0 = 0. Let us also restrict ourselves with the SU(2) case.









2 − (AaiAaj )2] (1.28)
This just a mechanical system with nite number of degrees of freedom. The equa-







j)− Aaj (AbjAbi)] = 0 (1.29)
Let us seek for the solutions in the class Aai (t) = aiA(t). Then only one degree of
freedom is left and the equations (1.29) are reduced to A¨+ 2A3 = 0. This equation
describes an unharmonical oscillator with the potential U = A4=2. The solution can
be easily found if writing down the energy integral of motion
1
2g2
( _A2 + A4) =  (1.30)
The equation (1.30) can be easily integrated:Z
dAp
2g2 − A4 = t− t0
The integral can be expressed into elliptic functions and we nally obtain






in the notations of Ryzhik and Gradshtein. The period of the oscillation is inversely
proportional to the amplitude T / 1=A0. This, of course, could be seen without
solving the equation: the only scale in the Yang{Mills equations is provided by a
characteristic amplitude of the eld whose dimension is [A] = m  1=T .
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The solution (1.31) is a non-linear standing wave. By a Lorentz boost, one can
obtain as well solutions describing nonlinear propagating waves. These solutions do
not have a particular physical meaning, but may be their meaning has not yet been
unravelled.
Even more peculiar picture displays itself if we choose a little bit less restrictive




2; A33(t) = B(t) leaving two dynamical degrees of
freedom. For the elds of this class, the lagrangian describes the motion on the
(AB) - plane with the potential U(A;B) / A2B2. The proles of constant potential
are hyperbolae, and the problem is very much similar to the problem of the so called
Sinai billiard with the concave boards. This motion is chaotic i.e., for general intinial
conditions, the integral trajectory does not have a regular decent form, but is ergodic
covering the whole phase space of the system (the only restriction is that the energy
is conserved). After rst few oscillations (with a characteristic time  1=Achar), the
initial conditions are completely forgotten (Lyapunov instability). This sea of chaos
has, however, islands of stability. For some special initial conditions, the phase space
trajectory is closed and regular. One example (there are many others) is the initial
conditions with A = B
p
2; _A = _B
p
2 in which case the solution is given by Eq.
(1.31). Chaotic behavior of the Yang{Mills theory was discovered and studied by
Matinian and Savvidy [6].
The main physical conclusion is that the Yang{Mills system is not exactly
solvable (otherwise, the trajectories would have a regular rather than chaotic form).
This is in contrast to, say, the KdV equation and to some early hopes.
2 Lecture 2. Instantons
Today we will study the classical Yang-Mills theory in Euclidean space{time. We
will obtain some non-trivial solutions with nite action. As we will see later, these
solutions play an important role in the quantum theory.









where d4x = d3xd and F a is an antisymmetric euclidean tensor so that SE is
positively dened.
Let us consider eld congurations with a nite Euclidean action. Field density
F should fall down fast enough for the integral in Eq.(2.1) to converge. It does
not mean, however, that the vector potential A also vanishes at innity. It suces
that it would tend to a pure gauge potential
A = −i(@Ω)Ωy (2.2)
for which the tensor F vanishes. Generally, Ω and A depend on the direction
n (n
2
 = 1) along which the Euclidean innity is approached. The matrix Ω(n)
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realizes a mapping of S3 into group. This mapping has an innite number of dis-
tinct topological classes (so that the mappings belonging to dierent classes cannot
be continuously deformed one into another) marked by an integer number k. A
mathematical notation for this fact is 3(G) = Z which is true for all simple Lie
groups.
Consider the SU(2) group. An example of topologically nontrivial mapping with
k = 1 is
Ω(n)  Ω0(n) = n0 − inii (2.3)
where i are the Pauli matrices [check that Ω(n) is indeed an SU(2) matrix].
Actually, Eq.(2.3) can be thought of as a parametrization of S3 via unitary matrices.
Topologically, SU(2)  S3. An example of the mapping with k = −1 is Ωy0, an
example of the mapping with k = 7 is Ω70, etc.
A very important fact that, for any mapping, its topological class can be ex-
pressed as an integral over distant 3-sphere. Before considering the 4{dimensional
theory of interest, let us discuss a very simple 2{dimensional model. Let we have an
abelian gauge theory in 2 Euclidean dimensions (the Schwinger model). Consider
the congurations with nite action which tend to a pure gauge A = −i(@Ω)Ωy
, Ω(x) = ei(x) at Euclidean innity. It depends on the direction  along which
the innity is approached. Ω() = eia() realizes the mapping S1 ! U(1)  S1.
Obviously, the topological class is the number of windings k: 1[U(1)] = Z. For a













where in the last formula d is the length element of a distant contour C (not
necessarily a \round" circle) multiplied by a unit normal vector. Let us recall now
that we are interested in the gauge eld conguration dened on the whole 2{










The fact that the integral in the R.H.S. of Eq. (2.5) is quantized to be integer
depends crucially on the fact that we required Ω() to be a uniquely dened function,
i.e. we assumed our gauge group to be compact. This makes a physical sense
only if our theory includes charged elds besides the gauge eld A. Under the
gauge transformation, A is shifted by @ and the compact nature of the group
is not seen. But the charged elds are multiplied by the exponential ei and ,
for self-consistency, we should require it to be uniquely dened. When going to
the standard normalization for A, the integrals in Eq.(2.4, 2.5) are multiplied by
the electric charge of the gauge eld. The quantization condition (2.5) has the
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same origin as the widely known condition of the quantization of the magnetic
flux  = e
2
RR
dxdyHz(x; y) in superconductors. Mathematicians call the integral




A is called the Chern{Simons current.
This mathematical construction can be generalized for ber bundles on arbitrary
spaces of even dimension. We are interested with the 4{dimensional world. Let us
rst write the result. The Pontryagin index for a 4{dimensional ber bundle with









F . To understand why it is correct, note that the integrand in
(2.6) presents the full derivative:
1
162























Substituting here a particular mapping (2.3) with k = 1, one can explicitly check
that the equality (2.8) is fullled. It is easy to understand why: the integral in
Eq.(2.8) presents nothing else as the Haar measure on the group parametrized as in
Eq.(2.3). The coecient is chosen so that the volume of the group is normalized to
1. The integral (2.8) is not changed if our parametrization is deformed to another
one Ω ! !0Ω so that a continuous family of gauge transformations !() with
!(0) = 1; !(1) = !0 exists (i.e. when !0 is topologically trivial).
4 Generally,
k[Ω1Ω2] = k[Ω1] + k[Ω2].
The instanton is the conguration of the class k = 1 with the minimal action
i.e. a solution of the equations of motion with k = 1. To nd it, note rst that the












d4xTrfF ~Fg = 1
4g2
Z







4One of the ways to see it is to take the variation of the integral (2.7). We have
k 
Z
dµµναβTr fAν(@ρAσ − iAρAσ)g 
Z
dµTr fAνF˜µνg = 0
due to the fact that our field is a pure gauge at infinity.
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Thus, the action of any eld conguration with a positive k has the absolute lower
bound 82k=g2. It suggests that minimal value of the action is realized on self-dual
congurations
F = ~F (2.10)
and is just 82k=g2.




















and the minimum 82jkj=g2 is realized on anti-self dual congurations F = − ~F .
To prove that it is indeed so, we should solve the self-duality equations (2.10) 5
explicitly. Let us do it for k = 1.





where a are the so called ’t Hooft notations
a00 = 0; 
a
ij = aij ; 
a
0i = ai; 
a
i0 = −ai (2.12)
The notations (2.12) are not so misterious. They can be understood if noting that






the Lorentz group  SU(2)⊗SU(2) and a are nothing else as the Klebsh - Gordon
coecients making (F a)














+   




where a dier from 
a
 by the sign of the components 
a
0i = −ai0 = −ai. There







 − a + a − a;
a
a
 = 12 (2.13)
5They are of the first order and are much simpler than the general equations of motion (1.20).
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The simplest Ansatz for the seld-dual eld density tensor F a is
F a = 
a
F (x)
where F (x) is a scalar function. However, not any such tensor can play the role





and try to nd under what conditions the eld density tensor would be self{dual.
Using the denition (1.14) and the rst identity in (2.13), we obtain
F a = 
a
[@@ ln+ @ ln@ ln]− ($ ) + a(@ ln)2 (2.15)
The last term here has a nice self{dual form, but the rst two have not in a general
case. A sucient condition for them to be self{dual is




for the square bracket in Eq.(2.15).
The simplest way to fulll this condition is to assume (x) = x2=2. If we,
however, substitute such (x) in Eq.(2.14) and calculate the corresponding F a , we
nd that F a = 0. This is not the solution we looked for, but the corresponding
eld conguration Aa = 2
a
x=x
2 has also a certain meaning. It is a topologically
nontrivial pure gauge conguration (2.2) with Ω dened in Eq.(2.3), n  x=
p
x2.
The instanton solution is given by the Ansatz (2.14) with
(x) = 1 + x2=2 (2.16)





The eld density is




The explicit calculation of the action integral [using the second relation in Eq.(2.13)]
gives the value 82=g2 for the action as it should be.
The solution (2.17, 2.18) is localized in Euclidean space and presents thereby
an Euclidean soliton. At the rst sight, this is a counterexample to the Coleman{
Mandula theorem proved in the previous lecture. This is not so, however. Coleman{
Mandula theorem excludes the existence of static localized solutions in Yang{Mills
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theory. Such solutions are characterized by energy which is inversely proportional
to the characteristic scale. On the other hand, Euclidean solutions are characterized
by their action which is dimensionless and does not change when varying the scale.
The instanton action is always 82=g2 independently of its size  which is a free
parameter. Another free parameter is the position of the instanton center: the
solution (2.17) is centered at x = 0 but, if shifting x ! x− x0, one can obtain the
solution centered at x = x0 equally well.
The solution (2.17) is written in a particular gauge. Many other forms of the
solution can be obtained by applying to the conguration (2.17) a local gauge trans-
formation. Actually, one can prove that all the solutions of the Euclidean equations
of motion in the topological sector k = 1 can be presented in the form (2.17) up to
an eventual rescaling, translation, and gauge transformation.
All our reasoning can be transferred without essential change to the case k = −1.
One should only substitute a for 
a
 in the Ansatz (2.14). The dual ’t Hooft
notations satisfy the same relations (2.13). Thus, the choice (2.16) provides for an
anti{self{dual eld density tensor. We obtain the same solutions (2.17, 2.18) up to
the change  ! .
The equations (2.10) can be solved also for higher k. This was done by Drinfeld
and Manin. The general solution looks complicated, but a restricted class of the
solutions with higher topological class k found by ’t Hooft have a very simple form
(see Problem 2).
Problem 1. Apply the gauge transformation with Ω = Ωy = n0 + inii , n 
x=
p
x2 to the conguration (2.17). Such a transformation unwinds the singularity
associated with a nontrivial mapping at innity, but creates it at x = 0. Show that





with the dual ’t Hooft symbol.
Problem 2. Show that the conguration









is a solution of the equations of motion (though not the most general one) with the
(positive) topological class k. (’t Hooft).
3 Lecture 3. Path integral in quantum mechanics
Classical mechanics can be described in the Hamilton or in the Lagrange language.
The former involves Hamilton equations of motion describing the dynamics of the
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system in phase space. The latter involves the Lagrange equations describing the
dynamics in conguration space. Its underlying basic axiom is the minimal action
principle. Two ways of the description are equivalent to each other, and the both can
be generalized on the quantum case. The conventional description of the quantum
mechanics including the Schro¨dinger equation, etc. presents the quantum version
of the Hamilton description. The path integral formulation of quantum mechanics
developed originally by Feynman is the quantum version of the Lagrange description.
Like the minimal action principle, Feynman path integral can be postulated as the
basic axiom of the theory. Here we will derive it starting from the conventional
formulation.





+ V (q) (3.1)
where p^ = −id=dq is the momentum operator (from now on, hats will indicate the





If we x the initial conditions  (q; ti), the formal solution of the equations (3.2)
reads  (q; tf) = U^(tf − ti) (qi; ti) where
U^(tf − ti) = expf−i(tf − ti)H^g (3.3)
is the evolution operator. Let us consider the kernel of the evolution operator, i.e.
the matrix element
K(qf ; qi; tf − ti) =< qf jU^(tf − ti)jqi >< qf ; tf jqi; ti > (3.4)
It describes the probability amplitude that the system will nd itself at point qf
at t = tf provided it was located at q = qi at t = ti. The quantity K plays the
fundamental role in the whole approach. The spectral decomposition for the kernel
of the evolution operator can be written:
K(qf ; qi; tf − ti) =
X
n




Let tf − ti = t is small. We have
< qf j1− iH^tjqi >=
Z
dp < qf jp >< pj1− iH^tjqi >




< qjp >= 1p
2




If the hamiltonian has the simple form (3.1), also
< pjH^jq >= 1p
2
e−ipqH(p; q)
where H(p; q) is just the R.H.S. of eq. (3.1) where p is now a c{number. 6 We have
K(qf ; qi; t) = 1
2
Z
dp exp fip(qf − qi)− iH(p; qi)tg (3.7)
To nd the evolution operator at nite time, divide the time interval at very large
number n of very small time intervals t. The nite time evolution operator is the
convolution of an innite number of innitesimal evolution operators
K(qf ; qi; tf − ti) = lim
n!1
Z
expfipn(qf − qn−1) + : : :+ ip1(q1 − qi)




   dp1dq1
2
(3.8)
This can be formally written as










with the boundary conditions
q(ti) = qi; q(tf) = qf ; (3.10)
while the function p(t) is quite arbitrary and is integrated over. For the hamiltonian
(3.1), the integral over all dpn in Eq.(3.8) is Gaussian and can be easily done:









+   + (q1 − qi)
2
2t




















An innite normalization factor N plays no role for our purposes and will be ne-
glected. Eq.(3.11) is the original Feynman form of the path integral where the inte-
gral is done over the trajectories in the conguration space rather than in the phase
6If the hamiltonian has more intricate form involving the terms like p2q2 mixing momenta
and coordinates, the situation is more difficult and, to quantize a theory one should resolve the
ordering ambiguities problem. As the hamiltonian of QCD does not mix generalized coordinates
and generalized momenta, we do not have this problem here and need not bother. Just note that i)
path integral can be defined for any hamiltonian whence a particular way of the operator ordering
is chosen ii) very often, the latter can be fixed uniquely due to symmetry constraints.
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space as it is the case in Eq. (3.9). The boundary conditions (3.10) are assumed.
The integral in the exponent is just the action on a trajectory q(t) connecting the
points qi; ti and qf ; tf .
The (quasi-)classical limit of the quantum theory corresponds to large action (in
the units of h). In this case, the main contribution to the integral (3.11) stems from
the stationary points (minima) of the action where many trajectories are added up
with a close phase factor.
All the results we have just derived are easily generalized for the systems with
several (many) dynamical degrees of freedom. A slightly less trivial generalization
(which we will need for some following applications) concerns the systems where the
hamiltonian presents not a scalar, but a matrix function on the phase space. An
example is the Pauli hamiltonian H = [i(pi − eAi)]2=(2m) for a spinning particle
in an external magnetic eld. The eigenfunctions [ n(q)]p for such a system carry a
(spinor) index p and the evolution operator also presents a matrix
Klp(qf ; qi; t) =
X
n




Repeating all the steps of the derivation above, we can present (3.12) via the path
integral which has exactly the same form as Eq. (3.9) except that H and K are
assumed now to be matrices.
3.1 Euclidean path integral
It is very much important in quantum eld theory applications.
Consider the evolution operator over an imaginary time interval −i ( ti =
0; tf = −i). According to (3.5), it is
K(qf ; qi;−i) =
X
n




Note that when  is large, the main contribution in the sum comes from the ground
(vacuum) state. Making the transformation t! −i in Eq.(3.11), we obtain
















with q(0) = qi; q() = qf . Introduce the quantity
Z() =
Z
dqK(q; q;−i) = X
n
e−En (3.15)
This is nothing else as the partition function of the system with the temperature
T = 1=. Thereby, we have obtained that the partition function of a thermal system
can be written as an Euclidean path integral over a nite imaginary time related to
the temperature. This is the famous Matsubara result.
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In quantum mechanics and, especially, in quantum eld theory, the ground state
expectation values (vacuum averages) of dierent operators present a considerable
interest. Consider




−En < njOjn >P
n e−En
(3.16)
This can be written as the ratio of two path integrals














with the periodic boundary condition q() = q(0). Thereby the integral goes over all
closed trajectories. The boundary values are not xed as before but are integrated
over. We have limited ourselves with the case when the operator O depends only
on q. Path integral representation can be found also for the vacuum average of an
arbitrary operator O(p^; q), but it would be a phase space path integral like Eq.(3.9).








d [LE [q()]−()q()] (3.18)
Then









The developed formalism works for all quantum mechanical problems. As far as
the quantum eld theory is concerned, it is not yet sucient by two reasons. The
rst reason is that later we are going to construct the perturbation theory where we
will be interested in the transition amplitudes connecting in and out asymptotic one-
particle states. The transition amplitude KA =< Af(x); tf jAi(x); ti > connecting
the states with denite value of the elds A(x) and which is the immediate analog of
(3.4) does not have a direct relevance for the QFT applications. One-particle state
is created from vacuum by a creation operator and has a non-trivial wave function
Ψ[A(x)] with which the amplitude KA should be convoluted. It turns out that a
convenient formalism can be developed which allows one to calculate path integrals
for the amplitudes < outjin > directly without handling KA on intermediate stage.
The second and the most important reason is that quantum eld theories (and,
in particular, QCD) involve fermions while standard quantum mechanics involves
only bosonic degrees of freedom. We have got to learn how to write the path integral
with fermion dynamical variables.
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3.2 Holomorphic representation (bosons).
This is a very concise presentation. See the Slavnov + Faddeev’s book for details.
Hamiltonian of a system of free elds (describing the asymptotic states) is re-
duced to the hamiltonian of an innite number of oscillators. All the necessary
formalism can be introduced for the simple problem of quantum oscillator with only




(!q − ip); a = 1p
2!
(!q + ip) (3.20)








The classical equations of motion are just i _a = −!a (and its complex conjugate)
with the trivial solution a(t) = a0e
i!t.
In quantum mechanics, a and a are upgraded to the creation and annihilation
operators a^y, a^ with the standard commutation relation
[a^; a^y] = 1 (3.22)
The quantum hamiltonian is H^qu = !a^ya^ (with the zero{point energy !=2 sub-
tracted). The oscillator eigenstates are
jn > = 1p
n!
(a^y)nj0 >
Normally, we write the wave functions in the coordinate or in the momentum rep-
resentation. Let us write them in the holomorphic representation as a linear super-






of the oscillator eigenstates. A general wave function would be an entire (or holo-
morphic) function  (a) of the variable a. The operator a^y acting on  (a) just




The operators a^y, a^ thus dened satisfy the commutation relation (3.22). To be able
to calculate the matrix elements of various operators, we have to dene the scalar
product in the Hilbert space with the basis (3.23) in a way that the states (3.23) be



















The function A(a; b) is called the kernel of the operator A^. The kernel of the














it is not dicult to check that i) the kernel of the unit operator is ea
b, ii) the kernel
of the hamiltonian is ea
b!ab, and, generally, the kernel A(a; b) of any operator
equals ea
b times its normal symbol , i.e. the function obtained from the normal
ordered quantum operator by substituting a^y ! a; a^! b. The holomorphic kernel
of the evolution operator for the oscillator is
U(a; b; t) = expfabe−i!tg (3.27)
Indeed, using the denitions (3.23, 3.25), it is easy to check that
(U^(t) n)(a
) =  n(a)e−in!t
as it should. For a general system, a nite time evolution operator is complicated.
But the kernel of an innitesimal evolution operator is simple:
U(a; b; t) = expfab− iH(a; b)tg (3.28)
where H(a; b) is the normal symbol of the hamiltonian. Like earlier, the kernel of
the nite time evolution operator is the convolution of many innitesimal kernels:
U(a; b; tf − ti) =
Z
exp f[acn − cncn + : : :− c1c1 + c1b]






Adding and subtracting bb in the exponent, this can be formally written as












with the boundary conditions c(tf) = a; c(ti) = b. Note that c(tf) and c(ti) are
not xed. They are completely arbitrary variables one should integrate over.
The spectral representation for the evolution operator (3.30) is quite analogous
to (3.5):






3.3 Holomorphic representation (fermions).
Consider the quantum mechanical problem of fermionic oscillator. The spectrum
of the system includes just two states: the ground (or vacuum) state j0 > and the
excited state j1 >= a^yj0 > where a^y is the fermion creation operator. The fermionic
creation and annihilation operators a^y and a^ satisfy the algebra
a^ya^+ a^a^y = 1; a^y2 = a^2 = 0 (3.32)
The hamiltonian of the system is H^ = !a^ya^ (with positive !). Then the energy of
the ground state is zero and the energy of the excited state is !.
















We will use another realization based on the holomorphic representation of the wave
functions. It is constructed in the full analogy with the holomorphic representation
for the bosonic oscillator but has an important distinction that the holomorphic
variables a; a are not ordinary numbers as in the bosonic case, but Grassmann
anticommuting numbers: aa + aa = a2 = a2 = 0.
The main denitions are the following:
 Let ai is a set of n basic anticommuting variables: aiaj + ajai = 0. The
elements of the Grassmann algebra can be written as the functions f(ai) =
c0+ciai+cijaiaj+: : : where the coecents c0; ci; : : : are usual (real or complex)
numbers. The series terminates on the n−th term: the (n+1) - th term of this
series would involve a product of the same anticommuting variables, say, a21
which is zero. Note that though the Grassmann number like a1a2 commutes
with all others, it still cannot be treated as a normal number but presents
rather \an even element of Grassmann algebra". There are, of course, also
odd anticommuting elements.
 One can add the functions : f(ai) + g(ai) = c0 + d0 + (ci + di)ai + : : : and
multiply them over. For example, (1 + a1 + a2)(1 + a1− a2) = 1 + 2a1− 2a1a2
(the anticommutation property of ai was used).
 One can also dierentiate the functions f(ai) over Grassmann variables:
d=dai 1
def
= 0, d=dai aj
def
= ij and the derivative of a product of two functions
satises the Leibnitz rule with a distinction that the operator d=dai should be
thought of as a Grassmann variable and sometimes the sign is changed when
d=dai is pulled in to annihilate ai in the product. For example, d=da1(a2a3a1) =
a2a3, but d=da1(a2a1a3) = −a2a3.
 Finally, one can integrate Grassmann functions. In contrast to the usual
bosonic case, the integral cannot be presented as a limit of the integral sum,
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cannot be calculated numerically in \nite limits" (this has no sense for
Grassmann numbers) with the Simpson method etc. What one can do, how-
ever, is to integrate over a Grassmann variable in the whole range (\from




 If the Grassmann algebra involves an even number of generators faig, one can
introduce the operation of involution which we will associate with the complex
conjugation. In our fermionic oscillator example, we have a pair of variables
a; a which go to each other under complex conjugation. We will assume that
ordinary numbers c0, etc. also go to their complex conjugate under such trans-
formation (though, generally speaking, complex conjugation of ordinary num-
bers and involution of Grassmann numbers could be dened irrespectively of
each other). For self-consistency, we should require [f(ai)g(ai)]
 = g(ai)f (ai)
like for hermitian conjugation. Then the product aa is real.
Let us return to the fermion oscillator. The classical hamiltonian is !aa. Like
earlier, the classical equations of motion are i _a = −!a with the solution a(t) /
ei!t (needless to say, in this case we cannot plot the solution on a graph or solve the
equations of motion numerically).
The quantum operators a^y and a^ are realized as a^y  a and a^  d=da. The
wave functions of the system are holomorphic functions  (a) = c0 + c1a. The
functions \1" and \a" are the eigenstates j0 >, j1 > of the quantum hamiltonian.
One can check that these states are orthonormal if the scalar product on our Hilbert







The analogy with the bosonic case is pretty close. Like earlier, we can dene the





and calculate the kernel of the nite time evolution operator. For a single pair of
fermionic variables, the hamiltonian is bound to be proportional to aa + const (all
higher products are zero and unharmonic interactions are not allowed). As in the
bosonic case, the nite time evolution operator has the form (3.27). If the system
involves several pairs of fermionic variables , unharmonic terms in the hamiltonian
are allowed. Making the same transformations as earlier, the nite time evolution
operator can be expressed into a convolution of large number of innitesimal evolu-




kbk − iH(fakg; fbkg)tg giving rise to
the path integral




















with the boundary conditions ck(ti) = bk; c

k(tf ) = a

k.
Let us consider now the Euclidean evolution operator. Its spectral representation
is
U(a; b;−i) = X
n
 n(a
)[ n(b)]e−En = 1 + abe−! (3.36)
[cf. Eq. (3.31); for simplicity, we restricted ourselves with just one fermionic degree
of freedom]. Let us try to construct the partition function of the system Z = 1+e−!






However, the explicit calculation of the integral gives 1 − e−!, not what we want.
The minus in the second term appeared due to anticommutation of the Grassmann
numbers. For a general system with several fermionic degrees of freedom, the integral
like (3.37) gives X
n
(−1)F e−En (3.38)
where F if the fermionic number of the eigenstate jn >, i.e. the number of Grass-
mann factors in the holomorphic wave function of the eigenstate jn >. 7 The true






























where the trajectories ck(), c

k() are antiperiodic in a sense that c

k() = −[ck(0)].
Let us make a brief comment on how the fermion path integrals are actually
calculated. In the theories like QCD, the action is quadratic in fermion elds and
the fermion path integral is always Gaussian. It can be done using the identity
(prove it !) Z Y
k
dakdak expf−Aijai ajg = det kAk (3.41)







in the bosonic case.
7The sum (3.38) has the name: the Witten index. It is considered for supersymmetric theories,
but we do not need it.
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4 Lecture 4. Quantization of gauge theories
The technique we have developed so far allows one to perform a quantization of
an ordinary (non-gauge) eld theory like 4 or the Yukawa theory. What we
need, however, is to learn how to quantize the gauge Yang{Mills theory. This
problem has a number of important subleties, and some additional methods need to
be elaborated.
We will touch briefly a general theory of gauge (or, in another language, con-
strained systems), will test general methods in the trivial example of a gauge quan-
tum mechanical system where the physics and the results are most transparent, and
nally apply them to the Yang{Mills system of interest.
We start with a classical theory. Suppose, we have a hamiltonian H(pi; qi) de-
pending of the phase space variables (pi; qi), i = 1; : : : ; n and also some number of
constraints a(pi; qi) = 0, a = 1; : : : ; k < n. Thus, we are searching for the classical








a(pi; qi) = 0 (4.1)
Here rst two equations are the dynamical equations of motion and the last one is
the constraint. The equations (4.1) are compatible provided _a = −fa;Hg = 0





We want eventually to quantize the theory both in the canonical and in the path
integral formalism. For the latter, the action functional needs to be dened. A
sucient condition for it to exist is that a satisfy also the property














The action (4.4) depends on extra variables a (the Lagrange multipliers) but not
on their time derivatives. Variation of the functional S over a(t) reproduces the
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This system is compatible with the constraints provided
_a = (a=pi) _pi + (
a=qi) _qi = −fa;Hg −
X
b
bfa; bg = 0 :
If we want it to be true for any a, the condition (4.3) follows. Expressing the
momenta pi(t) via qi(t) and _qi(t), using the second equation in Eq. (4.5), and
substituting it in the action (4.4), we arrive at the standard Lagrange formulation.
A system with the constraints satisfying the criteria (4.2, 4.3) is called the hamil-
tonian system with the constraints of the rst kind. As was shown before, The Yang{
Mills system with the hamiltonian (1.25) and the constraints (1.24) does belong to
this class.
Note that the Lagrange multipliers a(t) entering the equations (4.5) are com-
pletely arbitrary: for any a(t) the solutions for pi(t) and qi(t) can be found. The
freedom in choice of a(t) is just the gauge invariance.
It is better to understand a general theory in the concrete example which we
choose to be very simple (may be, the simplest possible one). Consider a two{








(x2 + y2) (4.6)
Impose the constraint
p = xpy − ypx  ijxipj = 0 (4.7)
Obviously, fp;Hg = 0 and we have a constrained system of the rst kind. The
canonical lagrangian is
L = pi _xi −H − p (4.8)
The equations of motion (4.5) in the phase space are
_pi + !
2xi + ijpj = 0
_xi − pi + ijxj = 0 (4.9)
Expressing the momenta from the second pair of equations in Eq.(4.9) and substi-
tuting them in Eq. (4.8), we obtain the canonical lagrangian
L = 1
2






We see that dierent (t) correspond physically to the dierent choice of the ref-
erence frame which can rotate with a time{dependent angular velocity (t). The
freedom of choice of (t) is the gauge invariance. Explicitly, the lagrangian (4.10)
is invariant under the transformations(
x0i = Oij()xj








The best way to handle our system is, of course, to realize that the constraint
p = 0 means physically that the system is not allowed to move in the angular
direction. Then we can just go into polar coordinates, set  = 0 and obtain the
equations of motion _pr + !
2r = 0; _r − pr = 0 or r¨ + !2r = 0 describing the radial
motion of the system. Imposing an additional constraint  = 0 on top of the primary
constraint p = 0 is called xing the gauge. In the general case, xing the gauge
amounts to imposing on top of the constraints a = 0 also the additional constraints
a = 0 (a = 0 are not quite arbitrary and should satisfy some natural requirements
which we will not discuss here). If doing so, resolving explicitly (whenever it can be
practically done) the equation system a = 0; a = 0 in terms in a restricted set of
gauge invariant phase space variables pi and q

i with i = 1; : : : ; n − k (pr and r in
our case), the hamiltonian H(p; q) describes a usual unconstrained system which
can be handled classically and, if needed, quantized in a usual way. Note that two
phase space degrees of freedom are eliminated for each constraint a = 0 originally
imposed. In our case, both p and  are eliminated.
The analogy with gauge eld theories is now seen. Consider an abelian theory
without matter elds (pure photodynamics). The dictionary of correspondences is
  A0=2; p  @iEi;   @iAi
Imposing the constraint @iAi = 0 amounts to going into the Coulomb gauge. The
hamiltonian Hphotons = 1=2 R dx(E2i + B2i ) depends then only on the two transverse
eld polarizations A? and their canonical momenta E?.
However, resolving the constraints explicitly on the classical level is not always
practically possible. It is dicult and practically inconvenient for QED including
besides photons also charged particles. For the nonabelian Yang{Mills theory, it is
hopeless. We are in a position to learn how to construct and handle a quantum
gauge theory without resolving the constraints explicitly on the classical level.
There are two ways to quantize: via the Schro¨dinger equation and via path
integral. Let us rst describe the rst way, i.e. the Dirac quantization procedure .
We are going to solve the equation system
H(p^i; qi)Ψn(qi) = EnΨn(qi)
a(p^i; qi)Ψn(qi) = 0 (4.12)
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where p^i = −i@=@qi and H; a are the same functions as before (we disregard here
possible ordering ambiguities as this problem does not arise for the Yang{Mills
hamiltonian and constraints). The conditions (4.2, 4.3) are promoted up to
[H^; ^a] = X
b
Cab^





The conditions (4.13) make the system (4.12) self{consistent, i.e. the Hilbert space
of the states with denite energies and with denite (zero !) eigenvalues of the
operators ^a is not empty 8 . The procedure (4.12) denes our quantum gauge
system.
In the toy model (4.6, 4.7), the situation is very simple and very transparent.
The spectrum of the unconstrained system is En;m = !(1 + jmj + 2n) where m is
the eigenvalue of the momentum operator p^ and n is the radial quantum number.
The Hilbert space (4.12) involves only the states with zero angular momentum
En = !(1 + 2n) (4.14)
It coincides up to an irrelevant overall energy shift with the spectrum of the hamil-
tonian of a one{dimensional oscillator describing the radial motion on the half{line
0  r < 1. Note that the wave functions of our system do not depend on the
gauge variable . In other words, the wave functions are invariant under the gauge
transformation (4.11) (with constant ).
The Hilbert space of the quantum Yang{Mills eld system is dened as
H[E^ai (x); Ai(x)]Ψn[Aai (x)] = EnΨn[Aai (x)]
Ga[E^ai (x); Ai(x)]Ψn[A
a
i (x)] = 0 (4.15)
where E^ai = −ig2=Aai (x). The system (4.15) has non-trivial solutions due to the
commutator relations
[G^a; H^] = 0; [G^a(x); G^b(y)] = −2ifabcG^c(x)(x− y) (4.16)
Like in our toy quantum mechanical model, the constraint G^aΨ = 0 requires for
the wave functions to be invariant under the gauge transformation (1.9) for the
dynamical variables Aai with time{independent Ω(x).
We will see a bit later that, in the Yang{Mills case, the Hilbert space dened
in (4.15) is actually too large. One has on top of (4.15) to impose some additional
constraint called the superselection rule and closely associated with the instanton
Euclidean eld congurations. Let us postpone, however, the discussion of this issue
until we learn another approach to quantization of gauge theories, the path integral
approach.
8These conditions are sufficient but not really necessary; there are some other self–consistent
gauge systems where restrictions are weaker: the constrained systems of the second kind etc. We
are not going to discuss these complications here as in QCD the conditions (4.13) are duly fulfilled.
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(Pn is the projector; Pn = 1 for gauge{invariant states and Pn = 0 for non{invariant
ones) and discuss rst our toy oscillator model. The partition function of the uncon-
strained 2{dimensional oscillator can be expressed via its evolution operator (3.13)
according to Eq. (3.15). Now we want, however, to include in the sum only the







dx K(x0 ;x;−i) (4.18)
where K is still the unconstrained evolution operator, but the nal and initial points
do not coincide anymore. x0 diers from x by rotation by the angle 0 and all such
angles are integrated over. Indeed, all the states in the sum (3.13) with non-zero
angular momenta give zero after the integration over 0 and only the gauge invariant
states survive.
Substitute now in Eq.(4.18) the path integral representation of the evolution













with LEuncons: = ( _x)2=2+!2x2=2 and the inner integral is done over all the trajectories
with the \twisted" boundary conditions xi() = Oij(0)xj(0). Let us change now




where the only condition imposed on an otherwise arbitrary function () is
(0) = 0; () = 0 (4.21)
The change (4.20) corresponds to going into a reference frame which rotates in
Euclidean time with variable angular velocity () = _(). The condition (4.21)
requires that the overall rotation angle is xed. However, as we have to integrate
also over 0, nothing is xed in fact and () are quite arbitrary. The variables
x0i() are now periodic. Let us substitute the change (4.20) in the integral (4.20)





As the integral does not depend on choice of variables, this only gives an irrelevant










where LE[x0(); ()] is the lagrangian (4.10) with the sign of potential reversed.
x0() are now periodic in  . The periodicity of () is not necessary, but, as imposing
this condition is convenient and does not change the result, we will do it. As (4.10) is
invariant under the gauge transformations (4.11), so is the partition function (4.22).
The result (4.22) can be obtained also in a dierent (somewhat heuristic) way.
Let us write the Minkowski path integral in the hamiltonian form implementing the






















The integral over momenta is Gaussian and can be done after which the momenta are
substituted by their saddle values obtained as solution to the hamiltonian equations
of motion [the second equation in Eq. (4.9)]. We arrive at the Minkowski version of
the integral (4.22) and the Euclidean partition function (4.22) can be obtained by
analytic continuation.
Everything what we have done for the oscillator can be transferred without
essential change to any system with the constraints of the rst kind. In particular,















This expression is gauge invariant. Also Lorentz invariance is explicitly seen. The














Speaking of the theory with quarks, it involves also path integrals over Grass-
manian eld variables. In the Minkowski space, we haveZ




d4x  f(i=D −mf ) f

(4.26)
for each quark flavor. In the Euclidean space, the expression (4.26) goes over toZ
d yf(x)d f (x) exp
Z
d4x  yf (i=DE −mf ) f

; (4.27)
where =DE = γED and the Euclidean γ { matrices are chosen to be anti-hermitian,
γEi = −γMi ; γE0 = iγM0 with the property γE γE +γE γE = −2 , so that the operator
=DE is hermitian.  yf are hermitially conjugated to  f (there is no factor γ0 here just
because, in Euclidean space, it is  y rather than   which is a scalar and  yγE  
rather than  γ which is a vector).
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4.1 Path integral on the lattice
Path integrals (4.24 { 4.27 ) are symbols which require an operational denition.
For ordinary quantum mechanical systems, we splitted a nite time interval in n
equidistant points and dened the path integral as the limit of a nite dimensional
integral (3.11) when n tends to 1. For eld theories, we need to discretize not only
time, but also space. Also, for gauge theories, we want to do it in a way that gauge
invariance would be preserved at all intermediate steps. The corresponding gauge
invariant discretization procedure for the Yang{Mills theory was worked out by
Wilson. We will discuss it only for the euclidean version of the theory. A discretized
gauge invariant path integral can also be dened in the Minkowski space{time,
but there is not much use of it: only euclidean path integrals are feasible now for
numerical calculations.
Let us introduce a discrete 4{dimensional hyper-cubic lattice. The nodes of the
lattice are labelled by an integer 4{vector n. Let us dene on each link of the lattice
a unitary matrix Un+eµ;n 2 SU(N) where e1 = (1; 0; 0; 0) etc. For each plaquette (or
two{dimensional face) of the lattice labelled by its corner n with all the components
less or equal than the components n for other 3 corners and 2 directional vectors
















where dU is the Haar measure on the group which is invariant with respect to the




if the matrix U is parametrized as expfiaag; jj  . For SU(2) also we need
not take the real part in Eq. (4.28) as the trace of any SU(2) matrix is real.
We are going to show that the exponent in Eq. (4.29) is a correct discrete
approximation for the Euclidean action of the continuum Yang{Mills theory and
hence the integral (4.29) is a reasonable discrete approximation of the path integral
(4.24).
We assume the actual spacing of our euclidean lattice a be small compared to
all characteristic scales of the theory 9. Let us associate Un+eµ;n with the parallel
transporter (1.8) along the corresponding link : Un+eµ;n  expfiaAeg where A
9As the coupling constant g in the Yang–Mills action is dimensionless, we do not understand
yet what the characteristic scale is. That will be discussed at length in future.
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are dened in the middle of the link. Then the quantity under the trace in Eq.(4.28)
is the operator of the parallel transport along the small plaquette and Wn; is
nothing else as the Wilson loop operator which for small boxes can be expressed as
























 used). The integral (4.29) is
gauge invariant as was desired. Really, the action (and also the Haar measure) are
invariant under the transformation
Un+eµ;n ! Ωn+eµUn+eµ;nΩyn (4.31)
where fΩng is a set of unitary matrices dened in the nodes of the lattice. The
denition (4.29) is not unique. Other gauge{invariant lattice actions can be con-
structed. They all reproduce the structure TrfF 2g in the leading order in a, but
dier by the terms / a6 etc. A very probable (but not proven rigourously) statement
is that lattice path integrals with all such lattice Yang{Mills actions give the same
physical results in the continuum limit which means that the continuum theory is
well dened. Note that it is not the case for QED or for the 4 theory due to the
known Landau pole problem. As we will see and discuss at some length later, this
problem is absent in QCD.
The integral in (4.29) involves a discrete but still innite number of variables. To
make it nite, our lattice should have a nite size both in spatial and in Euclidean
time directions. Practically, it is convenient to implement it by imposing periodic
boundary conditions on the matrix link variables :
Un+Lαeα+eµ;n = Un+eµ;n (4.32)
where L = (Lx; Ly; Lz; L ) characterizes the size of the lattice (the number of
nodes in the corresponding direction); no summation over  is assumed. With the
conditions (4.32), the theory is eectively dened on a 4{dimensional torus. Periodic
boundary conditions are better than boundary conditions with rigid walls: the nite
size eects present in all practical numerical calculations are less prominent for the
torus. For these boundary eects to be not important, the physical sizes of the
torus aL should be larger than a characteristic scale of the theory while a should
be kept much smaller. In practical calculations, \much" means at most 4{5 times.
Calculating the path integral (4.29) numerically on an asymmetric lattice with Lx =
Ly = Lz  L in the regime when the boundary eects due to nite Euclidean
time extension are important while the eects due to a nite spatial size are not,
one calculates the true partition function of the system at nite temperature T =
1=(aL ). The properties of the vacuum wave functional are explored in calculations
on large symmetric lattices.
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Up to now, we discussed only pure Yang{Mills theory without fermions. QCD
involves quarks and, to dene path integral for QCD, we need to handle fermionic
elds on the lattice. Let us dene to this end Grassmann variables  yn;  n in
the nodes of the lattice for each quark flavour (colour and Lorentz indices are not






[ ynUn;n+eµγ n+eµ −  ynUn;n−eµγ n−eµ]−ma4
X
n
 yn n (4.33)
Substituting here Un;n+eµ  1− iaAe +O(a2), one can readily see that the action
(4.33) reproduces the action
SEferm =
Z
d4x[i yγ(@ − iA) −m y ] (4.34)





 ynγ[ n+eµ −  n−eµ] ! i
Z
d4x yγ@ 
Expanding U up to the linear in a term, we restore also the interaction term, and
the last term in Eq. (4.33) goes to the continuum mass term. The action (4.33 ) is
invariant under the gauge transformation when U are transformed according to Eq.
(4.31) and  n ! Ωn n.
It is important that the action (4.33) is bilinear in  yn;  n. The fermionic part
of the path integral has the formZ Y
i
d yi d i expf−Mij yi jg (4.35)
where i  (n; ) , with  marking both the colour and Lorentz spinor index, andMij
is a matrix going to the Euclidean Dirac operator matrix i=DE −m in the continuum
limit. We have learned how to do the integrals like (4.35) in the previous lecture.
According to Eq.(3.41), the answer is just det kMk. Thus, the full path integral for












f goes over all quark flavours.
Let us spend few more moments to discuss again Eqs.(4.27, 4.36). We seem
to be in some trouble here because , in contrast to the Minkowski fermion action,
the Euclidean action (4.34) is not real (the rst term changes sign under complex
conjugation while the second term does not). But it is actually not a trouble because
the full fermionic path integral




(the product is done over all eigenstates  n of the massless Dirac operator, =DE n =
n n, in a given gauge eld background ) is real. To see this, let us assume rst
that the theory is somehow regularized both in the infrared (so that the spectrum
of the Dirac operator is discrete) and in the ultraviolet [so that large eigenvalues
n do not contribute in the product (4.37)].
10 Note now that the spectrum of the
massless Dirac operator enjoys a symmetry: for any eigenfunction  n of the operator
=DE with the eigenvalue n, the function  0n = γ5 n is also an eigenfunction with the
eigenvalue −n (=DE and γ5 anticommute). Thereby,
Y
n





where k is the number of eventual exact zero modes (these will be discussed in the
last lecture) and the product
Q0
n is done over non-zero eugenvalues only. We see
that the expression (4.38) is real and the Euclidean partition function is real too.
Speaking of the numerical calculations of the integral like (4.36), they are tech-
nically very dicult (not only one has to do a multidimensional integral, but also
the integrand becomes very complicated involving a determinant of large matrix).
But they are possible, and this problem is now under attack.
The nal necessary comment is that I have actually cheated you here and the
action (4.33), is strictly speaking, not correct. It has two problems: rst, if doing
continuum limit quite carefully, one would get not one, but 16 dierent fermion
species. The second problem is that the action (4.33) is in complicated relationships
with the so called chiral anomaly problem which we did not discuss yet. Not going
into details, we only say here that, as far as QCD is concerned, all these diculties
can be overcome and a consistent denition of the path integral in QCD exists.
But nobody has succeeded so far in providing a lattice denition of the Euclidean
path integral for theories involving chiral (left { right asymmetric) fermions like the
fermions in the Standard Model.
5 Lecture 5.  - vacuum.
It was already mentioned that, for the Yang{Mills theory, the system (4.15) is not
yet the full story. An additional constraint, the supersection rule is required. To
acquire better understanding, consider rst a simple quantum mechanical model.
10Lattice regularization is fine here. Ultraviolet cutoff is effectively produced by a finite lattice
spacing and the infrared cutoff — by a finite size of the Euclidean box. But any other consistent
regularization scheme is also OK.
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5.1 Quantum pendulum




+ !2(1− cos) (5.1)
(m  1; !2  gl). The motion is nite 0    2 with the points 0 and 2
identied.
We want now to quantize the system. The easiest way to do it is to substi-
tute −i@=@ for p in the hamiltonian (5.1) and to impose the boundary condition
Ψ(2) = Ψ(0) on the wave functions. Then the spectrum of the system is discrete.








However, one is not forced to impose the requirement of strict periodicity on the
wave function. The boundary condition
Ψ(+ 2) = eiΨ() (5.3)
with any  2 [0; 2) is admissible as well. The condition (5.3) picks up a dierent








Anticipating eld theory generalizations, let us express this transparent result in
more general terms. In our case, the operator rotating the pendulum by one turn
counterclockwise
U^Ψ() = Ψ(+ 2) (5.5)
commutes with the hamiltonian. This is true in the free case and also when a
periodic in  potential term is present. Thereby we can diagonalize the hamiltonian
and the operator U^ simultaneously. Eigenvalues of U^ are some complex numbers z
with jzj = 1 [this condition follows from the unitarity: the operator (5.5) preserves
the normalization of the wave function]. Hence z  ei. Bearing all this in mind, we
can subdivide the whole Hilbert space of the hamiltonian (5.1) without any specic
boundary condition on the wave function imposed (when ! = 0, the basis of this
large Hilbert space is formed by the plane waves Ψ() = (1=
p
2)eipφ with arbitrary
p ) into sectors characterized by a denite eigenvalue e
i of the operator U^ . A small
Hilbert space ( or the  - sector) for the free pendulum is displayed in Eq. (5.4).
The spectrum (5.4) as a function of  is drawn in Fig. 1. Thick lines mark the
ground state of the system (the vacuum). We see that the dependence Evac() is
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E−pi−2pi pi 2pi θ
n=-1n=0n=1
Figure 1: Spectrum of the quantum pendulum as a function of . The solid line is
the true ground state energy Evac() = minnfEn()g. It is periodic in  with the
period 2.
discontinuous at  = (2k + 1). When ! 6= 0, the functions Ψn() and En() are
more complicated, but the picture is qualitatively the same.
The quantity  and the picture in Fig. 1 have a very natural physical inter-
pretation. We need to solve actually the problem of quantum motion in a periodic
potential V (+ 2) = V (). The problem has been solved at the dawn of quantum
mechanics by Bloch who was interested in the quantum behaviour of electrons in
crystalls. Checking out with the textbooks, it is not dicult to see that the alias
for the quantity  entering Eq.(5.3) is quasi-momentum. The analog of the picture
(1) for a periodic potential in interest presents a zone structure of our \crystall".
Let us nd now the \eective mass" of our \Bloch electron"




for a true pendulum in a gravity eld with nonzero !. Heuristically, the larger !
is, the more diucult is for the pendulum to overcome the potential barrier and
to perform a 2 rotation. Thereby me measuring the inertia of the system with
respect to such rotations should be large (and  should be small) for large !. We
will nd  analytically in the region !  1 by the path integral method and learn
many important lessons of a paramount importance for the eld theory.
As a rst step, substitute the denition






into Eq. (5.6). Noting that @Z()=@j=0 = 0 due to the symmetry Z() = Z(−),
we obtain













P being done over the states from the sector with a given value of  only)
via path integral. This can be done similarly to what we have done in the previous









dK(+ 2k; ;−i) (5.9)
where K is the Euclidean evolution operator of the \unconstrained" system dened
in the large Hilbert space which includes all eigenstates of the hamiltonian without
any boundary condition on the wave function specied. The evolution operator
K(+ 2k; ;−i) describes the amplitude for the system to be rotated by k turns
counterclockwise over an Euclidean time . The equivalence of Eq.(5.8) and Eq.(5.9)
can be explicitly seen if substituting in Eq.(5.9) the spectral decomposition (3.13)




0) = 2( − 0) (5.10)
Thirdly, the evolution operator can be represented via path integral according




















where each term of the sum involves the path integral over all the trajectories with
boundary conditions () = (0)+ 2k. That is so in terms of the \unconstrained"
hamiltonian describing the motion on the whole line −1 <  < 1. As actually
  +2, one should rather speak of the topologically non{trivial closed trajectories
describing rotation of the pendulum by a corresponding number of turns.
The fourth and nal step is calculating the path integrals entering the sum (5.11).
When !  1, the action of all topologically non-trivial trajectories is large. Hence
the path integrals Zk with k 6= 0 are suppressed compared to the topologically trivial
integral. If keeping in the sum only the latter, we will not detect any dependence
11We will see soon that the similarity here is far from being accidental.
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Z() at all:  = 0 and the eective mass is innite. To get a non-zero , we
have to take into account small nonzero Zk. For large !, the integral can be done
in the saddle point ( quasiclassical) approximation: Zk  expf−Skg where Sk is
the minimal possible action in the class of the topologically non-trivial Euclidean
trajectories | the instanton action.
The reader has already realized, of course, that we are using now the terminology
of the lecture 2 where topologically non-trivial Euclidean congurations and solu-
tions in the Yang{Mills eld theory were discussed. The analogy is, indeed, very
precise, and we will shortly see it. But let us rst nish our calculation.
We are interested in the limit  !1. One can show that, in that case, we are
allowed to set also the lower limit of the integrals in Eq.(5.11) to −1. A saddle
point in the integral with, say, k = 1 is the solution of the Euclidean equations of
motion with the boundary conditions
(−1) = 0; (1) = 2 (5.12)
The equations admit an integral of motion (normally, it has the meaning of energy,
cf. Eq. (1.30), but here we are solving the equations in Euclidean time and such




− !2(1− cos) = 0
this equation can be easily solved:
 = 4 arctan e!(−O) (5.13)
This tunneling trajectory is a quantum mechanical analog of instanton. 0 is the









That means that the full contribution in the partition function from the topologically
non{trivial trajectories with unit winding k is
Z1 / (!) expf−SIg = (!) expf−8!g
where the large factor  comes from the integral over the collective coordinate 0
of which the action does not depend. The contribution from the trajectories with
k = −1 is exactly the same. Consider now the contribution from the sector with
k = 2. The functional integral is saturated by the classical solution with boundary
conditions (−1) = 0; (1) = 4. It is not dicult to realize that it presents a
12Note in passing that the solution we have just got describes also a soliton in the two–
dimensional Sine–Gordon model.
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combination of two solutions (5.14) separated by a large Euclidean time interval.
The corresponding contribution in the action is Z2 / (!)2 expf−16!g. We see that,
as far as the exponential factors are concerned, Z2 = Z−2 is suppressed compared
to Z1 and can be neglected. On the other hand, Z2 involves the extra large factor
 which we agreed to set to innity. If  is nite, but very large, all the terms in
the series (5.11) are relevant. Actually, it is not too dicult to sum over this series
for any  (provided ! is large). This exercise makes a lot of sense and teaches a
lot concerning vacuum dynamics of QCD: the instanton gas model for the QCD
vacuum state is introduced in such a manner .
We will not do it here, however, and assume instead that ! and  tend to
innity in such a way that the \fugacity"  = ! expf−8!g stays small. We state
without proof (try to construct one !) that the result for the eective mass (5.6)
obtained under such an assumption is the same as in the true thermodynamic limit
!1. When  is small, the terms with higher k can be neglected and the whole
 - dependence in (5.11) comes from the term k = 1. We derive
  ! expf−8!g (5.15)
The eective mass is inversely proportional to the amplitude of quantum jump which
is the exponential of the action of the classical tunneling trajectory: a very natural
and transparent result. The preexponential constant in Eq.(5.15) can in principle
be determined by calculating the functional integral in the Gaussian approximation
and, again, an analogous calculation makes a lot of sense in QCD, but we will not
preoccupy ourselves with it here.
Before parting with this beautiful pendulum toy, let us do one more excercise















where the integral is done over all closed topologically trivial and topologically non{
trivial trajectories. The factor expf−ikg is traded here for an extra term in the
lagrangian called the  { term. Normally, adding a full time derivative in the la-
grangian changes nothing, but in quantum theory it is true only if no topologically
non{trivial trajectories are involved. If k 6= 0, so is R 0 _  k, the functional integral
is modied, and a full derivative leads to quite observable eects like changing the
spectrum etc. The analytical continuation of the integral (5.16) into Minkowski
space gives the usual Minkowski path integral with LM ! LM −  _: the extra term
in the Minkowski lagrangian is real.
5.2 Yang–Mills theory
Wave functionals presenting the solutions of the equation system (4.15) are anni-
hilated by the constraints G^a which means that the wave functions stay invariant
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with small a(x). This is tantamount to saying that the wave functions are invariant
under innitesimal gauge transformations (1.10) of their arguments, Ai ! Ai , and
hence also under nite topologically trivial gauge transformations (1.9), i.e. the
transformations which can be reduced to a continuous series of innitesimal gauge
transformations (1.10). However, not all gauge transformations are topologically









with an arbitrary nite parameter . Ω(0) = 1. As jxj ! 1, Ω(x) ! −1
irrespectively on the direction x=jxj the innity is approached. For any other jxj,
the function Ω(x) gives an element of SU(2) so that every element appears only
once. Therefore the function (5.17) presents a topologically non{trivial mapping
of S3 (R3 compactied at innity) on the SU(2) gauge group. Indeed, the Chern{














is equal to one 13. The gauge transformation (5.17) is topologically non{trivial which
means that a continuous in  family of gauge transformations Ω(;x), such that
each Ω(;x) presents a smooth function on S3 (that means in particular that the
limiting value of Ω(;x) at jxj ! 1 exists and is uniquely dened; the necessity
of this restriction will be seen a little bit later), Ω(0;x) = 1 , and Ω(1;x) = Ω(x),
does not exist. Ω(x) may be called a \large" gauge transformation. The Gauss
law constraint says nothing about what happens with the wave functional after its
arguments are transformed with Ω(x).
Along with Ω(x), there are also other distinct topologically non{trivial trans-
formations Ωn(x) = Ω
n
 (x). with integer n. Dierent Ωn(x) cannot be smoothly
transformed to one another. They form a homotopic group 3[G] = Z.




commutes with the hamiltonian and further with all other physical gauge{invariant
operators. That means that the operator (5.19) has the same meaning and can
be handled in the same way as the operator (5.5) of the 2 rotation for the pen-
dulum. Thus, we diagonalise the hamiltonian and the large gauge transformation
13The expression (5.18) is the same as (2.8): dµ = µ0dx for a purely spatial hypersurface.
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operator (5.19) simultaneously and divide the large Hilbert space spanned over all
the eigenstates of the hamiltonian satisfying the Gauss law constraints into sectors
with a denite eigenvalue of U^ . The latter is ei as the large gauge transformation
does not change the norm of the wave function. We are allowed and, moreover, are
forced to consider only one such distinct sector because no physical operator has
non{vanishing matrix elements between the states with dierent . Once nding
ourselves in a state characterized by some , we can can go over into a dierent
state in the same sector as a result of some perturbation, but the value of  cannot
be changed. It is a World constant set up once and forever. The status of  is
roughly the same as that of the gauge coupling constant. The dynamics of the
quantum Yang{Mills theory is just not specied until the value of  is given.






















A(x; ) = [A(x; ]
[Ωk(x)] (5.21)
for the kth term in the sum. The expression (5.20) denes the thermal partition
function. Tending  ! 1 and substituting R 0 ! R1−1, we obtain the partition
function focused on the vacuum state.
Let us look at the term in (5.20) with k = 1. The important fact is that
the Pontryagin index (2.6) of Euclidean eld congurations in the corresponding
path integral is unity. To see that, consider the conguration Ai(−1;x) = 0,
Ai(1;x) = −i@iΩΩy. Present our Euclidean space as the cylinder S3⊗R where R
is the Euclidean time and S3 is the 3{dimensional space with innity added. Recall
that the Pontryagin density  F ~F is a full derivative and the 4-volume integral of
F ~F can be written as a surface integral according to (2.8). As the base S3 of our
cylinder has no boundary, the surface of S3 ⊗ R are just two S3 | the 3-spaces at





~F a = NC:S:( = 1)−NC:S:( = −1) (5.22)
Using compact S3 instead of R3 as a base is quite OK in our case, but may seem
a bit confusing. Alternatively, one can consider the disk D3 with large nite radius
and the integral of the Pontryagin density over D3 ⊗ R. One can show then that
the integral of the Chern{Simons current in Eq.(2.7) over the side surface of the
cylinder vanishes when the radius of the disk is much larger than the characteristic
scale .
When the coupling constant g is small (we do not understand yet under what
conditions it is realized), the action of all topologically non-trivial congurations is
large. The integral can be done quasiclassically and Z1 = Z−1  expf−82=g2g
where 82=g2 is the action of the instanton solution studied in the second lecture.
Thus, we understand now the physical meaning of the instanton.
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 It is a quasiclassical tunneling trajectory connecting the classical naive vacuum
Ai = 0 and the conguration −i@iΩΩy obtained from the naive vacuum when
applying a large gauge transformation. When coupling constant g is small,
the tunneling amplitude is suppressed as expf−SIg where SI = 82=g2 is the
instanton action. Everything is the same as for the quantum pendulum and
the physical interpretation of  | the quasimomentum corresponding to the
drift of the system between the degenerate vacua characterized by dierent
denite Chern{Simons numbers | is also the same.
We can explain now why the requirement that Ω(jxj ! 1) is uniquely dened
was imposed in the rst place. One can, of course, consider the gauge transforma-
tions which tend to dierent values when x ! 1 along dierent directions. Such
are e.g. so called Gribov copies with ~Ω(x) 
q
Ω(x). It turn out, however, that the
action on a tunneling trajectory interpolating between the trivial vacuum Ai = 0
and the conguration −i@ ~Ω(x)~Ω(x)y (it is the so called meron solution) has an in-
nite action and does not contribute thereby to the path integral. In fact, it is just
the presence of this innite barrier which justies the topological classication.
In the same way as we did it for the pendulum, one can rewrite the integral






















where the integral is done over all eld congurations which are periodic up to a large
gauge transformation. The second term in the integrand presents a full derivative
which is, however, relevant when topological non{trivial congurations come into
play. It is the famous  - term in QCD. The path integral can be continued in the
Minkowski space in which case




and the  - term is real.
What is the value of  in the World we live in ? Only experiment not theory
can give an answer to this question. Note that the  - term breaks both P - and T
- invariance ( Indeed, F a
~F a can be rewritten as E
aBa where Ea is chromoelectric
and Ba is chromomagnetic eld. Ea is a vector odd under time reflection while Ba
is a pseudo{vector even under time reflection). We know, however, that neither
parity nor T { invariance are broken in strong interactions. And that means that 
is either just zero or very small. The best experimental restriction comes from the
measurements on the electric dipole moment of neutron. It is less than 10−25e  cm
which means that  < 10−9. 14
14There is a subtlety here. All physical effects noninvariant with respect to P - and T - transfor-
mations are actually proportional to sin . Thus the symmetry requirements alone restrict  to be
41
The fact that  is absent or small has no explanation in the framework of QCD.
May be the problem will be eventually solved when we understand the nature of
the unied theory of all interactions incorporating also QCD. The status of this
problem is roughly the same as the status of the cosmological term problem: we do
not understand why the latter is absent in our World either. 15
6 Lecture 6. Faddeev – Popov’s ghosts and dia-
gram technique.
As was repeatedly emphasized in this notes, quantum eld theory is nothing else
as quantum mechanics with innite number of degrees of freedom. We know three
main methods of studying quantum mechanical systems: i) explicit solution of the
Schro¨dinger equation, ii) quasiclassical approximation, and iii) perturbation theory.
Speaking of the rst \brute force" approach, it is in principle possible, but not very
practical for a system of interacting elds: we cannot solve the Schro¨dinger equa-
tion analytically while solving it numerically is extremely dicult (though possible
in principle with lattice methods). We have made an excursion in quasiclassical
methods in the previous lecture.
But the technique most widely used which allows one to obtain a lot of nontrivial
results for physically observable eects is, of course, the perturbation theory. It is
especially fruitful for the theories like QED where the coupling constant is small
and the perturbative series converge rapidly. In many cases, perturbative expansion
works well also for QCD. 16 For quantum eld systems, the alias for perturbation
theory is the Feynman graph technique. In this and in the following lecture we will
construct the diagram technique for QCD, will learn how to calculate the simplest
Feynman graphs in QCD, and will understand what asymptotic freedom is.
6.1 Feynman rules from path integral
We assume that a reader is familiar with the standard operator way to derive the
Feynman graph technique. Here we will give a brief sketch how it is done with path
integrals. Consider the simplest eld theory with non-trivial interaction, the 4










close to either 0 or . We just note for the records here that the second possibility is excluded
by what we know from experiment on the properties of light pseudoscalar mesons. That can be
shown in the framework of the effective chiral lagrangian describing the light meson dynamics [7].
15Probably, the analogy between  and the cosmological term is even more deep. In the Ogievet-
sky – Sokachev formulation of supergravity, the latter is also written as a full derivative [8]. But
this question is far beyond the scope of these lectures.
16We will see later that it is so for processes with large characteristic energy transfer.
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Our task is to nd the elements of S{matrix | the matrix elements < outjin >.
On the rst step we make use of the reduction formula which relates the scattering
amplitudes to the residues at the poles of the vacuum expectation value of the T{
product of the Heisenberg eld operators ^(x) = eiH^t(x)e−iH^t. For example, for












p2i −m2R + i0
1A iM12!34 (2)4(4)(p1 + p2 − p3 − p4)
+ less singular terms ; (6.2)
where Z is the residue of the exact propagator at the pole:Z
d4xeipx < 0jTf^(x)^(0)gj0 >  iZ
p2 −m2R + i0
when p2  m2R, and mR is the renormalized physical mass which does not generally
coinside with the bare mass m entering the lagrangian (6.1). The result (6.2) can be
derived both in the operator and in the path integral language (see e.g. [3], Chapt.
7.2). We skip it.
Secondly, we must express the vacuum expectation value in the L.H.S. of Eq.(6.2)
into a path integral. We already know the formula (3.17) expressing a v.e.v. < O^ >
via an Euclidean path integral. In our case, we need to nd the average of the
T{product of the Heisenberg operators depending explicitly on the real Minkowski
time xi0. Skipping the details again, we write the answer
< 0jTf^(x1) : : : ^(xn)gj0 > = lim
T!1(1−i0)
R D (x1) : : : (xn) exp ni R T−T dtdxL(x)oR D exp ni R T−T dtdxL(x)o (6.3)
where the innitesimal imaginary shift −i0 ensures the dominance of the vacuum
contribution and the boundary values of (−T;x) and (T;x) need not be specied:
they do not aect the result.
On the third step we have to calculate actually the path integrals in Eq.(6.3).
For theories with non-trivial interaction, that can be done only approximatively. We
will do it perturbatively presenting the result as a series over the coupling constant
. To this end, we rst present L = L0 + Lint where L0 involves at most second










in series in  and express our vacuum average into the integrals
< 1 : : : m >0 =
R D (x1) : : : (xm) exp fi R d4xL0(x)gR D exp fi R dtdxL0(x)g (6.5)
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(m = n + 4k if the kth term in the expansion of the exponential (6.4) is taken
into account). The point is that the integrals (6.5) have Gaussian form and can
be calculated analytically. 17 It is convenient to do it via the generating functional
which we already introduced when discussing quantum mechanics path integrals [see
Eqs.(3.18, 3.19)]. In our case, we may write


































(x)(−@2 −m2 + i0)(x) + J(x)(x)]

(6.7)
In the last line, we performed the integration by parts; the term i0 should be added
to take into account the fact that, according to Eq.(6.3), the integral over dt was
originally done over a path somewhat below the real time axis ( in the last line, we
integrate just over the real axis ). The shift i0 makes the integral (6.7) convergent.
It can be explicitly done if dening
 = 0 + i
Z
d4yDF (x− y)J(y) (6.8)
where DF (x− y) is the Feynman scalar Green’s function
(@2 +m2 − i0)DF (x− y) = −i(x− y)
The change of variables (6.8) kills the linear term, the integral over D0 gives an
irrelevant constant, and we obtain








Varying it according to Eq.(6.6), we easily obtain
< (x)(0) >0 = DF (x)
< (x1)(x2)(x3)(x4) >0 = DF (x1 − x2)DF (x3 − x4) +DF (x1 − x3)DF (x2 − x4)
+DF (x1 − x4)DF (x2 − x3) (6.10)
etc. i.e. the average of the product of 2p factors (xi) presents the sum of (2p− 1)!!
terms, each terms being the product of p Feynman Green’s functions< (xi)(xj) >0
with dierent arguments. The property (6.10) (the absence of non{trivial higher




Figure 2: 1{loop correction to scalar propagator.
correlators) is a well-known property of Gaussian stochastic ensembles. When con-
structing the diagram technique, it plays the same role as the Wick contraction rules
used in operator formalism.
To make it absolutely clear, consider an example. Let us nd the one{loop
correction to the propagator < (x)(0) >. In the rst order in , the propagator
is given by the ratio










exp fi R d4xL0(x)g (6.11)
Consider the numerator. The average of the product of 6 elds involves many terms
corresponding to dierent pairing among the elds. Let rst (x) be paired directly
with (0). Then we have DF (x) as a common factor, and whatever it multiplies, the
same factor appears also in the denominator and cancels exactly the corresponding
 { dependent terms in the numerator. This phenomenon is known as cancellation of
vacuum loops. A non-trivial perturbative correction comes from the terms involving
the products < (x)(y) >< (y)(y) >< (y)(0) >. There are 12 such terms,
and we nally obtain
< (x)(0) > = DF (x)− i
2
Z
d4yDF (x− y)DF (0)DF (y) +O(2) (6.12)
The second term here corresponds, of course, to the simplest diagram in Fig. 2, 1
2
being the symmetry factor.
6.2 Fixing the gauge
To treat QCD perturbatively, we must ensure that characteristic eld fluctuations
are small. This is not so in the path integral (5.23) | a gauge transformation which
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can change the values of the elds substantially leaves the integrand invariant. All
such gauge{transformed elds come on equal footing. To cope with this unwanted
eect, we should somehow x the gauge, i.e. impose a constraint which picks out
only one representative from the whole gauge orbit, a set of eld congurations
diering by only a gauge transformation 18.
In the toy oscillator model considered in Lecture 4, the requirement  = 0 played
the role of such gauge xing constraint. The constraints imposed in QCD may have
a lot of dierent forms. Dierent constraints (dierent gauges) are used for dierent
purposes. We will discuss here Lorentz{invariant gauges and in the rst place, the
Landau (or Lorentz) gauge
@Aa = 0 (6.13)
















(we may forget about  in perturbation theory). This is what is usually done in
QED. However, this is wrong in non{abelian case: the expression (6.14) is not
gauge{invariant. Indeed, let us perform an innitesimal gauge transformation (1.10).
The argument of the  - functions in (6.14) is shifted by Mab(A)b where
Mab(A) = @2ab + facbAc@
  @D ; (6.15)















so that the path integral is not gauge{invariant, indeed. In the abelian case, the
second term in Mab(A) was absent and the shift did not depend on A. In that case,
J = 1 and the problem does not arise.
Faddeev and Popov were the rst to realize how to write down a correct gauge{
invariant path integral with gauge{xing condition imposed in the non{abelian case.








18Note that we need not be concerned here whether it is a topologically trivial or a large non–
trivial gauge transformation. We are set now to study perturbative series in the coupling constant g
whereas the effects due to non–trivial topology are non–analytic in g being exponentially suppressed
/ expf−82=g2g when g is small.
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in the integrand (4.25) where R(A) is a gauge xing function. In our case, R(A) =Q
ax @A
a
. The integral in (6.17) is done over all gauge transformations with the Haar




is [DΩ  Qx dΩ(x); DA  Qxa dAa(x) ]. That allows us to change the variables










DA[R(A)] det kMab(A)keiS[A] (6.19)
with Mab(A) from Eq. (6.15). The integral over DΩ in the R.H.S. is lifted as the
integrand does not depend on Ω anymore and
R DΩ just brings about an irrelevant
innite constant.
The meaning of the transformations performed is the following: the integral
(6.18) is done over all gauge elds as the integral (4.25) was. For each A,  -
function in Eq.(6.18) picks out a gauge transformation Ω(x) such that the gauge
transformed eld satises the gauge xing constraint R(A) = 0. Thereby the whole
range of integration in the path integral is splitted into a se otf gauge orbits (or
bers in our ber bundle). As the contribution of the each element of a given orbit
in the path integral is the same (it is the determinant factor which takes care of it),
we can suppress the integral over the orbit dΩ and write the integral in a way that
only one element of the orbit satisfying the gauge xing constraint R(AΩ) = 0 is
picked out.
The expression (6.19) is correct, but still inconvenient. And here comes the
second Faddeev and Popov trick. Let us present the determinant in Eq. (6.19) as a







d4x ca[−@2ac − fabcAb@]cc

(6.20)
which is true up to an irrelevant constant factor due to the property (3.41) (the choice
of the sign in the exponent is a pure convention). The product of the determinant
(6.20) and the exponential eiS[A] in the path integral can be written as ei
~S[A] where ~S









2 − ca(@Dac )cc
#
(6.21)
we still have the  - function (@A) in the integrand which is not too convenient.





















and denes a general Lorentz { invariant  - gauge. The Landau gauge corresponds
to the limit  ! 0. The determinant factor appears for each gauge in the family
(6.22) by the same token as in the Landau gauge. It does not depend on !a(x). The
exponent in (6.23) is added to the lagrangian, and we nally obtain
LFP = −1
4





−ca(@2ac + gfabcAb@)cc ; (6.24)
where we went into normalization A! gA convenient for perturbative analysis. The
ghosts are not real physical particles. If they would be, the theory would have no
sense: the hamiltonian involving scalar fermion elds would not have a ground state
and unitarity would be broken. Therefore, one is not allowed to consider ghosts in
the physical jin > and < outj asymptotic states. However, the ghosts appear with
a vengeance in the loops. Loop integrals over ghosts elds produce the perturbative
expansion of the Faddeev {Popov determinant. We will see a bit later that the
ghosts loops are not a luxury but, in fact, it is necessary to take them into account
to provide for unitarity of the amplitudes.
Before going further, let us make a nal comment concerning the gauge invariance
of the path integral. The integralZ







came from the gauge invariant path integral (4.25) and should be gauge invariant.
This invariance is not seen explicitly: if transforming the gauge elds only, both
the gauge xing term and the ghost-ghost-gluon interaction term in Eq.(6.24) are
varied non{trivially. One can be convinced, however, that the lagrangian (6.24) is
invariant under a global symmetry transformation which acts both on the gauge and









where  is an anticommuting Grassmann parameter. The invariance of (6.24) under
(6.26) is a \remnant" of the gauge invariance after the gauge is xed. It is called the
BRST - symmetry. The symmetry (6.26) is useful when deriving generalized Ward
identities (see e.g. [5]).
With the path integral (6.25) in hand, we can derive the diagram technique in the
same way as was outlined for the 4 theory. Alternatively, if one wishes, one could
introduce the unphysical ghosts creation and annihilation operators and derive the
Feynman rules in the operator language (one should only keep in mind that ghosts
never appear as asymptotic states). The result is displayed in Eq. (6.27) where
we also added the quark propagator and the quark{antiquark{gluon vertex coming

















3{gluon vertex: Γabc(p; q; r) = −gfabc[(p− q) +





4{gluon vertex: Γabcd = −ig2fabef cde( − )
−ig2facef bde( − )
−ig2fadef bce( − )
ab
p






ccg − vertex: Γabc(p) = gfabcp
p







quark - gluon vertex: (Γa)ji = igγ
(ta)ji (6.27)
Here 3{gluon and 4{gluon vertices came from the expansion of the rst term in
the lagrangian (6.24). We see that the 3{gluon vertex involves momenta coming
from the derivatives @A
a







Figure 3: The process qq ! 2g.
are outgoing so that p + q + r = 0 is chosen. Also the ghost-ghost-gluon vertex
involves the ghost momentum. The convention is that p is the momentum of an
outgoing ghost. All the vertices depend on the color indices of the crossing lines
[adjoint indices a; b; c; d for gluons and ghosts and fundamental (antifundamental)
indices i; j for quarks and antiquarks] in a non{trivial way. The external gluon lines
present the transverse polarization vectors e(T ) (k) = e
()
 (k) ,  = 1; 2, satisfying
the properties (e() )
2 = −1; e() (k)k = 0. This is quite parallel to QED with
the only dierence that here e(k) carries also the color index a which we will not
display explicitly. The external quarks and antiquarks are represented by bispinors
ui and u
j carrying the fundamental or antifundamental color indices.
6.3 Ghosts and unitarity.
Consider the process of annihilation of the quark{antiquark pair into two gluons.
Compared with the analogous process e+e− ! 2γ inQED, it involves an extra graph
with 3{gluon vertex (see Fig. 3). The amplitude of the process can be calculated
according to the Feynman rules (6.27) and has the form Me() (k)e
()
 (q).
Let us rst recall the situation in QED. For the process e+e− ! 2γ, one could
write
iM(k; q) = (ie0)
2
Z
d4xd4yeikx+iqy < 0jTfj(x)j(y)gje+e− > (6.28)
where j(x) = e(x)γe(x) is the electromagnetic current, e0 is the electron charge. In
QED, the electromagnetic current is conserved: @j
 = 0 which implies kM
(k; q) =
qM
(k; q) = 0. In non{abelian case, the situation is dierent. Indeed, the current
ja = qγtaq satises only the property
Dja = (@ac + fabcAb)jc = 0 (6.29)
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with covariant derivative. This relation does not describe any local conservation law
19. Besides, M cannot be presented in the form (6.28) due to the third graph in
Fig. 3.
Therefore, there is no reason for kM
(k; q) to be zero, and it is not. If we
multiply, however, kM
 by the transverse polarization vector of the second gluon,
we obtain zero again:
kM
(k; q)e(T ) (q) = 0 (6.30)
Indeed, an explicit calculation (do it !) reveals that
kM
ab (k; q)  (qq − q2)uγtcufabc (6.31)
The term / q2 is zero when the second gluon is on mass shell and the rst term
gives zero after multiplication by the transverse polarization vector e(T ) (q). Note
that the contribution of only two rst graphs in Fig. 3 in the amplitude would not
be transverse even in the limited sense (6.30); this property holds only when also
the third graph is taken into account.
Generally, it is true that for any amplitude involving an ingoing or outgoing gluon
with the momentum k and presentable thereby in the form e(T ) (k)M
(k) where M
involves also transverse polarization vectors of all other eventual external gluons,
the relation M(k)k = 0 holds. It is one of the QCD Ward identities following
from the gauge invariance and (after the gauge is xed) the BRST symmetry (6.26).
We will not give a general derivation here.
The physical meaning of the property (6.30) is the following. Besides two trans-
verse polarizations, one could also consider two unphysical polarizations, a scalar
polarization and a spatial longitudinal polarization:
e(s) = (1; 0); e(l) =
1
jkj(0;k) (6.32)










 (q) Me(+) (k)e(T ) (q) can be interpreted as the amplitude
of the process of the production of transverse gluon with momentum q and a gluon
with momentum k carrying an unphysical polarization e(+) (k). That is something
which we do not want: only tranverse gluons are physical particles and nothing else
19An analogy with general relativity can be drawn: as is well-known, in curved space a locally
conserved energy–momentum tensor does not exist. The canonical energy–momentum tensor T µν
satisfies only the property T µν,µ = 0 with covariant derivatives involving the Cristoffel symbols.
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Figure 4: The process qq ! qq.
can be produced in collision of quark and antiquark physical states 20. The Ward
identity (6.30) ensures that the amplitude of the process qq ! g(+)g(T ) is zero. One
can be convinced that the amplitude of the process qq ! g(−)g(T ) is zero too.
This is not yet the end of the story, however. Consider the process qq ! g(+)g(−).
Multiplying the tensor (6.31) by the vector e(−) (q)  (q0;−q) we nd with a dismay
that the amplitude of the process with creation of two unphysical polarization is
nonzero. One could try to nd a way out of the paradox postulating that one is just
not allowed to consider amplitudes of such unphysical processes. That is OK as far
as tree amplitudes are concerned, but the trouble strikes back when loops are taken
into account.
20Though we have not discussed it yet, a reader may know that, strictly speaking, gluons
(whether transverse or not) and quarks are not physical asymptotic states of QCD. Due to
the wonderful confinement phenomenon, the spectrum of the hamiltonian in QCD involves only
colorless hadron states. Confinement is an experimental fact which is not proven yet. But what
is quite definite is that it is a non–perturbative phenomenon and does not show up in any finite
order of perturbation theory. In perturbative QCD, quarks and transverse gluons are physical
asymptotic states in the same sense as electrons and positrons are.
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Figure 5: Ghost loop contribution in Mqq!qq.
Consider the one loop contribution to the elastic zero angle scattering amplitude
qq ! qq with two{gluon intermediate state. The corresponding graphs are drawn
in Fig. 4. Let us calculate its imaginary part using the Cutkosky rules so that
the internal gluon lines are put on mass shell. If the graphs are calculated in the
















(we choose the basis where e() are real). Then the imaginary part of the elastic
forward scattering amplitude is given by the sum of the cross section of the physical
process qq ! 2g(T ) and the cross section of the unphysical process qq ! g(+)g(−). We
have either to abandon the restriction that only physical polarizations are created
(and thereby gauge invariance) or the optical theorem and thereby unitarity.
This paradox is cured by the ghosts. Consider another contribution in the am-
plitude drawn in Fig. 5 and involving the ghost loop. Its imaginary part due to
the two{ghost \intermediate state" is non-zero. It is related to the \cross section"
of the process qq ! cc. An explicit calculation shows that this \cross section"
is negative and cancels exactly the positive \cross section" of another unphysical
process qq ! g(+)g(−). Thereby, both contributions which cancel each other can
be disregarded, only the physical cross section with transverse gluons in the nal
state contribute in the imaginary part, and gauge invariance and unitary can be
reconciled again.
A cancellation of this kind occurs actually also in QED if choosing as a basis
for unphysical polarization not the light cone vectors (6.33) (in which case unphys-
ical contributions to the cross section are zero right from the beginning), but the
scalar and spatial longitudunal vectors (6.32). In that case, the \cross sections"
e+e−!γ(s)γ(s) and e+e−!γ(l)γ(l) are not zero, and only the net contribution of all this
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garbage to the imaginary part ImMe+e−!e+e− is zero. In the non{abelian case, the
cancellation occurs only when ghosts are taken into account.
7 Lecture 7. Regularization, Renormalization and
 - function.
7.1 Regularization
Feynman integrals for the loop graphs diverge at large momenta. To handle this
divergence, we should introduce an ultraviolet cuto, to regularize the theory in
ultraviolet. We should do it in a gauge{invariant way. If we will not bother to
do so, huge gauge-non-invariant terms in the amplitudes would appear. For exam-
ple, a simplistic momentum cuto (which breaks gauge invariance) brings about a
quadratically divergent gluon mass (and a quadratically divergent photon mass in
QED).
Many gauge{invariant regularization procedures exit. The most "politically cor-
rect" one is probably the lattice regularization. As we have seen, the path integral
symbol can be attributed a meaning (also beyond perturbation theory!) if discretiz-
ing the space-time and trading the continuum lagrangian (1.17) for the Wilson lattice
action entering the path integral (4.29) which is gauge{invariant. The nite lattice
spacing a = −1UV serves as an ultraviolet cuto. One can calculate loops in the
Yang{Mills theory with lattice ultraviolet cuto, but it is not so convenient. In par-
ticular, xing the gauge for the lattice action brings about some (purely technical)
problems.
For QED, the simplest and the most convenient regularization procedure is
the Pauli-Villars procedure. It consists in subtracting from the each QED diagram
involving electron-positron loops a similar diagram with loops of some extra fermions
with a very large mass M . Heavy elds are irrelevant while the loop momenta are
of order of physical external momenta pchar M . Both graphs (with electron loops
and with heavy Pauli-Villars fermion loops) diverge, however, at large momenta.
Their dierence is nite but depends on the heavy mass M which plays the role of
the ultraviolet regulator.
In the nonabelian case, the divergences come not only from quark, but also from
gluon and ghost loops, and the Pauli-Villars method does not work. A possible
gauge{invariant regularization procedure consists in modifying the lagrangian by















and the integrals are mostly convergent in the ultraviolet (those which are not can
be handled in a Pauli{Villars{like way). The drawback of this regularization is the
appearance of new vertices which makes explicit calculations complicated.
The most artitial and, physically, the less transparent but, technically, the
most convenient way is the dimensional regularization used in the most practical
calculations. It consists in changing the dimension of the space{time. Consider a




whereM2 is an expression involving external momenta, Feynman parameters, and/or
fermion masses. The integral diverges logarithmically at large momenta. Let us
consider the same integral done over ddk where d is an arbitrary (to start with, an
integer) parameter. If d < 4, the integral is convergent and can be done explicitly.











We next continue analytically this formula derived for an integer dimension d onto
arbitrary real values of d and will be interested in the values of d just a little bit less
than 4: d = 4− 2,  1. For n = 2, the expression (7.2) develops a singularity in




(γ is the Euler constant) so that the original logarithmic singularity in our integral
displays itself as a pole  1=. Note that, with dimensional regularization, also a
quadratic divergence for the integral (7.2) with n = 1 shows up as the same pole
[Γ(−1 + ) = Γ()=(−1 + )  −1=] with an extra dimensional factor  M2; the
logarithmic and the power divergence are somehow mixed up.
We have learned how to calculate scalar integrals like (7.2), but in practical
calculations, the integrand may involve tensor structures depending on loop and
external momenta. For fermion loops, also γ { matrices and their traces are present.
A tensor like  has not a direct meaning in the space of fractional dimension.
However, bearing in mind that eventually all such tensors are going to be contracted
with other tensors an/or with polarization vectors of external gluons, it suces to
dene formally pq = (pq) and

 = d = 4− 2 (7.3)
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It is often necessary to keep here the term of order  because the structure like gg
may be multiplied by a divergent integral  1= and constant terms should be kept
to provide for a correct gauge invariant answer.
Speaking of the γ { \matrices" in a fractional dimension space, they are dened
formally as certain objects obeying the Cliord algebra
γγ + γγ = 2 (7.4)
Bearing (7.4) and (7.3) in mind, the habitual relations of the Dirac matrices algebra
are somewhat modied, e.g.
γγ
γ = −2(1− )γ
γγ
γγ = 4 − 2γγ (7.5)
etc.
Problem 1. Using the Pauli{Villars regularization, prove that the photon mass
is zero, indeed.
Problem 2. The same with dimensional regularization.
7.2 Renormalization
QCD like QED is a renormalizable theory. That means that the only net eect of
all the troublesome divergent contributions to dierent physical amplitudes consists
in redening the fundamental constants of the theory: electric charge and electron
mass in QED and the coupling constant g and the quark masses in QCD. In other
words, being expressed via a renormalized parameters gren, mrenq , all the physical
quantities do not involve any ultraviolet divergences anymore. All such divergences
are absorbed in the renormalized constants which depend on the ulraviolet cuto
0 , the bare coupling constants g0 and m0 and an arbitrary chosen scale . It
is convenient to choose  of order of characteristic energy scale of the process of
interest.
The assertion of the renormalizability ofQCD can be proven as an exact rigourous
theorem. We will not do here, but rather provide a heuristic physical explanation.
Ultraviolet divergences come from large loop momenta. When loop momenta are
much larger than characteristic external momenta, the latter are not really impor-
tant. Ii is instructive to consider a one{loop correction to, say, the photon propaga-
tor in the coordinate representation. Large momenta correspond to small distances
in the loop. In that case, the loop \looses its structure" and can be treated as a
point (see Fig. 6). This point brings about a new quadratic contribution in the
lagrangian which, by gauge and Lorentz invariance, is bound to have the structure
 (@A − @A)2. This counterterm is added to the similar structure in the tree
lagrangian so that the eective value of e2 is changed.
Renormalizability is closely related to the general notion of \eective lagrangian"
which is not even specic for eld theories, but is heavily used also in the usual
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!Figure 6: Appearance of counterterms.
quantum and classical mechanics. Suppose we have a system whose hamiltonian
involves two essentially dierent dimensionful parameters m and M associated with
some \light" and \heavy" degrees of freedom light and heavy. Suppose that we
are interested with the spectrum and other characteristics of the system at the
energies of order Echar  m M . It is true then that these low{energy properties
can be studied not with the full hamiltonian H(light; heavy), but with an eective
hamiltonian He(light) depending on the light degrees of freedom only. One can
further build up a systematic expansion over the dimensionless small parameter
m=M for He(light) and analyze in the rst place the eective hamiltonian in the
leading order in this expansion.
A classical example of such an eective hamiltonian is the Born{Oppenheimer
hamiltonian for a 2-atom molecule. In that case, heavy degrees of freedom were the
positions and momenta of atomic electrons while the light degrees of freedom were
the positions and momenta of atomic nuclei. The characteristic energies related to
electronic excitations have atomic scale while a characteristic energy due to oscil-
lations of the nuclei around their equilibrium position is much lower. The eective
Born{Oppenheimer hamiltonian presents just an oscillator whose rigidity depends
on how the energy of the lowest electronic term depends on the distance between
the nuclei.
Another known example is the eective lagrangian (or hamiltonian) of quasi-
static and quasi-homogeneous electromagnetic elds in QED. For simplicity, let
the eld be just static and homogeneous and purely magnetic. In that case, light
is the magnetic eld density B and heavy are the electron and positron eld de-







(B2)2 +    (7.6)
The renormalization procedure is nothing else as the construction of the eective
lagrangian in the Born{Oppenheimer spirit where the light degrees of freedom are
eld modes with the characteristic momenta of physical interest and the heavy
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degrees of freedom are the modes with momenta of order 0.
21 There is a way
to calculate the Wilsonean eective lagrangian directly using the background eld
method. We will use, however, a more standard approach when renormalization
factors of the dierent structures in the lagrangian are calculated separately, and
the full eective lagrangian is obtained on the second step.
Being expanded in the powers of the elds, the lagrangian of Yang{Mills theory
(6.24) (with the fermion term added) used for perturbative calculations involves
quadratic, cubic and quartic terms giving rise to the gluon, ghost, and quark prop-
agators and various vertices. When accounting for loop corrections, all these struc-

















































































where for the propagators we assume k2 = −2 and, for the vertices, we choose
a \symmetric normalization point" k2 = q2 = r2 = −2 and similarly for the 4{
gluon vertex. 22 The bare propagators and vertices are written in (6.27). The
renormalization factors Z are just some numbers. As is written, they depend on
the bare coupling g0, bare gauge parameter 0 and the dimensionless ratio 0=.
Generally, they depend also on the ratio mq0=. In this lecture, we will assume,
however, that the quark masses are much less than the characteristic scale of interest
 and disregard this dependence. Note that the transverse part of the gluon Green’s
function and the longitudinal one involving the gauge parameter  are renormalized
with their own factors. Actually, one can be convinced that the longitudinal part
is not renormalized at all so that Z = 1. Two dierent spinor structures in the
quark Green’s function G−1(k) are also renormalized with their own factors, their
ratio gives the mass renormalization. All the terms in the expression (6.27) for the
21To be precise, one should establish some separation scale  and treat all the modes with
momenta p <  as light variables and the modes with momenta p >  as heavy variables. This
interpretation is due to Wilson.
22Green’s functions at Euclidean momenta are more convenient to analyze as they do not involve
imaginary parts.
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3-gluon vertex are multiplied by one and the same renormalization factor however.
This is guaranteed by the symmetry of the normalization point.
We hasten to comment that choosing the symmetric Euclidean normalization
point is a pure convention. It makes calculations with several loops easier, but other
conventions leading eventually to the same physical results are possible.
The Green’s functions (7.7) \build up" an eective lagrangian






































(with this expression in hand, the renormalised propagators and vertices (7.7) follow
from the tree{level Feynman rules.).
To bring the kinetic terms to the standard form,it is convenient to redene 23
A! Z1=2g A; c! Z1=2c c;  ! Z1=2q  
Gauge invariance requires now that after that the eective lagrangian would coin-
cide by form with the original one up to eventual renormalization of the constants.
This requrement is rather rigid. It tells that the renormalization factors cannot be

















Their meaning is that the strength of coupling extracted from 3-gluon, 4-gluon,
ghost-ghost-gluon, and quark-quark-gluon vertices coincides even after the renor-
malization is performed. Any such vertex can be used to extract the renormalization
factor for the eective charge given by the ratio (7.9)
7.3 One-loop calculations.
We will choose the qqg { vertex for this purpose. Technically, the calculations for the
ghost-ghost-gluon vertex are a little bit more easy (ghosts are scalars while quarks
are fermions involving extra spinor indices). The calculation with quarks is a little
bit more instructive, however, because it is parallel to a similar calculation in QED,
and both the similarities and dierences between abelian and non{abelian theories



























Figure 7: Gluon polarization operator
We start with calculating the renormalization factor for the gluon propagator. The
relevant graphs are drawn in Fig. 7. Zg as such are not physical quantities and
depend on the gauge. We will work in the Feynman gauge  = 1.
Note rst that, as we have already mentioned, the longitudinal part of the gluon
propagator is not renormalized:
kD(k) = k
D(bare) (k) (7.11)





it follows that the gluon polarization operator is transverse:
k
(k) = 0 (7.12)
In QED the property (7.12) follows trivially from the current conservation. As was
discussed earlier, the colored current is not conserved in QCD, but the property








So, like in QED, it suces to calculate aa(k) = 3(N
2 − 1)(k2) which simplies
the calculations. For ab(k) to be non-singular, (0) (the gluon mass) should be
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zero and it is. With the dimensional regularization, it is seen immediately. The
graph with fermion loop gives the same expression as for QED and gives zero for
(0) by the same reason. Also the contributions to (0) from all other graphs with
massless particles in the loop are proportional, if any, toZ
d4p
p2
which, according to the rule (7.2), gives zero identically as soon as the dimension of
the space{time is changed 4 ! 4− 2.
We will calculate (k2) for massless quarks (we are interested now only in the
renormalization factor which, as was mentioned does not depend on mass when the
latter is small compared to characteristic momenta) via its imaginary part using the
dispersion relation along the same lines as it is done in the book [1] for QED. This
method is much more physical than the dimensional regularisation (though its direct
implication is associated with certain technical diculties for complicated graphs in
higher orders). The fact that the gluon mass is zero allows us to write for (k2) the







s0(s0 − s− i0) (7.13)
We will calculate the imaginary part as a half of the discontinuity of the polarization
operator at the cut, the later being determined with the help of the Cutkosky rules
when the fermions, gluons, and ghosts in the loop are put on the mass shell and




Consider rst the diagram with quark loop. The integrand in the corresponding
Feynman integral involves the factor
(i2)propagators  [(ig)2]vertices  (−1)ferm:loop  Trftatbg  Trfγ=pγ(=p− =k)g (7.14)
It is the same as in QED up to the factor Trftatbg = 1
2
ab. Calculating the trace
and noting that, as this expression is multiplied by (p2)[(p − k)2], we can safely
put p2  0 and (pk)  k2=2, we obtain
Im  / 4g2[p2 − pk]ab = −2g2k2ab (7.15)
It is the same as in QED up to the factor Trftatbg = 1
2
ab. Restoring all the
relevant numerical factors or just multiplying by Nf=2 the known QED result (Nf






Let us now consider 3 other graphs in Fig. 7. The easiest is the graph with 4{gluon
vertex: its imaginary part is just zero. The graphs with triple gluon vertices and
with the ghost loop contribute, however. Consider rst the ghost loop contribution.
Calculating the imaginary part of the corresponding graph with Cutkosky rules, we
obtain on the place of Eq.(7.15)




comparing with Eq.(7.15) and the latter with Eq.(7.16), we derive for the fourth
term of the proportion




The imaginary part of the ghost loop contribution has the negative sign which in
the light of the discussion at the end of the previous lecture is very natural: in fact,
the Cutkosky trick we are using amounts to calculating the unphysical amplitude
< virtual gluon(k2)jvirtual gluon(k2) > by unitarity saturating it, in the rst case,
by physical quark{antiquark states and, in the second case, by unphysical ghost
states. The graph in Fig. 7c) is related to the graph of Fig. 5 for the physical
process qq ! qq. As was mentioned, the cross section for the production of the
unphysical ghost degrees of freedom is negative.
Finally, let us calculate the graph with the gluon loop in Fig. 7d). Proceeding





 (i2)propagators  g2facdf bdc [(p+ k) + (k − 2p)









We see that the gluon loop contribution is 9 times larger than that from the ghost
loop and has the same negative sign. It comes from the unphysical gluon polariza-
tions which, according to Eq.(6.34), appear in the residue g of the gluon propagator
in Feynman gauge.
Notice that the contribution of unphysical gluon polarization and the ghosts does
not cancel as it was the case for the inclusive cross section ImMqq!qq / qq!2g +
qq!cc considered in the previous section. There is nothing wrong here: the decay
of the virtual gluon is not a physical process, and there is no reason for such a
cancellation to occur. Actually, the calculation we have just done is nothing else as
the calculation of two of the graphs contributing to ImMqq!qq: the graph in Fig. 5
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Figure 8: Quark polarization operator.
and the last graph in Fig. 4; the cancellation occurs only if taking two other graphs
in Fig. 4 into account.
Adding all pieces together, we get









Substituting it in the dispersive relation (7.13), we nally obtain
Zg = 1 +
g20
482





If calculating the same graphs in an arbitrary  gauge, the result is












Our next task is the renormalization factors for the quark propagator and for the
qqg vertex. The former can actually be found without calculation: the corresponding





 cF ; (7.23)
the Casimir eigenvalue in the fundamental representation. Taking the known result
from QED, we can immediately write








in the arbitrary  gauge.
Consider now the renormalization of the vertex. On the 1{loop level, two graphs
depicted in Fig. 9 contribute. The rst graph has the same structure as in QED,
again, and involves the color factor cF −N=2 which is obtained from the equality
tbtatb = [tb; ta]tb + cF t
a = cF t
a − if bactctb = cF ta − 1
2
if bac[tc; tb]
= (cF −N=2)ta (7.25)
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a) b)
Figure 9: qqg vertex.
The second diagram involving the 3{gluon vertex should be calculated anew. We
will not do it here and just quote the result for the sum of two graphs:














Note that in QED Ze = Zeeγ; this is one of QED Ward identities following from
the current conservation. In QCD, the corresponding Z { factors do not coincide
and their ratio constribute in the eective charge renormalization.





















The result (7.27) is valid only in the leading non-trivial order in g20 and does not alone
allow one to draw far{reaching conclusion. Pretty soon we’ll derive an improved
expression taking account the leading contributions in all orders in the coupling
constant. A remarkable fact can, however, be observed right now: if the number of
flavors is not too large 24 , the coecient of g20 in the square bracket has the opposite
sign compared to QED [the QED result can be obtained from Eq.(7.27) if setting
N ! 0; Nf=2 ! 1]. As a result, the eective charge grows when  goes down. In
QED on the contrary, it decreases.





factor Zinv in QED was negative. First, in QED Ze = Zeeγ and the charge renor-
malization comes exclusively from the renormalization of the photon propagator.
The renormalization factor of the propagator follows from the dispersive relation
24In the real world, Nf = 6 or even effectively less if a characteristic scale of interest  is less
than the heavy quark masses.
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(7.13): the Ka¨llen { Lehmann representation. The imaginary part of the photon
polarization operator can be expressed as
Im (s) / −X
n
< 0jj^jn >< njj^j0 > (P 2n − s) (7.28)
where j^ is the Heisenberg operator for the electromagnetic current and the sum
runs over all physical intermediate states. In QED, the current is conserved which
dictates P n < 0jj^jn >= 0. Going in the frame where the virtual photon is at
rest, we see that the vectors < 0jj^jn > are purely spacelike from which we derive
that Im QED(s) is strictly positive; it is an exact theorem of QED 25 Thereby,
Zinv = Zγ < 1 in QED and the physical charge is necessarily smaller that the bare
one.
Due to the lack of current conservation on one hand and, on the other hand,
impossibility to introduce some extra quarks with small color charge (in non{abelian
case, the latter is in a sense quantized, the ordinary quarks having the minimal one
corresponding to the fundamental representation), this kind of reasoning does not
apply to QCD and Im (s) does not need to be positive. In fact, we have seen
that it is not due to contribution of unphysical polarizations when calculating it
with Cutkosky rules. Besides, Zq 6= Zqqg which aects the charge renormalization.
Nothing prevents Zinv to be greater than unity and we have seen, indeed, that it is
greater than 1 on the one{loop level.
7.4 Renormalization group. Asymptotic freedom and in-
frared slavery.
The result (7.27) can be trusted when the correction  g20 is small. Note, however,
that even if g20 is small, the correction can be of order one or larger due to the




as a factor. In that case, higher loop corrections are of the same order as the rst
one and we are in a position to take them into account.
Fortunately, this can be done. There are two ways to do it. The rst way is to
single out accurately the leading logarithmic contributions  (g20)nLn in the relevant
graphs in all orders in perturbation theory and sum up all such terms. In QED,
it is relatively easy. One can notice that the higher loop corrections to the photon
polarization operator inQED involve only one power of L in all orders [basically, this
follows from the fact (which needs to be rst proven, of course) that Im QED(s)
25Another way of reasoning is noticing that Im ΠQED(s), the decay probability for the virtual
photon, can be related with a physical cross section. Consider some extra fermions E carrying a
very small charge e′  e. In the leading order in e′2, the inclusive cross section E¯E→all(s) (with
all orders in e2 taken into account) is proportional to Im ΠQED(s). Needless to say, a physical
cross section is always positive.
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is nite / s with a coecient presenting a well{dened series over the coupling
constant and from the dispersive relation (7.13)]. Thereby in the leading order, it
suces to consider only the one{loop graph in (s) and to sum all these one{loop









The same program can in principle be carried out for QCD, but it is much more
dicult and I even do not know whether somebody has done it explicitly. People
usually use here another very powerful method known as the renormalization group.
Let me rst quote the result. In the leading order, it is very simple and presents,

















Let us now derive it. The renormalizability of the theory means that all the physical
results should not depend on the bare charge g20 and the ultraviolet cuto 0, but
only on the eective charge g2(). Let us consider the eective charges g2() and
g2(0) at two dierent scales and let us rst assume that 0  . The eective



















with one and the same invariant function Zinv.
Suppose we are interested in a process with a characteristic energy scale  and
hence, eventually, in g2(). A crucial observation is that we can treat the parameters
0 and g2(0) exactly on the same footing as 0 and g20. In the Wilsonean eective
action spirit, we proceed here in several steps. On the 0th step, we dene our theory
with the coupling constant g20 at the scale 0. On the rst step, we integrate over the
modes with momenta greater than 0 and derive thereby a renormalized eective
action on the scale 0 which, as far as the modes with momenta less than 0 are
concerned, plays exactly the same role as the bare one. We can perform now the
second step and integrate over the modes with momenta less than 0, but greater
than  to obtain the eective action at the scale  and the eective charge g2().
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Nothing is changed except the upper and low scale from and where we are going.









with the same function Zinv(L; g
2) as in Eq.(7.32). Substituting here the eective























This equation denes the renormalization group (or the group of multiplicative
renormalizations) which just consists in tuning the eective charge when scale is
changed with the factor Zinv which depends on the ratio of two scales and on the
charge dened at upper scale, but no explicit dependence on the scale as such ap-
pears. The elements of the group are the functions Zinv(L; g
2) and the product of
two such functions gives a third one.
The functional equation (7.34) is the main magic trick. It provides stringent
restrictions on the form of the function Zinv(L; g
2). The best way to handle Eq.
(7.34) is to dierentiate it over  and to set  = 0 afterwards. This amounts to
presenting one of the group elements in Eq. (7.34) in the innitesimal Lee form. It













is called the Gell-Mann-Low function. (g2) presents a series over g2. The rst term




















where QCD is the integration constant. One can be easily convinced that Eq.(7.38)










That means that we summed up a geometric progression, indeed. The form
(7.38) of the result is much more illuminating, however. First of all, it does not
involve the dependence of unphysical parameters 0 and g0, but rather on their
combination QCD which is the only physical coupling parameter of QCD. A mir-
acle has happened. The original Yang{Mills lagrangian involves a dimensionless
coupling g2. We see, however, that a real physical parameter of the theory is QCD
which carries the dimension. This phenomenon is called dimensional transmuta-
tion. Together with the physical quark masses, QCD sets a scale for all relevant
dimensionfull quantities in QCD: in partucular, to all hadron masses.
Both from Eqs.(7.35, 7.37) (telling us that the derivative of the eective charge
over the scale is negative) and from their solution (7.38), it follows that the eective
charge falls down when characteristic energy grows. It means that the larger is the
energy (the smaller are the distances), the smaller is the coupling constant and hence
the more trustable is the perturbation theory. This behavior is called the asymptotic
freedom. It is just opposite to what we had in QED: the growing of charge at small
distances so that eventually the perturbation theory breaks down, however small
the initial large{distance charge was.
The latter property discovered rst in QED by Landau, Abrikosov, and Khalat-
nikov and known as a zero charge problem is rather troublesome and means in fact,
that QED seems not to be a self-consistent theory. Indeed, to dene a quantum
eld theory, we should attribute a meaning to the path integral symbol. That can
be done by putting the theory on the lattice and introducing thereby an ultraviolet
cuto. Naturally, we want that the results would not really depend on the ultravi-
olet cuto in the limit when it is sent to innity. However, in QED and in many
other eld theories where coupling grows at small distances (4 theory, Yukawa
theory, etc) , we cannot do it. If we tend 0 ! 1 while keeping g0 xed, the
eective charge (7.29) at any physical energy scale would go to zero. Of course, the
result (7.29) was obtained only in perturbation theory, and does not allow to make
denite conclusions concerning non-perturbative regime. But no serious reason why
this trouble should be rectied in the full theory is seen, and probably it is not.
On the contrary, QCD is very nice in this respect. A continuum limit when
the cuto is sent to innity and the bare coupling to zero exists and presents no
diculties. Everything depends on the combination (7.39).
There is, however, another side of the coin. According to (7.38), when the
physical scale  goes down, the eective charge rises. Eventually, at   QCD, it
becomes of order 1, and perturbative calculations in terms of quarks and gluons lose
any sense. This growth of charge is sometimes called \infrared slavery". Indeed,
we know from experiment that, at large distances, there is no trace of perturbative
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quarks or gluons whatsoever. The connement occurs and, instead of quarks, we
have hadrons with a characteristic energy scale  QCD. Unfortunately, we cannot
prove now that connement (i.e. the absence of free quarks and gluons in the physical
spectrum) occurs, indeed: this is a problem (a hard one) for the next century. But
the connection of connement with the infrared slavery phenomenon is obvious.
Asymptotic freedom and the infrared slavery are not, however, related so rigidly.
To understand it, remind that the result (7.38) corresponds to the summation of
the leading logarithmic terms / nsLn in the Green’s function. The equation (7.35)
allows one to sum up also next{to{leading logarithms / nsLn−1, / nsLn−2 etc. at
almost no cost.
We need only to know the higher{order terms in the {function expansion. Ac-
cording to Eq. (7.36), the term  g6 in (g2) and hence all the subleading terms
/ nsLn−1 in Zinv can be determined if the coecients of the two{loop overlapping
ultraviolet logarithm 2sL in the Green’s functions are determined. The term  g8
in (g2) gives all the subleading terms nsL
n−2 and is obtained from the 3{loop
calculation of the terms  3sL, etc.




















Now look. When N = 3, Nf = 6, the rst term is well negative and so is
the second term. The coecient b0 given by (7.31) falls down, however, if Nf is
increased: quarks provide for a conventional screening of charge like in QED and
if their eect overshoots the antiscreening eect due to gluons and ghosts which
happens at Nf > 16, the asymptotic freedom is lost. Consider an imaginary World
with N = 3; Nf = 16. Then the rst term in (7.40) is still negative, but very small.
The second term is now positive and is not particularly small. When we start
to evolve the equation (7.35) from very small distances (with very small coupling
constant) into the infrared, the second term in (7.40) is at rst unessential, only
the rst term works, and the eective charge grows. Sooner or later, the coupling
will grow up to a point when the second term would balance the rst one. Due to
the chosen boundary value Nf = 16 when the coecient b0 is articially small, this





and third and higher terms in the  { function can be ignored.
The coupling constant is freezed at the xed point (7.42) and does not grow any-
more however large the distance is. In this theory, we do have asymptotic freedom,
but do not have infrared slavery and connement.
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Problem. a) Show that the explicit solution of the dierential equation (7.35)
can be written in the form







b) From that deduce that, in any order in coupling constant, QCD dened as the











8 Symmetries: anomalous and not
The notion of symmetry is probably the most fundamental, rich, and important in
physics (and in mathematics too). We start with briefly reminding some generalities.
Suppose, the action of a classical eld theory is invariant with respect to some
global transformation. That means that, under an innitesimal transformation char-
acterized by a set of small x - independent parameters i the lagrangian density L is
also invariant or may be is changed by a full divergence L = i@f i. A renowned
Noether theorem implies then the existence of a set of conserved currents J i which
are extracted from the variation of the action under the same transformation but




− f i (8.1)
@J
i = 0 on any classical trajectory and the corresponding chargesQi =
R
J i0(x)d3x
are the integrals of motion.
If Qi do not depend explicitly on time, the conditions _Qi = 0 implies that, in
the hamiltonian formalism, the Poisson bracket fQi; HgP:B: of the charges with the
hamiltonian vanish. For the quantum theory, that implies that the commutators
of the corresponding operators [Q^i; H^] vanish too. 26 And that means that many
energy levels of the hamiltonian are degenerate ( the degeneracy occurs for the levels
whose wave functions are not invariant under the symmetry transformations and on
which the generators of such transformations Q^i act non{trivially).
A simple illustrative example is provided by the theory (4.6) (the unconstrained
version thereof) discussed earlier. The lagrangian (4.10) (with   0) is invariant
under the O(2) rotations x0i = Oij()xj with constant . The corresponding con-
served charge is p = x _y − y _x. In quantum theory, it is upgraded to the angular
26Strictly speaking, a direct classical counterpart of the quantum commutator is not the Poisson
bracket, but rather the so called Moyal bracket [9]. This distinction has no relevance for QCD and
will not bother us here.
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momentum operator p^ = xp^y − yp^x which commutes with the hamiltonian. The
energy levels of the hamiltonian enjoy the 2l+1 degeneracy where l is the eigenvalue
of p^.
We hasten to comment here that not all the symmetries relevant for eld theory
applications are so simple as that. A well{known example of somewhat less trivial
symmetry is the Lorentz symmetry. Conserved charges corresponding to the Lorentz
boosts are M0i = tPi − xiH . They depend on time explicitly which results in that
the commutator [M0i; H ] = −iPi is not zero. In practice, that means that a Lorentz
boost relates the states with dierent energies (like an electron at rest and a moving
electron). Lorentz symmetry belongs to the class of so called dynamical symmetries.
Let us rst say few words about the gauge symmetry discussed at length in the
previous lectures. We want to emphasize here that it is actually not a symmetry
in the same sense as rotational or Lorentz symmetry is. The matter is that, in
case of gauge symmetry, we are not allowed to consider the states which are not
invariant under symmetry transformations. The constraint G^aΨn = 0 dictates that
all the physical states Ψn are gauge singlets. Gauge symmetry just does not act
on the Hilbert space of the physical states, it exhibits itself only in the lagrangian
formulation involving some extra unphysical variables which can be disposed of,
in principle. In other words: gauge symmetry is not a symmetry, but rather a
convenient way to describe constrained systems.
What are the true symmetries of QCD ? QCD is a relativistic eld theory and
its lagrangian is invariant with respect to the Poincare group (involving rotations,
Lorentz boosts, spatial and time translations). There is nothing new compared to,
say, 4 theory or QED, and we will not discuss it here. Relevant and interest-
ing symmetries which constitute the subject of this lecture and which are specic
for QCD and for some its \relatives" are the conformal symmetry and the chiral
symmetries.
8.1 Conformal symmetry and its breaking
As was already mentioned before, the lagrangian (1.17) of the pure Yang{Mills
theory and also the lagrangian (1.19) of QCD with strictly massless quarks involves
no scale. That means that the action is invariant under the transformations8><>:
x ! x
A ! −1A
 ! −3=2 
(8.2)
Here we took into account the fact that the gauge eld A has the canonical dimen-
sion of mass and the canonical dimension of the quark eld is [ ] = m3=2 (the canon-
ical eld dimensions are found by requiring that the dimension of the lagrangian is
equal to 4 so that the action is dimensionless).
For the pure gauge theory, a somewhat stronger form of the scale symmetry










−detkgk FFgg ; (8.3)
where g20 is the coupling constant not to be confused with g(x) which is the metric
tensor. 27 Note now that the action (8.3) is invariant under the local conformal
metric transformations (
g(x) ! −2(x)g(x)
g(x) ! 2(x)g(x) (8.4)
while the elds and coordinates are not transformed. If we had in the rst place the
flat metric g(x) =  and (x) is a constant, the transformation (8.4) amounts
to a homogeneous scale dilatation and is equivalent to (8.2). The local conformal
invariance is specic for gauge theories. For example, the 4 theory with the
lagrangian (6.1) is invariant under the global scale transformation, but no locally
conformal invariant generalization for curved manifolds exists in this case.








= −(x) = 0 (8.5)













Having derived Eq. (8.5), we can forget now about the way we did it, set g  
and be sure that the identity (8.5) holds also for theory on flat background we are
primarily interested in. The equality (8.5) can be written as a local conservation




 =  + x@
 = 0). The relation (8.7) can be derived also without going
over to the curved space, just by a direct application of the Noether theorem. Let
us do it for pure photodynamics leaving the nonabelian case (where the calculations
are more clumsy) for the reader as a problem.
Let us remind rst that the canonical energy{momentum tensor of the electro-
magnetic eld which is obtained by the Noether method exploiting the symmetry of
27We assume that the reader is familiar with the basic notions of Riemannian geometry. Eq.(8.3)
is an obvious nonabelian generalization for the action of electromagnetic field on a curved back-
ground (see e.g. Ref. [10]).
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the lagrangian with respect to time and spatial translations does not coincide with
the abelian version of Eq. (8.6) and has a form





In contrast to Eq. (8.6), it is not symmetric with respect to the indices ;  (a
propos, it not gauge invariant either). For the elds satisfying the classical equations
of motion, it diers from (8.6) by a term @B
 where B is some tensor which
is antisymmetric in the indices ; . As @@B
  0, both ()can and ()sym
are conserved.
On the next step. let us derive the canonical expression for the dilatation current
for a general theory with the lagrangian L(i; @i) depending on some set of bosonic
elds i(x) with canonical dimension 1 and their derivatives. To this end, consider
an innitesimal scale transformation(
x = x
i = −i (8.9)
(   1) and, by a variable change, rewrite in the form where only the elds, not
the coordinates are transformed. We have(
i = (−x@i − i)
(@i) = (−x@@i − 2@i) (8.10)
where the rst term in i(x), [@i(x)] comes from the shift of argument due to
the variable change [the direction is opposite compared to that in Eq. (8.10)] and
the second term reflects a canonical dimension 1 of the elds i and the canoni-
















For a scale invariant lagrangian, the second term is just −4L (4 is the canonical di-
mension of L) and the variation presents a full derivative Lsc:inv: = −@(xLsc:inv:).
Assuming now that the parameters (x) are not constant and calculating the canon-
















is the canonical energy{momentum tensor. Fot the photodynamics, the expression
(8.12) diers from x( )
sym by the term
(D)can − x()sym = −F A − xF @A (8.13)
Taking into account the equations of motion @F
 = 0, we obtain D =
−@(xF A), i.e. the canonical dilatational current (8.12) coincides with the cur-
rent (8.7) up to a term whose divergence is zero kinematically so that one can use
the current (8.7) instead of (8.12) in all practical calculations. A deep reason for
this equivalence is still the local conformal invariance of the action (8.3) in a curved
background.





 f=D f (8.14)
appears. It is not zero identically (because a theory with quarks does not enjoy the
local conformal invariance (8.4) \o mass shell"), but it is still zero for the elds
satisfying the classical equations of motion =D f = 0. For massive quarks, scale
invariance is lost and  
P
f mf  f f 6= 0.
Up to now, we were discussing only classical theory. What happens in the
quantum case ? Whether the conformal symmetry is still there and, for example,
the trace of the quantum operator corresponding to the classical expression (8.6) for
the energy{momentum tensor vanishes ?
The answer to the question is negative. Actually, we have already seen this when
discussing the phenomenon of the dimensional transmutation in the previous lecture.
The quantum Yang{Mills theory (and the QCD) involves an intrinsic mass scale |
the scale where the running coupling constant is of order 1. This scale determines
the masses of all physical hadron states, etc. On the formal level: though the action
is invariant inder the scale transformations, the regularized path integral (4.29) is not
just because a nite lattice size introduces a scale 0 = a
−1 which, being combined
with the bare coupling constant according to Eq. (7.44), provides for the physical
mass scale QCD.
The absence of scale invariance on the quantum level results in that the trace
^ of the Heisenberg quantum operator describing the energy{momentum tensor is






This is the renowned conformal anomaly. It means that the dilatational current
(8.7) which is conserved on the classical level is not conserved in the full quantum
28The expression more often quoted in the literature involves g2 rather than g4 in the denomi-
nator. That is just due to a different normalization of the fields Aµ chosen.
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theory. Conformal symmetry is broken explicitly by quantum eects. Eq. (8.15)
presents an operator equality, i.e. all matrix elements of the left hand side and of
the right hand side taken between some physical states coincide.
We will derive Eq. (8.15) with path integral methods. Consider a regularized
euclidean Yang{Mills path integral depending on an ultraviolet regulator 0 and
a bare counpling constant g20. The scale transformation aects only the regulator:
0 = −0. Due to Eq. (7.44), this results to the same change of all physical
mass scales  QCD as the shift of the bare coupling constant g20 = (g20) with 0
keeping xed. The exponent of expf−SEg = expf−(1=2g20)
R
TrfFF gg in the





On the other hand, SE= =
R
d







This alone does not guarantee strictly speaking yet that the corresponding inte-
grands also coincide. To show this, one has to nd the variation of the path integral
under a local scale transformation (8.4). We should imagine a lattice whose spacing
(in physical units) depends on x: a(x) = a0[1 + (x)]. Somewhat heuristically (We
do not know whether somebody derived it accurately. One of the problems here is
that the space with x{dependent scale is not flat anymore, the scale transformation
(8.4) of the flat metric brings about a nonzero curvature.), we might say that a
lattice with small x{dependent spacing and a constant coupling g20 describes the
same physics as the lattice with constant spacing and x{dependent coupling con-
stant g2(x) = g20 + (x)(g
2
0) on the distances which are much larger than a(x).





(x) TrfFF gd4x (8.18)
Varying it over (x), we derive Eq. (8.15).
This can also be derived with operator methods which we will not dwell upon
here but illustrate in the following section devoted to
8.2 Anomalous chiral symmetry
Consider the Yang{Mills theory with just one massless quark. The term i  =D in
the lagrangian is invariant under the global chiral transformations 29
 = iγ5 ;   = i  γ5 (8.19)
29It is also invariant under the symmetry  = i , but it is just a special case of gauge
symmetry which, as was mentioned, is not a symmetry and is not a subject of this lecture.
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The corresponding canonical Noether current
j5 =  γγ5 (8.20)
is conserved on the equations of motion.
The important fact is that the symmetry (8.19) is there only in the classical case.
The full quantum path integral is not invariant under the transformations (8.19).
Like it was also the case with the conformal symmetry, the symmetry breaking due
to quantum eects can be presented as an operator anomaly identity
@j
5 = − 1
82
TrfFFg (8.21)
There are a lot of ways to derive and to understand this relation. We will do it in
two ways: rst, we derive (8.21) as an operator equality (we skipped an analogous
derivation when discussing the conformal anomaly) and, second, we will show that
the path integral measure is actually not invariant under the chiral transformations,
but is shifted so that the relation (8.21) is satised.
Let us start with the operator derivation and, for simplicity, consider rst the
abelian case. The rst problem to be addressed is how to dene a quantum operator
corresponding to the classical axial current (8.20). The matter is that one cannot
harmlessly multiply over the eld operators  (x) at the coinsiding points. Indeed,
say the vacuum average h  (x) (0)i  ix^=x4 and the limit x! 0 is singular.
Following Schwinger, we dene the axial current operator in QED as
j5 = lim
!0
















is very important and makes the expression gauge
invariant [cf. Eq.(1.5)]. The limit  ! 0 is taking assuming averaging over the
directions of  (otherwise the current would not be a Lorentz vector). Expanding
the exponential up to the terms O(), dierentiating the whole expression (8.22)





 (x+ =2) [−iγA(x+ =2) + iγA(x− =2)
+iγ@A(x)] γ
5 (x− =2) = lim
!0 i
F(x)  (x+ =2)γ
γ5 (x− =2) (8.23)
Supercially, it seems to be zero in the limit  ! 0. This is not so, however. Let
us average Eq.(8.23) over the state involving a classical background eld A(x).
The fermion Green’s function is the free Green’s function + the term describing
one insertion of the external eld + the terms with multiple insertions (see Fig.
10). The free Green’s function  ^=4 does not contribute in our case because the
corresponding spinor trace Trfγγγ5g is zero in four dimensions. To calculate the
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A=     +  + ...
Figure 10: Fermion propagator in external eld.
graph with one eld insertion, it is convenient to choose the xed point (or Fock{




(y − x+ =2)F + o(y − x+ =2) (8.24)
An explicit calculation (see Problem 1) gives





γ + γγ ^) + : : : (8.25)
Multiplying it by −iγγ5F (the extra minus sign comes from the permutation
of anticommuting eld operators), doing trace (Trfγ5γγγγg = −4i), and
averaging over the directions =2 ! =4, we arrive at the result
@j
5 = − 1
162
FF (8.26)
Note that the terms describing multiple insertions in the Green’s function are less
singular in  , and their contribution to @j
5 vanishes in the limit ! 0.
Let us briefly discuss the situation in other even dimensions. In two dimensions,
the term with one insertion of the external eld is O() and does not contribute to
the anomaly. The anomaly is still there, however. It appears due to the leading
term  i^=2 in the expansion of the fermion Green’s function (note that in two
dimension Trfγγγ5g = 2 6= 0 !). A simple calculation gives
@j




In, say, six dimensions, both the leading term and the term linear in eld do not
contribute because the corresponding spinor traces vanish. The anomaly is there
due to the term with 2 eld insertions. For d = 8, the term with 3 insertion works,
etc. Generally, one can derive
@j
5 = − 2
n!(4)n
1:::2nF12   F2n−12n (8.28)
where d = 2n. For odd dimensions, there is no γ5 matrix, no axial current and the
anomaly of this kind is absent: no man | no problem [11].
Let us return to the 4{dimensional QCD, however. We dene again the axial
current as in Eq. (8.22) and the whole derivation can be repeated. The only dier-
ence is that in the terms in @j
5 coming from dierentiating the fermion elds, we









  (x+ =2)γγ5[A(x); A(x)] (x− =2)
which, being combined with the other terms just gives the nonabelian eld strength
tensor. Also the relation (8.25) still holds with full nonabelian F (one of the
magics of the xed point gauge method). The only distinction is that the quark
Green’s function is now a nontrivial matrix not only in spinor, but also in color
indices. Thereby, the result (8.21) is reproduced.
Let us now derive the anomaly relation (8.21) with the path integral methods.
As we have seen, the anomaly appears due to the necessity to regularize the theory in
ultraviolet. The most politically correct approach would be to study a path integral
regularized on the lattice. We mentioned, however, that an accurate denition of
the fermionic path integral on the lattice is not so easy. We will use instead a nite
mode regularization.
Consider an Euclidean path integral for the partition function for QCD with one
massless quark flavor. The fermionic part of the integral isZ Y
x






which formally coincides with the determinant of the Dirac operator i=DE. Let us
assume that the theory is somehow regularized in the infrared so that the spectrum





where  n(x) are the eigenfunctions and fcng is a set of grassmannian coecients.
Then Y
x




Suppose the eld variables are transformed by an innitesimal global chiral trans-
formation  0 = (1 + iγ5) .  0(x) can again be expanded in the series (8.29). The
new expansion coecients are related to the old ones:








(nm + Anm)cm (8.31)














[the Jacobian appears in the denominator due to the rule (3.41)]. Or in other words






5 n(x) + o() (8.34)







5 n(x) is just zero. Indeed,
as was already mentioned earlier [see the discussion before Eq. (4.38)] the function
 0n = γ
5 n is also an eigenfunction of the Dirac operator with the eigenvalue −n. If
n 6= 0,  n(x) and γ5 n(x) present thereby dierent eigenfunctions and the integralR
d4x +n (x)γ
5 n(x) vanishes.
A nonzero value of (8.34) is due to the fact that for intricate enough topologically
nontrivial gauge elds, the spectrum of the Dirac operator involves some number of
exact zero modes for which γ5 0(x) =  0(x) (depending on whether the modes are
left{handed or right{handed) and their contribution in the sum (8.34) is responsible





5 n(x) = n
(0)
L − n(0)R = k ; (8.35)
where n
(0)
L;R is the number of the left{handed (right{handed) zero modes and k is the
Pontryagin index (2.6) of the gauge eld conguration.
Let us derive it now. As all nonzero modes are anyway cancelled out in the sum,







This actually is the nite mode regularization mentioned above: the contribution
of the modes with large 2n is suppressed. To calculate the sum, consider a quan-
tum mechanical problem with the hamiltonian H = (=D)2 = −[γ(p − A)]2 (it
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presents a matrix in spinor and color indices). The sum (8.36) is nothing else asR
d4xTrfγ5K(x; x; 1=M2)g, where K is the (matrix) evolution operator of our quan-
tum mechanical system in the imaginary time  = 1=M2 (note that the phase space
of our system is 8{dimensional involving the coordinates x; p and the evolution
occurs in some unphysical \fth" time). The trace is done of the spinor and color
indices. The evolution operator can be presented as a path integral. Assume now
that M is very large so that  is very small. We are dealing then with an innites-
imal euclidean evolution operator which can be presented as a nite dimensional
phace space integralZ









Bearing in mind that (=D)2 = −D2−iγE γE F and that Trfγ5γE γE γE γE g = −4
, the integral can be easily calculated in the leading order in 1=M2 [remind that we
are allowed to trade a functional integral to an ordinary integral (8.37) only in the
limit M2 ! 1]. It just coincides with k. Thereby, the index theorem (8.35) is
proven. 30
Substituting (8.35) in Eqs. (8.34, 8.32), we see nally that the change of the








In other words, a global chiral transfomation is equivalent to leaving the fermionic
elds intact, but shifting instead the parameter  in the original theory dened in
Eq. (5.23):  !  − 2
Like it was also the case with conformal anomaly, we have studied only the change
of measure under a global symmetry transformation. In case of chiral symmetry, it is
not so dicult to nd out how the measure is changed under a local transformation
with x{dependent parameters (x). In the same way as before we can derive






5 n(x) + o() (8.39)











30A note for pundits: actually, the Atiyah–Singer index for the Dirac operator coinsides with
a Witten index for some supersymmetric quantum–mechanical system, and the method how we
derived Eq. (8.35) coinsides with the known derivation of the integral representation for the Witten
index due to Cecotti and Girardello. See e.g. [12] for more details.
31Note that is is now a local quantity not directly related to global properties of a gauge field









The shift of the Minkowski action is given by the same expression without the factor
i (see e.g. [3]). Varying it over (x), we obtain the anomalous divergence of the
axial current in accordance with (8.21).
A nal comment is that in the real QCD with several light quarks, each flavor
contributes on the equal footing to the anomaly of the singlet axial current j5(singl) =P
f
 fγ
γ5 f and the whole result (8.21) is just multiplied by Nf .
Problem 1. Using the xed point gauge (8.24), derive the expression (8.25) for
the fermion Green’s function. Hint: go over in the momentum representation and






Problem 2. Find the change of measure under a global chiral transformation
in the 2{dimensional QED and reproduce the result (8.27).











(i = 1; 2 is the color and  = 1; 2 is the spinor index) presents an exact normalized
left{handed zero mode of the Dirac equation (’t Hooft). 32
8.3 Non–singlet chiral symmetry and its spontaneous break-
ing.
A theory with several massless quark flavors enjoys, besides the singlet axial sym-
metry  f = iγ
5 f (which, as we have seen, it does not actually enjoy) a set of
flavor{nonsiglet symmetries:
 f = iA[t
A f ]f (8.42)
and
 f = iAγ
5[tA f ]f (8.43)






where tA are the generators of the flavor SU(Nf) group ( Nf is the number of
flavors). The symmetry (8.42) is a usual isotopic symmetry. It is still there even
if the quarks are endowed a mass ( the same for all flavors). The symmetry (8.43)
holds only in the massless theory. The corresponding Noether currents are
(j)A =  tAγ ; (j5)A =  tAγγ5 (8.44)
They are not anomalous and duly conserved not only on the classical level, but also
in the full quantum theory. To describe a nite element of the symmetry group, it




(1 γ5) ;  L;R = 1
2
 (1 γ5) (8.45)
The lagrangian of massless QCD is invariant under the transformations
 L ! UL L;  R ! UR R ; (8.46)
where UL and UR are two dierent SU(Nf ) matrices. Thereby, the true fermion
symmetry group of the massless QCD is
G = SUL(Nf )⊗ SUR(Nf ) (8.47)
A fundamental experimental fact is that the symmetry (8.47) is actually sponta-
neously broken which means that the vacuum state is not invariant under the action
of the group G. The symmetry G is not broken completely. The vacuum is still
invariant under the transformations with UL = UR generated by the vector isotopic
current 33. Thereby, the pattern of breaking is
SUL(Nf)⊗ SUR(Nf) ! SUV (Nf ) (8.48)
Sponateous breaking of the axial symmetry shows up in the appearance of non{zero
vacuum expectation value
fg = h  fR gLivac (8.49)
(the quark condensate). Non{breaking of the vector symmetry implies that the
matrix order parameter (8.49) can be brought to the form
fg = −fg (8.50)
by the group transformations (8.46). 34 Otherwise, the matrix (8.49) is arbitrary.
33An exact theorem that the vector symmetry cannot be broken spontaneously in QCD can be
proven [13]. We will not discuss it here.
34Generally speaking, Σ can be any complex number. It can be made real by a global UA(1)
rotation which, according to Eq. (8.38) (with the factor Nf ), amounts to a shift of the vacuum
angle . In other words, in the theory with quarks the physics does not depend on the parameter 
and the phase of Σ separately, but only on their combination −Nfarg(Σ). The mentioned earlier
fact that the experimental value of  is very small refers actually to this particular combination
[note the negative sign in the definition (8.50)]. It is convenient then to choose Σ real and positive
and  = 0. From the experiment, we know that Σ  (240MeV)3=2 with about 30% uncertainty
(this value refers to some particular normalization point   :5GeV on which the operator  ¯ and
its vacuum expectation value depends).
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By the Goldstone theorem, the breaking (8.48) is associated with appearance of
N2f − 1 purely massless Goldstone bosons [N2f − 1 is the dimension of the original
group G minus the dimension of the residual group SU(Nf )]. They are quanta
describing fluctuations of the order parameter (8.49) in space and time. As it is the
axial symmetry which is broken, the Goldstone particles are pseudoscalars.
An analogy with a usual piece of iron is very fruitful here. The hamiltonian
of ferromagnet is rotationally invariant. Spontaneous magnetization signalizes the
spontaneous breaking of the rotational invariance SO(3) down to SO(2). The di-
rection n of the magnetization hMi = M0n; n2 = 1, is arbitrary. Rotating the
reference frame, we can choose, say, n = (0; 0; 1) [cf. Eq. (8.50)]. Fluctuations of
the vector n in space and time are described by 3−1 = 2 parameters and correspond
to magnon massless excitations.
Let us discuss the real World now. The lagrangian of real QCD (1.19) is not in-
variant under the axial symmetry transformations just because quarks have nonzero
masses. The symmetry (8.47) is still very much relevant for QCD because some of
the quarks happen to be very light. This is especially so for u- and d- quarks whose
masses mu  4MeV and md  7MeV [7] are much smaller that the characteristic
hadron scale hadr  :5GeV: the symmetry (8.47) is almost there !
Spontaneous breaking of exact SUL(2) ⊗ SUR(2) symmetry would lead to exis-
tence of 3 strictly massless Goldstone bosons. As the symmetry is not quite exact,
the goldstones are not strictly massless. Their mass goes to zero, however, in the
chiral limit mu;d ! 0 as M2 = B(mu + md) + O(m2q) where B  1:5GeV is a
certain phenomenological constant related to other observables. These light pseudo-
goldstone particles are well know to experimentalists. They are nothing else as
pions.
In the real World, there is also a third relatively light quark | the strange
quark. Its mass ms  150MeV is still small enough for the symmetry (8.47) to
make a sense. Thus, QCD enjoys the approximate SUL(3) ⊗ SUR(3) symmetry
which is broken spontaneously with the appearance of the quark condensate (8.50)
and also explicitly due to nonzero quark masses . As the latter are relatively small,
one can develop a perturbation theory (the chiral perturbation theory [7]) over the
small parameters mq=hadr. The spectrum of QCD includes 8 light pseudo-goldstone
mesons, a well{known pseudoscalar octet (;K; ).
Exploting the symmetry (8.47) allows one to obtain many non{trivial predic-
tions for the properties of these mesons, but this (as also other many wonderful
achievements of QCD in decribing the physics of hadron) is beyond the scope of
these lectures.
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