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If we deﬁne            then    can be constructed as
   
 
          
 
. Therefore, we can pick any   without
loss of generality.
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Partial-State Observers for Nonlinear Systems
H. Trinh, T. Fernando, and S. Nahavandi
Abstract—This note deals with the design of reduced-order observers
for a class of nonlinear systems. The order reduction of the observer is
achieved by only estimating a required partial set of the state vector. Neces-
sary and sufﬁcient conditions are derived for the existence of reduced-order
observers. An observer design procedure based on linear matrix inequali-
ties is given. A numerical example is given to illustrate the design method.
Index Terms—Nonlinear systems, partial-state estimation, re-
duced-order observers.
I. INTRODUCTION
The state observers design problem for nonlinear systems has re-
ceived widespread attention in the literature. The contributions made
towards solving this problem can be broadly classiﬁed into two ap-
proaches. The ﬁrst is known as the “output injection” approach. Here,
the aim is to ﬁnd a coordinate transformation so that the state estima-
tion error dynamics are linear in the new coordinates and then linear
techniques can be performed [1]–[5]. In [3], [4], necessary and sufﬁ-
cient conditions under which a nonlinear system can be transformed
into an observer canonical form have been established. In [5], the class
of nonlinear systems that can be transformed into a linear observable
form has been identiﬁed. Overall, for this approach, the conditions for
achieving the desired coordinate transformation are difﬁcult to satisfy
and the approach is applicable to a rather restrictive class of nonlinear
systems. Signiﬁcant research efforts have been directed towards de-
veloping transformation procedures that involve larger classes of non-
linear systems and canonical forms [5]–[7].
In the second approach, methods have been developed to design state
observers for nonlinear systems without the need of the state trans-
formation. State observers design using high-gain Luenberger-like ob-
servers for triangular nonlinear systems have been developed [8], [9].
For this method, the nonlinear system is brought into an observable
form and a sufﬁciently large constant gain dominates the nonlinearity
in the error dynamics equations. Dynamic output feedback stabiliza-
tion using high-gain observers has also been studied for fully-lineariz-
able systems [10] and for systems with “input-to-state stable” inverse
dynamics [11]. The design of observers for nonlinear systems, where
the estimation error decays irrespective of the input, has been reviewed
and generalized in [12]. For the class of systems which are driven by
nonlinear functions which are Lipschitz in nature, some fundamental
insights into the design of observers and existence conditions of full-
order observers have been reported in [13]–[16]. Zhu and Han [17]
showed that a (  ) reduced-order state observer, where  is the
system order and  is the number of outputs, can be designed under the
same existence conditions as for a full-order state observer [16].
All the aforementioned methods involve the design of full-order or
reduced-order observers to estimate the entire state vector of nonlinear
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systems. There are applications where observers are designed to esti-
mate only a linear combination of the states or a partial set of the states
of nonlinear systems. Such observers are known as linear functional
observers [18] and they can have a signiﬁcantly lower order than that
of full-order state observers. Following on from the work of [13]–[17],
this note presents a method for designing reduced-order observers that
can estimate a required partial set of states,  , of the state vector. Here,
the order of the observer is the same as the number of partial states
(       ) to be estimated. Furthermore, if the order of the ob-
server is ( ), then the results in this note can handle a wider class
of nonlinearities than those reported in [13]–[17]. A key feature of the
design method in this note is the decomposition of the nonlinearities
into two portions: one portion is assumed to be Lipschitz with respect
to the partial states; the other portion comprises the remaining terms of
the nonlinearities and is treated as unknown inputs. First, based on this
decomposition, necessary and sufﬁcient conditions are derived for the
existence of reduced-order observers. Then, conditions are derived for
the solvability of the design matrices of the proposed observer and for
the stability of its dynamics. For the design computational efﬁciency,
an asymptotic stability condition is developed using LMI formulation.
The design procedure is illustrated by a numerical example.
II. PROBLEM STATEMENT
Consider the following class of nonlinear systems described by:
       	 
	  (1a)
    (1b)
    (1c)
where     , 	    and     are the state, input and
the output vectors, respectively.   	    is a real nonlinear vector
function.     is the vector to be estimated. Matrices , 
, 
and  are real constant and of appropriate dimensions. We assume that
the pair  
 is controllable and also without loss of generality, it is
assumed that rank   , rank     and rank 

      
.
The problem to be addressed in this note is the design of an  th-order
observer to estimate the partial state vector  . Let us consider the
following reduced-order observer for the system (1):
       
 
 
 	 
	  (2a)
      (2b)
where     , matrices  ,  ,  , , and nonlinear function
 
 
 
 	    are to be determined such that   converges
asymptotically to  .
III. MAIN RESULTS
1) Decomposition of   	: Let the nonlinear vector function
  	 be decomposed as follows:
  	     	   	 (3)
where     
 



   ,     ,
rank    and       . The functions    	 and   	
can be obtained by following the decomposition procedure as outlined
as follows.
Deﬁne   

and using SVD, then   can be written as
        	      	  (4)
where         , matrix     is nonsingular
and       is an unitary matrix.
Let us now partition   according to      
 
,    
 and     , then   and   	 can be expressed
as
      (5)
and
  	    
  
 
 	  (6)
Let the right-hand side of (6) be decomposed as follows:
 
   
 
 	     	  

  
 
 	 (7)
where
   	   
 
  

     	 (8)
and

  	  
  
 
 	    	  	   	 (9)
Furthermore, 
  	 can always be expressed as follows:

  	    	 (10)
where   	   is regarded as an unknown input (or disturbance)
vector and        is the number of independent unknown inputs.
Matrix      is a full-column rank matrix. There is no loss of
generality in assuming that matrix is of full-column rank. Otherwise,
the following rank decomposition can be applied to the matrix  
  	     	, where   is now a full-column rank
matrix and   	    	 can now be considered as a new
unknown input vector. The aforementioned development completes the
decomposition of the nonlinear function   	 into the form (3).
2) Convergence of Observer (2): Let     be a full-row rank
matrix and let us deﬁne the error vectors     and     as
     (11a)
       (11b)
Theorem 1:   in (2) is an asymptotic estimate of   for the
decomposition of the nonlinearity as in (3) for all  ,  , 	  and
all possible set of nonlinear functions   	    if and only if the
following conditions hold.
3) Condition 1: The error   determined by the observer error
system
       
 
    
 	   
 
 
 	
converges asymptotically to zero.
4) Condition 2:   .
5) Condition 3:      
    
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Proof:
Sufﬁciency: From (11a) and (1)–(3), the following error dynamics
equation is obtained:
        
       	 
  
 


    


   (12)
From (11b), the error vector  can be expressed as
         (13)
From (12) and (13),   as  if Conditions 1–3 of Theorem
1 are satisﬁed.
Necessity: If Condition 1 is not satisﬁed then even for   ,
   and     we have    and also   as
. Now that the necessity of Condition 1 is established, we have
to establish the necessity of Condition 2 and Condition 3. If Condition
2 is not satisﬁed, then we can ﬁnd a   in   and, therefore, a
   in  to make    and also   as   .
If Condition 3 is not satisﬁed and the pair 	 is controllable, even
for    we can ﬁnd a  to generate a  to make  
as   . This completes the proof of Theorem 1.
Remark 1: Note that since matrix 
 is a full-column rank matrix,
the structure of matrix
 is ﬁxed (i.e., the number of rows and columns
of matrix 
 is ﬁxed), however the choice of elements in matrix 
 to
satisfy (10) is not unique. It should be noted that irrespective of the
choice of elements in
, the conditions for asymptotic convergence in
Theorem 1 are unaltered because all different choices for matrix
 also
alter    in such a way that the product 
   still remains
the same and is the nonlinearity   as in (10). From (12), it is clear
that the error dynamics depends on the product 
  .
The following Theorem provides a procedure for determining ma-
trices  ,  ,  and  so that the Conditions 1–3 of Theorem 1 are
satisﬁed.
Theorem 2: The estimation error      of observer
(2) converges asymptotically to zero if the following conditions are sat-
isﬁed.
6) Condition A: See (14a)–(14b)
i) rank
	 

 
	 

 
 rank
	 

 
 
(14a)
ii) rank
  	  

	 

 
 rank
	 

 
 
(14b)
    
7) Condition B: The nonlinear function      is Lipschitz
in its ﬁrst argument with a Lipschitz constant , i.e.,
     	      (15)
where   

 ,  is a positive real scalar and 
denotes the norm symbol.
8) Condition C: There exist matrices      , and positive
scalars  and   such that the following linear matrix inequality is
satisﬁed
	   
     
  
     
  (16)
where
	  

      

  
       (17)
 	
 

	

      

	

(18)
  

 

        



(19)
 
	    
 

    
 

 	  
 
 
(20)
( denotes the generalized matrix inverse of ) and  is the Lipschitz
constant deﬁned in (15).
Furthermore, matrices  ,  ,  and  of the observer (2) are then
determined as
    
 
  (21)
    
 
  (22)
  
       


 
(23)
   (24)
where   
      
 

.
Proof: Let us substitute       into Conditions 2 and 3
of Theorem 1 to give
 	    
	

(25)
    (26)

 
 (27)
Post-multiply both sides of (25) by a full-row rank matrix
     
  gives
 	     
	

(28)
  
	    

    

	    

 (29)
Now, (29) and (27) can be written in an augmented matrix equation as
     
 (30)
where  and 
 are as deﬁned in (20).
It is clear from the previous equations that the knowledge of
   is necessary and sufﬁcient for the determination of matrices
 ,  and  . From (30), a solution for    exists if and only if
the following condition holds [19]:
rank 


 rank 
rank
	    
 

    
 
	    
 

 rank 	    
 

    
 
 (31)
Authorized licensed use limited to: IEEE Xplore. Downloaded on March 12, 2009 at 23:54 from IEEE Xplore.  Restrictions apply.
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 51, NO. 11, NOVEMBER 2006 1811
Post-multiply both sides of (14a) by a full row-rank matrix
         
   
  
, it is easy to show that (14a) is equivalent
to (31). Accordingly, (30) has the following solution [19]:
      	     
  (32)
where     is an arbitrary matrix. From (32), matrices  and
 can be expressed as
     (33)
     (34)
where , , , and  are as deﬁned in (18) and (19).
Incorporating (33) and (34) into the observer error system given in
Condition 1 of Theorem 1 gives

 	       	 	      
 (35)
where for simplicity of notation, 

 	
 	 	  	
   


 	
 	
  is referred to as 
.
To ensure that  	 in (35) converges asymptotically to zero, it is ﬁrst
necessary that matrix        is Hurwitz. Accordingly, 
is Hurwitz if and only if the pair    is detectable, i.e.,
rank   

       (36)
Now, the left-hand side of (14b) is equivalent to
rank
       
 
 
 rank
       
 
 
         
   
  
 rank
     
   
  
  

 rank
 
 
     
 
  
     
   
  
  

 rank
   
 
 
  
  

 
  
  
  
  
 rank   

	 rank  (37)
It is easy to show that the right-hand side of (14b) is equivalent to
rank
 
 
  
  	 rank  (38)
Therefore, (36) is satisﬁed if (14b) holds and hence matrix  is Hur-
witz.
Thus, in the absence of the nonlinear function 
   (i.e., 
  ),
condition (14b) is the necessary and sufﬁcient condition for the deter-
mination of a matrix  such that  	 in (35) converges asymptotically
to zero. When 
  , then (14b) is not sufﬁcient to ensure asymptotic
convergence of (35). The stability of the nonlinear differential equa-
tion of the type (35) has been extensively studied in the literature and
Fig. 1. Responses of    and   .
various sufﬁcient conditions have been proposed to ensure its stability.
One of the most commonly used approaches in the literature is the use
of a Lyapunov function coupled with the Lipschitz assumption on the
nonlinear function 
 (see, for example, [13]–[17] and [20]). In this
note, we adopt a similar line of approach as in [13]–[17], and [20] and
derive a sufﬁcient condition to ensure asymptotic convergence of (35).
Also, for the design computational efﬁciency, an asymptotic stability
condition is developed by using the linear matrix inequality (LMI) for-
mulation. To proceed, let us assume that the nonlinear function 
 sat-
isﬁes the Lipschitz assumption as stated in Condition B of Theorem 2
and let us now consider the following Lyapunov function
   	    	 	 (39)
where      . Taking its time derivative gives

   	    	       	     
  	
	  	      
 	 


     
 	 (40)
Using the well-known matrix inequality    	      	
   (where  is any positive scalar,  and  are vectors of ap-
propriate dimensions) and subject to the satisfaction of the Condition
B of Theorem 2, (40) can be expressed as

   	    	 	 (41)
where
        	     
 	




 
	




 
 	   	  (42)
From (41) and (42), the LMI (16) is obtained by using the Schur decom-
position and by letting   . This completes the proof of Theorem
2.
Remark 2: For the case when matrix  is square, i.e., when the
number of states to be estimated reaches     , then the decom-
position (3) gives 
    
     
  , 
     
and   . If the nonlinearity 
    is Lipschitz as assumed in
[13]–[17], then 
   is also Lipschitz and vice-versa. The procedure
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in this note can be used to design an (    ) order observer. Further-
more, if the nonlinearity    is non-Lipschitz then the procedure in
this note allows the design of an (    ) order observer if the decom-
position (3) produces a Lipschitz function    .
IV. A NUMERICAL EXAMPLE
1) Example 1: Consider an example of [18] with the following ma-
trices:
 
       
       
      
       
       
       
       
	 
      
      
       
and 
          	 
For the case where there are no nonlinearities to enter the system, we
can use the design procedure presented in [18] to design a ﬁrst-order
observer to estimate the state    
     
  . Note
that the method of [18] cannot cope with added nonlinearity. Now, to
illustrate the design method in this note, let us also design a ﬁrst-order
observer and with an added nonlinear function   , where
  
     
  
     	
 

The nonlinear function    can now be decomposed according
to (3) so that
          
     	
 
          	 
    , where     is Lipschitz with a Lipschitz constant
   and the nonlinearity function      is treated as
unknown input.
Now, the conditions of Theorem 2 are used to design a ﬁrst-order
functional observer. It is easy to verify that (14a)–(14b) of Condition
A of Theorem 2 are satisﬁed. With the Lipschitz constant   ,
the LMI problem (16) is feasible with the following parameters:
        and
          	
 
Accordingly, using (21)–(24), a ﬁrst-order observer (2) for   
  
   is obtained where
             	
            	
      	
and  
 
 
          	  
Fig. 1 shows the simulated responses of   and  , which shows
that     .
V. CONCLUSION
This note has presented a method for the design of reduced-order
observers to estimate a required partial set of states of the state vector
of a class of nonlinear systems. The order of the observer is the same as
the number of partial states to be estimated. A key feature of the design
method in this note is the decomposition of the nonlinearities into two
portions: one portion is assumed to be Lipschitz with respect to the par-
tial states; the other portion comprises the remaining terms of the non-
linearities and is treated as unknown inputs. Necessary and sufﬁcient
conditions have been derived for the existence of reduced-order ob-
servers. An observer design procedure based on LMIs has been given.
The proposed observer design procedure has been illustrated through a
numerical example.
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