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HAUSDORFF OPERATORS ON HOLOMORPHIC HARDY
SPACES AND APPLICATIONS
HA DUY HUNG, LUONG DANG KY, AND THAI THUAN QUANG
Abstract. The aim of this paper is to characterize the nonnegative func-
tions ϕ defined on (0,∞) for which the Hausdorff operator
Hϕf(z) =
∞∫
0
f
(z
t
) ϕ(t)
t
dt
is bounded on the Hardy spaces of the upper half-plane Hpa(C+), p ∈ [1,∞].
The corresponding operator norms and their applications are also given.
1. Introduction and the main result
Let ϕ be a locally integrable function on (0,∞). The Hausdorff operator Hϕ
is then defined for suitable functions f on R by
(1.1) Hϕf(x) =
∞∫
0
f
(x
t
) ϕ(t)
t
dt, x ∈ R.
The Hausdorff operator is an interesting operator in harmonic analysis.
There are many classical operators in analysis which are special cases of the
Hausdorff operator if one chooses suitable kernel functions ϕ, such as the
classical Hardy operator, its adjoint operator, the Cesa`ro type operators, the
Riemann-Liouville fractional integral operator,... See the survey article [15]
and the references therein. In the recent years, there is an increasing interest
in the study of boundedness of the Hausdorff operator and its commuting with
the Hilbert transform on the real Hardy spaces and on the Lebesgue spaces,
see for example [1, 2, 3, 4, 10, 13, 15, 16, 17, 20].
Let C+ be the upper half-plane in the complex plane. For 0 < p ≤ ∞, the
Hardy space Hpa(C+) is defined as the set of all holomorphic functions f on
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2C+ such that
‖f‖Hpa(C+) := sup
y>0
 ∞∫
−∞
|f(x+ iy)|pdx
1/p <∞
if 0 < p <∞, and if p =∞, then
‖f‖H∞a (C+) := sup
z∈C+
|f(z)| <∞.
It is classical (see [6, 9]) that if f ∈ Hpa(C+), then f has a boundary value
function f ∗ ∈ Lp(R) defined by
f ∗(x) = lim
y→0
f(x+ iy), a.e. x ∈ R.
Let p ∈ [1,∞] and let ϕ be a nonnegative function in L1loc(0,∞) for which
(1.2)
∞∫
0
t1/p−1ϕ(t)dt <∞.
Then it is well-known (see [1]) thatHϕ is bounded on L
p(R), and thusHϕ(f ∗) ∈
Lp(R) for any boundary value function f ∗ of a function f in Hpa(C+). A
natural question arises is that whether the transformed function Hϕ(f
∗) is
also the boundary value function of a function in Hpa(C+)? In some special
cases of ϕ and 1 < p < ∞, using the spectral mapping theorem and the
Hille-Yosida-Phillips theorem, Arvanitidis-Siskakis [2] and Ballamoole-Bonyo-
Miller-Millerstudied [3] studied and gave affirmative answers to this question.
In the present paper, we give an affirmative answer to the above question
by studying a complex version of Hϕ defined by
Hϕf(z) =
∞∫
0
f
(z
t
) ϕ(t)
t
dt, z ∈ C+.
Our main result reads as follows.
Theorem 1.1. Let p ∈ [1,∞] and let ϕ be a nonnegative function in L1loc(0,∞).
Then Hϕ is bounded on Hpa(C+) if and only if (1.2) holds. Moreover, in that
case, we obtain
‖Hϕ‖Hpa(C+)→Hpa(C+) =
∞∫
0
t1/p−1ϕ(t)dt
and, for any f ∈ Hpa(C+),
(Hϕf)
∗ = Hϕ(f ∗).
3It should be pointed out that some main results in [2, 3] (see [2, Theorems
3.1, 3.3 and 4.1] and [3, Theorem 3.4]) can be viewed as special cases of Theo-
rem 1.1 by choosing suitable kernel functions ϕ. In the setting of Hardy spaces
Hp(D) on the unit disk D = {z ∈ C : |z| < 1}, Galanopoulos and Papadim-
itrakis ([8, Theorems 2.3 and 2.4]) studied and obtained some similar results
to Theorem 1.1 for 1 < p < ∞ while it is slightly different at the endpoints
p = 1 and p =∞ (see also the survey article [15]).
Furthermore, if we denote by H1(R) the real Hardy space in the sense of
Fefferman-Stein (see the last section), then by using Theorem 1.1, we obtain
the following result.
Corollary 1.1 (see Theorem 3.4). Let ϕ be a nonnegative function in L1loc(0,∞)
such that Hϕ is bounded on H1(R). Then,
∞∫
0
ϕ(t)dt ≤ ‖Hϕ‖H1(R)→H1(R) <∞.
The above corollary is not only give an answer to a question posted by
Liflyand [13, Problem 4], but also give a lower bound for the norm of Hϕ on
H1(R). Another corollary of Theorem 1.1 is:
Corollary 1.2 (see Theorem 3.1). Let p ∈ (1,∞) and let ϕ be as in Theorem
1.1. Then Hϕ is bounded on L
p(R) if and only if (1.2) holds. Moreover, in
that case,
‖Hϕ‖Lp(R)→Lp(R) =
∞∫
0
t1/p−1ϕ(t)dt
and Hϕ commutes with the Hilbert transform H on L
p(R).
Throughout the whole article, we use the symbol A . B (or B & A) means
that A ≤ CB where C is a positive constant which is independent of the main
parameters, but it may vary from line to line. If A . B and B . A, then we
write A ∼ B. For any E ⊂ R, we denote by χE its characteristic function.
2. Proof of Theorem 1.1
In the sequel, we always assume that ϕ is a nonnegative function in L1loc(0,∞).
Also we remark that, for any f ∈ Hpa(C+), the function Hϕf is well-defined
and holomorphic on C+ provided (1.2) holds, since
(2.1) |f(x+ iy)| ≤
(
2
piy
)1/p
‖f‖Hpa(C+)
and
(2.2) |f ′(x+ iy)| ≤ 2
y
(
4
piy
)1/p
‖f‖Hpa(C+)
4for all z = x+ iy ∈ C+. See Garnett’s book [9, p. 57].
Given an holomorphic function f on C+, we define the nontangential maxi-
mal function of f by
M(f)(x) = sup
|t−x|<y
|f(t+ iy)|, x ∈ R.
The following lemma is classical and can be found in [6, 9].
Lemma 2.1. Let 0 < p <∞. Then:
(i) For any f ∈ Hpa(C+), we have
‖f ∗‖Lp(R) = ‖f‖Hpa(C+) and limy→0 ‖f(·+ iy)− f
∗(·)‖Lp(R) = 0.
(ii) f ∈ Hpa(C+) if and only if M(f) ∈ Lp(R). Moreover,
‖f‖Hpa(C+) ∼ ‖M(f)‖Lp(R).
Lemma 2.2. Theorem 1.1 is true for p =∞.
Proof. Suppose that
∫∞
0
t−1ϕ(t)dt is finite. Then, for any f ∈ H∞a (C+),
‖Hϕf‖H∞a (C+) = sup
z∈C+
∣∣∣∣∣∣
∞∫
0
f
(z
t
) ϕ(t)
t
dt
∣∣∣∣∣∣ ≤
∞∫
0
t−1ϕ(t)dt‖f‖H∞a (C+).
Therefore, Hϕ is bounded on H∞a (C+), moreover,
(2.3) ‖Hϕ‖H∞a (C+)→H∞a (C+) ≤
∞∫
0
t−1ϕ(t)dt.
On the other hand, we have
‖Hϕ‖H∞a (C+)→H∞a (C+) ≥
‖Hϕ(1)‖H∞a (C+)
‖1‖H∞a (C+)
=
∞∫
0
t−1ϕ(t)dt.
This, together with (2.3), implies that
‖Hϕ‖H∞a (C+)→H∞a (C+) =
∞∫
0
t−1ϕ(t)dt.
Moreover, by the dominated convergence theorem, for any x 6= 0,
(Hϕf)
∗(x) = lim
y→0
∞∫
0
f
(x
t
+
y
t
i
) ϕ(t)
t
dt =
1∫
0
f ∗
(x
t
) ϕ(t)
t
dt = Hϕ(f
∗)(x).
Conversely, suppose that Hϕ is bounded on H∞a (C+). As the function
f(z) ≡ 1 is in H∞a (C+), we obtain that Hϕf =
∫ 1
0
t−1ϕ(t)dt <∞. 
Lemma 2.3. Let p ∈ [1,∞) and let ϕ be such that (1.2) holds. Then
5(i) Hϕ is bounded on Hpa(C+), moreover,
‖Hϕ‖Hpa(C+)→Hpa(C+) ≤
∞∫
0
t1/p−1ϕ(t)dt.
(ii) If supp ϕ ⊂ [0, 1], then
‖Hϕ‖Hpa(C+)→Hpa(C+) =
1∫
0
t1/p−1ϕ(t)dt.
(iii) For any f ∈ Hpa(C+), we have
(Hϕf)
∗ = Hϕ(f ∗).
Proof. (i) For any f ∈ Hpa(C+), we have
M(Hϕf)(x) = sup
|u−x|<y
∣∣∣∣∣∣
∞∫
0
f
(
u+ iy
t
)
ϕ(t)
t
dt
∣∣∣∣∣∣
≤
∞∫
0
sup
|u
t
−x
t
|< y
t
∣∣∣f (u
t
+
y
t
i
)∣∣∣ ϕ(t)
t
dt = Hϕ(Mf)(x)
for all x ∈ R. Therefore, by the Minkowski inequality and Lemma 2.1(ii),
‖Hϕf‖Hpa(C+) . ‖M(Hϕf)‖Lp(R) ≤ ‖Hϕ(Mf)‖Lp(R)
≤
∞∫
0
∫
R
∣∣∣Mf (x
t
)∣∣∣p dx
1/p ϕ(t)
t
dt
=
∞∫
0
t1/p−1ϕ(t)dt‖Mf‖Lp(R)
.
∞∫
0
t1/p−1ϕ(t)dt‖f‖Hpa(C+).
This proves that Hϕ is bounded on Hpa(C+), moreover,
(2.4) ‖Hϕ‖Hpa(C+)→Hpa(C+) .
∞∫
0
t1/p−1ϕ(t)dt.
In order to show
(2.5) ‖Hϕ‖Hpa(C+)→Hpa(C+) ≤
∞∫
0
t1/p−1ϕ(t)dt,
6let us first assume that (iii) is proved. Then, by Lemma 2.1(i) and the
Minkowski inequality, we get
‖Hϕf‖Hpa(C+) = ‖(Hϕf)∗‖Lp(R) = ‖Hϕ(f ∗)‖Lp(R)
≤
∞∫
0
∫
R
∣∣∣f ∗ (x
t
)∣∣∣p dx
1/p ϕ(t)
t
dt
= ‖f ∗‖Lp(R)
∞∫
0
t1/p−1ϕ(t)dt
= ‖f‖Hpa(C+)
∞∫
0
t1/p−1ϕ(t)dt.
This proves that (2.5) holds.
(ii) Let δ ∈ (0, 1) be arbitrary and let ϕδ(t) = ϕ(t)χ[δ,∞)(t) for all t ∈ (0,∞).
Since (2.5) holds, we see that
‖Hϕδ‖Hpa(C+)→Hpa(C+) ≤
∞∫
0
t1/p−1ϕδ(t)dt =
1∫
δ
t1/p−1ϕ(t)dt <∞
and
(2.6) ‖Hϕ−Hϕδ‖Hpa(C+)→Hpa(C+) ≤
∞∫
0
t1/p−1[ϕ(t)−ϕδ(t)]dt =
δ∫
0
t1/p−1ϕ(t)dt.
For any ε > 0, we define the function fε : C+ → C by
fε(z) =
1
(z + i)1/p+ε
,
where, and in what follows, ζ1/p+ε = |ζ|1/p+εei(1/p+ε) arg ζ for all ζ ∈ C. Then
(2.7) ‖fε‖Hpa(C+) =
 ∞∫
−∞
1√
x2 + 1
1+pεdx
1/p <∞.
For all z = x+ iy ∈ C+, we have
Hϕδ(fε)(z)− fε(z)
∞∫
0
t1/p−1ϕδ(t)dt =
1∫
δ
[φε,z(t)− φε,z(1)]t1/p−1ϕ(t)dt,
7where φε,z(t) :=
tε
(z+ti)1/p+ε
. For any t ∈ [δ, 1], a simple calculus gives
|φε,z(t)− φε,z(1)| ≤ |t− 1| sup
s∈[δ,1]
|φ′ε,z(s)|
≤ εδ
−1−1/p
√
x2 + 1
1/p+ε
+
(1/p+ ε)δ−1−1/p
√
x2 + 1
1+1/p+ε
.
This, together with (2.7), yields∥∥Hϕδ(fε)− fε ∫∞0 t1/p−1ϕδ(t)dt∥∥Hpa(C+)
‖fε‖Hpa(C+)
(2.8)
≤
1∫
δ
t1/p−1ϕ(t)dt
εδ−1−1/p + (1/p+ ε)δ−1−1/p
(∫∞
−∞
1√
x2+1
p+1
)1/p
(∫∞
−∞
1√
x2+1
1+pεdx
)1/p
→ 0
as ε→ 0. As a consequence,
1∫
δ
t1/p−1ϕ(t)dt =
∞∫
0
t1/p−1ϕδ(t)dt ≤ ‖Hϕδ‖Hpa(C+)→Hpa(C+).
This, combined with (2.6), allows us to conclude that
‖Hϕ‖Hpa(C+)→Hpa(C+) ≥
1∫
0
t1/p−1ϕ(t)dt− 2
δ∫
0
t1/p−1ϕ(t)dt→
1∫
0
t1/p−1ϕ(t)dt
as δ → 0 since ∫ 1
0
t1/p−1ϕ(t)dt <∞. Hence, by (2.5),
‖Hϕ‖Hpa(C+)→Hpa(C+) =
1∫
0
t1/p−1ϕ(t)dt.
(iii) For any σ > 0, it follows from (2.1) that the function
fσ(z) := f(z + iσ)
is in Hpa(C+) ∩H∞a (C+). Let δ and ϕδ be as in (ii). Noting that
∞∫
0
t−1ϕδ(t)dt ≤ δ−1/p
∞∫
δ
t1/p−1ϕ(t)dt <∞,
Lemma 2.2(ii) gives (Hϕδ(fσ))
∗ = Hϕδ(f
∗
σ). Therefore, by Lemma 2.1(i), [1,
Theorem 1] and (2.4), we obtain that
‖(Hϕf)∗ −Hϕ(f ∗)‖Lp(R)
≤ ‖Hϕ−ϕδf‖Hpa(C+) + ‖Hϕ−ϕδ(f ∗)‖Lp(R) +
+‖Hϕδ(f − fσ)‖Hpa(C+) + ‖Hϕδ(f ∗ − f ∗σ)‖Lp(R)
8. ‖f‖Hpa(C+)
∞∫
0
t1/p−1[ϕ(t)− ϕδ(t)]dt+ ‖f ∗ − f ∗σ‖Lp(R)
∞∫
0
t1/p−1ϕδ(t)dt
. ‖f‖Hpa(C+)
δ∫
0
t1/p−1ϕ(t)dt+ ‖f ∗ − f ∗σ‖Lp(R)
∞∫
0
t1/p−1ϕ(t)dt→ 0
as σ → 0 and δ → 0. This completes the proof of Lemma 2.3.

Now we are ready to give the proof of Theorem 1.1.
Proof of Theorem 1.1. By Lemmas 2.2 and 2.3, it suffices to prove that
(2.9)
∞∫
0
t1/p−1ϕ(t)dt ≤ ‖Hϕ‖Hpa(C+)→Hpa(C+)
whenever Hϕ is bounded on Hpa(C+) for 1 ≤ p <∞.
Indeed, we first claim that
(2.10)
∞∫
0
t1/p−1ϕ(t)dt <∞.
Assume (2.10) holds for a moment.
For any m > 0, we define ϕm(t) = ϕ(mt)χ(0,1](t) for all t ∈ (0,∞). Then,
by Lemma 2.3(i), we see that∥∥∥Hϕ −Hϕm( ·m)∥∥∥Hpa(C+)→Hpa(C+) =
∥∥∥Hϕ−ϕm( ·m)∥∥∥Hpa(C+)→Hpa(C+)
≤
∞∫
0
t1/p−1
[
ϕ(t)− ϕm
(
t
m
)]
dt
=
∞∫
m
t1/p−1ϕ(t)dt <∞.(2.11)
Noting that∥∥∥f ( ·
m
)∥∥∥
Hpa(C+)
= m1/p‖f(·)‖Hpa(C+) and Hϕm( ·m)f =Hϕmf
( ·
m
)
for all f ∈ Hpa(C+), Lemma 2.3(ii) gives∥∥∥Hϕm( ·m)∥∥∥Hpa(C+)→Hpa(C+) = m1/p ‖Hϕm‖Hpa(C+)→Hpa(C+)
= m1/p
1∫
0
t1/p−1ϕm(t)dt =
m∫
0
t1/p−1ϕ(t)dt.
9Combining this with (2.11) allows us to conclude that
‖Hϕ‖Hpa(C+)→Hpa(C+) ≥
∞∫
0
t1/p−1ϕ(t)dt− 2
∞∫
m
t1/p−1ϕ(t)dt→
∞∫
0
t1/p−1ϕ(t)dt
as m→∞ since ∫∞
0
t1/p−1ϕ(t)dt <∞. This proves (2.9).
Now we return to prove (2.10). Indeed, we consider the following two cases.
Case 1: p = 1. Take f(z) = 1
(z+i)2
for all z ∈ C+. Then
‖f‖H1a(C+) =
∞∫
−∞
1
x2 + 1
dx <∞.
Therefore, by the Fatou lemma, we get
∞ > ‖Hϕf‖H1a(C+) = sup
y>0
∞∫
−∞
∣∣∣∣∣∣
∞∫
0
1[
x
t
+ i
(
y
t
+ 1
)]2 ϕ(t)t dt
∣∣∣∣∣∣ dx
≥ 2 sup
y>0
∞∫
0
dx
∞∫
0
x
t
(
y
t
+ 1
)[(
x
t
)2
+
(
y
t
+ 1
)2]2 ϕ(t)t dt
≥ 2
∞∫
0
dx
∞∫
0
x
t[(
x
t
)2
+ 1
]2 ϕ(t)t dt
= 2
∞∫
0
u
[u2 + 1]2
du
∞∫
0
ϕ(t)dt.
This proves (2.10).
Case 2: 1 < p <∞. For any 0 < ε < 1− 1/p, take
fε(z) =
(
1
z + iε
)1/p+ε
for all z ∈ C+. Then
(2.12) ‖fε‖Hpa(C+) =
 ∞∫
−∞
1√
x2 + ε2
1+pεdx
1/p <∞
and
∞ > ‖Hϕ(fε)‖pHpa(C+) = supy>0
∞∫
−∞
∣∣∣∣∣∣
∞∫
0
(
1
x
t
+ i
(
y
t
+ ε
))1/p+ε ϕ(t)
t
dt
∣∣∣∣∣∣
p
dx
10
≥
∞∫
0
∣∣∣∣∣∣∣
∞∫
0
x
t√(
x
t
)2
+ ε2
1√(
x
t
)2
+ ε2
1/p+ε
ϕ(t)
t
dt
∣∣∣∣∣∣∣
p
dx,
where we used the Fatou lemma and the fact that
Re
(
1
x
t
+ i
(
y
t
+ ε
))1/p+ε ≥ xt√(
x
t
)2
+
(
y
t
+ ε
)2 1√(
x
t
)2
+
(
y
t
+ ε
)21/p+ε
for all x, y, t > 0 since 0 < 1/p+ ε < 1. This, together with (2.12), gives
‖Hϕ‖pHpa(C+)→Hpa(C+) ≥
‖Hϕ(fε)‖pHpa(C+)
‖fε‖pHpa(C+)
≥
∫∞
1
∣∣∣∣∣∫ 1/ε0 xt√(xt )2+ε2 1√(xt )2+ε21/p+ε ϕ(t)t dt
∣∣∣∣∣
p
dx
2
∫∞
0
1√
x2+ε2
1+pεdx
≥ 1
2
3+p(1+ε)
2
 1/ε∫
0
t1/p−1+εϕ(t)dt
p ∫∞1 1x1+pεdx
ε−pε
∫∞
0
1√
x2+1
1+pεdx
.
Hence,
1/ε∫
0
t1/p−1+εϕ(t)dt ≤ 2 3+p(1+ε)2p ε−ε
(∫∞
0
1√
x2+1
1+pεdx∫∞
1
1
x1+pε
dx
)1/p
‖Hϕ‖Hpa(C+)→Hpa(C+).
Letting ε→ 0, we obtain
∞∫
0
t1/p−1ϕ(t)dt ≤ 2 3+p2p ‖Hϕ‖Hpa(C+)→Hpa(C+) <∞.
This proves (2.10), and thus ends the proof of Theorem 1.1.

3. Some applications
Let 1 ≤ p <∞, we define (see [19]) the Hilbert transform of f ∈ Lp(R) by
H(f)(x) :=
1
pi
p.v.
∞∫
−∞
f(y)
x− ydy, x ∈ R.
11
Theorem 3.1. Let p ∈ (1,∞) and let ϕ be as in Theorem 1.1. Then Hϕ is
bounded on Lp(R) if and only if (1.2) holds. Moreover, in that case,
‖Hϕ‖Lp(R)→Lp(R) =
∞∫
0
t1/p−1ϕ(t)dt
and Hϕ commutes with the Hilbert transform H on L
p(R).
In order to prove Theorem 3.1, we need the following lemmas.
Lemma 3.1 (see [6, 9]). Let 1 < p <∞. Then:
(i) If g ∈ Lp(R), then f ∗ := g+iH(g) is the boundary value function of some
function f ∈ Hpa(C+).
(ii) Conversely, if f ∗ is a boundary value function of f ∈ Hpa(C+), then there
exists a real-valued function g ∈ Lp(R) such that f ∗ = g + iH(g).
Moreover, in those cases,
‖g‖Lp(R) ∼ ‖g + iH(g)‖Lp(R) = ‖f ∗‖Lp(R) = ‖f‖Hpa(C+).
Lemma 3.2 (see [1, 20]). Let p ∈ (1,∞) and let ϕ be such that (1.2) holds.
Then:
(i) Hϕ is bounded on L
p(R), moreover,
‖Hϕ‖Lp(R)→Lp(R) ≤
∞∫
0
t1/p−1ϕ(t)dt.
(ii) If supp ϕ ⊂ [0, 1], then
‖Hϕ‖Lp(R)→Lp(R) =
1∫
0
t1/p−1ϕ(t)dt.
Proof of Theorem 3.1. Suppose that (1.2) holds. By Lemma 3.2(i),
(3.1) ‖Hϕ‖Lp(R)→Lp(R) ≤
∞∫
0
t1/p−1ϕ(t)dt.
Conversely, suppose that Hϕ is bounded on L
p(R). We first claim that
(3.2)
∞∫
0
t1/p−1ϕ(t)dt <∞.
Assume (3.2) holds for a moment.
For any m > 0, take ϕm is as in the proof of Theorem 1.1. Then, by a
similar argument to the proof of Theorem 1.1, we get
‖Hϕ‖Lp(R)→Lp(R) ≥ ‖Hϕm( ·m)‖Lp(R)→Lp(R) − ‖Hϕ −Hϕm( ·m)‖Lp(R)→Lp(R)
12
≥
∞∫
0
t1/p−1ϕ(t)dt− 2
∞∫
m
t1/p−1ϕ(t)dt→
∞∫
0
t1/p−1ϕ(t)dt
as m→∞. This, together with (3.1), yields
‖Hϕ‖Lp(R)→Lp(R) =
∞∫
0
t1/p−1ϕ(t)dt.
Now let us return to prove (3.2). Indeed, for any  ∈ (0, 1), take
f(x) = |x|−1/p−χ{y∈R:|y|>1}(x)
and
g(x) = |x|−1/p+χ{y∈R:|y|<1}(x)
for all x ∈ R. Then some simple computations give
‖Hϕ‖Lp(R)→Lp(R) ≥
‖Hϕ(f)‖Lp(R)
‖f‖Lp(R) & 

1/∫
1
t1/p−1ϕ(t)dt
and
‖Hϕ‖Lp(R)→Lp(R) ≥
‖Hϕ(g)‖Lp(R)
‖g‖Lp(R) & 

1∫

t1/p−1ϕ(t)dt.
Letting → 0, we get
∞∫
1
t1/p−1ϕ(t)dt . ‖Hϕ‖Lp(R)→Lp(R) <∞
and
1∫
0
t1/p−1ϕ(t)dt . ‖Hϕ‖Lp(R)→Lp(R) <∞.
This proves (3.2).
Finally, we need to show that Hϕ commutes with the Hilbert transform H
on Lp(R). To this ends, it suffices to show
(3.3) Hϕ(H(f)) = H(Hϕ(f))
for all real-valued functions f in Lp(R). Indeed, by Theorem 1.1 and Lemma
3.1, there exists a real-valued function g in Lp(R) such that
g + iH(g) = Hϕ(f + iH(f)).
This proves (3.3), and thus completes the proof of Theorem 3.1. 
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Let 1 < p < ∞, we denote by Hp+(R) and Hp−(R) the subspaces of Lp(R)
consisting of those functions whose Poisson extensions to the upper half-plane
C+ are holomorphic and anti-holomorphic, respectively.
It is well-known (see [6, 9, 19]) that
(3.4) Hp+(R) = {f + iH(f) : f ∈ Lp(R)}
and
(3.5) Hp−(R) = {f − iH(f) : f ∈ Lp(R)}.
Moreover, Lp(R) = Hp+(R)⊕Hp−(R).
Theorem 3.2. Let p ∈ (1,∞) and let ϕ be such that (1.2) holds. Then Hϕ is
bounded on the space Hp+(R), moreover,
‖Hϕ‖Hp+(R)→Hp+(R) =
∞∫
0
t1/p−1ϕ(t)dt
and Hϕ commutes with the Hilbert transform H on H
p
+(R).
Proof. It follows from Theorem 3.1 that Hϕ(f) belongs to H
p
+(R) for all f ∈
Hp+(R), and thus
(3.6) ‖Hϕ‖Hp+(R)→Hp+(R) ≤ ‖Hϕ‖Lp(R)→Lp(R) =
∞∫
0
t1/p−1ϕ(t)dt.
For any ε > 0, by Theorem 1.1, there exists fε ∈ Hpa(C+) for which
‖Hϕ(f ∗ε )‖Lp(R)
‖f ∗ε ‖Lp(R)
=
‖(Hϕfε)∗‖Lp(R)
‖f ∗ε ‖Lp(R)
=
‖Hϕfε‖Hpa(C+)
‖fε‖Hpa(C+)
≥
∞∫
0
t1/p−1ϕ(t)dt− ε.
This, together with (3.6), allows us to conclude that
‖Hϕ‖Hp+(R)→Hp+(R) =
∞∫
0
t1/p−1ϕ(t)dt.
Finally, Hϕ commutes with the Hilbert transform H on H
p
+(R) is followed
from Theorem 3.1 and (3.4). 
Theorem 3.3. Let p ∈ (1,∞) and let ϕ be such that (1.2) holds. Then Hϕ is
bounded on the space Hp−(R), moreover,
‖Hϕ‖Hp−(R)→Hp−(R) =
∞∫
0
t1/p−1ϕ(t)dt
and Hϕ commutes with the Hilbert transform H on H
p
−(R).
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Proof. It follows from Theorem 3.2 and the fact that f ∈ Hp+(R) if and only if
f¯ ∈ Hp−(R). 
Let Φ be in the Schwartz space S(R) satisfying ∫R Φ(x)dx 6= 0. For any
t > 0, set Φt(x) := t
−1Φ(x/t). Following Fefferman and Stein [7, 19], we define
the real Hardy space H1(R) as the set of all functions f ∈ L1(R) such that
‖f‖H1(R) := ‖MΦ(f)‖L1(R) <∞,
where MΦ(f) is the smooth maximal function of f defined by
MΦ(f)(x) = sup
t>0
|f ∗ Φt(x)|, x ∈ R.
Remark that the norm ‖ · ‖H1(R) depends on the choice of Φ, but the space
H1(R) does not depend on this choice (see Proposition 3.1 below).
The following lemma is well-known.
Lemma 3.3 (see [6, 9, 18]). (i) If g ∈ H1(R), then f ∗ := g + iH(g) is the
boundary value function of some function f ∈ H1a(C+).
(ii) Conversely, if f ∗ is a boundary value function of f ∈ H1a(C+), then there
exists a real-valued function g ∈ H1(R) such that f ∗ = g + iH(g).
Moreover, in those cases,
‖g‖H1(R) ∼ ‖g + iH(g)‖H1(R) = ‖f ∗‖H1(R) ∼ ‖f ∗‖L1(R) = ‖f‖H1a(C+).
Let Pt(x) =
1
pi
t
x2+t2
be the Poisson kernel on R. For any f ∈ L1(R), we
denote u(y, t) = f ∗ Pt(y). Then, set
MP (f)(x) = sup
|y−x|<t
|u(y, t)| and S(f)(x) =
∫∫
|y−x|<t
(|ut(y, t)|2 + |uy(y, t)|2) dydt

1/2
.
A function a is called an H1-atom related to the interval B if
• supp a ⊂ B;
• ‖a‖L∞(R) ≤ |B|−1;
• ∫R a(x)dx = 0.
We define the Hardy space H1at(R) as the space of functions f ∈ L1(R) which
can be written as f =
∑∞
j=1 λjaj with aj’s are H1-atoms and λj’s are complex
numbers satisfying
∑∞
j=1 |λj| <∞. The norm on H1at(R) is then defined by
‖f‖H1at(R) := inf
{ ∞∑
j=1
|λj| : f =
∞∑
j=1
λjaj
}
.
The following proposition is classical and can be found in Stein’s book [19].
Proposition 3.1. Let f ∈ L1(R). Then the following conditions are equiva-
lent:
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(i) f ∈ H1(R).
(ii) MΦ(f)(·) = sup|y−·|<t |f ∗ Φt(y)| ∈ L1(R).
(iii) MP (f) ∈ L1(R).
(iv) S(f) ∈ L1(R).
(v) f ∈ H1at(R).
(vi) H(f) ∈ L1(R).
Moreover, in those cases,
‖f‖H1(R) ∼ ‖MΦ(f)‖L1(R) ∼ ‖MP (f)‖L1(R) ∼ ‖S(f)‖L1(R)
∼ ‖f‖H1at(R) ∼ ‖f‖L1(R) + ‖H(f)‖L1(R).
Of course, the above constants are depending on Φ.
The following gives a lower bound for the norm of Hϕ on H1(R).
Theorem 3.4. Let ‖ · ‖∗ be one of the six norms in Proposition 3.1. Assume
that Hϕ is bounded on (H1(R), ‖ · ‖∗). Then,
∞∫
0
ϕ(t)dt ≤ ‖Hϕ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗) <∞
and Hϕ commutes with the Hilbert transform H on H1(R).
It should be pointed out that, when supp ϕ ⊂ [1,∞) and ‖ · ‖∗ = ‖ · ‖H1at(R),
the above theorem is due to Xiao [20, p. 666] (see also [12, 14]).
In order to prove Theorem 3.4, we need the following lemma.
Lemma 3.4. Let ϕ be such that
∫∞
0
ϕ(t)dt <∞ and supp ϕ ⊂ [0, 1]. Then,
1∫
0
ϕ(t)dt ≤ ‖Hϕ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗) <∞.
Proof. It is well-known (see [1, 10, 16]) that if
∫∞
0
ϕ(t)dt < ∞, then Hϕ is
bounded on H1(R), moreover,
(3.7) ‖Hϕ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗) .
∞∫
0
ϕ(t)dt =
1∫
0
ϕ(t)dt.
We now show that
1∫
0
ϕ(t)dt ≤ ‖Hϕ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗).
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Indeed, let δ ∈ (0, 1) and ϕδ be as in the proof of Lemma 2.3(ii). For any
ε > 0, define the function fε : C+ → C by
fε(z) =
1
(z + i)1+ε
.
Then, by Lemma 2.3(iii), Lemma 3.3, Proposition 3.1 and (2.8),∥∥Hϕδ(f ∗ε )− f ∗ε ∫∞0 ϕδ(t)dt∥∥∗
‖f ∗ε ‖∗
.
∥∥Hϕδ(fε)− fε ∫∞0 ϕδ(t)dt∥∥H1a(C+)
‖fε‖H1a(C+)
→ 0
as ε→ 0. This implies that
1∫
δ
ϕ(t)dt =
∞∫
0
ϕδ(t)dt ≤ ‖Hϕδ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗),
and thus
1∫
0
ϕ(t)dt ≤ ‖Hϕ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗)
since
‖Hϕ −Hϕδ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗) .
∞∫
0
(ϕ(t)− ϕδ(t))dt =
δ∫
0
ϕ(t)dt→ 0
as δ → 0. This ends the proof of Lemma 3.4. 
Proof of Theorem 3.4. It follows from [10, Theorem 3.3] that
∞∫
0
ϕ(t)dt <∞.
For any m > 0, let ϕm be as in the proof of Theorem 1.1. Then, by (3.7),∥∥∥Hϕ −Hϕm( ·m )∥∥∥(H1(R),‖·‖∗)→(H1(R),‖·‖∗)(3.8)
=
∥∥∥Hϕ−ϕm( ·m )∥∥∥(H1(R),‖·‖∗)→(H1(R),‖·‖∗)
.
∞∫
0
[
ϕ(t)− ϕm( t
m
)
]
dt =
∞∫
m
ϕ(t)dt,
where the constant is independent of m.
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Noting that∥∥∥f ( ·
m
)∥∥∥
∗
= m‖f(·)‖∗ and Hϕm( ·m)f = Hϕmf
( ·
m
)
for all f ∈ H1(R), Lemma 3.4 gives∥∥∥Hϕm( ·m)∥∥∥(H1(R),‖·‖∗)→(H1(R),‖·‖∗) = m ‖Hϕm‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗)
≥ m
1∫
0
ϕm(t)dt =
m∫
0
ϕ(t)dt.
This, together with (3.8) and lim
m→∞
∫∞
m
ϕ(t)dt = 0, allows us to conclude that
∞∫
0
ϕ(t)dt ≤ ‖Hϕ‖(H1(R),‖·‖∗)→(H1(R),‖·‖∗) .
Using the Fourier transform, Liflyand and Mo´ricz proved in [17] that Hϕ
commutes with the Hilbert transform H on H1(R). However, we also would
like to give a new proof of this fact here. It suffices to prove
(3.9) Hϕ(H(f)) = H(Hϕ(f))
for all real-valued functions f in H1(R). Indeed, by Theorem 1.1 and Lemma
3.3, there exists a real-valued function g in H1(R) such that
g + iH(g) = Hϕ(f + iH(f)).
This proves (3.9), and thus completes the proof of Theorem 3.4.

Let a : (0,∞) → [0,∞) be a measurable function. Following Carro and
Ortiz-Caraballo [5], we define
SaF (z) =
∞∫
0
F (tz)a(t)dt, z ∈ C+,
for all holomorphic functions F on C+; and define
Saf(x) =
∞∫
0
f(tx)a(t)dt, x ∈ R,
for all measurable functions f on R.
It is easy to see that
SaF = HϕF and Saf = Hϕf,
where ϕ(t) = t−1a(t−1) for all t ∈ (0,∞). Hence, it follows from Theorems 1.1,
3.1 and 3.4 that:
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Theorem 3.5. Let p ∈ [1,∞] and let a : (0,∞) → [0,∞) be a measurable
function. Then Sa is bounded on Hpa(C+) if and only if
(3.10)
∞∫
0
t−1/pa(t)dt <∞.
Moreover, when (3.10) holds, we obtain
‖Sa‖Hpa(C+)→Hpa(C+) =
∞∫
0
t−1/pa(t)dt
and, for any f ∈ Hpa(C+),
(Saf)
∗ = Sa(f ∗).
Theorem 3.6. Let p ∈ (1,∞) and let a be as in Theorem 3.5. Then Sa is
bounded on Lp(R) if and only if (3.10) holds. Moreover, in that case,
‖Sa‖Lp(R)→Lp(R) =
∞∫
0
t−1/pa(t)dt
and Sa commutes with the Hilbert transform H on L
p(R).
Theorem 3.7. Let a be as in Theorem 3.5. Then Sa is bounded on H1(R) if
and only if
∫∞
0
t−1a(t)dt <∞. Moreover, in that case,
∞∫
0
t−1a(t)dt ≤ ‖Sa‖H1(R)→H1(R) <∞
and Sa commutes with the Hilbert transform H on H1(R).
Also it is easy to see that if (1.2) holds for 1 < p <∞, then∫
R
Hϕf(x)g(x)dx =
∫
R
f(x)Sϕg(x)dx
whenever f ∈ Lp(R) and g ∈ Lq(R), q = p/(p− 1). Namely, Sϕ can be viewed
as the Banach space adjoint of Hϕ and vice versa. Therefore, by Theorem 3.4,
Theorem 3.7 and [12, Theorem 1], a duality argument gives:
Theorem 3.8. (i) Sϕ is bounded on BMO(R) if and only if
∫∞
0
ϕ(t)dt <∞.
Moreover, in that case,
‖Sϕ‖BMO(R)→BMO(R) =
∞∫
0
ϕ(t)dt.
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(ii) Hϕ is bounded on BMO(R) if and only if
∫∞
0
t−1ϕ(t)dt <∞. Moreover,
in that case,
‖Hϕ‖BMO(R)→BMO(R) =
∞∫
0
t−1ϕ(t)dt.
Here the space BMO(R) (see [7, 11]) is the dual space of H1(R) defined as
the space of all functions f ∈ L1loc(R) such that
‖f‖BMO(R) := sup
B
1
|B|
∫
B
∣∣∣∣∣∣f(x)− 1|B|
∫
B
f(y)dy
∣∣∣∣∣∣ dx <∞,
where the supremum is taken over all intervals B ⊂ R.
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