ABSTRACT. We prove that every invertible operator in a properly infinite von Neumann algebra, in particular in L(H) for infinite dimensional H, is a product of 7 positive invertible operators. This improves a result of Wu, who proved that every invertible operator in L{H) is a product of 17 positive invertible operators.
from a metric space X to A, with the supremum norm. For any Banach algebra /?, we denote its invertible group by inv(#). The unit circle in C is S x .
Our first lemma is a measurable version of a special case of one of the equivalences in Ballantine's characterization [1] of the elements of M n which are products of three positive invertible matrices. As we will see below, the conclusion of the lemma easily implies that u is a product of three positive invertible elements of B (S l ,Mç,) . This lemma can probably be generalized as follows. Let X be a metric space, let a G B(X,M n ), and suppose that the conditions in [ 1 ] for a(x) to be a product of three positive matrices are satisfied for each x, uniformly in x in an appropriate sense. Then a should be a product of three positive invertible elements of B(X, M n ). We don't attempt to prove such a result because we don't need it. LEMMA 1. Let £o = exp(27n/3), which is a primitive cube root of 1. Let u G C(S\M 6 )begivenby i/(0 = Cdiag(l,Co,Co)eCdiag(l,Co,<o 2 ).
Then there exists c G inv(5(5 1 ,M6)) such that c(Q*u(Qc(Q is lower triangular, with
diagonal entries equal to 1.
PROOF. Since we only require c to be a Borel function, we can work on the interval [0, 2TT) instead of S 1 . We thus write
We can further restrict to the half open intervals [for/3, (k + \)TT/3) for À; = 0,..., 5, constructing c separately on each of them. So let / be one of these intervals. For 6 in the interior of/, the eigenvalues of u (9) are all distinct, and none of them are equal to -1. Therefore we can write
with the otj continuous and satisfying, for some permutation a of {1,..., 6},
By continuity, we can extend (1) over all of I, and still have
Looking at the interior of/, we see that either cr(l), <r(3), cr(5) G {1,2,3} and a(2), tr(4), <r(6) G {4,5,6}, or a(l), a(3), a(5) G {4,5,6} and <r(2), a(4), a(6) G {1,2,3}. In either case, the averages \ {ot a <j)(ff) + a a Q-+\)(8f) must be constant and take on distinct values, increasing withy, in {-27r/3, -7r/3,0,7r/3, 2TT/3}. Therefore for all 0 G /. In a C*-algebra B, here taken to be B(I, A^), let us write x ~~ y if there is c G inv(#) such that j = c*xc. It is trivial to check that ~^ is an equivalence relation. To prove the lemma, we have to show that u ~~ a for some a for which each a(9) is lower triangular with diagonal entries equal to 1. Taking c to be an appropriate (constant) permutation matrix obtained from a, we see that (5) u ~~ diag(exp(/a a( i)),..., exp(/a CT(6) )).
We now make the following claim. Let v G B(I,M^) be an element such that each v(0) is lower triangular with diagonal entries exp(/ft (0)),..., exp(/ft(0)) for real Borel functions ft,..., ft. Suppose that for somey and some e > 0 we have
on /. Suppose further we are given real Borel functions 7/ and 7/+i such that
on /. Then we claim that there exists w G B{I, M^) such that w ~~ v, each w(0) is lower triangular, and the diagonal entries of w (9) are the same as those of v(0) except that ft(0) and ft+i(0) have been replaced by 7/(0) and 7/+i(0). We will prove this claim below. We show now that it implies the conclusion of the lemma. We temporarily use the shorthand (ft,..., ft) for a lower triangular matrix with diagonal entries exp(/ft (0)),..., exp(z'ft(0)) and unspecified entries below the diagonal. Then we have the following sequence of equivalences for the relation ~~: In this sequence, the first line is the definition of cc\,..., a 6 and (5). The second line is gotten by applying the claim with ft -o^i), ft = «a(2), 7i =72 = -2TT/3; then again with ft = 0^(3), ft = a a (4), 73 = 74 = 0; and then a third time with ft = a^s), ft = Û: CT (6), 75 = 7Ô = 27r/3. (Note that (6) and (7) in the claim follow from (3) and (4) in each of these cases.) Each of the remaining lines, except for the last, is then gotten from the preceding one by applying the claim to several disjoint pairs of neighboring entries. The last line is then gotten by repeating the steps leading from the second line to the second last line. Since it represents a matrix of the form desired for c*wc, we have the conclusion of the lemma.
It remains only to prove the claim. We first observe that it suffices to prove the analogous claim for 2 x 2 matrices (rather than 6x6 matrices), withy = 1. This is easily checked by considering the block decomposition corresponding to the partition {1,...,6} = {1,...J-1}U{/J+1}U{/' + 2,...,6}. Since |(7i -7 2 )/2| < \(fi\ -ft)/2| < TT/2, we have sin 2 ((7i -7 2 )/2) < sin 2 (a). Therefore there is a Borel function \i such that |/i| 2 +sin 2 ((7i -7 2 )/2) = |p| 2 +sin 2 (a).
Note that |/x| 2 < |p| 2 +1, so that \i is bounded. Let x be given by (8) with this choice of \i. Define d 2 in the same way as d\, except using 71 and 7 2 in place of f3\ and /3 2 . Note that this changes a and uo but not b. Then the same computation as in the previous paragraph shows that d\xd 2 -d\vd\ and d 2 G inv (£(/,M 2 )). Therefore v desired. This completes the proof of the claim, and therefore of the lemma.
•
LEMMA 2. Let u be as in Lemma I. Then u is a product of three positive invertible elements ofB(S x , M 6 ).
PROOF. We use ideas already known in the case of ordinary matrices; see for example Section 2 of [1] and Section 2 of [9] . Let c be as in the conclusion of the previous lemma, and let d -diag(aj,..., a^) where ot\,..., a^ are distinct positive real numbers. Letx = cd. Then, since c*uc is lower triangular with diagonal entries equal to 1, one sees thatx*t/x is lower triangular with the distinct diagonal entries a\,..., a\. Therefore there is g G inv(5(*S 1 , M 6 )) such that
(The proof is the same as that of Lemma 2.5 of [5] . Also compare Lemma 4.2 of [2] .) Thus x*ux is similar to a positive invertible element, and, as in Section 2 of [9] , x*ux is a product a i#2 of two positive invertible elements. Following [1] , we now obtain
which expresses u as a product of three positive invertible elements. PROOF. This follows from the previous proposition by polar decomposition.
• We can also improve the bound in part of Theorem 1.1 of [10] . The upper bound 18 is given in [10] . It is also shown there that a is such a product if and only if a G inv(Z,(//)). Quite possibly this proposition also holds for all properly infinite von Neumann algebras. We have not, however, checked whether the arguments from [10] carry over to that case. PROOF OF PROPOSITION 7. Let a e L(H) be a finite product of positive operators. We claim that there are s,p G L(H) such that dim(ker(s)) = dirr^ker^*)), p is a projection, and a = sp or a = ps. If dim(ker(a)) = dim(ker(<2*)), we can take/? = 1 and s -a. Otherwise, Proposition 2.4 of [10] shows that the range of a is not closed. If dim(ker(a)) > dim(ker(a*)), the proof of Proposition 2.6 of [10] provides/? and s with a -sp. Taking adjoints, we can write a -ps if the reverse inequality holds.
Using the polar decomposition and dim(ker(s)) = dim(ker(s*)), we can find a unitary w such mats = u(s* Our result shows that n < 7'. (The best previously known result was n < 17.) The best known lower bound seems to be n > 5. The following proof of this bound was pointed out to me by Heydar Radjavi, and is also contained in the proof of Theorem 2 of [9] . Suppose -1 is a product <2i#2tf3<24 of 4 positive invertible operators. Then «i^ = -a^xa^x. But
i _i
a\ai -a\{a\a2a\)a x 2 is similar to a positive invertible operator, and so has spectrum contained in (0, oo). Similarly sp(-a^xa^x) C (-oo,0). This is a contradiction. QUESTION 9 . What is the set of finite products of positive invertible elements in a type Hi factor, and how many are needed?
