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第1章 序論
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が 0の場合は，aが葉であることを意味する．例えば，木コンストラクタ a, b, cに
対し，Σ = {a 7→ 2, b 7→ 1, c 7→ 0}であるとき，a (b c) (a c c)は図 2.1のような木
の構成を表している．
図 2.1: a (b c) (a c c)が表す木の構造
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言語 λT の項と型の構文は以下のように定義される．
e (Terms) ::= a | x | fun(f, x, e) | e1e2
τ (Types) ::= o | τ1 → τ2
a(∈ dom(Σ))は木コンストラクタであり，直観的には「ラベル aを持つ節または
葉」を表す．x,fは変数を表す．fun(f, x, e)は，f(x) = eのように定義される再帰
関数である．簡単のため，以降 f が e中に現れない（すなわち，定義が再帰的で
ない）場合は，fun(f, x, e)を λx. eと表記する．e1 e2は関数適用を表す．oは木を
表す型であり，τ1 → τ2は τ1から τ2への関数を表す型である．
λT における型付け規則は以下の様に定義される．
Γ ⊢ a : o → · · · → o →︸ ︷︷ ︸
Σ(a)
o
Γ, f : τ1 → τ2, x : τ1 ⊢ e : τ2
Γ ⊢ fun(f, x, e) : τ1 → τ2
Γ ⊢ e1 : τ1 → τ2 Γ ⊢ e2 : τ1
Γ ⊢ e1 e2 : τ2
x : τ ∈ Γ





ET ::= [ ] | ET e | a e1 . . . ej−1 ET ej+1 . . . eΣ(a)
ET [fun(f, x, e) e
′] −→T ET [ [e′/x, fun(f, x, e)/f ]e]．




例 2.1. e1 −→T e′1かつ e2 −→T e′2であるとし，e = a e1 e2について考える．ただ
し aはΣ(a) = 2である木コンストラクタとする．
eの 1ステップの簡約については，次の２通りの場合があり，非決定的に簡約さ
れる．
e −→T a e′1 e2







る（すなわち，Σ(a) = 0のとき path(a) = {ϵ}）とする．








{ϵ} (e = aかつΣ(a) = 0)
{a · b | b ∈ path(ej), 1 ≤ j ≤ Σ(a)} (e = a e1 . . . eΣ(a))
{ϵ} (それ以外)
であり，ϵは空列記号，a · bは列 a, bの結合を表す．
例 2.2. F = fun(f, x, a x (f(b x)))とし， 木生成プログラム e = F cについて考
える．ただし，a, b, cは木コンストラクタであり，Σ = {a 7→ 2, b 7→ 1, c 7→ 0}と
する．
プログラム eは以下の様に簡約されていく．
e = F c −→T a c (F (b c)) −→T a c (a (b c) (F (b (b c)))) −→T . . .
このとき，eの生成するパス言語は Path(e) = {anbm | n > m ≥ 0} ∪ {ϵ}となる
（ただし，anは連続する n個の aからなる列である）． ¥
このとき，HOMC問題を以下の様に定義する．


















t (terms) ::= () | x | funℓ(f, x, t) | t1 @ℓ t2 | if* t1 t2
v (values) ::= () | funℓ(f, x, t)
T (types) ::= Unit | T1 → T2.
()は Unit型の唯一の値であり，t1 @ℓ t2は関数適用，if* t1 t2は t1または t2へ





Γを，x : T の形で表される型束縛の有限集合とする．λSの型付け規則は以下の
ように定義される．
Γ ⊢ () : Unit
Γ, x : T ⊢ x : T
Γ ⊢ t1 : T1 Γ ⊢ t2 : T1
Γ ⊢ if* t1 t2 : T1
Γ, f : T1 → T2, x : T1 ⊢ t1 : T2
Γ ⊢ funℓ(f, x, t1) : T1 → T2
Γ ⊢ t1 : T1 → T2 Γ ⊢ t2 : T1




E (evaluation contexts) ::= [ ] | E@ℓt | v@ℓE.
E[funℓ(f, x, t1)@
ℓ′v2] −→ E[[v2/x, funℓ(f, x, t1)/f ]t1]
E[if* t1 t2] −→ E[t1]









定義 2.3 (制御フロー関係). ソースプログラム tが与えられたとき，以下の様に定
義されるラベルの二項関係CF (t)を，tの制御フロー関係，または制御フロー集合
という．
CF (t) = {(ℓ1, ℓ2) ∈ L− × L− | ∃t1, v2, f, x, E. t −→∗ E[(funℓ2(f, x, t1))@ℓ1v2]}.
直観的には，(ℓ1, ℓ2) ∈ CF (t)は，項 tを簡約していったとき関数適用 ℓ1において
関数 ℓ2が呼び出されることを意味している．
このとき，CFA問題を以下の様に定義する．
定義 2.4 (CFA問題). CFA問題とは，与えられたソースプログラム tとラベル
ℓ1, ℓ2 ∈ L−に対し，
(ℓ1, ℓ2) ∈ CF (t)
を判定する問題をいう．
例 2.3. ソースプログラム tp = (λ1x. x@2())@3(λ4z.())について考える．tpは以
下のように簡約される．
(λ1x. x@2())@3(λ4z.()) −→ (λ4z.())@2() −→ ().

















係CS (t)とCSA問題を以下のように定義する．直観的には，(ℓ1, ℓ2) ∈ CS (t)は，
項 tを簡約していったとき，関数 ℓ1が呼び出された直後に関数 ℓ2が呼び出される
ことを意味している．
定義 3.1 (CSA問題). ソースプログラム tについて，ラベルの 2項関係 CS (t)を
以下のように定義する．
CS (t) = {(ℓ1, ℓ2) ∈ L− × L− |
t −→∗ E1[(funℓ1(f1, x1, t1))@v1] −→ E2[(funℓ2(f2, x2, t2))@v2]}.
CSA問題とは，与えられた項 tとラベル ℓ1, ℓ2 ∈ L−に対し，
(ℓ1, ℓ2) ∈ CS (t)
を判定する問題をいう．
例 3.1. 以下のプログラム t0について考える．
t0 = (λ
3b.(λ1x.λk1.(λ






2a.x a k1) ()) b (λm.m)) (λ
4z.λk2. k2 ())
−→ (λ1x.λk1.(λ2a. x a k1) ()) (λ4z.λk2. k2 ()) (λm.m)
−→ (λk1.(λ2a. (λ4z.λk2. k2 ()) a k1) ()) (λm.m)
−→ (λ2a.(λ4z.λk2. k2 ()) a (λm.m)) ()
−→ (λ4z.λk2. k2 ()) () (λm.m)
−→∗ ().









定義 3.2 (ユーザ関数と継続関数). ソースプログラム tをCPS変換した項 JtKに現
れる関数について，ユーザ関数と継続関数を以下のように定義する．
 ソースプログラム t中に元々存在していた関数，すなわち，変換規則
Jfunℓ(f, x, t)K = λℓ⋆k.k @ℓ⋆(funℓ(f, x, JtK))
の右辺における関数 funℓ(f, x, JtK)をユーザ関数と呼ぶ．
 継続関数とは，ユーザ関数以外の関数を言う．
上記の変換規則は，ラベルの扱いを除けば，最も基本的な値呼びCPS変換の定
義 [20, 1]と同じものである．関数 funℓ(f, x, t)に付けられたラベル ℓは，定義中










定理 3.1 (評価戦略の統合). tSをソースプログラム，t1, t2を λS項，Eを評価文脈
とする．このとき， JtSK@(λm.m) −→∗ E[t1@t2]
であれば，項 t2は値である．
証明. JtSK@(λm.m) = E[t1@t2] の場合，t2 = (λm.m)より，値となることは明ら
かである．また，CPS変換の規則中において，各関数適用 t1@t2の t2として表れ
るのは，値（(), funℓ(f, x, t), (λz. · · · ), (λf. · · · )）もしくは変数 (x, z, k)である．変









定理 3.2 (型付け可能性の保存). 型 T 及び型環境 Γに対し，T#, Γ#を以下のよう
に定義する．
Unit# = Unit
(T1 → T2)# = T#1 → (T
#
2 → Unit) → Unit
Γ#(x) = (Γ(x))#
tをソースプログラム中の部分項とする．このとき，Γ ⊢ t : T ならば，Γ# ⊢ JtK :
(T# → Unit) → Unitである．
証明. 省略（[15]を参照）． ¤
上記のCPS変換を用いると，定義より，ソースプログラム tにおいて「関数 ℓ1
が関数適用 ℓ2にて呼び出される」（つまり，(ℓ1, ℓ2) ∈ CF (t)である）とき，CPS




−→∗ E[(λℓ2x. t3) @ℓ1t2] (i)
−→∗ E[(λℓ2x. t3) @ℓ1v4] (ii)
JtK@(λm.m)
−→∗ Jt1@ℓ1t2K@K
−→∗ Jt1K @ (λv1.Jt2K(λℓ1v2.(v1@v2)@K))
−→∗ (λf.Jt2K@(λℓ1z.(f@z)@K))@(λℓ2x.Jt3K) (i-a)
−→ Jt2K @ (λℓ1z.((λℓ2x.Jt3K)@z)@K) (i-b)
−→∗ (λℓ1z.((λℓ2x.Jt3K)@z@K)) @ Jv′4K (ii-a)
−→ (λℓ2x.Jt3K)@Jv′4K@K (ii-b)
図 3.1: ソースプログラム及びCPSプログラムにおける関数適用の評価の対応










図 3.1はソースプログラム tとその CPSプログラムにおける関数適用の評価の
対応を簡単に表したものである．図の左側は，ソースプログラムにおいて，関数
適用 ℓ1で関数 ℓ2が呼び出される場合の簡約の流れを表している．tはE[t1@ℓt2]に
簡約された後，まず t1が関数 λℓ2x.t3に簡約され（図中の (i)），次に t2が値 v4に
簡約され（図中の (ii)），そして最後に関数 ℓ2が呼び出されている．一方図の右側
は，これに対応するCPSプログラムでの簡約の流れを表している．CPSプログラ
ムでは，t1を評価した後に，評価結果である関数 λℓ2x.Jt3Kが継続（λf. · · ·）に渡
される，という過程が加わる（図中の (i-a)→ (i-b)）．t2に関しても同様に，評価
結果である値 v′4が継続（λℓ1z · · ·）に渡され（図中の (ii-a)→(ii-b)），その後関数
ℓ2が呼び出される．このとき，図の (ii-a)と (ii-b)から，2つの関数 ℓ1と ℓ2が連続
して呼び出されていることが分かる．
以上より，次の定理が成り立つことが直観的に分かる．
定理 3.3 (CFAからCSAへの帰着の正当性). tをソースプログラム，ℓ1, ℓ2を t中









Ψ(funℓ(f, x, t)) = funℓ(f, x, JtK) ,
ここで cは定数（()など）であり，J·Kは本節で定義したCPS変換である．Γ ⊢ v : T
であるとき，Γ♯ ⊢ Ψ(v) : T ♯である．ただし T#, Γ#は定理 3.2中で定義したもの
と同じである．整形式継続の集合K は，以下のように定義される λS 項の集合で
ある．
K (well-formed continuation) ::= λm.m
| (λℓ⋆f.JtK@(λℓz.(f@z)@K))
| (λℓz.(Ψ(v)@z)@K) (where f, z are fresh).
ここで ℓはソースプログラム中の関数適用に付けられたラベルである．評価文脈
Eと整形式継続Kの間の関係≅は以下のように定義される．
[ ] ≅ λm.m
E[ [ ]@ℓt2 ] ≅ λℓ⋆f.Jt2K@(λℓz.(f@z)@K) if E ≅ K (where f , z are fresh)
E[ v1@
ℓ[ ] ] ≅ λℓz.(Ψ(v1)@z)@K if E ≅ K (where z is fresh).
このとき，以下の補題に表されるように，≅は一対一対応である．






Kに対し，コロン変換 t : Kは以下のように定義される．
v : K = K@Ψ(v)
(t1@
ℓt2) : K = t1 : (λf.Jt2K@(λℓz.(f@z)@K)) (where t1 is not value)
(v1@
ℓt2) : K = t2 : (λ
ℓz.(Ψ(v1)@z)@K)
(if∗ t1 t2) : K = if∗ (Jt1K@K) (Jt2K@K) .
16










ℓ1−→ · · · ℓk−→ uである場合 t ℓ1···ℓk=⇒ uと表記し，またラベルの有限列の集合 Sに対
し t w=⇒ t′となる w ∈ Sが一つ以上存在する場合は t S=⇒ t′と表記することとす
る．また特に重要でない場合は ℓ, w, Sの表記を省略する．
補題 3.2. tをCPSプログラム，ℓ1, ℓ1を t中のラベルとする．このとき，(ℓ1, ℓ2) ∈
CS (t)のとき，かつそのときに限り ∃t′, w. t wℓ1ℓ2=⇒ t′である．
証明. 定義より明らかである． ¤
ラベル列 wに対し，wの長さを |w|，wの Sへの射影（projection）を w1 ↓S と
表記する．例えば，(ℓ⋆1ℓ⋆) ↓{1,2}= 1である．w2 = w1w3であるような w3が存在
する場合，w1 ≼ w2と表記し，w1をw2の接頭部（prex）と呼ぶ．|w3| > 0かつ
w2 = w1w3である場合，w1 ≺ w2と表記する．以下の補題は，if∗による非決定性
を除き，簡約が決定的であることを示している．
補題 3.3. t w1=⇒ t1かつ t w2=⇒ t2であるとする．このとき，以下が成り立つ．
(I) w1 ↓{1,2} = w2 ↓{1,2} ならば，w1 ≼ w2 または w2 ≼ w1 である．
(II) w1 ↓{1,2} ≺ w2 ↓{1,2} ならば，w1 ≺ w2 である．
(III) w′1, w
′
2 ∈ ℓ∗⋆ かつ ℓ1, ℓ′2 ̸= ℓ⋆ のとき，w1 = ww′1ℓ1 かつ w2 = ww′2ℓ2 ならば，
(i) ℓ1 = ℓ2 ̸∈ {1, 2} または (ii) ℓ1, ℓ2 ∈ {1, 2} である．
証明. (I),(II)は w1の長さに関する簡単な帰納法により導かれる．(III)を (I),(II)
を用いて導く．ℓ1, ℓ2 ̸∈ {1, 2}の場合を考える．このとき (I)より，w1 ≼ w2 または
w2 ≼ w1 である．ℓ1, ℓ′2 ̸= ℓ⋆より，w1 = w2かつ ℓ1 = ℓ2である．ℓ1 ∈ {1, 2}だが
ℓ2 ̸∈ {1, 2}である場合を考える．このとき (II)より，w2 ≺ w1であるが，これは
w2 ≼ w′1であることを暗に示している．しかし，これはw′1 ∈ ℓ∗⋆かつw2 ̸∈ ℓ∗⋆であ
ることと矛盾する．同様に ℓ2 ∈ {1, 2}だが ℓ1 ̸∈ {1, 2}である場合も矛盾が生じる．
¤
以下の補題においては，帰納法の仮定を I.H.と表記する．








= c : K .
 t = funℓ(f, x, t1)の場合．
Jfunℓ(f, x, t1)K@K = (λℓ⋆k.k@(funℓ(f, x, Jt1K)))@K
ℓ⋆−→ K@(funℓ(f, x, Jt1K))
= K@Ψ(funℓ(f, x, t1))
= (funℓ(f, x, t1)) : K .
 t = t1@
ℓt2（ただし，t1は値でない）の場合．Jt1@ℓt2K@K = (λℓ⋆k.Jt1K@(λℓ⋆f.Jt2K@(λℓz.(f@z)@k)))@K
ℓ⋆−→ Jt1K@(λℓ⋆f.Jt2K@(λℓz.(f@z)@K))
ℓ+⋆=⇒ t1 : (λℓ⋆f.Jt2K@(λℓz.(f@z)@K)) (by I.H.)
= (t1@
ℓt2) : K .
 t = v1@
ℓt2の場合．Jv1@ℓt2K@K = (λℓ⋆k.Jv1K@(λℓ⋆f.Jt2K@(λℓz.(f@z)@k)))@K
ℓ⋆−→ Jv1K@(λℓ⋆f.Jt2K@(λℓz.(f@z)@K))
ℓ+⋆=⇒ v1 : (λℓ⋆f.Jt2K@(λℓz.(f@z)@K)) (by I.H.)
= (λℓ⋆f.Jt2K@(λℓz.(f@z)@K))@Ψ(v1)
ℓ⋆−→ Jt2K@(λℓz.(Ψ(v1)@z)@K)
ℓ+⋆=⇒ t2 : (λℓz.(Ψ(v1)@z)@K) (by I.H.)
= (t1@
ℓt2) : K .
 t = if∗ t1 t2の場合．
Jif∗ t1 t2K@K = (λk.(if∗ (Jt1K@k) (Jt2K@k)))@K
ℓ⋆−→ if∗ (Jt1K@K) (Jt2K@K)
= (if∗ t1 t2) : K .
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¤
補題 3.5. tを閉じた λS項，Kを整形式継続とし，EをE ≅ Kであるような評価
文脈とする．
1. tが値でないならば，E[t] : (λm.m) = t : Kである．
2. t : K
ℓ∗⋆=⇒ E[t] : (λm.m)である．
証明. 評価文脈における順序関係≺を，E[ ] ≺ E[v@[ ] ] ≺ E[ [ ]@t]と定義する．E
に対する帰納法を用いる．
 E = [ ]の場合，K = (λm.m)より，明らかである．
 E = E0[ [ ]@




ℓt2 ] : (λm.m.)
= (t@ℓt2) : K0 (by I.H.)
= t : (λℓ⋆f.Jt2K@(λℓz.(f@z)@K0)) (t is not a value).






ℓ+⋆=⇒ t2 : (λℓz.(Ψ(v)@z)@K0) (Lemma 3.4)より．
整形式継続 (λℓz.(Ψ(v)@z)@K0)は評価文脈E0[v@[ ] ]と対応する．この評価
文脈はE0[ [ ]@t2]よりも”小さい”ので，帰納法の仮定より，この場合の証
明が完成する．
 E = E0[ v@
ℓ[ ] ]の場合．E = E0[ [ ]@ℓt2 ]の場合と同様．
¤
補題 3.6. tを λS項，v を値，x を変数とする．このとき，J[v/x]tK = [Ψ(v)/x]JtK
である．
19
証明.  t = c（ただし，cは定数値）の場合．J[v/x]cK = JcK
= [Ψ(v)/x]JcK .




 t = y（ただし，y ̸= x）の場合．J[v/x]yK = JyK
= [Ψ(v)/x]JyK .
 t = funℓ(f, y, t1)（ただし，y ̸= x）の場合．kを v, t1中に現れない変数と
する．J[v/x](funℓ(f, y, t1))K = Jfunℓ(f, y, [v/x]t1)K
= λk.k@(funℓ(f, y, J[v/x]t1K))
= λk.k@(funℓ(f, y, [Ψ(v)/x]Jt1K)) (by I.H.)
= [Ψ(v)/x](λk.k@(funℓ(f, y, Jt1K)))
= [Ψ(v)/x]J(funℓ(f, y, t1))K .
 t = t1@
ℓt2の場合．k, f, zを v, t1, t2中に現れない変数とする．J[v/x](t1@ℓt2)K
= J([v/x]t1)@ℓ([v/x]t2))K
= λk.J[v/x]t1K@(λf.J[v/x]t2K@(λz.(f@z)@k))
= λk.([Ψ(v)/x]Jt1K)@(λf.([Ψ(v)/x]Jt2K)@(λz.(f@z)@k)) (by I.H.)
= [Ψ(v)/x](λk.Jt1K@(λf.Jt2K@(λz.(f@z)@k)))
= [Ψ(v)/x](J(t1@ℓt2)K) .
 t = if∗ t1 t2の場合．kを v, t1, t2中に現れない変数とする．J[v/x](if∗ t1 t2)K
= Jif∗ ([v/x]t1) ([v/x]t2)K
= λk.(if∗ (J[v/x]t1K@k) (J[v/x]t2K@k))
= λk.(if∗ (([Ψ(v)/x]Jt1K)@k) (([Ψ(v)/x]Jt2K)@k)) (by I.H.)
= [Ψ(v)/x](λk.(if∗ (Jt1K@k) (Jt2K@k)))





=⇒ uであり，なおかつ wが 1ℓ+⋆，2ℓ+⋆，ℓ1ℓ2ℓ+⋆（ただし ℓ1, ℓ2 ̸∈ {1, 2, ℓ⋆}）の
いずれかの形で表されるとき，t wÃ uと表記する．下の 2つの補題（補題 3.7と補
題 3.9）は，ソースプログラムの簡約−→とCPSプログラムの簡約Ãの間に成り
立つ関係を確立する．直観的には，それらの補題は，
t1 −→ t2 −→ . . . −→ tn
のとき，かつそのときに限り，
t0 : (λm.m)
w1Ã t2 : (λm.m) w2Ã · · ·
wn−1Ã tn : (λm.m)
となるような w1, . . . , wn−1が存在する，ということを述べている．さらにこのと
き，wiは tの形に依存する．
補題 3.7. t, t′をソースプログラムとする．t ℓ−→ t′であれば，t : (λm.m) wÃ t′ :
(λm.m)となるようなwが存在し，さらに以下が成り立つ．
 ℓ ∈ {1, 2}ならば，t = E[if∗ t1 t2]かつw ∈ ℓℓ+⋆ である．
 ℓ ̸∈ {1, 2}ならば，t = E[funℓ(f, x, t0)@ℓ
′
v]かつw ∈ ℓ′ℓℓ+⋆ である．
証明. ℓに対する場合分けにより証明．K を E ≅ K であるような整形式継続と
する．




E[if∗ t1 t2] : (λm.m)
= (if∗ t1 t2) : K （補題 3.5より）
= if∗ (Jt1K@K) (Jt2K@K)
ℓ−→ JtℓK@K
ℓ+⋆−→+ tℓ : K （補題 3.4より）
ℓ∗⋆−→∗ E[tℓ] : (λm.m) （補題 3.5より）
よって，E[if∗ t1 t2] : (λm.m)
ℓℓ+⋆Ã E[t1] : (λm.m)である．
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 ℓ ̸∈ {1, 2}の場合．簡約 t −→ t′は，
E[funℓ(f, x, t0)@
ℓ′v]




= (funℓ(f, x, t0)@
ℓ′v) : K （補題 3.5より）
= v : (λℓ
′
z.(funℓ(f, x, Jt0K) @z)@K)
= (λℓ
′
z.(funℓ(f, x, Jt0K) @z)@K)@Ψ(v)
ℓ′−→ (funℓ(f, x, Jt0K) @Ψ(v))@K
ℓ−→ ([funℓ(f, x, Jt0K)/f, Ψ(v)/x] Jt0K)@K
= J [funℓ(f, x, t0)/f, v/x] t0 K@K （補題 3.6より）
ℓ+⋆−→+ J [funℓ(f, x, t0)/f, v/x] t0 K : K （補題 3.4より）




ℓ′ℓℓ+⋆Ã E[ J [funℓ(f, x, t0)/f, v/x] t0 K ] :
(λm.m)である．
¤
補題 3.8. ℓ ̸= ℓ⋆ であるとき，t : (λm.m)
ℓ∗⋆ℓ=⇒ uならば，(i) t ℓ
′
−→ t′ かつ (ii)
t : (λm.m)
wÃ t′ : (λm.m)かつw ↓{1,2} = ℓ ↓{1,2}であるような t′, ℓ′, wが存在する．
証明. tに対する場合分けにより証明．tが定数値 cの場合，t : (λm.m)は以下のよ
うに簡約される．
c : (λm.m) = (λm.m)@Ψ(c) = (λm.m)@c
ℓ⋆−→ c .
（省略されているラベルは ℓ⋆であることに注意．）これより，前提条件を満たさない．
t = E[funℓ1(f, x, t1)@
ℓ2v]の場合，t′ = E[ [funℓ1(f, x, t1)/f, v/x]t1]及び ℓ1 = ℓ′
において，t ℓ
′
−→ t′ である．さらに補題 3.7より，w ∈ ℓ2ℓ′ℓ+⋆ のとき t : (λm.m)
wÃ
t′ : (λm.m)である．簡約の決定性（補題 3.3）より，ℓ = ℓ2かつ ℓ ↓{1,2} = w ↓{1,2}
が得られる
t = E[if∗ t1 t2]の場合，ℓ′ ∈ {1, 2}において，t
ℓ′−→ tℓ′である．さらに補題 3.7
より，wℓ′ ∈ ℓ′ℓ+⋆ かつ t : (λm.m)
wℓ′Ã tℓ′ : (λm.m)である．補題 3.3より，ℓ ∈ {1, 2}
が得られる．よって，t′ = tℓ，ℓ′ = ℓ，w = wℓにおいて，(i)，(ii)が成り立つ．¤
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補題 3.9. t : (λm.m) wℓ=⇒ uかつ ℓ ̸= ℓ⋆ならば，
t −→ t1 · · · −→ tk,
かつ
t : (λm.m)
w1Ã t1 : (λm.m) w2Ã · · ·
wkÃ tk : (λm.m)
かつwℓ ≼ w1w2 . . . wkを満たす t1, . . . , tk, w1, . . . , wkが存在する．
証明. wの長さに対する帰納法により導く．ℓ1をラベル列wℓ中に最初に現れる ℓ⋆以
外のラベルとする．補題 3.8より，(i) t ℓ
′
−→ t1かつ (ii) t : (λm.m)
w1Ã t1 : (λm.m)か
つw1 ↓{1,2} = ℓ1 ↓{1,2}であるような t1が存在する．このとき，w1 ↓{1,2} ≼ wℓ ↓{1,2}
である．このとき，簡約の決定性（補題 3.3）より，w1 ≼ wℓまたはwℓ ≼ w1であ
る．wℓ ≼ w1のときは，k = 1において成り立つ．w1 ≼ wℓのとき，w = w1w′か




（⇒の証明：）(ℓ1, ℓ2) ∈ CF (t)とする．このとき，
t −→∗ E[funℓ2(f, x, t1) @ℓ1v2] −→ E[t′]
を満たす f, x, t1, v2が存在する．ここで t′ = [funℓ2(f, x, t1)/f, v2/x] t1である．こ
のとき，以下のような簡約列が得られる．
JtK@(λm.m)
−→∗ t : (λm.m) （補題 3.4より）
−→∗ E[funℓ2(f, x, t1)@ℓ1v2] : (λm.m) （補題 3.7の逆より）
wÃ E[t′] : (λm.m) (補題 3.7より）.
ここで補題 3.7より，w ∈ ℓ1ℓ2ℓ+⋆ である．補題 3.2より，(ℓ1, ℓ2) ∈ CS (JtK@(λm.m) )
である．
（⇐の証明：）(ℓ1, ℓ2) ∈ CS (JtK@(λm.m))とする．補題 3.2より，JtK@(λm.m) wℓ1ℓ2=⇒ t′
となる t′が存在する．このとき，簡約の決定性（補題 3.3）及び補題 3.9， 3.4より，
t −→ t1 · · · −→ tk,
かつ
JtK@(λm.m) ℓ∗⋆=⇒ t : (λm.m) w1Ã t1 : (λm.m) w2Ã · · · wkÃ tk : (λm.m)
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かつ wℓ1ℓ2が w1w2 . . . wkの接頭部となるような t1, . . . , tk, w1, . . . , wkが存在する．
これより，wi ∈ ℓ1ℓ2ℓ+⋆ となるような iが存在する．補題 3.7，補題 3.3より，そ
のような iについて，項 ti−1 は ti−1 = E[funℓ2(f, x, t′)@ℓ1v]と表される．よって












定理 3.4. tC を CPSプログラム，F ℓをラベル ℓを持つ tC 中の関数とする．この
とき，
1. F ℓがユーザ関数ならば，F ℓ = funℓ(f, x, λℓ⋆k.t)かつ Γ ⊢ t : Unit であるよ
うな f, x, k, t, Γが存在する．
2. F ℓが継続関数ならば，F ℓ = λℓk.t かつΓ ⊢ t : Unit であるような k, t, Γが存
在する．
証明. CPS変換の定義より，F ℓ = funℓ(f, x, λℓ⋆k.t) または F ℓ = λℓk.tであるよう
な f, k, tが存在することは明らかである．また関数に対するCPS変換の規則
Jfunℓ(f, x, t)K = λℓ⋆k.k @ℓ⋆(funℓ(f, x, JtK))




たは Jt1K@t2のいずれかの形をとる．定理3.2より，継続関数λk.tは (T → Unit) →






〈〈t1@ℓt2〉〉 = 〈〈t1〉〉 @ 〈〈t2〉〉
〈〈if∗ t1 t2〉〉 = br 〈〈t1〉〉 〈〈t2〉〉
〈〈funℓ(f, x, λℓ⋆k.t)〉〉 = fun(f, x, λk. ℓ (ℓ⋆ (〈〈t〉〉))) (if t has type Unit)





正規言語R(ℓ1, ℓ2)を以下のように定義する．Path(eT ) ̸⊆ Rt(ℓ1, ℓ2)は，木生成プ
ログラム eT の生成する木が ℓ1ℓ2という連続したラベルを含むパスを少なくとも一
つは持つ，ということを意味している．
定義 3.4 (正規言語Rt(ℓ1, ℓ2)). CPSプログラム t中のラベル ℓ1, ℓ2について，正規
言語Rt(ℓ1, ℓ2)を以下のように定義する．ただし S1 \ S2は集合 S1の要素のうち集
合 S2に含まれるものを除いた差集合である．
Rt(ℓ1, ℓ2) = L∗ \ {w1ℓ1ℓ2w2 | w1, w2 ∈ L∗}




定理 3.5 (CSAから HOMCへの帰着の正当性). tC を CPSプログラム，ℓ1, ℓ2を
tC 中のラベルとする．このとき，(ℓ1, ℓ2) ∈ CS (tC) のときかつそのときに限り，




れる評価文脈 Ẽと簡約関係³T を用いる．直観的には，³T は，関数適用の評価
の際に，引数となる項をまとめて一度に受け取るような簡約を表している．
Ẽ (for λT ) ::= [ ] | ℓ(Ẽ) | br Ẽ e2 | br e1 Ẽ
Ẽ[(fun(f, x, λk.ℓ(ℓ⋆(e





Ë (for CPS-λS) ::= [ ] | Ë@v
まず，評価文脈 Ë, Ẽ及び簡約関係³T とプログラム中の関数の間に成り立つ性
質についてまとめる．
補題 3.10. tC を CPSプログラム，tを λS 項，F ℓをラベル ℓを持つ tC 中の関数，
Ëを評価文脈とする．このとき，tC −→∗ Ë[F ℓ@t] であれば，以下が成り立つ．
1. F ℓがユーザ関数ならば，ある値 vが存在し，Ë = [ ]@vである．
2. F ℓが継続関数ならば，Ë = [ ]である．
証明. 定理 3.4より，ユーザ関数の引数は常に 2つ，継続関数の引数は常に 1つで
あり，関数の本体は必ず Unit型を持つ（すなわち，関数型ではない）．このこと
と定理 3.1より，明らかである． ¤
補題 3.11. t, t′をCPS変換後の λS項，xを変数とする．このとき，[〈〈t′〉〉/k]〈〈t〉〉 =
〈〈[t′/k]t〉〉 である．
証明. tの構造に関する帰納法による． ¤
補題 3.12. tCをCPSプログラム，e1, e2を λT 項とする．このとき，ある評価文脈
Ẽに対して，〈〈tC〉〉 ³∗T Ẽ[e1@e2] であれば，e1@e2 = 〈〈t1@v2〉〉であるような t1, v2
が存在する．
証明. CPSプログラムの定義より，tC = (λk.t)@(λm.m)（ただし，tは Unit型の
項）である．³∗T の長さに関する帰納法を用いる（Ẽの定義より，e1@e2は o型を
持つことに注意する）．
 〈〈tC〉〉 = Ẽ[e1@e2]の場合．Ẽ の定義より，Ẽ = [ ]かつ e1 = 〈〈(λk.t)〉〉かつ
e2 = 〈〈(λm.m)〉〉である．よって，t1 = λk.t, v2 = λm.mにおいて成立する．
 〈〈tC〉〉 ³+T Ẽ[e1@e2]の場合．




2 = 〈〈t′1@v′2〉〉(= 〈〈t′1〉〉@〈〈v′2〉〉)
であるような t′1, v′2が存在する．t′1@v′2が継続関数の適用である場合，ある
ℓ, k, t（ただし，tは Unit型の項）に対して，








= Ẽ ′[ℓ(〈〈[v′2/k]t〉〉)] （補題 3.11より）
= Ẽ[e1@e2]
である．このとき，Ẽ = Ẽ ′[ℓ([ ])]かつ 〈〈[v′2/k]t〉〉 = e1@e2でなければなら
ず，さらに変換規則の定義より，〈〈[v′2/k]t〉〉 = 〈〈t0@v0〉〉(= e1@e2)であるよう





注釈を加えたもの（ ℓ−→， w=⇒）と木生成プログラム中のラベル（ℓ, br）との関係
を示すため，評価文脈 Ẽ ⇓wを以下のように定義する．
定義 3.5. 評価文脈 Ẽ, Ẽ ′，ラベル列 w ∈ (L ∪ {1, 2})∗に対し，評価文脈 Ẽ ⇓wを
以下のように定義する．ただし，e1, e2は任意の木生成プログラムであり，εLは空
のラベル列を表す．
Ẽ ⇓εL = Ẽ
ℓ(Ẽ) ⇓ℓw′ = Ẽ ⇓w′ (ℓ ∈ L)
(br Ẽ e2) ⇓1w′ = Ẽ ⇓w′
(br e1 Ẽ) ⇓2w′ = Ẽ ⇓w′ .
直観的には，Ẽ ⇓w= Ẽ ′は，eT = Ẽ[e]において，eT の根 (root)から項 Ẽ ′[e]ま
でのパスがラベル列wによって表されることを意味している．
補題 3.13. tCを木生成プログラム，ℓを ℓ ∈ Lであるラベル，wをw ∈ (L∪{1, 2})∗
であるラベル列，Ẽ, Ẽ ′を評価文脈とする．このとき，Ẽ ⇓wℓ= [ ]かつ Ẽ = Ẽ ′[ℓ([ ])]
であれば，Ẽ ′ ⇓w= [ ] である．
証明. ラベル列wの長さに関する帰納法による． ¤
ここで，2.1節で定義したパス言語 Path(e)と Ẽ ⇓wに関して，以下の関係が成
り立つ．
補題 3.14. tC を CPSプログラム，wを w ∈ (L ∪ {1, 2})∗であるラベル列，Ẽを











補題 3.15. tCをCPSプログラム，t1, t2を λS項，ℓを ℓ ∈ (L∪ {1, 2})であるラベ






1. ℓがユーザ関数のラベルならば，〈〈tC〉〉 ³∗T Ẽ[〈〈t1〉〉] かつ Ẽ ⇓w= [ ]である Ẽ
が存在する．
2. ℓが継続関数のラベル，または ℓ ∈ {1, 2}であれば，〈〈tC〉〉 ³∗T Ẽ ′[〈〈t2〉〉] かつ
Ẽ ′ ⇓wℓ= [ ]である Ẽ ′が存在する．
証明. wの長さに関する帰納法を用いる．
 w = εL (|w| = 0)の場合．CPSプログラムの定義より，
tC = (λ
ℓx.t)@(λℓ⋆m.m) (= t1)




= ℓ(〈〈[(λℓ⋆m.m)/x]t〉〉) （補題 3.11より）
= ℓ(〈〈t2〉〉)
= Ẽ ′[〈〈t2〉〉] （ただし，Ẽ ′ = ℓ([ ])）
ここで，Ẽ ′ ⇓ℓ= [ ]であり，ℓは継続関数のラベルであるので，上記の 2が成
立する．




かつ Ẽ ⇓w′ℓ′= [ ]である Ẽが存在する．よって，上記の 1が成立する．
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2. ℓが継続関数のラベルの場合．t1 = (λℓx.t′1)@v（t′1は Unit型）とする．
このとき，t2 = [v/x]t′1 である．ℓ′ がユーザ関数のラベルでない場合，
Ẽ ⇓w= [ ]であるようなある Ẽ が存在し，以下のような簡約列が得ら
れる．
〈〈tC〉〉 −→∗T Ẽ[〈〈t1〉〉] (帰納法の仮定より)
= Ẽ[〈〈(λℓx.t′1)@v〉〉]
−→T Ẽ[ℓ([〈〈v〉〉/x]〈〈t′1〉〉)]
= Ẽ[ℓ(〈〈[v/x]t′1〉〉)] （補題 3.11より）
= Ẽ[ℓ(〈〈t2〉〉)]
= Ẽ ′[〈〈t2〉〉] (Ẽ ′ = Ẽ[ℓ([ ])])
補題 3.13より，Ẽ ′ ⇓wℓ= [ ]である．よって，上記の 2が成立する．








/f0, v1/x0]t0)@v2 (= t1)
ℓ⋆−→ ([F ℓ′/f0, v1/x0, v2/k0]t0) = t2
となる v1, v2が存在する．このとき，Ẽ ⇓w′= [ ]であるような Ẽ が存
在し，以下のような簡約列が得られる（ここで，ℓ = ℓ⋆であることに
注意）．







/f0, v1/x0, v2/k0]t0〉〉))] （補題 3.11より）
= Ẽ ′′[〈〈t2〉〉] (Ẽ ′′ = Ẽ[ℓ(ℓ⋆([ ]))])
補題 3.13より，Ẽ ′ ⇓wℓℓ⋆= [ ]である．よって，上記の 2が成立する．
¤
補題 3.16. tC をCPSプログラム，t′を λS項，wをw ∈ (L ∪ {1, 2})∗であるラベ





 〈〈tC〉〉 = Ẽ[〈〈t′〉〉]の場合．CPSプログラムの定義より，ある k, tについて，
〈〈tC〉〉 = 〈〈(λℓk.t)@(λℓ⋆m.m)〉〉 = Ẽ[〈〈t′〉〉]




 〈〈tC〉〉 ³+T Ẽ[〈〈t′〉〉]の場合．ある木生成プログラム e0 について，〈〈tC〉〉 ³∗T





の 2通りの簡約が考えられる．ここで，e′は o型を持つ λT 項であり，ℓは tC
における関数のラベルである．
(I) Ẽ0[(fun(f, x, λk.ℓ(ℓ⋆(e
′))))@e1@e2]
³T Ẽ0[ℓ(ℓ⋆([fun(f, x, λk.t)/f, e1/x, e2/k]e′))]
(II) Ẽ0[(λk.ℓ(e
′))@e1] ³T Ẽ0[ℓ([e1/k]e′)].
(I)の場合，e0 = Ẽ ′[〈〈t′〉〉]かつ Ẽ ′ ⇓w= [ ]であるような Ẽ ′が存在しないのは，
Ẽ = Ẽ0[ℓ(ℓ⋆([ ]))]（すなわち，Ẽ0 ⇓w0= [ ]かつw = w0ℓℓ⋆）の場合のみであ
る．ここで，
〈〈tC〉〉 ³∗T Ẽ0[(fun(f, x, λk.ℓ(ℓ⋆(e′))))@e1@e2] (= e0)
とする．このとき，補題 3.12より，




である t′, v1, v2が存在する．これより，〈〈tC〉〉に対し，以下の簡約列が得られ
る（ここで，F = funℓ(f, x, λℓ⋆k.t′)とする）．
〈〈tC〉〉 ³∗T Ẽ0[〈〈(funℓ(f, x, λℓ⋆k.t′))@v1@v2〉〉] (= e0)
= Ẽ0[〈〈funℓ(f, x, λℓ⋆k.t′)〉〉@〈〈v1〉〉@〈〈v2〉〉]
³T Ẽ0[ℓ(ℓ⋆([〈〈F 〉〉/f, 〈〈v1〉〉/x, 〈〈v2〉〉/k]〈〈t′〉〉))]
³T Ẽ0[ℓ(ℓ⋆(〈〈[F/f, v1/x, v2/k]t′〉〉))] （補題 3.11より）
= Ẽ[〈〈[F/f, v1/x, v2/k]t′〉〉]. (Ẽ = Ẽ0[ℓ(ℓ⋆([ ]))])
補題 3.13より，Ẽ ⇓w0ℓℓ⋆= [ ]である．tC に対しては，以下のような簡約列
が得られる．
tC
w0=⇒ (funℓ(f, x, λℓ⋆k.t′))@v1@v2 (帰納法の仮定より)
ℓℓ⋆=⇒ [F/f, v1/x, v2/k]t′
これより，w = w0ℓℓ⋆, t = [F/f, v1/x, v2/k]t′において成立する．
(II)の簡約の場合，e0 = Ẽ ′[〈〈t′〉〉]かつ Ẽ ′ ⇓w= [ ]であるような Ẽ ′が存在し
ないのは，Ẽ = Ẽ0[ℓ([ ])]（すなわち，Ẽ0 ⇓w′= [ ]かつw = w′ℓ）の場合のみ
である．以下，(I)の場合と同様に導かれる．
¤
以上より，補題 3.15，補題 3.16を用いて，定理 3.5を導く．
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定理 3.5の証明
（⇒の証明：）(ℓ1, ℓ2) ∈ CS (tC)より，
tC
w
=⇒ Ë ′[(funℓ1(f1, x1, t1))@v1]
ℓ1−→ Ë[(funℓ2(f2, x2, t2))@v2]
とする．CS (tC)の定義より，ℓ1は継続関数のラベル，ℓ2はユーザ関数のラベルで
ある．これより，Ë[(funℓ2(f2, x2, t2))@v2] = (funℓ2(f2, x2, λℓ⋆k.t′2))@v2@v′2である
k, t′2v
′
2が存在し（ここで，F ℓ2 = funℓ2(f2, x2, λℓ⋆k.t′2)とおく），以下のような簡約
列が得られる（ただし，Ẽ ⇓wℓ1= [ ]である）．
〈〈tC〉〉 ³∗T Ẽ[〈〈(funℓ2(f2, x2, λℓ⋆k.t′2))@v2@v′2〉〉] （補題 3.15より）
³T Ẽ[ℓ2 (ℓ⋆([〈〈F ℓ2〉〉/f, 〈〈v2〉〉/x2, 〈〈v′2〉〉/k]t′2))]
= Ẽ ′[[〈〈F ℓ2〉〉/f, 〈〈v2〉〉/x2, 〈〈v′2〉〉/k]t′2] (Ẽ ′ = Ẽ[ℓ2(ℓ⋆([ ]))])
ここで，補題 3.13より，Ẽ ′ ⇓wℓ1ℓ2ℓ⋆= [ ]である．よって補題 3.14より，wℓ1ℓ2ℓ⋆ ∈
Path(〈〈tC〉〉)，すなわち Path(〈〈tC〉〉) ̸⊆ RtC (ℓ1, ℓ2) である．
（⇐の証明：）Path(〈〈tC〉〉) ̸⊆ RtC (ℓ1, ℓ2)とする．補題 3.14より，w = w1ℓ1ℓ2w2か
つ Ẽ ⇓w= [ ]かつ
〈〈tC〉〉 ³∗T Ẽ[〈〈t′〉〉]




である．よって， w=⇒の定義より，(ℓ1, ℓ2) ∈ CS (tC)である．
(定理 3.5証明終) ¤
定理 3.3と 3.5から，次の系が導かれる．
系 3.1 (CFAからHOMCへの帰着の正当性). tをソースプログラム，ℓ1, ℓ2を t中
のラベルとする．このとき，
(ℓ1, ℓ2) ∈ CF (t)
のとき，かつそのときに限り，



















定理 3.7. tをソースプログラム，ℓ1, ℓ2を t中のラベルとする．このとき，定理 3.6
の仮定 (ii)の下で，以下の 2つが成り立つ．















ラベル組のうち (ℓ1, ℓ2) /∈ CF (t) となる組の方がはるかに多い）場合が多く，その
ときのCF (t)のサイズmは |t|2よりもはるかに小さくなる．そのような場合，二
分探索を用いることでCF (t)をO(m|t| log |t|)で求めることが可能となる．そのた
めにまず拡張CFA問題を以下のように定義する．
32
定義 3.6 (拡張CFA問題). 拡張CFA問題とは，与えられたソースプログラム tと
ラベルの集合 L1, L2 ⊆ L−に対し，
(L1 × L2). ∩ CF (t) = ∅
を判定する問題をいう．
拡張CFA問題は通常のCFA問題と異なり，複数のラベル組（L1 × L2）に対し
「制御フロー（すなわち，(ℓ1, ℓ2) ∈ CF (t)となるラベル組）の有無」のみを判定
する問題であるが，CFA問題と同様にHOMC問題に帰着して解くことができる．









Lλは全ての関数のラベルの集合を表す．div はラベルの集合Lを |L1|+ |L2| = |L|
かつ |L2| ≤ |L1| ≤ |L2| + 1を満たすような集合 L1, L2 に二分する関数であり，
subCF(L1, L2)は (L1 ×L2)に含まれる制御フローの集合（すなわち，(L1 ×L2).∩
CF (t)）を返す関数である．subCF(L1, L2)では，最初にL1, L2に対する拡張CFA
問題を解き，フローの有無を判定する（図中の (i)）．フローが存在しなければ，そ
の時点でsubCF(L1, L2)はユニット値を出力し計算を終了する（図の (ii)）フローが









enumCF () = subCF(L@, Lλ)
subCF(L1, L2) = if (L1, L2) ∩ CF (t) = ∅ · · · (i)
then () · · · (ii)
else if (L1 = {ℓ1}) ∧ (L2 = {ℓ2}) then output (ℓ1, ℓ2) · · · (iii)
else if |L1| ≤ |L2| then
let (L21, L22) = div(L2) in subCF(L1, L21); subCF(L1, L22)
else let (L11, L12) = div(L1) in subCF(L11, L2); subCF(L12, L2)
 (iv)






















t (terms) ::= · · · | true | false | if t1 then t2 else t3
| (t1, t2) | fst t | snd t | funℓ(f, (x1, x2), t)
| exn | raise t | try t1with t2
v (values) ::= · · · | true | false | funℓ(f, (x1, x2), t) | (v1, v2)
T (types) ::= · · · | Bool | T1 × T2 | Exn.
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上の . . . は，2.2.1で既に定義された λSの構文を表している．true, falseはブー
ル値であり，if t1 then t2 else t3は（非決定的でない）条件分岐である．(t1, t2)
は対であり，fst t, snd tはそれぞれ対 tの 1番目（左側）と 2番目（右側）の要
素を取り出し，funℓ(f, (x1, x2), t)は対を引数 (x1, x2)として受け取る関数を表す．
exnは例外であり，raise tは例外 tを発生させる．try t1 with t2は，まず t1を
評価し，例外 exnが発生した場合は t1の評価を中止して t2@exnを評価し，発生
しなければそのまま t1の評価結果を返す．Bool，T1 × T2，Exnはそれぞれブール
値，対，例外を表す型である．
λS+において構文に追加された項に対し，型付け規則は以下のように定義される．
Γ ⊢ true : Bool Γ ⊢ false : Bool
Γ ⊢ t1 : Bool Γ ⊢ t2 : T1 Γ ⊢ t3 : T1
Γ ⊢ if t1 then t2 else t3 : T1
Γ ⊢ t1 : T1 Γ ⊢ t2 : T2
Γ ⊢ (t1, t2) : T1 × T2
Γ ⊢ t : T1 × T2
Γ ⊢ fst t : T1
Γ ⊢ t : T1 × T2
Γ ⊢ snd t : T2
Γ ⊢ exn : Exn
Γ ⊢ t : Exn
Γ ⊢ raise t : T
Γ ⊢ t1 : T Γ ⊢ t2 : Exn → T




E ::= · · · | if E then t1 else t2 | (E, t2) | (v1, E) | fst E | snd E
| raise E | try E with t2.
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E[if true then t1 else t2] −→ E[t1]
E[if false then t1 else t2] −→ E[t2]
E[funℓ(f, (x1, x2), t0)@
ℓ′(v1, v2)] −→ E[[v1/x1, v2/x2, funℓ(f, x, t1)/f ]t0]
E[fst (v1, v2)] −→ E[v1]
E[snd (v1, v2)] −→ E[v2]
E[(raise ve)@t2] −→ E[raise ve]
E[v1@(raise ve)] −→ E[raise ve]
E[if (raise ve) then t1 else t2] −→ E[raise ve]
E[(raise ve, t2)] −→ E[raise ve]
E[(v1, raise ve)] −→ E[raise ve]
E[fst (raise ve)] −→ E[raise ve]
E[snd (raise ve)] −→ E[raise ve]
E[try v1 with t2] −→ E[v1]
E[try (raise ve) with t2] −→ E[t2@ve]
上記の簡約規則のうち，E[(raise ve)@t2] ∼ E[snd (raise ve)]に対する規則につ
いては，「try t1 with t2において，t1中で例外 veが発生する場合は，その発生し
た場所によらず，必ず t2@veを評価する，すなわち，













[if t1 then t2 else t3]CE = [t1]CE@[t2]CE@[t3]CE.
true, falseは２つの引数を受け取る関数に変換され，if t1 then t2 else t3は関
数適用に変換される．変換後のプログラムでは，[if t1 then t2 else t3]CEにおい
て，t1が trueの場合は [t2]CEが返され，falseの場合は [t3]CEが返されるといっ
たように，条件分岐が関数適用とその返り値によって表現される．
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この考えに基づき，CPS変換 J·Kに以下の規則を追加する．JtrueK = λk.k@(λt.λf.t)JfalseK = λk.k@(λt.λf.f)Jif t1 then t2 else t3K = λk.(Jt1K@(λb.b@(Jt2K@k)@(Jt3K@k))).
上の規則は，通常の CPS変換を適用した後，ブール値に対してチャーチ・エン
コーディング [·]CEを適用した変換を表している．上の変換により，Bool型の項は











関数中の T1 × T2で表される型を持つ変数 xを全て対 (x1, x2)の形に書き直す．
funℓ(f, (x : T1 × T2), t) ⇒ funℓ(f, (x1, x2), [(x1, x2)/x]t)




〈funℓ(f, x, t)〉 = funℓ(f, x, 〈t〉)
〈funℓ(f, (x1, x2), t)〉 = funℓ(f, x1, λx2.〈t〉)
〈t1 @ℓt2〉 = 〈t1〉@〈t2〉
〈if* t1 t2〉 = if* 〈t1〉 〈t2〉
〈k@(x1, x2)〉 = k@x1@x2.
このときカリー化前のプログラムでは，対の型 T1 × T2は全て (T1 × T2) → T3と










J()K = λk.λh.k@()JxK = λk.λh.k@xJfunℓ(f, x, t)K = λk.λh.k@(funℓ(f, x, JtK))Jt1 @ℓt2K = λk.λh.Jt1K@(λf.Jt2K@(λℓz. (f@z)@k@h)@h)@h
(where f, z are fresh)Jif* t1 t2K = λk.λh.(if* (Jt1K@k@h) (Jt2K@k@h))J(t1, t2)K = λk.λh.Jt1K@(λa.Jt2K@(λb. k@(a, b))@h)@h
(where a, b are fresh)Jfst tK = λk.λh.JtK@(λ(x1, x2). k@x1)@h (where x1, x2 are fresh)Jsnd tK = λk.λh.JtK@(λ(x1, x2). k@x2)@h (where x1, x2 are fresh)JexnK = J()KJraise tK = λk.λh.JtK@h@hJtry t1 with t2K = λk.λh.Jt1K@k@(Jt2K@k@h).
上の変換では，全ての項は通常の継続 kとともに例外を扱うための継続（handler
continuation）hを受け取る関数に変換されている．この継続 hは，変換後のプロ
グラム中の Jraise tKと Jtry t1 with t2Kにおいて，「例外発生時の継続の受け渡し」
を表すのに用いられ，それ以外の項では最初に渡されたものがそのまま渡されて
いくのみである．Jraise tKにおいては，項 tの評価の際に通常の継続 kの代わり
に継続 hが渡され，Jtry t1 with t2Kでは，Jt1Kを評価する際 hの代わりに「評価
結果（ここではユニット値）を受け取り，Jt2K@k@hを評価する」継続を渡してい







type α = C1 of T1(α) | · · · | Cn of Tn(α)
T (α) := α | b | T (α) × · · · × T (α) | T (α) List (b: base type)







p (pattern) ::= x | (p1, p2) | nil | cons(p1, p2) | Ci p | _
t (terms) ::= · · · | n | t1+t2 | t1
Int
= t2
| nil | cons(t1, t2) | hd t | tl t | isnil t
| Ci t | C−1i t
| match t0 with p1 ⇒ t1| · · · | pn ⇒ tn
v (values) ::= · · · | n | nil | cons(v1, v2) | Ci v






= t2は整数に対する比較演算であり，t1, t2の値が同じであれば trueを，そう
でなければ falseを返す．nilは空リスト，cons(t1, t2)はリスト t2の先頭に要素
t1を加えたリストを表し，hd tはリスト tの先頭要素を，tl tはリスト tから先頭
要素を除いたリストを返す．isnil tはリスト tが空リストであれば trueを，そ
うでなければ falseを返す．
Ci tはデータ型のコンストラクタである．C−1i tはCiに対するデストラクタを
表し，C−1i (Ci(t)) −→ tである．デストラクタは，後述のパターンマッチング文の
抽象化にて用いられる．match t0 with p1 ⇒ t1| · · · | pn ⇒ tnはパターンマッチ
ング文であり，t0の評価結果を v0としたとき，各パターンを p1から pnまで順に
見ていき，v0のデータ構造のパターンと一致する piを発見し次第，pi中の各変数
を対応する v0中の値に束縛し，その下で tiを評価する．例えば v0 = Cm(1, nil)，
pi = Cm(x, y)であった場合は，[x 7→ 1, y 7→ nil]tiを評価する．Intは整数型，














JIntKS = UnitJnKS = ()Jt1+t2KS = (λ(x, y). ()) @ (Jt1KS, Jt2KS)Jt1 Int= t2KS = (λ(x, y).if∗ true false) @ (Jt1KS, Jt2KS)
上の変換により，各整数が持つデータは全て無視され，()に統一される．t1 =Int t2
では t1, t2の値の比較が不可能となるため，引数を受け取った後 trueまたは false
のどちらかを非決定的に返す関数に変換される．
例 4.1. t1, t2を Unit型を持つ λEプログラムとし，以下のプログラム tEについて
考える.．
tE = if (5
Int
= 3) then t2 else t3
このとき，ソースプログラム JtEKSの評価については，以下のように２通りの簡約
が考えられる．
JtEKS = if (λ(x, y).if∗ true false)@((), ()) then Jt2KS else Jt3KS
−→∗ if true then Jt2KS else Jt3KS −→ Jt2KS
または −→∗ if false then Jt2KS else Jt3KS −→ Jt3KS
このように，JtEKS においては，t2に加え元のプログラム tE では評価されない t3





fun(f, (), t)及び λ().tは第一引数として必ずユニット値 ()を受け取る関数であ
り，let x=t1 in t2は (λx. t2)@t1の書き換えである．
JT ListKS = Unit → JT KSJnilKS = fun(f, (), f@())Jcons(t1, t2)KS = let (x, l)=(Jt1KS, Jt2KS) in







数に変換される．isnil tは受け取ったリスト lが空かどうかに関係なく trueか
falseを非決定的に返す．
例 4.2. 次のリストを含む λEプログラム tlについて考える．
tl = (hd (cons((λ
1x.()), cons(λ2y.y, nil)))) @3()
このとき，抽象化後のソースプログラム JtlKSは以下のように簡約される．
JtlKS −→∗ (if∗ (λ1x.()) ((λ().if∗ (λ2y.y) (fun(f, (), f@())))@()))@3() (= t′)
この項 t′は，更に次の 3つの項のうちいずれか一つに非決定的に簡約される．
(λ1x.())@3()， (λ2y.y)@3()， ((fun(f, (), f@()))@())@3()
これより，CF (JtlKS) = {(3, 1), (3, 2)}である．これは実際の tlの制御フロー集合






























例 4.3. 以下のように定義される，二分木の構造を表すデータ型 Treeに対する抽
象化を考える．
type Tree = Leaf of Int× Int | Node of Int× Tree× Tree
上記の抽象化1により，Tree型の項は，(Int×Int)型の値の集合と，(Int×Unit×
Unit)型の値の集合との組に変換される．例えば，以下の Tree型の項 vT について
考える．
vT = Node(1,Leaf (2, 3),Leaf (3, 2))
vT は，以下のような集合の組 JvT KSに抽象化される（簡単のため，整数は抽象化
せずに表記している）．




また，デストラクタは上記 2により抽象化され，Leaf −1(vT ),Node−1(vT )は以下
のように非決定的に簡約されるようになる．
JLeaf −1(vT )KS −→ {(2, 3) または









このとき，tT −→∗ (2, 3)であるが，抽象化後は JtT KS −→∗ (2, 3)または JtT KS −→∗







fT = fun(f0, x0. match x0 with
Leaf (n1, n2) ⇒ n1
| Node (n, t1, t2) ⇒ f0@t1.
ここで，抽象化したデストラクタ JLeaf −1KS, JNode−1KSを用いて fT 中のパターン
マッチングを抽象化すると，以下のような項 JfT KSが得られる（簡単のため，整数
は抽象化せずに表記している）．
JfT KS = fun(f0, x0. let x′0=Jx0KS in
if∗ (let (n1, n2)=JLeaf −1KS@x′0 in n1)
(let (n, t1, t2)=JNode−1KS@x′0 in f0@t1).
このとき，vT = Node(1,Leaf (2, 3),Leaf (3, 2))に対し，fT @vT の抽象化について
考える．抽象化前は fT @vT −→∗ 2と簡約されるが，抽象化後は，以下のように非
決定的に簡約される．
JfT @vT KS −→∗ {let (n1, n2)=JLeaf −1KS@vT in n1 または
let (n, t1, t2)=JNode−1KS@vT in JfT KS@t1
このとき，例 4.3の結果より，JfT @vT KS −→∗ 2，または JfT @vT KS −→∗ 3であり，









の値を取り出す関数 F(T (α))を以下のように定義する．ここで，JαKS, JT (τ)KS は，
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それぞれ α型，T (τ)型を抽象化した型である．
F(T (α)) : JT (α)KS → (Unit → JαKS) × JT (Unit)KS
F(α) = λ(x : JαKS). (λ().x, ())
F(b) = λ(x : b). (dum, x)
F(T1×···×Tn) = λ((x1, . . . , xn) : T
′
1 × · · · × T ′n).
let (y1, v1)=F(T1)@x1 in
...
let (yn, vn)=F(Tn)@xn in (if∗ y1 . . . yn, (v1, . . . , vn))
F(T List) = λ(x : T List).
if Jisnil xKS
then (dum, JnilKS)
else let (y, v)=F(T )@Jhd xKS in (y, Jv :: nilKS)
直観的には，F(Ti(α))@v0 = (yi, vi)の場合，yiは「ユニット値を受け取り，v0中のJαKS型の値を非決定的に返す関数」を表し，viは「コンストラクタCiが直接引数
として受け取る値において，JαKS型を Unit型で置き換えたもの」を表している．
データ型に対する変換規則を，以下のように定義する．（ただし，JCi(t)KS =JCiKS@JtKS，JC−1i (t)KS = JC−1i KS@JtKS であるとする．)JαKS = Unit → ((Unit → JT1(Unit)KS) × · · · × (Unit → JTn(Unit)KS))JTi(τ)KS = Jτ ′KS (where Ti(τ) = τ ′)JT1 × · · · × TnKS = JT1KS × · · · × JTnKS
JCiKS = λ(v0 : JTi(α)KS).
let (yi, vi)=F(Ti(α))@v0 in
λ(). if∗ ((y@())@())
(dum, . . . , dum, λ().vi, dum, . . . , dum)
JC−1i KS = λt′0. let (v1, . . . , vn)=t′0@() in sub(Ti, t′0, vi)
ここで，JCiKS に対する規則において，dumはユニット値 ()を受け取り発散する
関数（すなわち，fun(f, (), f@())）であり，空集合を表すのに用いている．すな
わち，(dum, . . . , dum, λ().vi, dum, . . . , dum)は，Ti(Unit)型の値の集合が viを要素
に持つ単集合であり，それ以外の型の値の集合が全て空集合であることを表して
いる．
例 4.5. 例 4.3で定義したデータ型 Treeについて考える．上記の規則に従うと，
Tree型の項 vT = Node(1,Leaf (2, 3),Leaf (3, 2))は以下のように変換される（ただ
し，説明のため一部簡略化している）．JvT KS = λ(). if∗ ((λ().(if∗ (λ().(2, 3), dum) (λ().(3, 2), dum))@())@())
(dum, λ().1)
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また，デストラクタ JLeaf −1KS, JNode−1KSは以下のように変換される．JLeaf −1KS = λt′0. let (vL, vN)=t′0@() in vL@()JNode−1KS = λt′0. let (vL, vN)=t′0@() in let (n, t1, t2)=vN@() in (n, t′0, t′0)
これより，JLeaf −1(vT )KS, JLeaf −1(vT )KSはそれぞれ以下のように非決定的に簡約
される．





















定義 4.1. プログラム tが与えられたとき，以下の様に定義されるラベルの二項
関係DF (t)を，tのデータフロー関係，またはデータフロー集合という．ただし，
FV(t)は t中の自由変数の集合である．
DF (t) = {(ℓ1, ℓ2) ∈ L− × L− | ∃t, v, E. t −→∗ E[tℓ11 ] −→∗ E[vℓ22 ]}⋃
{(ℓ1, ℓ2) ∈ L− × L− | ∃x, t, v, E. t−→∗E[(λx.t)@vℓ2 ]∧ xℓ1 ∈ FV(t)}.




定義 4.2 (DFA問題). DFA問題とは，与えられたプログラム tとラベル ℓ1, ℓ2 ∈ L−
に対し，






例 4.6. λE プログラム t = (λx.λy.xℓd,0 + yℓd,1)@1ℓs,0@2ℓs,1 について考える．この
とき，tは以下のように簡約されていく．
t = (λx.λy. xℓd,0 + yℓd,1)@1ℓs,0@2ℓs,1
−→ (λy. 1ℓs,0 + yℓd,1)@2ℓs,1
−→ 1ℓs,0 + 2ℓs,1
よって定義より，DF (t) = {(ℓs,0, ℓd,0), (ℓs,1, ℓd,1)}. ¥
4.2.2 DFAからCFAへの帰着
DFA問題をCFA問題に帰着するには，プログラム中の全てのデータを関数に変
換し，「部分項 ℓ1の評価結果がデータ ℓ2となる」ことを，「関数適用 ℓ1において関
数 ℓ2が呼び出される」ことで表現してやればよい．例えば整数に対しては，4.1.2
で定義した変換 J·KSを以下のように再定義してやればよい．




ℓd,2() in (λℓs(). ()) )@(Jt1KS′ , Jt2KS′)
演算子+に付けられたラベル ℓsは，その演算結果として得られる値を示すために





り，プログラム tにおいて (ℓd, ℓs) ∈ DF (t)であれば，変換後のソースプログラムJtKS′において (ℓd, ℓs) ∈ CF (JtKS′) となる．
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例 4.7. 例 4.6で用いた λEプログラム t = (λx.λy.xℓd,0 + yℓd,1)@1ℓs,0@2ℓs,1は，以下
のようなソースプログラムに変換される．




ℓd,1() in (λ(). ()))@(x, y) )
@ (λℓs,0(). ()) @ (λℓs,1(). ())
このとき，JtKS′は以下のように簡約されていく
JtKS′ −→∗ let x′=(λℓs,0(). ())@ℓd,0() in
let y′=(λℓs,1(). ())@ℓd,1() in (λ(). ())
−→∗ let y′=(λℓs,1(). ())@ℓd,1() in (λ(). ())
−→∗ (λ(). ())
これより，(let x=t1 in t2) = (λx. t2)@t1から，CF (JtKS′) = {(ℓs,0, ℓd,0), (ℓs,1, ℓd,1)}







る．データフロー解析では，整数に対する演算（+, =, <, . . .）とブール値に対す




















type T ListD = Nil of Unit | Cons of T × (T ListD)







Program OT Call Fun Dest Op Con Time Flow Queries Out 0CFA
fib 4 7 3 20 8 7 5.56 42 321 0 42
merge 8 20 10 29 13 6 85.38 60 751 1 62 (1)
mandelbrot 8 18 12 49 22 8 276.94 83 1686 0 83
tailfib 8 13 8 17 7 7 3.33 36 342 0 36
tak 8 19 6 14 6 6 65.39 60 282 0 60
imp_for 9 33 17 8 3 4 13.63 47 617 0 61
matrix_multiply 9 33 17 8 3 4 19518.31 177 7968 162 
mini-ml 16 69 40 8 7 5 1665.82 47 2696 0 
app_div 8 9 6 4 2 2 0.14 6 70 0 15
map 8 6 3 8 4 4 1.25 21 82 0 21
map_imflist 8 9 6 3 2 4 1.30 13 72 0 13
map_rand 10 13 5 15 7 7 17.12 36 275 0 36
map_pair 13 15 12 3 2 2 5.20 19 191 0 22
map2 8 9 6 8 3 7 9.04 25 134 0 
map_imflist2 8 12 9 3 1 7 9.24 17 132 0 
map_rand2 10 18 8 15 6 9 244.43 42 369 0 
map_pair2 3 18 15 3 1 5 67.75 23 288 0 



















的な手法である k−CFA [21]を始め，k−CFAにガーベジコレクション (garbage-
























近年高階モデル検査の研究は発展してきており [19, 8, 7]，現在複数の高階モデ
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