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Dense relativistic matter has attracted a lot of attention over many decades now, with a focus on
an understanding of the phase structure and thermodynamics of dense strong-interaction matter.
The analysis of dense strong-interaction matter is complicated by the fact that the system is expected
to undergo a transition from a regime governed by spontaneous chiral symmetry breaking at low
densities to a regime governed by the presence of a Cooper instability at intermediate and high
densities. Renormalization group (RG) approaches have played and still play a prominent role in
studies of dense matter in general. In the present work, we study RG flows of dense relativistic
systems in the presence of a Cooper instability and analyze the role of the Silver-Blaze property. In
particular, we critically assess how to apply the derivative expansion to study dense-matter systems
in a systematic fashion. This also involves a detailed discussion of regularization schemes. Guided
by these formal developments, we introduce a new class of regulator functions for functional RG
studies which is suitable to deal with the presence of a Cooper instability in relativistic theories.
We close by demonstrating its application with the aid of a simple quark-diquark model.
I. INTRODUCTION
A quantitative understanding of relativistic fermions
in a dense environment is of great importance for many
research fields, ranging from condensed-matter physics
over nuclear physics to high-energy physics. With respect
to strong-interaction matter, the potential existence of a
color-superconducting ground state at supranuclear den-
sities put forward in the 1970s has inspired uncounted
studies at the interface of nuclear physics and astro-
physics (see Ref. [1] for an early review). The interest
in this state of matter even received a significant boost
as a series of seminal works in the late 1990s [2–13] sug-
gested the emergence of a rich plethora of symmetry-
breaking patterns at high densities together with the for-
mation of sizeable pairing gaps of ∼ 100 MeV giving rise
to large phase transition temperatures, see Refs. [14–22]
for reviews. For the analysis of these symmetry-breaking
patterns and the role of the Cooper instability associ-
ated with the formation of a pairing gap, renormaliza-
tion group (RG) approaches have played and still play
a very important role [4, 5, 7, 12, 23, 24], as they also
do in condensed-matter theory (see Refs. [25–28] for re-
views). Moreover, RG studies provide us with detailed
insights into the phase structure and thermodynamics of
the theory of the strong interaction at lower densities
(see, e.g., Refs. [23, 24, 29–44] for some recent advances
and Ref. [45] for a review) as well as with constraints from
quark-gluon dynamics for the equation of state of strong-
interaction matter over a wide range of densities [46].
The central object for a field-theoretical description of
quantum systems is the so-called quantum effective ac-
tion. Its computation requires a suitable regularization
and renormalization procedure. In general, the regular-
ization prescription generates terms depending on a UV
cutoff scale Λ which are then absorbed as counter terms
in the underlying bare action as part of the renormal-
ization procedure. With respect to studies of systems at
finite density, one may now be worried that the counter
terms depend on the chemical potential. However, this
is not necessarily the case. Indeed, it turns out that
the partition function is invariant under a change of the
chemical potential, provided the latter does not exceed
a critical value [34, 47]. This is known as the Silver-
Blaze property of quantum field theories [48]. Assuming
that the regularization prescription does not violate the
symmetry associated with this invariance, it follows that
the counter terms are indeed independent of the chemical
potential [34, 47].
In RG studies, which are at the heart of the present
work, fluctuations are integrated out successively around
a given point in momentum space. This procedure im-
plicitly defines a regularization and renormalization pre-
scription. More specifically, we may choose to integrate
out fluctuations from high- to low-momentum scales or
around a suitably chosen finite scale, e.g., the scale set by
the chemical potential µ in case of studies of dense mat-
ter. Apparently, this choice is delicate since it may induce
an explicit breaking of symmetries. For example, it may
be a natural choice to integrate out fluctuations around
the Fermi scale µ in the presence of a Cooper instability.
By this, however, we break explicitly the symmetry asso-
ciated with the aforementioned Silver-Blaze property of
quantum field theories, as we shall discuss below.
These are still very general statements which do not
yet take into account the fact that an actual computation
of the quantum effective action usually involves approxi-
mations. A prominent and widely used approximation
scheme is the so-called derivative expansion, basically
corresponding to an expansion of correlation functions in
terms of their external momenta. Such an expansion ul-
timately requires the specification of an expansion point.
A priori, this point is at our disposal but, loosely speak-
ing, should be chosen such that a low-order expansion
already allows to capture the most relevant dynamics of
the system under consideration. Of course, a bias is in-
troduced when we choose a specific expansion point and
therefore this has to be considered with great care. Also,
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2the chosen expansion point may violate symmetries as
the one associated with the Silver-Blaze property.
The focus of the present work is on issues which may
arise in RG studies of dense relativistic matter in the
presence of a Cooper instability. To this end, we be-
gin our discussion by reviewing and extending previous
general studies [34, 47, 49] of the Silver-Blaze property
and its consequences from a phenomenological as well as
field-theoretical standpoint in Sec. II. In Sec. III, we then
analyze how the Silver-Blaze property and the choice of
a specific expansion point in the derivative expansion
affects the theoretical predictions for systems where a
Cooper instability is expected to govern the underlying
dynamics. From this analysis, we deduce that, in the RG
flow, fluctuations should be integrated out around the
Fermi surface in order to recover the expected Bardeen-
Cooper-Schrieffer (BCS) scaling behavior of observables,
at least in studies based on a derivative expansion of the
quantum effective action. Based on these findings, we
then construct a new class of regulators for functional
RG studies in Sec. IV. This class of regulators is suitable
to tackle systems governed by the presence of a Cooper
instability and allows to recover the expected BCS scaling
behavior. Its application is demonstrated with the aid of
a simple quark-diquark model in Sec. V. Our conclusions
including a discussion of the application of the derivative
expansion for studies of the theory of the strong inter-
action, i.e., Quantum Chromodynamics (QCD), over a
wide range of densities can be found in Sec. VI.
II. SILVER-BLAZE PROPERTY
Let us consider a system of fermions and (complex)
scalar fields which both couple to a chemical potential µ.
This implies that the scalar fields also carry a finite
“fermion number” F (or baryon number B in case of
QCD), i.e., phenomenologically speaking, the scalars may
be considered as composites of fermions. Examples for
such fields are diquark fields which carry fermion num-
ber |F | = 2 (or baryon number |B| = 2/3). On the other
hand, pions composed of a quark and an antiquark carry
net fermion number F = 0 (baryon number B = 0). The
sign of F depends on whether the scalar fields are “com-
posed” of two fermions or two antifermions. Of course,
both the fermions and the scalar fields may also carry
additional quantum numbers, e.g., color in QCD. In any
case, we shall now consider an action of the following
form:
S[ψ¯, ψ, φ∗, φ]
=
∫
x
{
ψ¯ (iγ0(∂0 + µ) + iγj∂j)ψ
+ [(∂0 − Fµ)φ∗][(∂0 + Fµ)φ] + (∂jφ∗)(∂jφ)
}
+Vint[ψ¯, ψ, φ
∗, φ] , (1)
where
∫
x
=
∫
d4x and Vint describes a set of interac-
tions. Without loss of generality, we shall assume µ > 0.
Moreover, we note that we employ Euclidean γ-matrices
with γ†µ = γµ.
The kinetic terms of the action S are invariant under
the following set of transformations of the fields and the
chemical potential:
ψ¯ 7→ ψ¯ e−iαx0 , ψ 7→ eiαx0ψ , (2)
φ∗ 7→ φ∗ e−iFαx0 , φ 7→ eiFαx0φ , (3)
and
µ 7→ µ− iα , (4)
where α ∈ R is a constant “angle” and we have pro-
moted µ to a complex quantity. We shall refer to Eqs. (2)-
(4) as Silver-Blaze transformations. Assuming that also
the interaction terms contained in Vint are invariant un-
der this transformation, we conclude that the entire ac-
tion S is invariant.
Looking at the Silver-Blaze transformation and the ac-
tion (1), one may be tempted to treat the chemical poten-
tial as a constant background (gauge) field and introduce
corresponding “Silver-Blaze-covariant” derivatives of the
form DF0 = ∂0 + Fµ (with F ∈ Z). Unlike gauge fields,
however, we do not integrate over the chemical potential
in the path integral. The chemical potential is rather an
external control parameter.
Let us begin our discussion with the zero-temperature
limit and postpone the finite-temperature case to the end
of this section. The dynamics of the quantum theory as-
sociated with the classical action S is determined by the
partition function. The latter is related to the following
path integral:
Z = N
∫
Dψ¯DψDφ∗Dφ e−S+
∫
x
J T·ϕ , (5)
where N is a normalization factor. The vector J T =
(η¯,−ηT , J∗, J) contains the sources for the fermion and
scalar fields, respectively, and ϕT = (ψT , ψ¯, φ, φ∗) is a
collective field vector, only introduced to keep the no-
tation in a compact form. As the action S depends
on the chemical potential, also the path integral Z de-
pends on it. Evaluating the path integral Z for vanish-
ing sources, we obtain the grand-canonical (gc) partition
function Zgc.
We shall now assume that Zgc is analytic within some
domain of values for the (potentially complex-valued)
chemical potential. For concreteness, let us assume that
Zgc is analytic for <(µ) < µc. Below we shall see that the
associated (real-valued) “critical” value µc of the chemi-
cal potential is set by the (pole) mass and fermion num-
ber F of those fields that couple to the chemical poten-
tial. From a phenomenological standpoint, this may not
come unexpected at all. Indeed, the chemical potential
is the change in free energy when fermions are added to
or removed from the system. Considering, e.g., a non-
interacting system of fermions with mass mψ for illustra-
tion, a lower bound for this change in the free energy is
given by the mass of the fermions. We therefore expect
3that the fermion density (strictly speaking, the difference
of the density of fermions and antifermions) can become
finite only for µ ≥ mψ. For µ < mψ, the density remains
zero and we expect the system to be invariant under a
change of the chemical potential. In particular, this im-
plies that the partition function Zgc does not depend on µ
for µ < mψ. This is known as Silver-Blaze property [48].
Coming back to our general discussion, it follows from
the invariance of the action S and the measure of the path
integral for the partition function Zgc under Silver-Blaze
transformations that
Zgc
∣∣∣
µ
= Zgc
∣∣∣
µ→µ−iα
, (6)
i.e., the partition function is invariant under a shift of
the chemical potential µ along the imaginary axis. As-
suming that Zgc is analytic for <(µ − iα) < µc, we can
perform an analytic continuation of the parameter α,
α→ iα and conclude that Zgc does not depend on µ ∈ R
for µ < µc. This may be viewed as the mathematical
confirmation of our phenomenological line of arguments
on the µ-independence of Zgc given above.
Along the lines of Ref. [47], we can now also study
the µ-dependence of one-particle-irreducible (1PI) corre-
lation functions. To this end, we recall that Z is a func-
tional of the sources and a function of µ. Using again the
invariance of the action S and the measure of the path
integral under Silver-Blaze transformations, we find
Z[η¯, η, J∗, J ]
∣∣∣
µ
= Z[η¯e−iαx0 , eiαx0η, J∗e−iFαx0 , eiFαx0J ]
∣∣∣
µ→µ−iα
. (7)
Considering now the Legendre transform of lnZ with re-
spect to the sources, we eventually arrive at the following
relation for the quantum effective action Γ:
Γ[Ψ¯cl,Ψcl,Φ
∗
cl,Φcl]
∣∣∣
µ
(8)
=Γ[Ψ¯cle
−iαx0 , eiαx0Ψcl,Φ∗cle
−iFαx0 , eiFαx0Φcl]
∣∣∣
µ→µ−iα
,
where Ψ¯cl, Ψcl, Φ
∗
cl, and Φcl denote the so-called classi-
cal fields. These fields should not be confused with those
which minimize the effective action. We can now take
functional derivatives of Eq. (8) with respect to the clas-
sical fields to study the µ-dependence of the n-point 1PI
correlation functions.
To illustrate the consequences of Eq. (8) for correlation
functions, let us take a functional derivative of Eq. (8)
with respect to Ψ¯ from the left and another one with
respect to Ψ from the right and evaluate the resulting
expression on the ground state. Assuming that the lat-
ter is given by vanishing classical fields, we find for the
fermionic two-point function in momentum space that
Γ
(2)
ψ¯ψ
(p0, ~p )
∣∣∣
µ
= Γ
(2)
ψ¯ψ
(p0−α, ~p )
∣∣∣
µ−iα
. (9)
Assuming further that Γ
(2)
ψ¯ψ
is analytic for <(µ−iα) < µc,
we can set α = −iµ and find
Γ
(2)
ψ¯ψ
(p0, ~p )
∣∣∣
µ
= Γ
(2)
ψ¯ψ
(p0+iµ, ~p ) . (10)
For the two-point function associated with the complex
scalar fields, we obtain
Γ
(2)
φ∗φ(p0, ~p )
∣∣∣
µ
= Γ
(2)
φ∗φ(p0+iFµ, ~p ) , (11)
provided that Γ
(2)
φ∗φ is analytic for <(µ− iFα) < µc. This
analysis can be generalized to all n-point functions.
From this analysis, it follows that, at zero tempera-
ture and µ < µc, the µ-dependence of the correlation
functions is trivially obtained by simply replacing the
zeroth components of the four-momenta in the vacuum
correlation functions with suitably µ-shifted zeroth com-
ponents, see, e.g., Eqs. (10) and (11). Because of the
analytic properties of these functions, it also follows that
they do not depend on µ for µ < µc at all.
Let us now turn to the critical value µc of the chemical
potential. From our discussion of the two-point func-
tions, we extract that the value of µc is set by the pole
mass and the fermion number F of those fields which
couple to the chemical potential. An analytic continu-
ation of the theory in the complex p0-plane is therefore
restricted to the domain |p0| < µc. Recall that the pole
mass m of a particle is defined by the position of the zero
of its inverse propagator for ~p = 0: Γ(2)(p0 = im, 0) = 0.
From our analysis, in particular from Eqs. (10) and (11),
we then deduce that µc = min{mψ,mφ/|F |}. Here, mψ
and mφ refer to the vacuum pole masses of the fermions
and bosons, respectively.
Our findings have immediate consequences for the
computation of the effective action. For example, with
respect to the derivative expansion of the effective action,
our analysis suggests that the associated expansion of the
correlation functions in external momenta has to be per-
formed around the point (p0 + iFµ, ~p ) = (0, 0) rather
than (p0, ~p ) = (0, 0) in order to preserve the Silver-
Blaze property [34, 50]. Thus, the expansion point is
complex-valued for µ > 0. An expansion around the
point (p0, ~p ) = (0, 0) breaks explicitly the invariance un-
der Silver-Blaze transformations. Our discussion implies
that a Silver-Blaze-symmetric derivative expansion re-
quires to consider different expansion points in the com-
plex p0-plane in the underlying expansion of correlation
functions. In Sec. III, we shall discuss issues related to
the choice of the expansion point in detail.
Up to this point, we have ignored that a computa-
tion of the effective action requires a regularization and
renormalization procedure. Of course, our conclusions
following from the invariance of the theory under Silver-
Blaze transformations only hold, if this invariance is not
violated within that procedure.
Let us now turn to RG studies of dense relativistic mat-
ter. The basic idea of RG studies is to integrate out fluc-
tuations successively. For example, in the spirit of Wil-
4son’s idea of renormalization, we may integrate fluctua-
tions from high- to low-momentum scales. In principle,
we may also integrate out fluctuations around the Fermi
surface. The actual prescription specifying the details of
the momentum-shell integrations may lead to an explicit
breaking of the invariance under Silver-Blaze transfor-
mations. In the following, we shall discuss this aspect
by means of the Wetterich equation [51] which can be
directly related to Wilson’s approach to renormalization
on the one-loop level.
The starting point for the derivation of the Wetterich
equation [51] is obtained from Eq. (5) by inserting a reg-
ulator term ∆Sk:
Z(k) = N
∫
Dψ¯DψDφ∗Dφ e−S−∆Sk+
∫
x
J T·ϕ . (12)
The new term ∆Sk is defined as
∆Sk =
∫
x
{
ψ¯Rψk (∂0,
~∇, µ)ψ + φ∗Rφk(∂0, ~∇, µ)φ
}
. (13)
This term provides us with a suitable regularization of
the path integral. In particular, it introduces the addi-
tional scale k which screens infrared singularities. Any-
how, for k → 0, we assume that the regulator functions
appearing in ∆Sk vanish, i.e., limk→0R
ψ/φ
k = 0, in order
to ensure that the original path integral (5) is recovered
in this limit. Note that the value of the path integral
now depends on the scale k and so do the correlation
functions derived from it, including the partition func-
tion Zgc = Zgc(k).
The regulator insertion (13) is bilinear in the fields.
From this, we conclude that it does not break the
invariance under Silver-Blaze transformations, if the
momentum-space representation of the regulator func-
tions obeys
Rψk (ip0, i~p, µ) = R
ψ
k (i(p0 − iµ), i~p, 0) , (14)
and
Rφk(ip0, i~p, µ) = R
φ
k(i(p0 − iFµ), i~p, 0) , (15)
where it is assumed that Rψk and R
φ
k are analytic func-
tions of p0. This is in line with the findings from our
analysis of the µ-dependence of the two-point functions.
Let us assume for a moment that the regulator func-
tions obey these constraints and that their functional
form is such that they introduce a mass gap mgap ∼ k
into the theory. By construction, this gap depends on
the scale k and screens divergences in the limit p → 0
for µ = 0. Note that divergences of this type are screened
by the chemical potential for µ > 0. In any case, we de-
duce that the regulator induces a shift of the pole posi-
tions of the propagators at finite k. It is important to add
that the regulator should not lower the pole mass of the
lowest lying state with finite fermion number for k > 0
since this potentially leads to a violation of the Silver-
Blaze property as well. Unfortunately, this appears to
be a generic feature of conventionally used momentum
cutoffs, see Ref. [34] for a discussion.
Since the fermion number F together with the vacuum
pole masses of those fields coupled to the chemical po-
tential determine the critical value µc of the chemical po-
tential, the latter also becomes k-dependent, µc = µc(k).
For values of k (much) greater than any of the pole
masses, we even expect µc ∼ k. For k → 0, the k-
dependent mass gaps in the propagator then approach
the physical pole masses from above. For k > 0, it follows
by repeating our analysis for general correlation functions
that the k-dependent correlation functions for finite µ are
identical to those for µ = 0, provided that µ < µc(k). In-
deed, for µ < µc(k), the µ-dependence of the k-dependent
correlation functions is obtained by simply replacing p0
with (p0 + iFµ) in the corresponding vacuum correlation
functions. In particular, we find that Zgc(k) is constant
for µ < µc(k). An important consequence of these ob-
servations regarding the µ-dependence of the correlation
functions is that the initial conditions for these functions
at the scale k = Λ > cΛµ in the RG flow (i.e., the counter
terms for the correlation functions in the terminology
of renormalization theory) are identical to those in the
limit µ→ 0 [47]. The actual value of the constant cΛ > 0
depends on the details of the functional form of the reg-
ulator functions. In any case, even if the regulator pre-
serves the Silver-Blaze symmetry, the expansion scheme
employed to compute the effective action may still break
the invariance under Silver-Blaze transformation. For ex-
ample, as discussed above, a derivative expansion of the
effective action around the point (p0, ~p ) = (0, 0) breaks
the invariance under such transformations.
In case of regulators which do not fulfill the con-
straints (14) and (15), the invariance under Silver-Blaze
transformations is explicitly broken and therefore also the
initial conditions of the RG flow in general depend on the
chemical potential. While the dependence of the initial
conditions on the chemical potential becomes parametri-
cally suppressed if the initial scale is chosen sufficiently
large, Λ  µ, the explicit breaking of the Silver-Blaze
symmetry by the regulator functions persists.
Let us now analyze the effect of Silver-Blaze transfor-
mations on the regularized path integral (12) for van-
ishing source terms, i.e., we consider the k-dependent
partition function Zgc(k). Since the action S and the
measure of the corresponding path integral are invariant
under Silver-Blaze transformations, it suffices to study
the variation of the regulator insertion ∆Sk under an in-
finitesimal Silver-Blaze transformation. We find
∆Sk[ψ¯, ψ, φ
∗, φ] 7→ ∆Sk[ψ¯, ψ, φ∗, φ] + α
∫
p
Ψ¯(p)
[
∂Rψk (ip0, i~p, µ)
∂p0
− i∂R
ψ
k (ip0, i~p, µ)
∂µ
]
Ψ(p)
5+α
∫
p
Φ∗(p)
[
F
∂Rφk(ip0, i~p, µ)
∂p0
− i∂R
φ
k(ip0, i~p, µ)
∂µ
]
Φ(p) +O(α2) , (16)
where
∫
p
=
∫
d4p
(2pi)4 . The Fourier transforms of the fields
are defined by
ψ(x) =
∫
q
eiqxΨ(q) , ψ¯(x) =
∫
q
e−iqxΨ¯(q) , (17)
and
φ(x) =
∫
q
eiqxΦ(q) , φ∗(x) =
∫
q
e−iqxΦ∗(q) . (18)
Note that Ψ(q) = Ψ(q0, ~q ) and Φ(q) = Φ(q0, ~q ). More-
over, we have assumed that the regulator functions R
ψ/φ
k
can be expanded in terms of their arguments. Requiring
Zgc(k)
∣∣∣
µ
!
= Zgc(k)
∣∣∣
µ→µ−iα
(19)
for <(µ − iα) < µc(k), we deduce from Eq. (16) that
the 1PI two-point functions have to obey the following
relation for <(µ− iα) < µc(k):
0 =
∫
p
(
δ2Γk
δΨ¯clδΨcl
)−1
0
(p, p)
[
∂Rψk (ip0, i~p, µ)
∂p0
− i∂R
ψ
k (ip0, i~p, µ)
∂µ
]
+
∫
p
(
δ2Γk
δΦ∗clδΦcl
)−1
0
(p, p)
[
F
∂Rφk(ip0, i~p, µ)
∂p0
− i∂R
φ
k(ip0, i~p, µ)
∂µ
]
. (20)
The subscript ‘0’ indicates that the second functional
derivatives of the effective action are evaluated on the
minimum of the scale-dependent effective action Γk. For
example, we have(
δ2Γk
δΦ∗clδΦcl
)−1
0
(p, q) =
δ2 lnZ(k)
δJ˜∗(p)δJ˜(q)
∣∣∣∣∣
J˜=0
(21)
and similarly for the fermions. Here, J˜ and J˜∗ denote the
Fourier transforms of the sources for the scalar fields and,
correspondingly, J˜ is the vector containing the Fourier
transforms of all sources. For simplicity, we have assumed
in Eq. (20) that the vacuum expectation values of the
fields vanish in the minimum of the effective action Γk
for <(µ − iα) < µc(k). In any case, if the identity (20)
is fulfilled in the regime defined by <(µ − iα) < µc(k),
then Zgc(k) is constant and identical to its value at µ = 0
for µ < µc(k). The same holds for all n-point functions
as discussed above.
We immediately deduce from Eq. (20) that the invari-
ance under Silver-Blaze transformations is preserved if
F
∂R
ψ/φ
k (iq0, i~q, µ)
∂q0
− i∂R
ψ/φ
k (iq0, i~q, µ)
∂µ
= 0 . (22)
For example, this equation is fulfilled for the class of reg-
ulators implicitly defined by Eqs. (14) and (15).
Although Eq. (20) could potentially be used to de-
rive constraints for the flow of the two-point functions
to compensate for the regulator-induced violation of the
Silver-Blaze symmetry in the spirit of Ward identities,
we expect this equation to be only of limited use for con-
crete calculations. Indeed, an implementation of such
constraints would require the knowledge of µc(k) which
is a dynamically determined quantity.
Finally, we would like to comment on the case of fi-
nite temperature. At finite temperature T and chemi-
cal potential µ, the continuous symmetry described by
Eqs. (2)-(4) reduces to a discrete symmetry because of
the compactification of the Euclidean time direction:
ψ¯ 7→ ψ¯ e−2inpiTx0 , ψ 7→ e2inpiTx0ψ , (23)
φ∗ 7→ φ∗ e−2iFnpiTx0 , φ 7→ e2iFnpiTx0φ , (24)
and
µ 7→ µ+ 2inpiT , (25)
with n ∈ Z. At finite temperature, we then have
Zgc
∣∣∣
µ
= Zgc
∣∣∣
µ→µ+2inpiT
. (26)
We add that we have µ → µ + (2inpi/N)T in SU(N)
gauge theories [52]. For our analysis, it is now important
to realize that the zeroth component of the Euclidean
four-momentum is discrete at finite temperature. Hence,
the analytic continuation that underlies our line of ar-
guments in the zero-temperature case cannot be defined
uniquely anymore. From a phenomenological standpoint,
this implies that the partition function always exhibits a
dependence on the chemical potential at finite tempera-
ture whereas this is not necessarily the case at T = 0.
There, a dependence is only observed if the chemical po-
tential exceeds the critical value µc determined by the
6vacuum pole masses and fermion numbers of those fields
that are coupled to the chemical potential.
With respect to regulators, we add that the regula-
tor class defined by the relations (14) and (15) also re-
spect the discrete symmetry present at finite tempera-
ture. However, the identity (20) can no longer be applied
to control the regulator-induced explicit breaking of the
Silver-Blaze symmetry since it relies on the consideration
of infinitesimal transformations.
We close by noting that, from a more general stand-
point, we analyzed the properties of n-point functions in
the complex plane in this section which is also poten-
tially relevant for computations of real-time correlation
functions [35, 36, 43, 53–58] within the functional RG
framework.
III. DERIVATIVE EXPANSION AND BCS
SCALING
With the constraints (14) and (15) for regulators re-
specting the invariance under Silver-Blaze transforma-
tions at hand, we now discuss the computation of the
effective action in a derivative expansion. In the previ-
ous section, we have already pointed out that, in addition
to the regulator, the expansion point associated with the
derivative expansion has to be chosen carefully in order
to ensure that the Silver-Blaze symmetry is not broken
explicitly. As we shall now demonstrate, however, the ex-
pansion point also affects the scaling behavior of physical
observables. Depending on the chosen expansion point,
for example, observables may be found to decrease with
increasing chemical potential although an increase may
be expected, e.g., as it is the case in BCS-type mod-
els. Moreover, we shall illustrate that, if Silver-Blaze-
symmetric regulators of the type (14) and (15) are used
without using a Silver-Blaze-symmetric expansion point,
loop integrals may even turn out to be ill-defined.
Let us now analyze the derivative expansion of the ef-
fective action at finite chemical potential at vanishing
temperature. To this end, we employ a simple quark-
diquark model with two quark flavors and three colors
for illustration. Its classical action reads
S =
∫
d4x
{
ψ¯ (i∂/+iµγ0)ψ+ν¯
2φ∗AφA
+ iψ¯γ5τ2φ
∗
AT
ACψ¯T − iψTCγ5τ2φATAψ
}
. (27)
Here, C = γ2γ0 is the charge conjugation operator and τ2
is the second Pauli matrix living in flavor space. The
fermion fields ψ¯ and ψ are understood to contain the two
quark flavor degrees of freedom. The sum over the color
index A runs only over the antisymmetric color genera-
tors TA in the fundamental representation.
The complex-valued scalar fields φA carry fermion
number |F | = 2 since they represent diquark states of
the form φA ∼ (ψ¯γ5τ2TACψ¯T ) with JP = 0+ for the to-
tal angular momentum J and parity P . The parameter
ν¯ can be viewed as an external “control knob” which can
be used to determine the ground-state properties of this
model in the vacuum (µ = 0). A general fixed-point anal-
ysis indeed reveals that two qualitatively distinct ground
states are possible, see, e.g., Refs. [23, 24, 59] and also
Ref. [2] for a mean-field analysis: first, the ground state
in the vacuum limit is already governed by the formation
of a diquark condensate, which breaks the UV(1) sym-
metry, and, second, the UV(1) symmetry is only broken
at finite µ because of a Cooper instability in the system
but remains intact in the vacuum limit. For the first
scenario, we have to choose ν¯2 to be positive but suffi-
ciently small. For the second scenario, we have to choose
a sufficiently large value of ν¯2. Thus, a critical value ν¯∗
(associated with a non-Gaußian fixed point) must exist
which separates these two scenarios from each other.
In the present work, we do not aim at a detailed study
of this model. We only employ it to demonstrate issues
associated with the Silver-Blaze symmetry which arise in
the computation of the effective action at finite chemical
potential. To this end, it suffices to compute the effective
action of this model in a one-loop approximation where
we only take into account purely fermionic loops. This
would still allow for a finite running of the wavefunction
renomalization factors of the diquark fields [49]. For sim-
plicity, however, we shall drop them as well.
In the following we shall only consider the RG running
of the mass-like parameter ν¯2k . Since ν¯
2
k determines the
curvature of the effective potential at the origin, an anal-
ysis of the scale dependence of ν¯2k allows us to study the
onset of the spontaneous breakdown of the UV(1) symme-
try associated with diquark condensation. Indeed, start-
ing the RG flow at a sufficiently large scale k = Λ µ in
the UV(1)-symmetric regime, we have ν¯
2
k > 0 at least for
a certain range of values of k ≤ Λ. Depending on the ini-
tial value ν¯2Λ ≡ ν¯2, the parameter ν¯2k may then change its
sign at a scale kcr, indicating the emergence of a nontriv-
ial ground state of the effective potential and therefore of
the spontaneous breakdown of the UV(1) symmetry, see,
e.g., Refs. [23, 24, 59] for a detailed discussion. We shall
refer to kcr as the critical scale. This scale sets the scale
for all low-energy quantities O with mass dimension dO:
O ∼ kdOcr . (28)
We would like to add that the inverse of ν¯2k can be
traced back to a four-quark interaction associated with
a diquark channel. In such a formulation, the on-
set of spontaneous symmetry breaking is then indicated
by a divergence of the corresponding four-quark cou-
pling [23, 24, 59].
From here on, we assume that the initial condition ν¯2Λ
for the RG equation of ν¯2k has been chosen such that the
UV(1) symmetry remains intact on all scales for µ = 0.
For finite µ, the emergence of a sign change of ν¯2k is then
solely due to the presence of a Cooper instability and it
was shown [4, 5] that the associated critical scale obeys
7Figure 1. 1PI diagrams related to the RG flow of the two-
point function of the complex scalar field. The dashed lines
are associated with the complex scalar field where (p0, ~p )
refers to the external momenta. The solid lines are associ-
ated with fermions.
the following scaling behavior:
kcr ∼ exp
(
− c
µ2
)
, (29)
where c is a dimensionful positive constant which is deter-
mined by the initial condition ν¯2Λ > 0. In the limit µ→ 0,
we have kcr → 0, i.e. the UV(1) symmetry remains in-
tact on all scales. Note that the dependence of kcr on µ
is handed down to physical observables (e.g., the gap) in
the IR limit, leading to the typical exponential scaling
behavior in BCS-type theories.
Let us now discuss the RG flow of ν¯2k and the resulting
scaling of the critical scale kcr with µ in the light of the
Silver-Blaze symmetry. For our concrete calculations, we
employ the Wetterich equation [51]. The RG flow equa-
tion for ν¯2k can then be deduced from the scale-dependent
two-point function of the complex scalar fields:
Γ
(2)
k,AB(p, q) :=
δ2Γk
[
Ψ¯cl,Ψcl,Φ
∗
cl,Φcl
]
δΦ∗cl,A(p)δΦcl,B(q)
∣∣∣∣∣Ψ¯cl=Ψcl=0
Φ∗cl=Φcl=0
. (30)
For our discussion, it is convenient to separate the triv-
ial color and momentum dependence of this two-point
function from the rest:
Γ
(2)
k,AB(p, q) = Γ˜
(2)
k (p)δAB(2pi)
4δ(4)(p+ q) . (31)
The derivative expansion of the effective action can be
traced back to an expansion of the n-point 1PI correla-
tion functions in terms of their external momenta which
ultimately requires to specify an expansion point. As we
do not take into account the running of the wavefunction
renormalizations which are obtained by taking deriva-
tives of the two-point function with respect to the exter-
nal momenta, the scale-dependence of the parameter ν¯2k
is simply obtained from an evaluation of the two-point
function on the expansion point, i.e., it is associated with
the zeroth order of the derivative expansion.
For our computation of the two-point function, we em-
ploy a class of regulators which only depend on the spa-
tial momenta but neither on the chemical potential nor
on the time-like momentum and therefore satisfy trivially
the Silver-Blaze constraints (14) and (15). Since we do
not take into account diagrams with internal boson lines
in our example study, we only have to regularize fermion
lines in the loop diagrams. To be specific, we choose
the standard form for three-dimensional regulators for
fermions [60–63]:
Rψk = −/~p r(~p 2/k2) . (32)
Here, the so-called regulator shape function r is to a large
extent at our disposal [51] and will only be specified in
concrete evaluations of loop diagrams below. With this
class of regulators, we find the following flow equation for
the two-point function of the complex scalar fields:
∂tΓ˜
(2)
k (p0, ~p ) = −8
∫
q
∂˜t
(p0 + q
−
0 )q
+
0 + (~p+ ~q ) · ~q (1 + r((~p+ ~q )2/k2))(1 + r(~q 2/k2))
((p0 + q
−
0 )
2 + (~p+ ~q )2(1 + r((~p+ ~q )2/k2))2)((q+0 )
2 + ~q 2(1 + r(~q 2/k2))2)
, (33)
where t = ln(k/Λ) is the RG time with Λ being the initial
RG scale, r¯~q = r(~q
2/k2), q±0 = q0± iµ, and ∂˜t = (∂tr) ∂∂r .
Note that the integral on the right-hand side is associated
with the loop integral depicted in Fig. 1 (left).
Since we have chosen a class of regulators that respects
the Silver-Blaze symmetry and we have also not yet cho-
sen an expansion point for the derivative expansion, the
RG flow of the fully momentum-dependent two-point
function does not violate the Silver-Blaze symmetry. In
the spirit of the derivative expansion, we now evaluate
the flow equation (33) on a given expansion point. This
corresponds to a projection of this flow equation onto the
flow equation for the parameter ν¯2k .
We begin by choosing an expansion point which re-
spects the Silver-Blaze symmetry. As discussed in the
previous section, this requires to choose a point in the
complex p0-plane. A possible choice is (p0 = 2iµ, ~p = 0).
The RG flow equation for ν¯2k then reads:
∂tν¯
2
k =
1
V4d
∂tΓ˜
(2)
k (p0 = 2iµ, ~p = 0)
= −8
∫
q
∂˜t
1
(q+0 )
2 + ~q 2(1 + r(~q 2/k2))2
, (34)
where V4d =
∫
d4x. Interpreting the right-hand side of
this equation in terms of Feynman diagrams, we observe
that the integral now corresponds to the loop integral de-
picted in Fig. 1 (right) when evaluated on vanishing ex-
ternal four-momentum (p0 = 0, ~p = 0). In other words,
8the evaluation of the original loop integral on the Silver-
Blaze-symmetric point induces a shift of the chemical
potential of one of the internal fermion lines. To analyze
the consequences of this shift, we evaluate this loop in-
tegral for a given regulator. For convenience, we choose
the so-called linear regulator shape function [63],
rlin(x) =
(
1√
x
− 1
)
θ(1− x) , (35)
in Eq. (34) and obtain
∂tν¯
2
k =
2k2
3pi2
θ(k − µ) . (36)
The solution of this equation reads
ν¯2k = ν¯
2
Λ − ν¯2∗ +
k20
3pi2
, (37)
where k0 = max(k, µ) and ν¯
2
∗ is the aforementioned crit-
ical value for the parameter ν¯2 ≡ ν¯2Λ > 0. For the
regulator shape function (35), we find ν¯2∗ = Λ
2/(3pi2).
Choosing ν¯2Λ > ν¯
2
∗ , we observe that ν¯
2
k remains positive
on all scales and therefore the UV(1) symmetry remains
intact even in the IR limit. The same is true for ν¯2Λ = ν¯
2
∗
and µ = 0 but this choice now defines a strongly inter-
acting scale-invariant point which is only destabilized in
the presence of a finite chemical potential. In partic-
ular, we observe that there is no finite critical scale kcr
for ν¯2Λ ≥ ν¯2∗ . This implies the absence of dynamical UV(1)
symmetry breaking in this case. As a consequence, the
scaling of physical observables with the chemical poten-
tial µ does not agree with the scaling behavior (29). We
conclude that a derivative expansion around the Silver-
Blaze-symmetric point (p0 = 2iµ, ~p = 0) is not suitable to
recover the expected BCS-type scaling behavior of phys-
ical observables.
For ν¯2Λ < ν¯
2
∗ , the curvature ν¯
2
k of the effective poten-
tial may become negative in the RG flow, depending
on the actual value of the chemical potential. In fact,
for µ2 < µ20 = 3pi
2(ν¯2∗− ν¯2Λ), we find ν¯2k=0 < 0 which indi-
cates that the ground state is governed by spontaneous
UV(1) symmetry breaking for these values of the chem-
ical potential. Note that µ0 defines an upper bound for
the critical value µc of the chemical potential introduced
in Sec. II. Indeed, the critical scale for µ = 0 is given
by kcr =
√
3pi2(ν¯2∗ − ν¯2Λ) and it follows from Eq. (37)
that this scale does not depend on the chemical poten-
tial, provided that we choose µ2 < k2cr = µ
2
0. Therefore,
all physical observables are expected to be independent
of µ at least for some range of µ < µ0. In any case,
since kcr → 0 for µ → µ0, the critical scale eventually
decreases (rather than increases) when the chemical po-
tential is increased, in contradistinction to the case of
BCS-type scaling, see Eq. (29). This is a severe prob-
lem even if we would argue that physical (low-energy)
observables, such as the gap, may still exhibit BCS-type
scaling behavior although the critical scale does not. In
the present case, however, this would imply that the low-
energy observables increase continuously with increasing
chemical potential while the critical scale decreases and
eventually tends to zero above some critical value.
From a phenomenological standpoint, one may argue
that the derivative expansion should not be anchored at
the Silver-Blaze-symmetric point in the complex p0-plane
but rather at the conventional point (p0 = 0, ~p = 0).
For the latter point, the flow equation for ν¯2k is readily
obtained from the flow equation (33):
∂tν¯
2
k=−8
∫
q
∂˜t Ik(q+0 , q−0 , ~q ) (38)
with
Ik(q+0 , q−0 , ~q )
=
q+0 q
−
0 +~q
2(1+r)2
((q+0 )
2+~q 2(1+r)2)((q−0 )2+~q 2(1+r)2)
. (39)
In terms of Feynman diagrams, the integral on the right-
hand side is now associated with the diagram depicted in
Fig. 1 (left) evaluated on (p0 = 0, ~p = 0). As shown in
Ref. [59], however, a second-order pole at k = µ is hid-
den in this loop diagram, rendering the RG flow of the
parameter ν¯2k ill-defined. This is best seen by employ-
ing again the regulator shape function (35). The flow
equation for ν¯2k then reads
∂tν¯
2
k =
k4
3pi2
{
1
(k + µ)
2 +
sgn(k − µ)
(k − µ)2
}
, (40)
which reduces to the flow equation (36) in the limit µ→ 0
as it should be. From the flow equation (40), we indeed
deduce that the RG flow is not well-defined when we
insist on integrating out fluctuations from k = Λ (high-
energy scale) to k = 0 (low-energy limit). This is also
true for regulator shape functions other than Eq. (35)
and can be traced back to the fact that the conventionally
used class of regulators [51, 64] defines an RG flow from
a given high-energy scale down to the low-energy limit.
Thus, the aforementioned singularity at k = µ is always
approached from one side. The actual appearance of this
divergence has its origin in the Cooper instability which
is of course not pathologic at all. Only the “treatment”
of this divergence with the aid of conventional regulator
classes is problematic.
One may now be tempted to argue that this singular-
ity is lifted for any (even infinitesimally) finite temper-
ature T [59] and, in practice, one should only consider
flows at finite temperature and extrapolate to the zero-
temperature limit afterwards. However, this does not
cure the actual problem of having an ill-defined flow at
zero temperature and therefore this idea should be dis-
carded. In this respect, we also note that the parameters
of models are usually determined at T = 0.
Leaving the finite-temperature case aside, one may ar-
gue that the divergence in the flow is cured by the pres-
ence of a finite diquark gap (i.e., BCS-type gap in gen-
eral). However, this requires that the gap has already
been generated in the RG flow at a scale kcr > µ, i.e.,
9before the RG flow “hits” the divergence at k = µ. Ap-
parently, this involves a tuning of the parameters of the
model. In particular, it excludes to study the case where,
e.g., the parameters are chosen such that the UV(1) sym-
metry of the theory remains intact on all scales for µ = 0.
Therefore, also this “strategy” of tuning the parameters
of the model should be only considered with great care,
if at all, since the underlying RG flow is still not well-
defined. We add that, in first-principles studies of QCD,
a tuning of parameters, such as ν¯2Λ, is not even possible
since ν¯2Λ is initially zero and solely generated by quark-
gluon interactions in the form of four-quark interaction
channels, see also Ref. [24].
From our discussion of the flow equation (40), we
can now deduce how the divergence in the RG flow can
be “cured”, namely by gapping fluctuations around the
Fermi surface with the aid of an artificial gap. The latter
should then be successively removed towards the end-
point of the RG flow. This requires to construct a reg-
ulator that integrates out fluctuations around the Fermi
surface and thereby introduces a gap for fluctuations at
the Fermi surface. Let us give a qualitative illustration
for such a prescription by means of the flow equation (40).
Formally, the solution of this RG equation reads1
ν¯2k − ν¯2Λ ∼
∫ k
Λ
dk′k′3
sgn(k′−µ)
(k′−µ)2 . (41)
Here, we have dropped prefactors and the contribution
analytic at k = µ as the latter is irrelevant for our qualita-
tive discussion at this point. We now employ a principal
value prescription to compute this integral which mimics
the effect of the implementation of a sharp cutoff around
the Fermi scale µ:
ν¯2k¯ − ν¯2Λ ∼ −
∫ 0
µ−k¯
dk′
k′3
(k′−µ)2 +
∫ µ+k¯
Λ
dk′
k′3
(k′−µ)2 . (42)
To obtain this equation, we have set k = 0 in Eq. (41).
Note that IR divergences as they may occur for µ = 0
are screened anyhow by the presence of the chemical po-
tential. Moreover, we have introduced a new scale k¯ by
hand which plays the role of the former RG scale k.2 In
the limit k¯ → 0, we then recover Eq. (41) for k → 0.
In any case, performing the integration in Eq. (42), we
find ν¯2
k¯
− ν¯2Λ ∼ µ2 ln k¯, where we dropped non-divergent
terms for k¯ → 0 as well as prefactors that are irrelevant
for our line of arguments. Using that ν¯2
k¯
= 0 at the
critical scale associated with UV(1) symmetry breaking,
1 Note that, in more elaborate studies, the right-hand side of the
flow equation (40) also depends on other couplings (e.g., Yukawa-
type and four-diquark couplings) which hinders a direct integra-
tion of the flow equation.
2 Note that this statement has to be taken with some care since we
do not recover Eq. (41) for k¯ → Λ. In fact, there is no simple map
between the scales k and k¯. Therefore, we shall restrict ourselves
to k¯  µ < Λ which is sufficient for our line of arguments here.
we find k¯cr ∼ exp(−c/µ2) for the µ-dependence of the
critical scale k¯cr. Here, the constant c > 0 is related to
the parameter ν¯2Λ. Thus, in line with our discussion of
Eq. (29), we expect the typical BCS-type scaling behav-
ior of low-energy observables since the scale for the latter
is set by the scale k¯cr.
The BCS-type behavior has indeed been revealed in
Refs. [4, 5] by implementing a sharp cutoff around the
Fermi scale µ to integrate out fluctuations around the
Fermi surface rather than following the RG flow of the
theory from a high-energy scale down to a low-energy
scale. With respect to the functional RG approach, we
have so far only implemented this idea by hand for illus-
trational purposes. In order to do this in a systematic
fashion that is readily generalizable to approximations
more involved than the one considered in this section,
we construct a suitable class of fermion regulators in the
subsequent section. The class is very general in the sense
that it does not require the use of a sharp cutoff which
often comes at a price of non-locality [64] and also ambi-
guities in the actual computation of RG flow equations,
see, e.g., Ref. [65]. For non-relativistic theories, such a
class of regulators has already been constructed within
the functional RG framework and successfully employed
to study a variety of systems, ranging from condensed-
matter systems to ultracold atomic gases [26–28, 66–69],
see Ref. [70] for a discussion of optimization of RG flows
in this context. Unfortunately, a naive generalization
of these regulators to relativistic theories is already hin-
dered by the chiral symmetry. An additional constraint
for our regulator construction is set by the fact that we
would like to ensure that this new class of regulators re-
duces to the class of conventionally used regulators which
regularize divergences in the low-momentum limit. Al-
ready at this point, we would like to emphasize that it
comes at a price to integrate out fluctuations around
the Fermi surface. Loosely speaking, the implementa-
tion of this idea requires to couple the spatial momenta
to the chemical potential which then unavoidably leads
to a breaking of the Silver-Blaze symmetry. However,
as discussed above, we require to break this symmetry
anyhow in a derivative expansion by choosing a suitable
expansion point in order to recover the correct long-range
behavior of physical observables, i.e., BCS-type scaling.
IV. RG FLOWS AROUND THE FERMI
SURFACE
A. Chiral fermions
For our construction of a regulator suitable to deal
with fermions in the presence of a Cooper instability, it
is convenient to define the following two projectors:
P± ≡ P±(~p ) = 1
2i
(
iγ0 ± /~p|~p |
)
γ0 . (43)
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We have
P+ + P− = 1 , P+P− = P−P+ = 0 , (44)
P+P+ = P+ , P−P− = P− , (45)
and
P−γ0 = γ0P+ , P+γ0 = γ0P− , {P±, γ0} = γ0 . (46)
Note also that P±(~p ) = P∓(−~p ). Basically, the opera-
tors P± are projection operators on positive and negative
energy solutions of the free Dirac equation, thus associ-
ated with particle and antiparticle states. Similar forms
of these projectors are often introduced in quantum field
theory textbooks (see, e.g., Refs. [71, 72]) and are also
employed in hard dense loop studies (see, e.g., Ref. [73]).
Phenomenologically speaking, the fact that
trP± = 2 (47)
reminds us that the free Dirac equation comes with two
solutions with positive and two solutions with negative
energy.
In Eq. (1), the kinetic term Sψ¯ψ for the fermions reads
Sψ¯ψ =
∫
p
Ψ¯ {−(p0 − iµ)γ0−/~p }Ψ , (48)
where Ψ¯ and Ψ are the Fourier transforms of the fields ψ¯
and ψ, respectively. For convenience, we define the ki-
netic operator T :
T = −(p0 − iµ)γ0 − /~p . (49)
With the aid of the projectors P±, we can decompose T
as follows:
T = C−P−γ0 + C+P+γ0 , (50)
where
C∓ = −p0 − i(−µ∓ |~p |) . (51)
Using this decomposition, the kinetic term Sψ¯ψ for the
fermions can be split into two parts:∫
p
Ψ¯C−P−γ0Ψ , and
∫
p
Ψ¯C+P+γ0Ψ . (52)
We observe that these two terms are separately invari-
ant under chiral transformations. Moreover, both terms
are also separately invariant under Silver-Blaze trans-
formations. Under charge conjugation, the two terms
are not invariant. For µ = 0, however, they can still
be transformed into each other under charge conjuga-
tion. Phenomenologically speaking, this is a consequence
of the fact that the projectors P± decompose the ki-
netic term Sψ¯ψ into particle and antiparticle contribu-
tions. Only
∫
p
Ψ¯TΨ is invariant under charge conjuga-
tion for µ = 0. Note that the symmetry under charge
conjugation is broken explicitly by the presence of a fi-
nite chemical potential.
Using the properties (44)-(46) of the projectors P±, the
inverse of the operator T – which basically appears in the
computation of loop diagrams – is readily constructed:
T−1 = C−1− P+γ0 + C
−1
+ P−γ0 . (53)
The physical meaning of C± becomes apparent when we
switch to Minkowski spacetime, p0 → −ip0. We then
observe that T−1 exhibits poles at p0 = ω± with
ω± = ±|~p | − µ . (54)
The positions of the poles define nothing but the disper-
sion relation of relativistic (quasi)particles in the pres-
ence of a chemical potential, i.e., it is essentially the en-
ergy of the (anti)fermions relative to the Fermi surface
located at |~p | = µ.
We now switch back to Euclidean spacetime and note
that the inversion of T has to be considered with care.
In fact, whereas C− is invertible since C− 6= 0 for any
finite µ, this is not the case for C+. The latter vanishes
for p0 = 0 and |~p | = µ (i.e., at the Fermi surface) and,
strictly speaking, T is therefore not always invertible. At
vanishing chemical potential, this singular point corre-
sponds to the case of vanishing four-momentum of which
is then taken care by, e.g., employing a mass-like regu-
larization scheme. In the presence of a finite chemical
potential, however, the use of such a scheme does in gen-
eral not “cure” the divergence at the Fermi surface and
the divergence associated with vanishing four-momentum
is screened by the chemical potential anyhow.
Let us continue with the construction of a class of reg-
ulators which is capable of handling the (quasi)particle
dispersion relations in a suitable manner. Our starting
point is Eq. (50), i.e., the decomposition of the kinetic op-
erator T into positive and negative energy solutions rela-
tive to the Fermi surface. The basic idea is now to treat
the modes associated with the two terms as two types
of modes which are regularized differently in the pres-
ence of a finite chemical potential3 but still regularized
in the same way in the limit of vanishing chemical po-
tential. The latter requirement ensures that modes with
positive and negative energy are treated in the same way
for µ = 0 and the regularized kinetic term does therefore
not break explicitly the charge conjugation symmetry in
this limit. In any case, we also require that the regulator
does not break the chiral symmetry of the theory under
consideration. A general regulator for fermions fulfilling
these requirements can be written in the following form:
Rψk = −i(−µ−|~p |)r−P−γ0 − i(−µ+|~p |)r+P+γ0 , (55)
where r± are again dimensionless regulator shape func-
tions. From here on, we shall assume that these functions
are of the following form:
r± := r(x±) , (56)
3 Note that the chemical potential indeed allows to distinguish the
two types of modes as it breaks the charge conjugation symmetry.
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where
x± k2 = (−µ± |~p |)2 . (57)
Note that we use the same functional form r for the regu-
lator of the two modes which ensures that we recover the
standard form of the flow equation in the absence of a
chemical potential (where both types of modes are then
treated identically). The use of different functional forms
would instead imply that the charge conjugation symme-
try is broken explicitly by the regularization scheme even
in the limit µ → 0. In any case, the form of the regula-
tor proposed in Eq. (55) already breaks the Silver-Blaze
symmetry by construction which, however, appears nec-
essary in a derivative expansion of the effective action in
order to recover the expected BCS scaling, see Sec. III.
Regarding the shape functions r, we shall in general
assume that (1 + r) ≥ 0 and that they obey
lim
x→0
√
x r(x) > 0 (58)
as well as
lim
x→∞ r(x) = 0 . (59)
For example, the property (58) implies that
r(x+) =
k
|µ− |~p || + . . . . (60)
Loosely speaking, this ensures that, in the RG flow, fluc-
tuations at the Fermi surface are gapped. The prop-
erty (59) ensures that the regulator vanishes in the
limit of k → 0 for fixed momentum as well as in the
limit |~p | → ∞ for fixed RG scale k. Finally, we add
that the property (1 + r) ≥ 0 for any value of x is re-
quired since loop diagrams may otherwise be plagued by
artificial divergences.
Possible choices for the shape function are given by
Eq. (35) and
rexp(x) = −1 + 1√
1− e−x , (61)
as well as a polynomial version,
rp(x) = −1 + 1√
1−
(∑N
n=0
1
n!x
n
)−1 , (N > 2) . (62)
Finally, one may also define an ordinary sharp cutoff with
the aid of the shape function.4 Note that the general
form of the regulator Rψk together with any of the listed
shape functions is not necessarily optimized in the spirit
of Refs. [64, 77–79]. In fact, such an optimization of RG
flows in the presence of a finite quark chemical potential
4 The functional forms are simply adapted from those in Refs. [53,
62–64, 74–79] introduced for the conventionally used regulator
class.
Figure 2. <(iC¯+)/µ as a function of p/µ for various values
of k/µ as obtained from employing the shape function (35)
(solid lines) and the shape function (62) for N = 4 (dashed
lines).
is beyond the scope of this work. The explicit forms of the
shape function are presented here only for illustrational
purposes.
By adding the regulator Rψk to the kinetic operator T ,
we find
T +Rψk = C¯−P−γ0 + C¯+P+γ0 , (63)
where we have introduced regularized “quasiparticle dis-
persion relations”:
C¯∓ = −p0 − i(−µ∓ |~p |)(1 + r∓) . (64)
Using the properties (44)-(46) of the projectors P±, the
regularized kinetic operator T + Rψk is readily inverted
which is now well-defined for all p0 and ~p. The inversion
yields the regularized propagator:
(T +Rψk )
−1 = C¯−1− P+γ0 + C¯
−1
+ P−γ0 . (65)
We note that
< (iC¯+) = (|~p | − µ)(1 + r+) (66)
is not positive definite but changes its sign at the Fermi
surface. In fact, we have <(iC¯+) > 0 for |~p | > µ and
<(iC¯+) < 0 for |~p | < µ, see also Fig. 2. Close to the
Fermi surface, we find
< (iC¯+) = k sgn(|~p | − µ) + . . . , (67)
implying that <(iC¯+) is discontinuous at the Fermi sur-
face. In any case, from Eq. (67), we deduce that the
regulator effectively introduces a gap ∼ k for fluctua-
tions around the Fermi surface. By construction, this
gap disappears in the limit k → 0, i.e., in the long-range
limit. Hence, fluctuations are integrated out around the
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Fermi surface. For the negative-energy modes associated
with C¯−, we note that
< (iC¯−) < 0 (68)
even for k → 0 because of the presence of the chemical
potential which, loosely speaking, acts as a regulator for
these modes.5
Before we analyze the regularized kinetic operator T +
Rψk in the vacuum limit, we would like to give a useful re-
lation for the evaluation of the Wetterich equation when
our present regularization scheme is employed. It reads(
T +Rψk
)−1
(∂tR
ψ
k ) (69)
= i(µ+ |~p |)C¯−1− (∂tr−)P+ + i(µ− |~p |)C¯−1+ (∂tr+)P− .
We observe that the derivatives of the shape func-
tions, which specify the Wilsonian momentum-shell in-
tegrations, only appear together with the corresponding
“propagators” ∼ C¯−1± . With the aid of Eq. (47), the trace
over Dirac indices appearing in the Wetterich equation
can be computed straightforwardly. We find
TrD
{(
T +Rψk
)−1
(∂tR
ψ
k )
}
(70)
= 2i(µ+ |~p |)C¯−1− (∂tr−) + 2i(µ− |~p |)C¯−1+ (∂tr+) .
It is also worthwhile to note that the p0-integration can
be performed very efficiently with this decomposition us-
ing Cauchy’s residue theorem since the poles in the com-
plex p0-plane are readily read off from Eq. (70).
With the class of regulators (55) at hand, we can now
in principle compute loop diagrams and study the RG
flow of couplings. Before we illustrate this in Sec. V, we
would like to emphasize again that our class of regulators
does not violate chiral symmetry and state that, by the
proposed decomposition of the regulator and the inclu-
sion of the chemical potential, we effectively perform a
suitable spectral adjustment of the regulator functions.
Let us finally show that we recover the form of conven-
tionally used three-dimensional regulators in the vacuum
limit, i.e., µ → 0 [62, 63]. To this end, we consider the
regularized kinetic term (63) for µ = 0.6 Looking at the
projectors P±, we observe that they only depend on the
5 One may be tempted to insert only a regulator for the modes
associated with C¯+ and just let the chemical potential regularize
the modes with negative energies. However, as indicated above,
the vacuum limit (µ → 0), where both types of modes need
to be regularized, is then no longer well-defined. A still valid
alternative in line with our requirements is to consider a regulator
of the following form:
Rψk = −i(−µ−|~p |r−)P−γ0 − i(−µ+|~p |)r+P+γ0 ,
where the argument of the shape function associated with the
negative-energy modes is now chosen to be independent of the
chemical potential, r− = r(~p 2/k2), but the functional form is
still assumed to be the same for both types of modes.
6 Note that r+ = r− = r in this case.
spatial momenta in such a way that they are invariant
under a rescaling of the spatial momenta with a positive
factor:
P±(~p (1 + r)) = P±(~p ) . (71)
Recall also that (1 + r) > 0 for k > 0. Thus, formally,
we can rescale the spatial momenta in Eq. (63) in this
way, i.e., we may set ~pr := ~p (1 + r), and then obtain the
following expression for µ = 0 by employing again the
properties of the projectors P±:
T +Rψk = −p0γ0 − /~pr = −p0γ0 − /~p(1 + r) . (72)
This is nothing but the conventional form of the regu-
larized kinetic operator (for a three-dimensional regula-
tor) [62, 63]. However, we emphasize that, at finite chem-
ical potential, our present regulator is different from this
conventional choice since it involves the chemical poten-
tial and therefore treats the modes above and below the
Fermi surface in a different way.
Although our proposed regulator (55) comes with
many advantages, it should be stated that it breaks the
Silver-Blaze symmetry explicitly,7 in contrast to conven-
tional three-dimensional regulator functions. However,
the latter class of regulators leads to ill-defined loop dia-
grams because of an insufficient treatment of the Cooper
instability, see our discussion in Sec. III. Moreover, we
would like to remind the reader that, in a derivative
expansion corresponding to an expansion of correlation
functions in external momenta around a given point in
momentum space, we require to break the Silver-Blaze
symmetry explicitly anyhow by choosing a suitable ex-
pansion point such that the correct BCS scaling of ob-
servables O as a function of the chemical potential is
recovered, O ∼ exp(−c/µ2) with c > 0, see Sec. III.
B. Massive fermions
The regulator class constructed in the previous section
appears fine for chiral fermions. Indeed, it respects chiral
symmetry and treats modes close to the Fermi surface in
an adequate manner. However, it is not appropriate to
regularize modes with a finite mass close to the Fermi
surface. It should be noted that, unlike IR divergences
in the limit µ → 0, divergences at the Fermi surface are
not screened by a fermion mass term. Therefore, con-
ventional mass-like regulators [62, 63, 74] are not suit-
able to deal with such divergences appearing at finite µ.
Indeed, a fermion mass (which may be a parameter or
may be generated dynamically by interactions, e.g., by
spontaneous chiral symmetry breaking) rather deforms
the Fermi surface. This deformation effectively leads to
7 In fact, the class of regulators defined in Eq. (55) does not obey
the condition (14).
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a shift of the Cooper instability in momentum space. A
suitable regulator scheme needs to account for this shift.
Let us begin our construction of a regulator for massive
fermions by enhancing our projectors P±:
P±(~p ,m) =
1
2i
(
iγ0 ± /~p+ im

)
γ0 , (73)
where
 =
√
~p 2 +m2 . (74)
From these new projectors we recover the projectors de-
fined in Eq. (43) in the limit m→ 0. We again have
P+ + P− = 1 , P+P− = P−P+ = 0 , (75)
P+P+ = P+ , P−P− = P− , (76)
and
trP± = 2 . (77)
For what follows, it is convenient to define a second set
of projectors:
P¯±(~p ,m) =
1
2i
(
iγ0 ± /~p− im

)
γ0 , (78)
Also here, we have
P¯+ + P¯− = 1 , P¯+P¯− = P¯−P¯+ = 0 , (79)
P¯+P¯+ = P¯+ , P¯−P¯− = P¯− , (80)
and
tr P¯± = 2 . (81)
Note also that P¯±(~p,m) = P¯∓(−~p,−m). The two sets of
projectors are related. First of all, we have P¯±(~p, 0) =
P±(~p, 0). Moreover, we find
P¯+γ0 = γ0P¯− , P¯−γ0 = γ0P¯+ . (82)
Finally, we note that
P¯ †± = P¯± . (83)
With these operators, we can now construct a regula-
tor for massive fermions which allows us to integrate out
fluctuations around the Fermi surface. To this end, we
first add a mass term to the kinetic operator T defined
in Eq. (49):
T (m) = −(p0 − iµ)γ0 − /~p+ im. (84)
This operator can be decomposed as follows:
T (m) = C−P¯−γ0 + C+P¯+γ0 , (85)
where
C∓ ≡ C∓(m) = −p0 − i(−µ∓ ) . (86)
The inverse of Tm reads
8
T−1(m) = C−1− P+γ0 + C
−1
+ P−γ0 . (87)
Here, we have used Eq. (82).
A regulator accounting for the fact that the Fermi sur-
face is effectively deformed in the presence of a finite
fermion mass is now readily constructed:
Rψk (m) = −i(−µ− )r−P¯−γ0 − i(−µ+ )r+P¯+γ0 . (88)
Examples for possible shape functions r± = r(x±) are
given in Eqs. (35), (61) and (62), see also Eq. (56) and
our discussion thereof. However, we now define x± as
follows:
x± k2 = (−µ± )2 . (89)
Note that the mass enters the regulator function. This
is required since, unlike ordinary IR divergences in the
limit µ → 0, the Cooper instability is not cured by the
presence of a finite fermion mass.
Let us now add the regulator Rψk to the kinetic opera-
tor T (m). We find
T (m) +Rψk = C¯−P¯−γ0 + C¯+P¯+γ0 , (90)
where
C¯∓ ≡ C¯∓(m) = −p0 − i(−µ∓ )(1 + r∓) . (91)
Using our relations above, the regularized kinetic opera-
tor is readily inverted. The inversion yields
(T (m) +Rψk )
−1 = C¯−1− P+γ0 + C¯
−1
+ P−γ0 . (92)
As discussed above for the massless limit, the Cooper in-
stability is now also regularized for finite fermion masses.
Indeed, close to the Fermi surface, we find for the modes
associated with C¯+ that
< (iC¯+) = k sgn(− µ) + . . . , (93)
implying that the regulator effectively introduces a gap ∼
k for massive fermions around the Fermi surface.
Note that the statements regarding the decomposition
of (T + Rψk )
−1(∂tR
ψ
k ) made in Eq. (69) for the mass-
less case also apply to the present case of finite fermion
masses, (T (m) +Rψk )
−1(∂tR
ψ
k ).
Finally, we would like to add that, even in the
limit µ → 0, the class of regulators defined by Eq. (88)
does not fall into the class of conventionally employed
three-dimensional regulators. In fact, considering µ = 0
and using9
P¯±(~p (1 + r),m(1 + r)) = P¯±(~p ,m) , (94)
8 Of course, the inversion is again not well-defined for p0 = 0
and  = µ. This is taken care of below by inserting a suitable
regulator.
9 Recall that x+ = x− = x = 2/k2 for µ = 0.
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we find
T (m) +Rψk = −p0γ0 − (/~p− im)(1 + r) , (95)
with a regulator shape function depending on (~p 2 +
m2)/k2 rather than only on ~p 2/k2 as in the case of con-
ventionally employed three-dimensional regulators. Nev-
ertheless, our present class of regulators is also a valid
class in the limit µ→ 0 in the presence of a finite mass.
Indeed, it rather falls into the class of spectrally adjusted
regulators. The latter class is often employed in studies
of gauge theories, see, e.g., Refs. [64, 80–84]. In this
spirit, we close this section by noting that m does not
have to be a mass in the narrower sense of the word. For
example, m may also be related to a chiral (background)
field χ, m2 ∼ χ2. Moreover, if the running of, e.g., wave-
function renormalization factors is taken into account in
a given study, the inclusion of the latter in our proposed
class of regulators (i.e., also into the shape function) may
be required in order to ensure that the regulator indeed
gaps fluctuations around the Fermi surface.
V. EXAMPLE – DIQUARK CONDENSATION
We now demonstrate the application of the class of
regulators defined in Eq. (55). To this end, we con-
sider again the simple quark-diquark model introduced
in Eq. (27) and compute the flow of the parameter ν¯2k
and the four-diquark coupling λ¯k. Although the latter
is set to zero in the classical action, it is induced in the
RG flow by quark-diquark interactions. We add that the
couplings ν¯2k and λ¯k should be viewed as the zeroth order
terms of an expansion of the two-point and four-point
functions in their external momenta, respectively. The
expansion point is given by (p0, ~p ) = (0, 0). For simplic-
ity, we shall only take into account purely fermionic loops
in the present example study, as also done in Sec. III.
The initial condition of the RG flow is given by the clas-
sical action (27) which is invariant under UV(1) transfor-
mations. For the UV(1)-symmetric regime, we then find
the following set of flow equations:
∂tν¯
2
k = −4
∫
p
∂˜t
(
1
p20 + (µ− |~p |)2(1 + r+)2
+
1
p20 + (µ+ |~p |)2(1 + r−)2
)
, (96)
and
∂tλ¯k = 2
∫
p
∂˜t
((
1
p20 + (µ− |~p |)2(1 + r+)2
)2
+
(
1
p20 + (µ+ |~p |)2(1 + r−)2
)2)
, (97)
where ∂˜t = (∂tr+)
∂
∂r+
+ (∂tr−) ∂∂r− . We observe that
the two flow equations are decoupled within our present
approximation in the UV(1)-symmetric regime.
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Figure 3. Diquark gap |Φ¯0| and critical (symmetry break-
ing) scale kcr in units of the UV scale Λ as a function of the
dimensionless chemical potential µ/Λ.
From the equation for ν¯2k , we can already extract the
scaling behavior of the critical scale kcr. Recall that
the latter is defined as the scale at which ν¯2k becomes
zero, ν¯2kcr = 0. Employing the shape function (35), we can
even compute the right-hand side of Eq. (96) analytically.
In the limit µ/k  1, it then simplifies to ∂tν¯2k = 2µ2/pi2.
This implies that kcr ∼ exp(−c/µ2) for µ/Λ  1 where
the µ-independent constant c > 0 depends on the initial
condition of the flow equation at k = Λ. In other words,
we recover the expected BCS-type scaling behavior of the
critical scale, see also Eq. (29).
From this analysis of the flow equations in the UV(1)-
symmetric regime, we observe that ν¯2k changes its sign,
indicating the onset of the formation of a diquark con-
densate. For k < kcr, we then expand the effective ac-
tion around the scale-dependent ground state Φ¯0, Γk ∼
λ¯k(|Φcl|2 − |Φ¯0|2)2, where |Φcl|2 :=
∑
A |Φcl,A|2 and, for
convenience, Φ¯0 is chosen to point into the 2-direction
of color space without loss of generality. Using this
parametrization of the effective action, the flow equations
for the low-energy regime read
∂t|Φ¯0|2 = 2
λ¯k
∫
p
∂˜t
(
1
p20+(µ−|~p |)2(1+r+)2 + |Φ¯0|2
+
1
p20 + (µ+|~p |)2(1+r−)2 + |Φ¯0|2
)
, (98)
and
∂tλ¯k =2
∫
p
∂˜t
((
1
p20+(µ− |~p |)2(1+r+)2+|Φ¯0|2
)2
+
(
1
p20+(µ+ |~p |)2(1+r−)2+|Φ¯0|2
)2)
. (99)
We add that diquark self-couplings of higher order can be
taken into account straightforwardly but this is beyond
the scope of our present example study.
As an explicit example, we now compute the diquark
gap of this model for (ν¯Λ/ν¯∗)2 = 4/3, where ν¯2∗ is the
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value of ν¯2k at the non-Gaußian fixed point, see also our
detailed discussion in Sec. III. Phenomenologically speak-
ing, this choice for ν¯2Λ implies that the UV(1) symmetry
is only broken at finite µ but remains intact on all scales
for µ = 0. In other words, the quarks are ungapped
in the vacuum limit. For our numerical study of the
flow equations, we shall employ the polynomial regulator
function (62) with N = 4 and set Λ = 0.6 GeV. We then
find ν¯2∗/Λ
2 ≈ 0.065.
Our numerical results for the critical scale kcr and
the value of the diquark gap |Φ¯0| for k → 0 are shown
in Fig. 3. We observe that kcr as well as the diquark
gap |Φ¯0| exhibit the same qualitative behavior as a func-
tion of the chemical potential µ. This may be viewed
as a confirmation of the assumption |Φ¯0| ∼ kcr from
Sec. III, see Eq. (28). More specifically, for µ → 0,
we observe that |Φ¯0| decreases exponentially whereas it
increases monotonically for increasing chemical poten-
tial. These observations are in line with the expectation
that Φ¯0 ∼ exp(−cφ¯/µ2) (with cφ¯ > 0). For a detailed
analysis of cutoff effects in this model, we refer the reader
to Ref. [49]. As it is beyond the scope of the present work,
we also do not present results for the pressure but only
refer to App. A for a discussion of peculiarities generally
appearing in the computation of thermodynamic quanti-
ties, such as the pressure or the equation of state.
Overall, we conclude that the class of regulators de-
fined by Eq. (55) leads to well-behaved RG flows of the
couplings in the presence of a Cooper instability and the
expected BCS-type scaling behavior of physical observ-
ables as a function of the chemical potential is recovered.
Recall that the use of conventionally employed regula-
tor functions leads to ill-defined RG flows, see Sec. III,
which represented the starting point for the construc-
tion of the regulator functions employed in this section.
Nevertheless, a word of caution regarding the regulator
class defined by Eq. (55) is in order: This class is suited
to study systems dominated by a Cooper instability in
the long-range limit. In a regime which is governed by
the Silver-Blaze property, an expansion of the effective
action around a Silver-Blaze-symmetric point should be
employed together with a regulator function that does
not break the Silver-Blaze symmetry. For example, if we
use regulators of the form proposed in Sec. IV to compute
a diagram of the type as presented in Fig. 1 (right) with
the external legs being now associated with scalar fields
with vanishing fermion number F (e.g., sigma or pion
fields), then the diagram does not exhibit the correct scal-
ing behavior as a function of the chemical potential. Note
that, phenomenologically speaking, this scaling behavior
is associated with the screening of interactions in, e.g.,
the associated pseudoscalar channel when then chemical
potential is increased. From this, it becomes apparent
that the expansion point associated with a derivative ex-
pansion as well as the regularization scheme has to be
chosen carefully depending on the external parameters,
such as the chemical potential. In this sense, a deriva-
tive expansion with a given expansion point and regular-
ization scheme should always be viewed as an effective
description of a theory in terms of the most relevant de-
grees of freedom and the expansion as well as the scheme
should be chosen accordingly.
VI. CONCLUSIONS
In the present work, we discussed issues arising in RG
studies of dense systems, with a focus on the widely used
derivative expansion of the effective action. Specifically,
we critically assessed how to apply the derivative expan-
sion to study dense-matter systems governed by a Cooper
instability in a systematic fashion, including a discussion
of the role played by the regularization scheme. In par-
ticular, we showed that a violation of the Silver-Blaze
symmetry is required in a derivative expansion of the ef-
fective action in order to recover the correct BCS scaling
behavior of physical observables. Based on these formal
developments, we then introduced a new class of regula-
tors which is suitable to tackle dense relativistic matter
in the presence of a Cooper instability. This class of
regulators agrees identically with the standard class of
(three-dimensional) regulators in the vacuum limit. The
latter property is convenient as model parameters are of-
ten fixed in the vacuum limit by fitting, e.g., vacuum
masses or scattering data. It is also worth mentioning
that this new regulator class does not correspond to sim-
ply introducing a sharp cutoff around the Fermi surface.
This is important as sharp cutoffs are known to lead to
ambiguities in the evaluation of loop integrals beyond
the lowest order of the derivative expansion. Finally, we
demonstrated the application of this class of regulators
with the aid of a quark-diquark model and found the typ-
ical BCS-type exponential scaling behavior of the gap as
function of the chemical potential.
While the use of our new class of regulators is cer-
tainly convenient for studies of matter in the presence
of a Cooper instability, it should also be noted that it
introduces an explicit breaking of the Silver-Blaze sym-
metry and is therefore not suited for studies of a regime at
small chemical potential where the dynamics is strongly
constrained by the Silver-Blaze property. This is not
a specific problem of the constructed class of regulator
functions but is in general the case when fluctuations
are integrated out around the Fermi surface. In this
sense, the constructed regulator class does not provide
“multi-purpose” regulators. Our present analysis rather
suggests that a consistent and reliable description of the
phase diagram and thermodynamics of strong-interaction
matter based on a derivative expansion in the matter
sector is in general not possible, if one insists on employ-
ing a derivative expansion anchored at the same point
in momentum space for all densities. This can be traced
back to the fact that a description of QCD requires to
bridge the gap between a regime governed by chiral sym-
metry breaking at (very) low densities and the presence
of a Cooper instability at intermediate and high densities.
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For baryon chemical potentials of the order of the mass
of the nucleon or below, the dynamics is governed by
the Silver-Blaze symmetry. Because of the latter, QCD
should not exhibit at all a dependence on the baryon
chemical potential as long as it remains smaller than the
nucleon mass. In this regime (also at finite temperature),
the derivative expansion should be anchored at a Silver-
Blaze-symmetric point in momentum space and, within
the functional RG approach, regulators respecting the
Silver-Blaze symmetry should be employed. Note that
it is not meaningful to expand the theory around the
Fermi surface since the system does not depend on the
chemical potential, at least for sufficiently small chemi-
cal potentials at zero temperature. At high densities, the
situation is different. Here, the dynamics is expected to
be governed by a Cooper instability, we showed that the
derivative expansion should not be constructed around
the Silver-Blaze-symmetric point and also fluctuations in
the RG flow should be integrated out around the Fermi
surface. The latter can be conveniently done with the
new class of regulator functions introduced in the present
work. Our discussion therefore suggests that it is re-
quired to switch the approximation scheme as a function
of the chemical potential at some a priori unknown crit-
ical chemical potential. Above that point, by construc-
tion, we violate the Silver-Blaze symmetry in a descrip-
tion of dense strong-interaction matter based on a stan-
dard derivative expansion. Unfortunately, the regime
around this critical chemical potential is most likely of
great interest from a phenomenological standpoint as it
probably “accommodates” the liquid-gas phase transi-
tion and the critical endpoint of the QCD phase diagram.
This may appear to be only a problem of RG ap-
proaches since the RG flow in general covers a wide range
of scales, ranging from high momentum scales, µ/Λ 1,
down to the low-momentum regime. With respect to
other approaches, one may therefore be tempted to ar-
gue that the Silver-Blaze symmetry is broken anyhow in
the infrared limit of QCD at large chemical potentials,
as we argued above. Unfortunately, the issues discussed
in the present work reach beyond RG studies. In fact,
as we discussed, the violation of the Silver-Blaze symme-
try also leaves its imprint in the counter terms in, e.g.,
conventional loop expansions. Indeed, counter terms can
only be chosen to be independent of the chemical po-
tential, if the regularization scheme does not violate the
Silver-Blaze symmetry.
We emphasize that we do not criticize the use of deriva-
tive expansions at all since studies resolving the full mo-
mentum dependence of correlation functions are very
costly. We only would like to highlight issues poten-
tially arising in a description of dense relativistic matter
based on derivative expansions. At least some of them
can be circumvented by carefully choosing the expan-
sion point and scheme for a given density regime. With
respect to QCD, our present analysis suggests that at
least two approximation schemes (e.g., in terms of two
derivative expansions anchored at two different points)
are required to reliably describe the properties of strong-
interaction matter over a wide range of densities and tem-
peratures, without relying on a tuning of, e.g., model pa-
rameters. Against this background, we believe that our
present analysis of derivative expansions together with
our new class of regulator functions for the functional
RG approach represents a step forward towards a quan-
titative description of dense strong-interaction matter.
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Appendix A: Thermodynamics
In this appendix, we would like to employ a non-
interacting gas of single-component Dirac fermions to
highlight peculiarities which arise in the computation of
the pressure and are associated with the choice of the
regularization scheme.
For a free relativistic Fermi gas at zero temperature,
the path integral can be computed analytically:
Γ0 = − lnZgc = −2V4d
∫
p
ln
(
(p0 − iµ)2 + ~p 2
)
, (A1)
where V4d =
∫
d4x, Zgc is the grand-canonical partition
function, and Γ0 is the effective action evaluated at its
minimum. Note that the thermodynamic pressure pT is
directly related to the effective action at its minimum Γ0,
pT = −Γ0/V4d. The integral in Eq. (A1) can be com-
puted by suitably inserting an artificial parameter m into
the logarithm [86]:
Γ0(m) = −2V4d
∫
p
ln
(
(p0 − iµ)2 + ~p 2 +m2
)
, (A2)
where m acts like a mass term for the fermions. We now
take a derivative of this expression with respect to m:
m
∂
∂m
Γ0(m)=−4m2V4d
∫
p
1
(p0 − iµ)2 + ~p 2 +m2 . (A3)
After performing the integration with respect to p0 and
then with respect to m, we can set m = 0 to perform
the remaining integration with respect to the spatial mo-
menta. We eventually obtain
1
V4d
Γ0 = − µ
4
12pi2
, (A4)
where we dropped a divergent constant.
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Let us now employ the Wetterich equation to compute
the pressure of the free Fermi gas. The Wetterich equa-
tion for Γ0 reads
∂tΓ0,k = −trDV4d
∫
p
(∂tR
ψ
k ) ·
(
Γ
(2)
ψ¯ψ
+Rψk
)−1
. (A5)
Here, the trace has to be taken with respect to the Dirac
indices and
Γ
(2)
ψ¯ψ
(p, q) = (−(p0−iµ)γ0−/~p )(2pi)4δ(4)(p− q) . (A6)
In the present case, we can directly integrate the flow
equation for Γ0 since the two-point function does not
depend on the RG scale k. Doing so, we arrive at
Γ0−Γ0,Λ = −trD
∫
p
(
ln Γ
(2)
ψ¯ψ
−ln
(
Γ
(2)
ψ¯ψ
+RψΛ
))
, (A7)
where Γ0 ≡ Γ0,k=0. It is worth adding that, even
for a scale-dependent two-point function, the integrated
flow equation for Γ can be written in a form similar to
Eq. (A7), see Refs. [87, 88] for a discussion. In any case,
the first term on the right-hand side of Eq. (A7) contains
the contribution ∼ µ4 to the pressure. This becomes
evident from a comparison with the right-hand side of
Eq. (A1). The second term contains terms depending on
the cutoff scale Λ which are divergent in the limit Λ→∞.
For an explicit calculation of Γ0, we have to specify
the regulator function Rψk . Let us begin our computa-
tion of the pressure by employing the widely used class
of conventional three-dimensional regulators defined in
Eq. (32) which do not violate the Silver-Blaze symmetry.
Employing the shape function (35) in Eq. (A5), we find
k
∂
∂k
Γ0,k=−4k2V4d
∫
p
θ(k2−~p 2) 1
(p0 − iµ)2 + k2 . (A8)
Recall that ∂t = k∂k. From a comparison of Eq. (A8)
with Eq. (A3), we deduce that k has to some extent the
effect of a mass gap in case of the conventional class of
three-dimensional regulators (32). Note that this is also
true for the four-dimensional generalization of this regu-
lator class [74–76]. In any case, the flow equation for Γ0
can be solved analytically. We obtain
1
V4d
Γ0 =
1
V4d
Γ0,Λ − µ
4
12pi2
+
Λ4
12pi2
, (A9)
which agrees with Eq. (A4) up to an irrelevant constant.
The latter is cancelled by Γ0,Λ. Thus, we recover the
pressure pT = −Γ0/V4d of the free relativistic Fermi gas.
It is worthwhile to add that also sharp cutoffs can be
implemented in the functional RG approach. Following
the discussion in Ref. [49], we can obtain a flow equation
for Γ0 for the (three-dimensional) sharp cutoff:
k
∂
∂k
Γ0,k =
k3
pi2
V4d
∫ ∞
−∞
dp0
2pi
ln((p0−iµ)2+k2) . (A10)
From this, the thermodynamic pressure can be obtained
by integrating over k from k =∞ to k = 0, relabelling k
in |~p |, and then following the line of arguments which
led us from Eq. (A1) to Eq. (A4). Note that a derivation
of Eq. (A10) from Eq. (A5) is delicate as it requires the
specification of a corresponding shape function for the
regulator class defined in Eq. (32). For example, one
may choose [64]
rsharp =
1√
θ(~p 2 − k2) − 1 . (A11)
Other definitions also exist, see, e.g., Ref. [65]. Although
the sharp regulator may be appealing at first glance since
it allows to map functional RG flows onto conventional
Wilson RG flows at one-loop order, it is clear that it
should only be used with great care. In fact, already
from the ambiguity in the definition of the shape func-
tion, it appears inevitable that ambiguities arise when
this regulator is employed, see, e.g., Ref. [65] for a con-
crete example. These ambiguities then also leave their
imprint in the predictions for the pressure, e.g., in the
prefactor of the term ∼ µ4.
Let us now discuss the flow equation for Γ0 as obtained
when our new class of regulators defined by Eq. (55) is
employed. For illustration purposes, we employ the shape
function (35) which ensures that we recover the conven-
tional three-dimensional regulators defined in Eq. (32).
This simplifies the comparison with our considerations
above, in particular with Eq. (A8). The flow equation
for Γ0 then reads
k
∂
∂k
Γ0,k = −2ikV4d
∫
p
{
θ(k2−(|~p |+µ)2) 1−p0 + ik
+θ(k2−(|~p |−µ)2) sgn(µ− |~p |)−p0 + i sgn(µ− |~p |)k
}
. (A12)
First of all, we note that we recover the flow equa-
tion (A8) for µ = 0. For finite µ, the two RG flows
then differ by construction. In fact, the scale k has no
longer the effect of a mass gap but rather of a BCS-type
gap. Moreover, the cutoff scales for particle and antipar-
ticle excitations are now different and, as discussed in
Sec. IV, the regulator class defined in Eq. (55) breaks ex-
plicitly the Silver-Blaze symmetry. Integrating the flow
equation (A12), we find
1
V4d
Γ0 =
1
V4d
Γ0,Λ +
Λ4
12pi2
+
Λ2µ2
2pi2
, (A13)
The tree-level term Γ0,Λ can be computed. For the
presently employed “Fermi-surface adapted” regula-
tor (55) with the shape function (35), it reads
1
V4d
Γ0,Λ = − µ
4
12pi2
− Λ
4
12pi2
− Λ
2µ2
2pi2
+ . . . , (A14)
where we dropped terms vanishing in the limit Λ→∞.
Thus, we also obtain the correct result for the pres-
sure pT = −Γ0/V4d from Eq. (A13).
Note that the presence of terms depending on Λ and µ
in Eq. (A13) is a generic feature of regulators which in-
tegrate out fluctuations around the Fermi surface [70].
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Since the regulator class (55) effectively introduces a
gap at the Fermi surface, we close by noting that the
Silver-Blaze symmetry is similarly broken in conventional
mean-field studies of, e.g., quark-diquark models. There,
the direct inclusion of a background field with the quan-
tum numbers of the gap in the calculation leads to a
breaking of this symmetry [49].
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