1. Previous claims that visual. detection is photon noise limited. (e.g., Rose, 1942 Rose, , 1948 have been criticized on the grounds that the observer's overall efficiency, from stimulus to decision, is strongly dependent on the experimental conditions (Barlow, 1962) . However, the observer's overall efficiency depends not only on the amount of noise in the system. It also depends on the efficiency of the observer's algorithm for reducing the multidimensional noisy data to a single number upon which a detection decision may he. made. Our visual Most models of visual performance incorporate random variations: noise. Sometimes the model maker injects this randomness as an afterthought, to account for trial-to-trial variations in subjects' responses, Sometimes the noise is an essential part of the model. as in probability summation, where the key idea is the random detection that can occur in any of many independent channels (e.g., Graham, 1977) . Recent psychophysical evidence indicates that the main source of noise limiting visual detection is in the proximal stimulus: the photon noise arising from the random nature of light absorption (Banks,Geisler & Bennett, 1987; Cohn, 1976; Krauskopf & Reeves, 1980; Pelli, 1981 Pelli, , 1983 Pelli, , 1990 . While noise undoubtedly arises at every stage of visual processing, it is a hallmark of well-engineered systems, and apparently of human vision (at near-threshold contrasts), that the gains of each stage are sufficient to amplify the unavoidable noise of the first stage (i.e.. photon noise) so that it dwarfs the additional noises that arise at later stages.
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This chapter argues that psychophysical models of the visual system should incorporate noise at the first stage, an equivalent input noise added to the stimulus, rather than injecting an arbitrary noise later. The observer's equivalent input noise is susceptible to direct measurement psychophysically (Pelli, 1981 (Pelli, . 1983 (Pelli, , 1990 , thus removing many degrees of freedom from the specification of the model (Ahumada, 1987; Ahumada & Watson, 1985) . Physiological models may usefully represent noise arising at each stage, but with appropriate simplifying assumptions (e.g., linearity) these models will be equivalent to a blacksystem's algorithms are not particularly well matched to the stimuli and tasks that we usually use to study vision, resulting in low efficiency strongly dependent on the stimulus conditions. For example. the observer's overall efficiency is very strongly dependent on disk size (Barlow, 1958 : Jones, 1959 ) but the observer's equivalent input noise is independent of disk size (Pelli. 1981 box model with only an equivalent input noise (Pelli, 1990 ; see chapter 7).
The theory'of signaldefectabilifyis a collection of theorems about the detectability of signals in noise (Peterson, Birdsall & Fox, 1954) . This naturally formed the starting point for the first attempts to model sensory processes as noise-limited detectors. When considering the task faced by our visual system, it is instructive to begin by asking what would be the ideal way to detect a signal in noise. These sensory models, and many ad hoc modifications of them, have come to be called signaldetectiontheory,after Green and Swet's (1974) textbook of that name. Unfortunately, many students of signal detection theory have mistakenly come to think that known human behavior is inconsistent with an early noise. This is because theorems proved for zero-dimensional models-whose stimulus is a single number-have been mistakenly assumed to generalize to the multidimensional case of real vision-s-whose stimulus is a dynamic image (i.e, many numbers).
Figure 11.1 illustrates the simplest possible detector. A signal, represented by a single number, is added to noise, a single random number, and the resulting sum is compared to a criterion (in the diamond box) to yield a detection decision, such as "Yes, it's there" or "No, it's not." Absence of the signal would correspond to a value of zero added to the noise. This decision rule, with the appropriate criterion, is the ideal way to decide whether or not the signal is present. Alternatively, in a twoalternative, forced-choice paradigm, the signal and zero would each be presented once, in random order, and the decision stage would choose the interval that produced the larger number. Again, the decision is ideaL
The graph in the lower left hand comer describes the performance of the detector. The horizontal scale is co~ trasl c, in this case equal to the signaL The vertical scale IS 148 d'LL c Fig. 11.2 Inserting a nonlinear tranformation before adding the noise results in a nonlinear psychometric function, which is needed to match the human observer. However, this assumes a late noise, which is inconsistent with evidence that visual detection is limited by photon by an ideal observer to equal the observed performance of the observer under study (Tanner & Birdsall. 1958 Nachmias, 1981; Nachmias & Sansbury, 1974) . Modelers have ususally resolved this inconsistency by introducing a comparable nonlinearity into the model. as illustrated in figure 11.2. By applying a nonlinear transformation to the signal before the noise is added, the signal-to-noise ratio d' becomes a nonlinear function of contrast, as shown in the lower left hand comer of the figure.
The nonlinear transformation introduced in figure 11 .2 bent the psychometric function (d' vs. c) appropriately, but it also nullified any claim that the model is ideaL An ideal detector would yield the best possible performance, limited solely by the statistics of the stimulus. In figure  11 .2 the noise is assumed to arise inside the model, not to be part of the proximal stimulus, like photon noise. Birdsall's theorem: Inserting the nonlinearity after the noise has no effect.
their ranking (which is greater than which Tanner, 1961) .
Figures 11.1 to 11.3 might seem to imply that human observers must have a late noise. However, these figures apply only to the zero-dimensional case where the signal and noise are each simple numbers. Real vision is a threedimensional problem: The stimulus is a pattern varying over two spatial dimensions and time. Such a stimulus may be thought of as a continuous function of three dimensions or may be represented by a large threedimensional array of numbers; it cannot be represented reasonably by a single number. An early visual noise, such as photon noise, has the same high dimensionality. Figure 11 .4 illustrates the multidimensional version of figure 11.3 . The large open arrows now represent the transmission of a multidimensional quantity-a movieand the thin arrows continue to represent the transmission of single numbers. The multidimensional signal and noise are added together, and the multidimensional sum goes to an unspecifiednonlinear transformation that some- how reduces it all to a single number, which is the basis for the decision. As indicated by the question mark in the lower left hand comer, such a model could have any psychometric function.
As an example, figure 11.5 illustrates a detector with early noise that nonetheless has a nonlinear psychometric function. This is the uncertainty model. so called because it arose in the context of theory of signal detectability as a nearly optimal way to detect one of M orthogonal signals in white noise (Nolte & [aarsrna, 1967; Pelli, 1985; Peterson, Birdsall & Fox, 1954 ; also see chapter 10). 2 We assume that there are M possible signals, that the signals are all orthogonal (i.e.,have equal energy and zero correlation with each other). There are M filters (i.e., receptive fields), each matched to one of the possible signals. Each filter yields a single number, a measure of the likelihood that a particular signal was present. The decision is based on the largest of these numbers. If M is about 50 then d' will be proportional to squared contrast. Alternatively, if Mis I--no uncertainty-s--then d' will be proportional to contrast, that is, the psychometric function will be linear. In general. the exponent k in the power law d' o: c", increases linearly with log M (Pelli, 1985) . Figure 11 .6 shows a more physiologically plausible way to build the uncertainty model of figure 11.5. Each filter is implemented by a cell (e.g., a cortical cell) with the appropriate receptive field and temporal impulse response. Rather than having an explicit maximum opercourse, in real life one would not expect the signals to match the receptive fields. Pelli(J985) showed that allowing a signal to stimulate multiplefiltersin the uncertainty model provides a good account for the results of "probability" summation experiments. Also see chapter 10.
Noise in the Visual System May Be Early ator, we suppose that each cell sends an output to the final decision stage and that each output receives inhibition from all the other cells. We suppose that the inhibition is such that the output is suppressed unless the signal it is carrying exceeds that in each inhibitory connection. The decision stage will then receive only one signal. the maximum, There is substantial evidence that cortical cells receive input from far beyond their conventional receptive field (Gilbert & Wiesel. 1983 , 1989 , and are inhibited by a wider range of orientations than will excite them (Burr & Morrone, 1987; Morrone, Burr & Maffei, 1982; Ramoa, Shadlen, Skottun & Freeman, 1986) . In the context of this model. that might implement a (nearly) ideal detector of a signal of unknown orientation.' So don't be too quick to inject a late noise in your model. An early noise may be more consistent with what we know, Signal Decision
