Abstract. We consider the adaptive tracking problem for a chain of integrators, where the uncertainty is static and functional. The uncertainty is specified by L 2 =L y or weighted L 2 =L y norm bounds. We analyse a standard Lyapunovbased adaptive design which utilises a function approximator to induce a parametric uncertainty, on which the adaptive design is completed. Performance is measured by a modified LQ cost functional, penalising both the tracking error transient and the control e¤ort. With such a cost functional, it is shown that a standard control design has divergent performance when the resolution of a ''mono-resolution'' approximator is increased. The class of ''mono-resolution'' approximators includes models popular in applications. A general construction of a class of approximators and their associated controllers which have a uniformly bounded performance independent of the resolution of the approximator is given.
Introduction
The use of function approximators within adaptive control designs has been popular since the publication of the papers [SS] and [T] . The idea is to use standard adaptive designs for problems which depend on non-parameterised uncertainties, by utilising function approximators to induce an appropriate approximate parameterisation of unknown system functions. The non-parametric uncertainty has then been converted into an uncertainty in the parameters of the function approximator, to which the standard adaptive designs can be applied, whilst the inherent approximation error is simply treated as a disturbance acting on the system and the standard robust modifications [NA] to the adaptive laws (dead-zones, projections, s modification, etc.) are made to ensure stability.
It is thus widely appreciated that function approximator-based adaptive control designs are essentially robust adaptive controllers, with the additional twist that in general the approximation can only be valid over compact domains if a finite-dimensional model is utilised. This gives the theory a semi-global characteristic, whereby the transient must be constrained a priori to lie within the model's compact domain, either by high gain robust terms (often within a sliding mode framework), by high adaption rates or by limiting the uncertainty. By carefully considering the spatial growth of the uncertainty, it is also possible to give global designs based on models with dynamically varying dimension [FSR2] . Designs are available for systems with matched uncertainties and systems in the strict feedback form and output feedback form, see e.g. [F] .
Despite the large number of adaptive designs based on function approximators given in the literature, e.g. [SS] , [YL] and [CK] , little attention has been paid to features (other than the semi-globality) of the approximation theoretic designs which do not appear in the analogous parametric robust adaptive theory. One notable exception to this point is the work in [CS] , where a design is given which is in some sense adaptive to the smoothness of the system.
In this paper we demonstrate that there are fundamental questions which arise in the approximate adaptive theory which have no analogue in the parametric robust adaptive theory. These questions centre around the first stage of an approximate adaptive approach: namely the choice of model (i.e. the function approximator). The fundamental question we address is whether increasing the resolution of the model leads to a degradation of the transient performance of the closed-loop system. This question has high relevance since high resolution models are utilised for three reasons: Scenario 1. To guarantee a small asymptotic L y tracking error: increasing the model resolution decreases the approximation error, and thus permits greater asymptotic tracking accuracy.
Scenario 2. Due to the conservatism of the approximation theoretic bounds which relate approximator resolution to smoothness: when the bounds are conservative, overly high approximator resolutions are utilised to guarantee the required approximation error tolerance.
Scenario 3. Due to the fact that the smoothness of the nonlinearities is hard to estimate in applications: a priori it is di‰cult to estimate the smoothness of the nonlinearities of a system in the form required for the approximation theoretic bounds.
Hence, it is desirable that scaling the model by increasing the resolution (typically by increasing the dimensionality of the parameter space) does not detrimentally a¤ect the transient performance.
To examine this question we formulate a non-singular linear-quadratic (LQ) type cost, and examine the behaviour of this cost as the resolution of the function approximator is increased. It is important to observe that we are penalising both the state and the control e¤ort in this cost as due to the presence of high gain solutions, the question considered would be ill-posed for singular costs with no penalty on the control. We then require techniques to compute both lower and upper bounds on such costs. A technique for estimating an upper bound was developed in previous work of the authors [FSR2] , whilst a technical innovation of this article is a method for estimating lower bounds.
Within the LQ framework we then compare the performances of two classes of function approximator-based controllers as their respective resolutions are increased. We find that two competing designs, one with a mono-resolution and one with a multi-resolution function approximator, have substantially di¤er-ent behaviour. A situation is identified where the cost of increasing the resolution of mono-resolution design increases unboundedly (at the same time we prove that the design yields a stable closed loop so the cost increase cannot be attributed to losing stability); whilst in contrast the cost of increasing the resolution of a multiresolution function approximator is uniformly bounded.
A statement of greater precision is as follows. We consider systems S D ðY 0 Þ, where the system's initial condition y 0 lies inside a bounded set Y 0 , and where the system's nonlinearity f satisfies a matching condition and lies inside the bounded set D. 
The essence of the modifications to the LQ cost functional is that the cost is not measured inside the error-set W m 0 . The cost is worst case with respect to the initial conditions, reference trajectory and system, and is best case with respect to the adaption gain (i.e. we are considering the optimally tuned controller).
In Section 3 we establish a negative result: demonstrating that scaling can be a real issue for these function approximator designs. The class of uncertain systems S D ðY 0 Þ considered are MIMO systems of order one. The class of models considered are characterised by uniformly localised basis functions: this class includes Bspline networks F m defined on uniform knot lattices. Such networks are utilised in many applications of approximate adaptive designs [JVL] , [OZSP] .1 For this class we show that the designs do not scale when considering Scenario 1 above. In particular, we show that if we satisfy a demand for higher asymptotic tracking accuracy (i.e. W m 0 ! f0g as m ! y) by increasing the resolution of the approximator, then the performance diverges although, e.g. stability is still maintained.
Specifically we show that there is a choice of adaptive gains fa m g mb1 such that for all su‰ciently large m, P m < y, but for any choice of fa m g mb1 it follows that lim sup
The poor scaling of performance is solely due to the control design, since under perfect knowledge a feedback linearisation strategy has the property that lim sup m!y P m < y. More general control designs for output feedback and strict feedback systems based on backstepping collapse to the controllers we are considering when applied to these first-order systems. Therefore we can conclude that this undesirable performance divergence is a feature of all these adaptive designs when coupled with certain function approximators. We have therefore raised serious questions about the applicability of many designs (and their generalisations) which are popular in the connectionist communities.
In Section 4 we show that this degradation of performance can be avoided in Scenarios 1-3 considered above. The class of systems S D ðY 0 Þ considered is a MIMO chain of integrators. This is not as general a class as one would ideally like, but we take this as the first step in comparing the performance of adaptive control designs: given that this class of systems includes the class of first-order MIMO systems considered earlier, we are able to conclude that for a nontrivial class of systems these two designs di¤er substantially (in Scenario 1). Furthermore, extensions of these positive results have also been made to classes of backstepping controllers [FS] .
Specifically, we give a general construction for controllers XðF m ; a m ; W m 0 Þ based on a wide class of function approximators F m which have the property that there is a choice of fa m g mb1 such that lim sup
The results hold in both the cases of W m 0 ! f0g (Scenario 1) and that of a constant W m 0 ¼ W 0 (Scenarios 2 and 3). Results are given in both a semi-global setting with finite-dimensional models (in which case the uncertainty level is required knowledge) and in a global setting where the uncertainty level is not required to be known a priori, but the function approximator is of countable dimension. However, by restricting these infinite-dimensional approximator structures to be semi-globally finite-dimensional (SFD), the global controllers can be realised as finite-dimensional controllers since only a finite number of adaptive estimates are updated (the number of updates is dependent on the uncertainty level), see, e.g. [FSR2] .
The essential restriction we impose on the approximator class is that higher resolution models are generated by extending the basis function set. Thus function approximators based on series expansions such as polynomial bases, Fourier series, wavelets, etc., are valid; and in a simple manner it is possible to take models of any functional form, and by generating a controller based on the union of all the models below a particular resolution, also achieve uniformly bounded closedloop performance.
Whilst we are predominantly concerned with a question which is only applicable to function approximator-based designs, the techniques developed in this paper should be of wider interest: we have to compute both upper and lower bounds on an integral performance measure, techniques for which must be developed if any analytical comparison is to be made between, e.g. robust and adaptive controllers. The upper bound theory extends that of [FSR2] , where the resolution scaling issue was first raised, whilst the lower bound estimates are completely new.
Problem Formulation

Notation
We denote by k Á k the 2-norm of vectors and all norms over vector-valued functions will be defined by this norm. For example, for f A CðW; T . lðRÞ; lðRÞ denote the maximum and minimum eigenvalues of a matrix R. We define R þ ¼ ft A R: t b 0g. A closed-loop system is said to be wellposed if all solutions of the system are defined on R þ , and all closed-loop signals are bounded. The support of a function f is denoted by suppð f Þ.
Control Task Formulation
System Specification
We consider systems which are the union of p integrator chains each controlled by a single input. The order of integration for the jth integrator (1a j ap) will be n j ð1 a n j Þ and its state will be denoted by Y j ¼ ðy j ; y ð1Þ j ; . . . ; y ðn j À1Þ j
The nonlinearities are matched, and hence lie in the span of the control. The nonlinearity for the jth system will be denoted by f j : R n ! R. These are functions of the full state Y ¼
n j , of the system, and f :
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We formalise this as follows: Let A j A R n j Ân j , B j A R n j Â1 , 1 a j a p, be defined: 
We consider systems of the form:
Typically we are concerned with situations where f : R n ! R p is unknown and lies within the set D:
We define an uncertain system as
Throughout this paper we are concerned with uncertainty sets D with the following property:
Here H j is the space L 2 ðWÞ or the weighted space L 2 ðW; w 2j Þ, and F j is the space L y ðWÞ or the weighted space L y ðW; w yj Þ,2 where W H R n . W will generally be compact in the unweighted cases, and global in the weighted case.
Þ is an approximation theoretic smoothness class, which we will discuss subsequently. The motivation for modelling the uncertainty in both an L 2 and an L y sense is discussed in [FSR2] , but broadly speaking the L 2 bound su‰ces to give stability conditions and characterise the state performance, whereas it is necessary to have (pointwise) L y information to bound to the control e¤ort. As initially our approximation domains W will be compact, we first consider semi-global results, and so define an initial condition set as 
, respectively. We assume throughout that w y : R þ ! R þ is monotonically decreasing and that the weights w 2 lie in L 1 .
150 M. French, Cs. Szepesvári, and E. Rogers
, and define a reference trajectory set as
where g 1 ; g 2 b 0 are fixed numbers, known to the control designer. It is also convenient to define
so (14) implies that for any reference signal
Stability and Performance: Definitions
Let W 0 H R n be an a priori specified neighbourhood of the origin. The control task is to give a controller Xðy ref Þ which drives the worst case tracking error x ¼ ðx 1 ; . . . ; x p Þ T to W 0 as t ! y, where x is defined by
Whilst demanding a good asymptotic worst case tracking error, the control designs will be judged by their transient performance. So let Q j A R n j Ân j be a symmetric, positive definite matrix and let r j > 0 for 1 a j a p. We let Q A
. . . ; r p Þ. Transient performance is then measured by the following worst case LQ cost:
where
for suitable neighbourhoods W 0 ; W 1 of 0 A R n . Here xðtÞ and uðtÞ denote the tracking error and control signals for the (well-posed) system ðS f ðY 0 Þ; Xð y ref ÞÞ.
We motivate this cost as follows. It is reasonable to penalise the state error only when it lies above the desired accuracy. It is also reasonable to penalise the control cost with respect to the same threshold, i.e. to take W 1 ¼ W 0 . However, we are interested in the behaviour as W 0 ! f0g. Note that if the nonlinearity of system (5) is known (e.g. D ¼ f f 0 g), then even the feedback linearisation strategy,
(see Section 2.4 for the definition of a j ), yields
as W 0 ! f0g for Y 0 6 ¼ f0g. However, for the feedback linearisation strategy we can also establish:
so it follows that the divergent behaviour in (21) is solely due to the control e¤ort term. There are many di¤erent ways of modifying the cost to prevent this divergence whilst still penalising the control e¤ort. Here we elect to consider cost functionals of the form PðQ; R; W 0 ; W 1 Þ. This is a reasonable basis to judge the behaviour of adaptive designs as W 0 ! f0g (for a fixed W 1 ), as the perfect feedback linearisation strategy gives uniformly bounded behaviour:
Approximation Theory and Notation
To define the control design and to formulate the problem investigated in this paper precisely, we first introduce the notion of a smoothness class and that of a linearly parameterised approximate model class.
For W H R n , a smoothness class is a dense nested set of subsets fK b g b!0 of CðWÞ (i.e. K b 1 H K b 2 H CðWÞ for all b 1 a b 2 ). Typically a smoothness class is specified by Lipschitz constraints, or by bounds in Sobolev spaces as is typical in approximation theory. A model class is a sequence of model bases ff m g m!1 ,5 f m : W ! W m where W m is a Euclidean space called the weight space of the mth model. Typically dim W m , the dimension of f m , will be a divergent function of m. Generic approximation theory furnishes us with a partially defined function r:
for any smoothness parameter b and approximation error bound e in the domain of r. 
then Jackson's theorem [R] gives the dimension function rðb; eÞ ¼ bðb À aÞ=3e. For non-compact W, given appropriate regularity, approximate model classes can also be constructed with bases of countable dimension. In the final section in this paper we consider such a model class.
In this paper we are concerned with the approximation of functions in CðR n ; R p Þ, i.e. vector-valued multivariate approximation. For simplicity, we restrict the exposition here to componentwise approximation of these vector-valued functions where the functions corresponding to the individual vector components are approximated independently of each other with a separate set of (multivariable) function approximators. The corresponding model will be denoted by
where for notational simplicity, we further assume m j ¼ m for 1 a j a p and take the same model basis for each component f
for some smoothness class fK
Controller Design
The class of controllers considered in this paper are adaptive controllers derived from a simple Lyapunov analysis; as such the designs are well known in the literature, see, e.g. [SS] , [KKK] , etc. It is important to observe that more complex backstepping designs such as those for the output feedback form and the strict feedback form reduce to the controllers we are considering when applied to MIMO systems of relative degree one, see e.g. [F] , [FR] and [FSR1] for dead-zone modified backstepping designs. The control is taken to be
where a j A R n j is chosen such that the matrices
are Hurwitz. The dynamics of the estimatorŷ y j A W m j is then given by an adaptive law of the form:
is a weighting vector (to be defined below), 0 < a j A R is the adaption gain and DðW 0 ; ÁÞ is the dead-zone function, defined to be the characteristic function of R n nW 0 . We further assume that f j A H j , and is locally Lipschitz continuous. We define 
Equations (27) and (29) 
We let y ¼ ðy 1 ; . . . ; y p Þ T and d f ¼ ðd f 1 ; . . . ; d f p Þ T . Throughout the paper we take W 0 , W 1 to be of the form
for some h 0 ; h 1 b 0. We define the H j Gram matrix G j of the model component
Basic Stability Result
We now give the basic stability/performance result concerning such controllers.
Theorem 2.1. Let W H R n be a closed set. Consider the system S D ðY 0 Þ with functional uncertainty: 
where G j is the L 2 ðW; w 2j Þ Gram matrix of the model component f j , and g 0 ; g 1 define the constraints on Y 0 and Y ref , respectively (see (11) and (14)). Further, P is defined by (30). If 1. h 0 satisfies the inequality: 
Proof. This result is obtained by a Lyapunov analysis, and is a simple extension of the stabilisation results of [F] and [FSR2] ; hence we only sketch the proof. In particular, the well-posedness of the system is not dealt with here. 
where y j is defined by (33). Let V t ¼ V ðxðtÞ;Ŷ YðtÞÞ, and
where g ¼ kbkkd f k CðW; R p Þ =diamðW 0 Þ. Since by assumption g a lðQÞ=2, it follows that the right-hand side of (43) is negative. Hence by condition (40), and a level set argument, we can see that the V 0 level set of V is invariant, hence the closed-loop signals are bounded: in particular Y ðtÞ is bounded by W. By definition of the deadzone, we can establish that V t is decreasing on T W 0 and hence by inequality (43) that xðtÞ ! W 0 . The boundedness of the performance follows from the continuity of x; u, the fact that xðtÞ; uðtÞ can be bounded in terms of V t (and hence uniformly by W a ), the measurability of T W 0 and T W 1 and the fact that
The case x 0 A W 0 follows similarly by showing V t Ã a W a where t Ã ¼ infft b 0 j xðtÞ B W 0 g. 9
The above theorem is given weight by the fact that by taking W to be compact, there are a wide variety of finite-dimensional models satisfying the conditions of the theorem. Any fK b g bb0 approximate model satisfies inequality (39) as m ! y, and by choosing a, condition (40) can be satisfied, provided
However, it is important to observe that a large a > 0 could lead to excessive control e¤ort. Note that condition (40) restricts the L 2 uncertainty level for a bounded W; condition (40) is a su‰cient condition to ensure the state remains in the region where the approximation accuracy is small and clearly a greater uncertainty level will generally lead to a worse output transient for a fixed a > 0. Violation of condition (40) can easily lead to complete instability: see [FSR2] for an example.
Note further that this theorem is completely constructive, all the required gains can be computed from the conditions. Explicit bounds for PðQ; R; W 0 ; W 0 Þ for the case of stabilisation can be found in [FSR2] , these can easily be generalised to the situation considered here.
Formulation of the Main Results
The problem we now consider is as follows: given a fixed uncertainty D, does the performance degrade as the dimensionality of the model increases? In a trivial manner performance can diverge if increasing the dimension of the model causes a loss of stability in the system, by violating condition (40). However, as noted above, if condition (45) is satisfied, then stability can always be maintained by choosing the adaption gain appropriately, so the question we address is whether the performance degrades irrespective of the choice of gains.
Section 3 shows that the performance degrades as the resolution of standard model-based controllers increases. We consider Scenario 1 where we are interested in decreasing the asymptotic L y error e by increasing the model resolution (m). Increasing the model's resolution reduces the approximation error, and permits a smaller dead-zone (W m 0 ), hence leading to improved asymptotic L y tracking. Specifically we construct:
1. a class of models F m with localised basis functions, 2. a corresponding set of decreasing L y tracking requirements specified by the sets fW 
Thus whilst there may be a price associated with increasing the resolution of the model; the worst scenario of divergence can be avoided. In this case W 0 can either be fixed independent of m, e.g. W m 0 ¼ W 1 , or can, e.g. have the property that W m 0 ! f0g as m ! y. In the former case the interest in the asymptotic result arises from quantifying whether an overly large model may degrade the performance. As observed previously, overly large models are often utilized as in Scenario 2 or 3 of the Introduction (i.e. due to conservatism in the dimension function r or due to the inherent di‰culties of determining b). In the latter case we consider Scenario 1, where the resolution is increased to improve the asymptotic tracking accuracy.
Divergent Performance of Mono-Resolution Models
In this section we develop a class of examples which have divergent closed-loop performance as the model dimension is increased, irrespective of the choice of the adaptive gain.
Model Structure
We first construct a multivariate model on the domain
We assume the following properties on the model structure:
1. (Basis function). Let F : R ! R be such that F is continuous, F has a maximum at 0, F 
We define a multivariate model
n , 1 a j a p, by the tensor product construction: 
The corresponding weights are denoted byŷ y
n . We let x: N ! N n denote the map xðkÞ ¼ ði 1 ; . . . ; i n Þ. 3. (Linear Independence). The functions fðf m j Þ k j W 2 : W 2 ! Rg Àmakam are linearly independent for all 1 a j a p (recall that W 2 is specified by (15)). 4. (Uniform strength). There exist constants 1 1 ; 1 2 such that for all m b 1,
Note that condition 4 implies an exponential spatial decay rate for the function F .
Examples: B-Spline and Gaussian RBF Networks
Many common models utilised in approximate adaptive designs satisfy the above assumptions. In particular consider the Gaussian radial basis function networks defined on the regular grid:
and obtained by taking
and then following the tensor-product construction of the previous section (see conditions 1 and 2). This yields the familiar basis functions with the scaling of, e.g. [SS] :
Here xðkÞ A fÀm; Àm þ 1; . . . ; mg n is viewed as an element of N n . Condition 3 follows from the linear independence of fðf m j Þ k : R n ! Rg Àmakam and the analyticity of the Gaussian function. Condition 4 follows from the inequalities
since the right-hand side of the final inequality clearly does not depend on m and is easily shown to be convergent by, e.g. the ratio test. Thus the standard latticebased Gaussian RBFs satisfy conditions 1-4. 158 M. French, Cs. Szepesvári, and E. Rogers For the kth-order B-spline networks we take F to be the k-fold convolution of the characteristic function on À 1 2 ; 1 2 Â Ã with itself. The multivariate tensor product B-splines are then given by following the tensor-product construction of conditions 1 and 2 of the previous section. The linear independence of the B-spline basis functions over their domain of definition is a standard fact, hence condition 3 follows if W 2 ¼ W . Condition 4 follows from the fact that B-splines form a partition of unity.
System Structure
We take p b 2, n j ¼ 1 for 1 a j a p. The initial condition set, Y 0 , and reference signal set, Y ref , are defined by g 0 ; g 1 ; g 2 > 0. Let fe m g mb1 be a sequence of approximation error bounds where e m > 0, Emb1, and where e m monotonically decreases to zero. The trick is to define the smoothness class fK b g bb0 so that the e m is an approximation error bound for the model f m j , 1 a j a p. In particular, we define the smoothness class fK b g bb0 as follows:
The uncertainty set is taken to be
where W ¼ R n . This is equivalent to the knowledge of a dimension function r with the property that rðb; e m Þ ¼ dim
If span F m H span F mþ1 (such as with B-splines defined on refined lattices) it is straightforward to observe that the smoothness class K b is non-trivial for any sequence fe m g mb1 and span
as for the Gaussian RBF model, then the rate of decay is critical in establishing that span F m H K b . For the remainder of this section we assume that span
We have introduced a requirement that the supports of the nonlinearities are contained in W . This is simply for convenience, so that the stability at large can be established independently of the choice of a. In particular it allows us to take W 2 ¼ W (hence that condition 3 can be verified for, e.g. the compactly supported B-spline basis), without introducing instability (due to the violation of condition (40)).
Controller and Cost Functional
The performance is measured by the cost functional PðQ; R; W m 0 ; W 1 Þ. W 1 is defined by h 1 (see (34)) and is fixed independently of m, whereas W 
where e m is as in Section 3.2. Given a model structure fF m g mb1 as defined in Section 3.1, the controllers fX m ðÁÞg mb1 are defined by
A Theorem Proving the Lack of Scalability
We now demonstrate that the class of examples defined above su¤er from divergent closed-loop behaviour as m ! y. 
Therefore there is a choice of adaption gain which gives a finite performance at each model resolution; we now establish that there can be no uniform bound. Firstly we give a lower bound for the control cost: 
Proof. See the Appendix. 9
The important feature of this bound is that if we can force a m j to have greater than linear growth in m, then the control e¤ort diverges. Therefore we next address the scaling of the state performance. In the following results we are able to compute the state cost accurately, and show that a m j must be selected to have greater than linear growth to stop the state performance from diverging. This essentially shows that divergence of the full cost is inevitable irrespective of the choice of a m j . To compute the state performance accurately we exploit the fact that persistently exciting reference signals can cause parameter convergence. An extension of a well-known calculation [KKK] then computes the state performance accurately (see the proof of Theorem 3.6). Recall the following definition and theorem:
m is said to be ðt; w 1 ; w 2 Þ persistently exciting if there exists T > 0 such that for all t b T and for all c A R m ,
Theorem 3.3. Consider the (unperturbed ) system: Proof. This is the standard result on the exponential stability of systems with persistently excited regressors, see, e.g. Theorem 2.6.5 of [SB] . 9
To be able to establish parameter convergence for our controllers, we need a similar result in the presence of a small dead-zone. The following result establishes the practical convergence of the parameter estimators for su‰ciently small deadzones. 
Proof. See the Appendix. Proof. See the Appendix. 9
We now give the main result of this section of the paper.
Theorem 3.6. There exists a sequence fe m g mb1 defining both the smoothness class K b and the dead-zone by (62) and (65), respectively, such that if
and D, X m are defined by 
whereẽ e m and e m are defined by Propositions 3.5 and 3.4, respectively. Inequality (75) follows from Theorem 2.1. To establish inequality (76) Therefore taking r m ¼ r > 0 and applying Proposition 3.4, we have 
However, by Proposition 3.1, French, Cs. Szepesvári, and E. Rogers Combining this with (78) we have
as required. 9
We have therefore established that a wide class of models lead to divergent closed-loop performance when the resolution of the approximator is increased.
It is fair to criticise the construction due to the excessively fast rate of convergence required for e m and hence the required rate of shrinking of the dead-zone. Indeed, it can be argued that unless h m 0 and hence e m can taken to have a polynomial decay, then the smoothness class is not prototypical of standard smoothness classes widely considered in the approximation literature, where we can expect the approximation errors e m to be of the order of ð1=m p Þ b , where b b 0 is the measure of the smoothness. For example, if the decay is superpolynomial, then the Gaussian RBF considered previously yields the smoothness class K 0 b ¼ f0g which clearly does not satisfy the requirement that span
We formalise this as a conjecture:
Conjecture 3.7. The decay rate of e in the definition of the smoothness class K in Theorem 3.6 can be taken to be polynomial.
We consider the resolution of this conjecture to be an important open issue in this field.
Of course, as observed above, model classes such as the B-splines satisfy the requirements of the theorem regardless of the decay rate, and thus we have indicated that the scaling problem is a real issue in these Lyapunov-based designs.
A General Design for Resolution Scalability
In this section we give a general construction for resolution scalability based on any approximate model class derived from basis extensions. Since the results will hold for any sequence of dead-zones W m 0 H W of the form of (34), it follows that the results are applicable in Scenarios 1-3.
Let fF F k : W ! W k g kb1 be a sequence of models, and define
We assume that fF m g mb1 is a fK b g bb0 approximate model class. Note that we are imposing a considerable structure on the model class, for example we have ruled out the mono-resolution model class of the previous section. We are essentially requiring that the higher resolution models are simply basis extensions of the lower resolution models, hence standard approximation bases such as Taylor series, Fourier series, wavelets, etc., are all of the appropriate form. Basis functions from any fK b g bb0 approximation class can be utilized, for if fF F k g kb1 is a fK b g bb0 approximation class, then so is fF m g mb1 , but note that F m is of much higher dimension thanF F m as it is the union of all the lower resolution models. The important di¤erence between the requirement we are making in this section and the conditions imposed in the previous section is that the models contain basis functions corresponding to all resolutions, whereas the models of the previous section are ''mono-resolution''. For simplicity, we assume that the components of the model are all equal, i.e. f m j ¼ f m i for 1 a i; j a p. Firstly we treat the case of compact W. We define
where fo i g ib1 is the positive sequence defined by
Here fc i g ib1 is any sequence for which P y i¼1 jc i j < þy. Without loss of generality we may assume that P y i¼1 jc i j ¼ 1.
Theorem 4.1. Let W H R n be a fixed compact set, and let fK b g bb0 be a smoothness class. Suppose fF m g mb1 is a fK b g bb0 approximate model class. Consider the system S D ðY 0 Þ with functional uncertainty:
where d 2j , o 2j and o yj are known. Let
where G m and F m are as in (81)-(83). If 
and so V m 0 a W Ã a as required. We now consider the state performance bound (to avoid an explosion of indices, we omit the index denoting the dependency on the model-size unless the dependency is crucial). We follow the derivation of [FSR2] , which we repeat here for completeness. By (43),
We consider the first term of the right-hand side. Since xðtÞ is continuous, we can write
Þ are maximal disjointed connected subsets of R, and define B n ¼ fb A B j mðE b Þ b 1=ng. By the definition of the deadzone: ð
since the summation telescopes and V t b h 2 1 for all t b 0. Then applying the monotone convergence theorem we obtain ð
Then since
we have
Rearranging the terms yields
so we are left with estimating the control e¤ort integral. The idea is to change the integration over T W 1 to an integration over ½h 
where the functionũ u j is defined bỹ u u j ðvÞ ¼ ka j k ffiffiffiffiffiffiffiffiffiffi ffi 
where we have used the fundamental inequality (43). The result now follows by observing that the case x 0 A W 0 follows by shifting time so that at time t ¼ 0, x 0 A qW 0 . 9
To apply the above result, it is necessary to have a priori knowledge of the uncertainty level d 2 in order to satisfy condition (87). We now relax the need for this knowledge, by considering global results, i.e. by taking W ¼ R n . We measure the uncertainties in global weighted L 2 , L y spaces. As discussed in [FSR2] , it is clear that in general we will require a countably infinite-dimensional model to satisfy the approximation constraints. However, in general infinite-dimensional models will not yield physically realisable controllers, as we cannot update even a countable number of parameters at a time step. Thus we restrict ourselves to a particular class of locally finite-dimensional models, the so-called semi-global finite-dimensional (SFD) models. These are models whose basis functions have compact support, and moreover for any compact set W, there are only a finite number of basis functions whose supports intersect W [FSR2] .7 Examples of such models include splines and compactly supported wavelets. Such models yield controllers whose (finite) dimension varies according to the uncertainty level, in the sense that only a finite number of adaptive estimates are nonconstant: hence the controller can be implemented.
Let fF F m g mb1 be a sequence of a (countably infinite) SFD model. Defining the tions themselves can be exploited. Hence, in the approximate adaptive scenario we have a much better handle on the nonlinearity and, e.g. the ''worst case'' system, and can give meaningful performance results for whole classes of systems. In the parametric case we can only expect to give good performance results for classes of systems which impose particular sets of assumptions on the allowable nonlinearities: more probably by proceeding on a case by case basis. This simply reflects the fact that less structured uncertainties are simpler to handle than more structured uncertainties. Furthermore, the approximate adaptive theory has a rich asymptotic theory (as m ! y), which by definition has no counterpart in the parametric case.
