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capacities require a disciplined and provident programming style. However, optimizing code requires tools to provide a deep insight into where the code may have potential for improvement.
In this paper we present a way of generating call graphs of software for standard Wireless Sensor Nodes. We execute the software on the actual nodes to collect profiling information and visualize this data on a PC-based host system. The call graphs are enriched with information about function execution time, execution count and visualize the call chain of the program to allow the programmer to identify room for optimization.
I. INT ROD UCTION
Wireless Sensor Nodes are used in a multitude of appli cations in which the energy consumption must be as low as possible to maximize lifetime of nodes or networks. While the development of processors for PCs follows Moore's law and more powerful hardware becomes available over time, the hardware development for sensor nodes is largely focused on energy efficiency and will continue to do so for the foreseeable future.
On the other hand, applications for Wireless Sensor Net works (WSNs) are becoming more demanding already today and more so in the future. This creates a major challenge for application developers: Code must be very efficient to make best use of the scarce computational resources. Also, more efficient programs finish faster and allow the Microcontroller Unit (MCU) to sleep longer, thereby reducing the energy consumption. However, our experience in working with WSNs has shown that debugging capabilities of today's systems are limited and that performance optimization requires in-depth expert knowledge of the software that shall be optimized.
In this paper, we present an approach to generate call graphs of code running on live sensor nodes. The call graphs are enriched with additional information to provide the pro granuner with a quick insight into the structure of the program. Furthermore, the call graphs enable the programmer to pin point hot spots and figure out where the node spends most of its time. Overall, we present an approach to instrument code running on off-the-shelf nodes and evaluate the overhead induced by instrumenting code. Therefore, the main contribu tions of this paper are:
• Design and implementation of a call graph generation framework running on live WSN nodes based on compiler-assisted source code instrumentation 978-1-4799-0540-9/13/$31.00 ©2013 IEEE 137
• Evaluation of the performance implications and accu racy of said framework
The remainder of this paper is structured as follows: In the following Section II we outline suitable performance metrics and introduce the concept of call graphs. We discuss related research efforts in Section III and present the design of our approach in Section IV. Our implementation on actual nodes is described in Section V and evaluated in Section VI. Finally, Section VII concludes the paper.
II. BA SICS
In this section we first clarify the terminology used in this paper. We then introduce performance metrics for an instrumented program and explain the concept of call graphs.
A. Terminology
We use the term caller to identify a function that is calling another function. More precisely, a caller is the instruction calling another function. One function may call another func tion from multiple different instructions, thus representing multiple callers. The called function is referred to as callee. We use the term call site to identify a combination of a caller and a callee. We further refer to instrumentation functions and profiling functions as functions that are called to allow instrumentation of the user code. Those functions are not part of the original code that the user wants to compile. With source code function we refer to the user provided source code. We use the terms programmer and user interchangeably for the creator of the source code.
B. Performance Metrics
The performance of a program is related to its speed. The speed in turn is related to the execution time of the whole program, which is the accumulated execution time of all functions that are involved in the program. Therefore, we can judge about the performance of a function by looking at its execution time. By reducing the execution time of individual functions the execution time of the whole program can be reduced. However, if said function is only called once in the program, the potential impact on the program execution time may be only marginal. Therefore, the execution count is another metric that is necessary to estimate the impact of the performance of a single function onto the whole program.
A function that has a long execution time may be a good target for optimization, but only if the number of calls is significant. On the other hand, a function that consumes only little time but is called often may also be a good starting point for optimization purposes. Since one function may be called from various points in the program, execution time for each of these call sites should be recorded. This is especially important for functions that expose different execution times for different arguments. Even though a function may be called from only one site, the variance of the execution time is also interesting for the prograrmner. A function that exposes a high variance may be very sensitive to specific arguments. A way to express the variance in execution time is to show the minimum and maximum execution times of a function.
C. Call Graphs
A call graph is a directed graph that represents calling relationships between functions of a program. In the graph, nodes represent functions and directed edges represent func tion calls from one function to another function. A simple call graph can be seen in Figure 1 With the information included in a call graph, a pro grammer gets a visual representation of the program flow. Calling relationships between functions as well as call chains are easily visible. With this information, the progranuner can understand where the program spends most of the time and thus consumes energy.
III. RELAT ED WORK
Code Profiling has been around in software engineering for a long time. In general, we can distinguish between different goals of code profiling. On the one hand, profiling the memory consumption of code is conunon. It allows to find bugs that lead to memory leaks and to assess the actual requirements 138 of code towards dynamically allocatable memory. On the other hand, code execution profiling allows assessing the performance of program code. It allows figuring out how long code actually takes to complete certain operations and is a valuable basis for optimization.
Since dynamic memory allocation suffers from overhead and fragmentation problems, most WSN operating systems and applications only rarely make use of it. Contiki [1] and TinyOS [2] both offer their own means of fragmentation free memory allocation that include debugging features and are easily expandable with profiling features. Apart from this easy-to-instrument fragmentation-free memory allocation, all memory on nodes is allocated statically at compile time. Standard tools from the GNU Compiler Collection (GCC) [3] too1chain such as nm and size allow to assess the static memory consumption. Instrumenting and profiling memory consumption on actual nodes is not necessary. Hence, the remainder of this paper focuses on execution time profiling.
Static Source Code Analysis [4] is based on the analysis of the source code without actually running the program. This technique is useful to find programming errors and potential security flaws, but is not very helpful to reach conclusions on the performance of software. Call graphs can be created I but do not allow counting invocations or recording execution times.
Instruction Set Simulators [5] replicate a whole MCV and allow to run executables in a simulated environment. Simula tors allow instrumenting the environment of the executable to assess its performance and allow a close monitoring of what the binary is actually doing. A major advantage is that an unmodified binary can be used and that the binary cannot tell if it is being profiled. A significant drawback is the fact that timing behavior, hardware specifics and interaction can hardly be simulated accurately in such simulators, as simulation always differs from "the real world". Additionally, not every node can be adequately simulated due to the lack of implementations.
JTAG [6 ] is a debugging interface that allows to attach external debuggers to the MCV. Dependent on the specific implementation, the debugger can read all registers of the controller, including the Program Counter that contains the instruction that is currently being executed. Given a read out rate that is high enough, this would allow a close monitoring of the executed program. However, Atmel states in [7] that "the Program Counter can not be read while the emulator is in Run Mode". This means that program execution would have to be interrupted each time when reading the program counter which is not acceptable especially when, e.g., taking network communication into account and not only observing single nodes, but the behavior of whole networks.
Statistical Sampling [8] uses a low-level routine to periodi cally record which instruction the processor is executing at the moment. After mapping the recorded instruction onto actual lines in the program code, a distribution graph can be produced that shows which function has been seen how often. This method can point to a hot spot inside a function but is unable to generate call graphs and can only give approximations of function execution times. E.g. the GCC compiler allows to instrument binaries with statistical sampling and gprof [9] can interpret the results. However, the present version cannot be used in MCUs since this approach expects file 10 to behave like on a regular Pc.
Manual Source Code Instrumentation [10] is what many programmers use today to debug and profile code running on WSN nodes. By manually adding instructions to the code that measure the number of invocations of a function or the time spent between two points, the programmer can debug small portions of the code. While this approach allows to exactly pinpoint where the time is spent by measuring between two arbitrary points, it does not scale. Also, manual source code instrumentation requires significant manual effort and specific knowledge of the code and is prone to errors made by the prograrmner.
Automatic Source Code Instrumentation [11] helps the prograrmner by automatically adding the profiling functions to the code. During code execution, the mechanism records profiling data and writes the results to a file. E.g. GCC allows to automatically instrument the binary and gcov2 can handle the result. While this approach offers a good coverage of the code, the profiling functions are provided by the compiler and cannot be modified for the target architecture. Again, File 10 is expected to work as on regular PCs which neglects the use on MCUs.
Compiler-assisted Source Code Instrumentation [12] au tomatically inserts calls to instrumentation functions into the program code but allows the programmer to implement those functions. E.g. GCC calls separate instrumentation functions when entering and leaving a source code function and passes arguments that allow to identify the caller and the callee. The instrumentation functions can be specially crafted for the target architecture, including MCUs. The disadvantage is that this only allows to profile on function level and does not allow to dive deeper into specific functions.
TinyAID [13] is an effort for automated instrumentation of TinyOS programs allowing message and call-chain logging. However, the presented paper is limited to TinyOS and does not allow extracting performance metrics, so that the starting point for performance optimization is less clear compared to our more general approach.
For microcontroller platforms, the compiler-assisted source code instrumentation presents the best trade-off between fea sibility (implementable on MCUs) and flexibility (function level profiling). To the best of our knowledge, the generic, OS independent generation of profiling data on WSN nodes is a novel concept and has not been published before.
IV. DESIGN
Producing a call graph as introduced in Section II-C requires knowledge of function calls that are performed in the program. For each function call, the caller and the callee have to be recorded. Furthermore, the profiling metrics (see Section II-B) such as execution time (accumulated, minimum and maximum) and execution count of a function have to be stored. Based on this information, a call graph can be created. On the nodes, we collect information about call sites. The actual generation of the call graph as well as post processing steps can be done on a PC-based host system. To facilitate this, the collected profiling information has to be transported to the PC as indicated in Figure 2 .
A. Prerequisites
To enable compiler-assisted source code instrumentation, our approach requires a compiler that can automatically in sert calls to instrumentation functions into each source code function as shown in Figure 3 . The compiler inserts a call to the enter function as the first instruction of each source code function. Furthermore, the compiler adds a call to the exit function prior to leaving the function. This allows recording the instance at which each called source code function has been invoked. The approach further requires that the profiling functions are able to obtain the addresses of the caller and the callee. For this purpose we use the GCC [12] compiler suite. 
B. Storing Function Call Information
To be able to draw a call graph, we need information about function calls. This information has to be collected on the node and subsequently transported to a host PC for call graph generation. For each call, we need the address of the caller and callee as well as the execution time. Since calculating the execution time on the nodes requires a call stack, a simple approach is to timestamp occasions at which functions are entered or left. We refer to this information as a call record. Furthermore, data for each flash page would have to be buffered in memory and then flushed once the buffer is full. This means that the delay would not be evenly distributed per function call but would aggregate at the point where the buffer is full. Therefore, writing call records to flash would expose highly variable delays per function call which is not desirable.
Thus, printing each individual function call or saving it to flash is not feasible. Instead, the call records have to be stored on the nodes in Random-access Memory (RAM). Since RAM is limited on nodes, we preprocess information about function calls by aggregating all information related to one call site. Whenever the prograrmner decides that it is safe, he calls a function to send the aggregated information via the network interface or the serial port (UART) as indicated in Figure 4 . Different to writing pages in flash memory which has to be done every 26 function call, the information in RAM can be printed after the profiled program has ended as indicated in Figure 4 . This takes the time-consuming operation (storing or printing the profiling information) off the critical path.
C. Instrumentation Functions
As mentioned earlier, the instrumentation functions are functions for which calls are inserted into the source code by the compiler when entering and leaving a source code function.
The enter function records the address of the caller, the callee and the current time in a data structure as shown in Figure 5a . The exit function searches for this entry, calculates the execution time and inserts or updates the information in Figure 5b . Since we know already that speed is important, we have adopted the concept of a Last-in First-out (LIFO) call stack. The enter function adds one entry to the call stack and the exit function can simply retrieve the latest entry. When implemented as a static array with a pointer that points to the last element that has been added, the access to the LIFO is executable in constant time 0(1). Similarly, Figure 6b shows the exit function. It records the current time and retrieves the latest element from the call stack. The next step is to calculate the execution time and find the appropriate entry in the table of call sites. Once found, the data regarding this call site is updated. We use the same mutex to prevent infinite recursion.
Finding the proper call site in the table is time critical and has to be fast. By using a binary search algorithm, the runtime complexity is O(logn). 
D. Further Processing Steps
On the PC, function addresses can be converted back to function names by using the compiled binary file with debugging information. This allows to make the collected call site information human readable. The next step is to create a list of nodes (functions) and a list of edges (function calls). That information can be expressed in a language for specifying graphs. One example is the Graphviz DOT language [16] for which tools for inspection and rendering exist.
One important element of the post processing steps is to alter the execution time of all functions. In the call graph, we want to show the actual execution time of a function in the nodes. However, if this function calls other functions, the time spent in those called functions shall not be attributed to the calling function. Therefore, we subtract the execution time of all outgoing function calls from the execution time of each node.
V. IMPLEMENTATION
Our approach does not require any special hardware; it only has to be supported by a GCC compiler. We have implemented our approach for Contiki OS [1] running on the INGA [17] hardware platform. INGA is based on the Atmel ATmega1284P microcontroller and the Atmel AT86RF231 ra dio transceiver. We have used the GNU open-source toolchain consisting of GCC4, AVR C Librari and AVR binutils6. The implementation presented here is open-source software and available from our GIT repositor/.
We have implemented the profiling architecture as part of Contiki OS, so that minimal modification of user code is necessary. To use our approach, the user has to change the compiler flags (CFLAGS) to configure the compiler to enable instrumentation. To instrument a subset of the source files or a subset of the functions of a source file, additional options can be passed to the compiler. Furthermore, the user has to call a function to print out the profiling results onto the serial port or to send it over the network once the to-be profiled code is finished. On the PC we have implemented a python framework that compiles source code, flashes the nodes, collects the profiling information and automatically creates the call graph in PDF format.
Contiki allows processes to yield on order to allow other processes to execute. Since processes in Contiki are actually functions, yielding a process calls return and when the sched uler decides to resume the process, another call to the function of the process is issued. Therefore, our profiling approach sees a yielding process as two function calls to the same function of the process.
A. Accuracy and Resolution of Time Measurement
Measuring the precise execution time of functions is im portant for accurately profiling a program. The actual accuracy of a clock source depends on a number of factors. However, the granularity may also become a limiting factor. If the granularity of the timing source is too coarse, short-running functions may not have any execution time attributed to them in the call graph. On the INGA hardware platform, the function clockJine() provides time with a resolution of 4096 ticks per second or 0.244 ms per tick. This level of granularity should be enough for most profiling use cases. We evaluate the accuracy of time measurement on a specific platform in Section VI-G.
B. Instrumenting Library Functions
As outlined in Section IV-A, compiler-assisted instru mentation automatically instruments functions compiled from source code. However, libraries are usually present as a binary version and are linked into the final binary without being compiled each time. Therefore, those functions are also not part of the instrumentation. However, the C library contains many functions that are relevant for performance such as memcpy(). Writing custom version of the library functions is possible, but would require changing all calls to such functions in the source code which is not desirable.
The GCC compiler offers a way to replace calls to certain library functions with a call to a wrapper function without the need of modifying the code. Those wrapper functions are part of the source code and are therefore also instrumented by the compiler and call the original library functions. This allows profiling arbitrary existing library functions with minimal overhead without changing the function calls in the source code.
C. Problems with Inlining
A conunon performance optimization of compilers called in lining is to embed code of certain functions into the caller instead of performing the actual function call. For simple functions, this approach reduces the overhead of function calls by reducing its number. Unfortunately, GCC handles instrumentation of inlined functions the wrong way; the cor responding bug ticket is open since 2005 8 . GCC erroneously calls the instrumentation functions for the inlined functions with parameters of the caller (instead of the callee).
For functions aO calling b() and b() calling cO the compiler may inline cO into bO. The instrumentation functions are now called two times, each time indicating a call from a() to bO. The second call is erroneous, since in fact cO was called by bO. This leads to wrong execution counts and wrong execution times for functions b() and c(). The best workaround we could find is to disable inlining at all, using a compiler option until the GCC bug is fixed. However, this solution goes at the expense of performance as we show in the evaluation Section VI.
VI. EVALUATION
The goal of the evaluation is to examine the impact of our instrumentation approach onto the software running on the nodes. Furthermore, we want to evaluate the positive impact that our approach can make. Since we cannot measure this in an objective way, we present the optimization of a networking stack for Con tiki as an example for how code can be optimized using call graph information. We furthermore present five common WSN tasks and measure the impact of instrumentation and inlining on the performance and Read-only Memory (ROM) consumption. This creates an idea of what overhead to expect when instrumenting code. All following measurements are based on at least 50 experiment runs on actual nodes in our university lab. We present the arithmetic mean as well as the standard deviation.
A. Example: Optimizing pDTN fLDTN [18] is a Bundle Protocol implementation for Con tiki OS. It can be used to overcome situations with intermit tently connected nodes by transporting data in bundles that can be temporarily stored in nodes. Performance comparison with uIP [19] have revealed that the application-layer throughput of fLDTN was significantly slower [20] . The throughput of fLDTN was 2963 bytes/s whereas uIP achieves 10204 bytes/so
We have generated a call graph for this test case and found that in the send path of fLDTN the mmemJealloc() function was called very often and consumed significant amounts of time. Upon inspection of the code we found that more and more memory was incrementally allocated for each of the 19 header fields, each time calling mmemJealloc(). Each of these invocations involves several calls to memcpy(). We have restructured the code of fLDTN based on the informa tion shown in the call graph and achieved a throughput of 5947.5 bytes/so We found the call graph to be quite handy to understand how complex programs (such as fLDTN) work and to visually comprehend where the time is spent. An excerpt of an exemplary call graph is shown in Figure 7 ; the full figure can be found in the fLDTN Wiki 9 .
B. Measurement Methodology
To evaluate the performance impact of our instrumentation approach, we measure the execution time of five tasks on a sensor node. We have selected the five tasks to cover the typical areas in which sensor nodes operate: computation (recursive and non-recursive) and networking (interactive and non-interactive). We furthermore investigate tasks limited by the available computational resources as well as a typical WSNs use-case with periodic sampling that contains sleep periods. In all tests we have instrumented the user program as well as fLDTN (if used) but did not instrument the underlying Contiki operating system.
1)
CRC-16: The rationale behind this scenario is to imitate a computationally intensive task on a node.
We calculate the CRC-16 checksum over Figure 8 compares the performance of our five tasks with instrumentation enabled and disabled. We furthermore show the number of instrumented functions, the instrumented func tion calls and their standard deviation in Table I . Regarding performance we see that the CRC test does not suffer from any performance degradation. This was expected since it only issues a single function call. The other CPU intensive tests (Fibonacci, One-way, Pingpong) suffer from increased execution time (decreased performance). As expected, the impact on performance correlates with the number of function calls. The typical WSN use case (Sample-Send) does not suffer from any negative performance impact. Although the performance impact on the Fibonacci example is devastating, this is a task that we rarely see in practice. Even if programs contain recursive functions, it is unlikely that those are the only functions in the program. Thus issuing 1,028,309 calls in this test is the worst-case behavior and the performance degradation in practice will be less severe. The CPU intensive networking tasks (One-way and Pingpong) also experience significantly increased execution time and thus similarly decreased throughput and increased latency. However, µDTN is still working as intended and even interaction with other nodes works. For the typical WSN use case (Sample-Send) performance is not influenced because for a sample rate of 1 Hz the node sleeps most of the time. Enabling instrumentation reduces the sleep periods but does not influence overall performance.
The results show that especially CPU intensive tasks are heavily impacted by enabling instrumentation. Furthermore, the performance degradation correlates with the number of instrumented function calls. However, regular operation of those programs is not interfered with. For typical use cases that are not bounded by the computational resources, profiling does not have a performance impact independent of the number of instrumented function calls. For use cases that need all available computational resources, instrumentation may interfere with the intended operation of the program. It may be necessary to instrument only a subset of the functions to reduce the performance impact and to restore the intended operation of the program.
D. Performance Implications of Inlining
As outlined in Section V-C, we have to disable the inlining compiler optimization to work around a bug in GCe. In Figure 9 we show the execution time of four use cases with function inlining enabled and disabled. The execution time is normalized to the the test case with inlining enabled (that is the default for GCC). We see that for the CRC and Fibonacci experiments, inlining does not make a differ ence. This was expected, since the respective functions are either called recursively (and inlining is not possible) or the functions are too complex to inline them. For the One-way experiment, disabling inlining actually increases performance slightly. However, the increase is well within the standard deviation and therefore not significant. In the Pingpong test the performance is decreased slightly when disabling inlining which was expected. We learn that disabling in lining does not have a significant performance impact for most of our use cases. 
E. Overhead per Source Code Function Call
In Section IV-B we argue that the instrumentation functions have to be fast to avoid disturbing the user program too much. We look at the Fibonacci task to figure out the timing overhead of calling the instrumentation functions. We use this task, because it does the most function calls which yields the highest accuracy for this analysis. We have divided the total execution time difference between instrumented and non-instrumented execution by the number of function calls. We see that the time overhead per source code function call is 162.9 fJs.
Calling the instrumentation functions consumes time for two reasons: On the one hand, the body of the profiling functions has to execute and that takes time. On the other hand, performing the function call itself involves several operations that also cost time. We have measured the execution time of the Fibonacci use case without any instrumentation and with instrumentation functions that only contain a single operation. We compare to the three alternative approaches of record ing instrumentation data (see Section IV-B) in Table II and see that our approach (On-Node Aggregation) is significantly faster per function call. Since the other approaches have to transport more information either over the serial port or into flash during each function call, aggregating call site information on the node saves precious time. The nearest competitor to our approach is flash memory that can only be programmed in pages and would expose a highly variable delay as explained in Section IV-B.
F ROM Overhead
Instrumenting a program produces a larger binary program because calls to the instrumentation functions must be inserted in each instrumented source code function. Also, code is stat ically appended to the binary program for the instrumentation functions. We have compiled a sample program with 250 functions. We compare the ROM size of the program without instrumentation and then gradually enable instrumentation for one function after the other. We 
G. Timing accuracy
Since we measure the execution time of functions, we want to figure out how accurate this time measurement really is. For this purpose, we created a simple program that toggles an 10 pin of the MCU. We ran this program with instrumentation and created a call graph. Furthermore, we have sampled the pin at 16 MHz with a logic analyzer and measured the time in a specific state. The ideal result would be that the duration recorded by the instrumentation and by the logic analyzer are the same.
Multiple measurements with the logic analyzer show that the call takes 1.435 ms on average. With the instrumentation functions we measure an execution time of 1.465 ms. Thus, the inaccuracy of time measurement is in the order of 0.03 ms which should be good enough for most applications.
VII. CONCLU SION
Optimizing code running on MCUs for maximum perfor mance is troublesome and requires expert knowledge. The primary reason for this is that existing debugging and profiling tools usually cannot be used on the MCU as these tools are optimized to be used on PCs. Existing simulation approaches allow in-depth instrumentation of the actual code, but only run the code in a simulated environment with unclear conse quences and constraints especially when it comes to network interaction and peripherals such as flash memory or sensors.
Our tools, which are available from our GIT repository (cf. Section V), help developers by instrumenting code running on real wireless sensor nodes. We collect information about function calls and pre-aggregate this information in the nodes RAM. By avoiding to store or print information about each individual call record on the critical path (during a function call), our approach saves precious time and has a lower timing overhead than alternative approaches. The programmer can decide when it is safe (from a timing perspective) to send the aggregated data to a PC via serial connection or via the wireless network. On the PC, the data is interpreted and a call graph is created that allows the programmer to understand the flow of the program and to identify hot spots that are worth to optimize.
The evaluation has shown that instrumenting code pro duces an average delay of 162.9 fJs per source code function call. Compared to alternative ways (storing data in flash memory) of handling the collected data, this is a decrease in timing overhead of 32.8 %. The execution time if tasks are limited by the available computational resources depends on the number of function calls and can be between severe (Fibonacci with many recursive function calls) and modest (One-way, a throughput task involving network transfers). The results further show that a typical WSN use case in which data is sampled every second and send to another node suffers no performance degradation because the node spends most of the time in idle mode and the computational resources are not the limiting factor. The overhead in terms of RAM and ROM is a 68 bytes larger binary for each instrumented source code function and a 175 bytes larger binary for our implementation of the instrumentation functions. Also, 16 bytes of additional RAM consumption for each call site and 8 bytes per entry on the call stack.
We used this approach to optimize fJDTN, a bundle protocol implementation for Con tiki OS. In our experience, looking at the visual representation of the flow of a program is a good starting point for further optimization. We were able to increased the networking throughput of fJDTN by 100.7 %.
All in all, the authors claim that the use of call graphs for WSN software optimization should be obvious by now. When ever there is a demand for optimization, simply instrument the code and study the automatically generated call graphs.
