Abstract. An approximation procedure for time optimal control problems for the linear wave equation is analyzed. Its asymptotic behavior is investigated and an optimality system including the maximum principle and the transversality conditions for the regularized and unregularized problems are derived.
Introduction
This paper is devoted to the time optimal control problem (P )
y tt − ∆y = χ ω u in (0, τ ) × Ω, y(0) = y 1 , y t (0) = y 2 , y(τ ) = z 1 , y t (τ ) = z 2 in Ω, y = 0 on Γ, u(t) L 2 (ω) ≤ γ, for a.e. t ∈ (0, τ ).
Here, γ > 0 is a fixed positive constant and Ω ⊂ R n with n ∈ {1, 2, 3} is a fixed bounded domain with a C 2 -boundary Γ. Further ω ⊂ Ω is a measurable subset and χ ω u denotes the extension-by-zero operator from ω to Ω. The initial and terminal states are fixed and -unless specified otherwise -are assumed to satisfy
We shall analyze a regularization scheme for (P ). In the present work the procedure is used to derive an optimality system for (P ). We have also used it as the basis for methods to solve (P ) numerically. This will be described in a follow-up paper. The optimality system that we derive is complete in the sense that it contains as many equations as unknowns. It consists of the primal and adjoint equations, the maximum principle and the transversality condition.
In [3] the geometric form of the transversality conditions in infinite dimensions is derived along the well-known lines of Lee and Markus [16] in finite dimensions. It states that the terminal state of the adjoined equation is normal to a supporting hyperplane to the reachable cone at the optimal time and the state (z 1 , z 2 ). This form, however, does not appear to be applicable computationally. Rather we aim for an analytical form of the transversality condition as utilized e.g. in [10, pg. 88] , in the case of time optimal control for ordinary differential equations. In the case of time optimal control for parabolic problems such a form was obtained by Barbu in [2] . The technique used there does not appear to be applicable for (P ). It could be applied in the case where the terminal constraint y t (τ ) = z 2 is not enforced and ω = Ω. Time optimal control for the wave equation was also investigated in the work of Fattorini [5, 6] , Gugat [8] , Gugat and Leugering [9] , and Krabs [13, 14] . However, the transversality condition is not addressed in these references.
Time-optimal control problems can be addressed alternatively by solving appropriately defined dual norm-optimal control problems, which are parameterized by the time τ , see e.g. [7, 13] . If for some parameter valueτ the norm-optimal control satisfies û L ∞ (I;L 2 (ω)) = γ, then (τ ,û) is a solution of (P ). However, this equivalence is established only for the special case ω = Ω. This is due to the fact that the analysis requires the controllability of the system in arbitrarily small time and the bang-bang property for all time-optimal controls. To the best of our understanding these requirements are well-established only for the case ω = Ω. Moreover, an example in [9] shows that the equivalence of time-optimal and norm-optimal control problems cannot be expected in the general case.
The focus of our work is set on obtaining the optimality system by means of a regularization procedure. This is intimately related to notions of controllability without constraints on the controls, controllability under constraints, and the bang-bang nature of optimal controls. While controllability without constraints on the controls is well understood for the wave equation, and some results which are relevant to the present work are summarized in Section 2.2, the other two topics are only well-studied in the case that ω = Ω. Any advance on these issues will also contribute to the understanding of the time optimal control problem.
The remainder of the paper is organized as follows. In Section 2.1 we introduce the abstract form of the wave equation and recall selected regularity results. Section 2.2 contains a discussion of controllability results as far as they are relevant for the present paper, we give a sufficient condition for the existence of feasible controls and for existence of a solution to (P).
In Section 3 we introduce a family of approximating problems and derive their optimality systems, including the maximum principle and the transversality condition. We also verify constancy of the Hamiltonian along optimal trajectories. Then convergence of the primal variables of the approximating problems to a solution of (P ) is shown. Convergence of the adjoint variables is addressed in Section 4. To obtain the maximum principle and the transversality condition for (P ) as the limit of the approximating family of equations additional assumptions are needed. We consider two different situations: either the case that the optimal control is bang-bang, or the case when some a-priori estimate on the family of approximating adjoint solutions holds. This latter condition is investigated numerically for a special case in Section 5.
Preliminaries

Abstract formulation
Let us first set forth some concepts for the wave equation
with τ > 0 fixed, that will be relevant to our work. For certain purposes of treating time optimal problems it is convenient to perform a transformation of equation (2.1) to the fixed time interval I := (0, 1).
For instance, this allows to consider numerical realizations with respect to a fixed reference domain. In addition, to express (2.1) in abstract form we introduce the operators
and vectors
Then the wave equation (2.1) can be expressed as the first-order evolution equation
The components of the solution y of this equation fulfill τ y 2 = (y 1 ) t . For convenience of notation we introduce the function spaces
and the associated vector-valued spaces, which take account of the regularity of the components of solutions y of (2.2):
The index s indicates that the first component of the vector function y ∈ Y s is in H s (Ω), whereas the second component is in H s−1 (Ω). Utilizing this notation the operator A is a continuous linear operator in the following sense
Moreover, the operator B has the property
For existence and uniqueness of weak solutions of the system (2.2), we have the following well-known result, see e.g. [15] .
Then the first-order equation (2.2) admits a unique very weak solution y satisfying
If in addition y 0 ∈ Y 1 holds, then the first-order equation (2.2) admits a unique weak solution y that satisfies
It remains to transform the original time-optimal control problem (P ) to the interval I. We define the set of admissible controls by
Using the abstract operators introduced above, problem (P ) can be expressed as
subject to τ ≥ 0 and
For the derivation of first-order necessary conditions as well as a discussion of controllability issues, we will frequently need the adjoint equation. It is defined as the evolution equation
Here A * is given as adjoint of A: It will be convenient to introduce the notation
which will be used for s = −1, 0, 1. The index s with Y s and P s denotes the regularity of the wave function for the primal state y and the adjoint state p, respectively. We may note that (Y s ) * = P (1−s) . If the adjoint equation is complemented with a terminal condition p(1) = p withp ∈ P 0 , the adjoint equation is uniquely solvable with solution p ∈ C(Ī; P 0 ). Moreover, one has regularity results analogous to those for the primal wave equation expressed in Theorem 2.1.
Controllability and existence of time-optimal controls
While the focus of this work lies on establishing an optimality system for the time optimal control problem with a regularization based approach, we also address the issue of existence to (P), relying mostly on existing results which are adapted to the problem under consideration. The question of existence of time-optimal controls is intimately linked to the question of (null)-controllability of the wave equation. The wave equation in its abstract form (2.2) is said to be null-controllable in time τ with controls in L 2 (I; L 2 (ω)) if for every initial value y 0 ∈ Y 1 there exists a control u ∈ L 2 (I; L 2 (ω)) such that the solution y of (2.2) satisfies y(1) = 0. It is wellknown that null-controllability is equivalent to the following observability statement [17, 19] : There exists c(τ ) > 0 such that every solution p of the adjoint equation
. Null-controllability of the wave equation with distributed (or internal) controls holds if the geometric control condition is satisfied: every ray of geometric optics propagating in the domain Ω hits the subset ω within time less than τ , see [4] . Due to finite speed of propagation, null-controllability in general holds only if τ > τ 0 , where τ 0 solely depends on Ω, ω. For the special case ω = Ω, the wave equation is null-controllable for all τ > 0.
Remark 2.2. The additional factor τ in (2.5) appears due to the transformation (0, τ ) → I. The observability inequality in untransformed form reads
for all solutions φ of the adjoint wave equation φ tt − ∆φ = 0 in (0, τ ) × Ω.
The additional control constraints involved in the formulation of the time optimal control problem impose serious restrictions on the control. Naturally the question arises, whether for a given initial value y 0 ∈ Y 1 there exists a control u ∈ U ad such that the solution y of (2.2) satisfies y(1) = 0. Here, we have the following result [1, 18] : If for all solutions p of the adjoint equation (2.4) the inequality
holds, then there exists a control u ∈ U ad steering the state y from y 0 to y(1) = 0. Combining both inequalities (2.5), (2.6), and fundamental properties of the wave equation, we get the following result on existence of feasible controls for problem (P) for a certain fixed time τ > 0. 
is satisfied, then there exists a feasible control u for the time-optimal control problem, i.e. u ∈ U ad and the corresponding solution y of the wave equation
Proof. We first prove that there exists a control u with
, driving the state y from y 0 to y(1) = 0.
Let p be a solution of the adjoint equation (2.4) . By the observability inequality (2.5) and the properties of the adjoint wave equation, we have
Now, let us turn to establish (2.6). Using (2.8) and conservation of energy,
where we used assumption (2.7). Hence, by the constrained controllability results [1, 18] , cf. (2.6), there exists a control u 1 with
that steers the system from y 0 to y(1) = 0. Similarly, one proves existence of a control
that steers the system from the initial state y(0) = 0 to y(1) = z. Due to linearity of the wave equation, the control u 1 + u 2 has the claimed properties. Proposition 2.3 establishes the existence of feasible controls, from which existence of time-optimal controls easily follows. To apply Proposition 2.3 for given y 0 , z ∈ Y 1 and γ > 0, one has to ensure that c(τ ) is small enough to guarantee existence of feasible controls. Here the asymptotic behavior of
for τ → ∞ in the special case ω = Ω, [5] so that (2.7) becomes applicable for τ large enough. A similar rate was proven for Dirichlet control of the wave equation in [12] . We summarize the above discussion as a theorem that gives a sufficient condition for the existence of a solution to (P).
If there is τ > 0 such that the wave-equation is null-controllable, i.e. (2.5) holds, and the inequality
is fulfilled, then the time-optimal control problem admits a solution.
Proof. Due to Proposition 2.3 there exists a feasible control of problem (P). Existence of solution follows by standard subsequential limit arguments.
For constrained problems the notion of bang-bang controls is frequently of importance. Here we call a controlũ bang-bang if ũ(t) L 2 = γ for almost all t ∈ I. For (P) it is well-known that in the case ω = Ω all time-optimal controls are bang-bang [7, Thm. 6.12.3, p. 304] , and that ũ(t) L 2 assumes the value γ for all but finitely many t ∈ I. In this context also the maximum principle was established in [7] , but the transversality condition was not addressed.
A family of regularized problems
In this section we discuss a family of regularized problems that is obtained by penalization. Their optimality condition is derived and convergence of the primal variables is proven. There are several motivations to investigate such a regularization. Besides its intrinsic merit, the regularized formulation lends itself to obtain a first order optimality system and it is an appropriate starting point to derive numerical methods for the time optimal problem (P). The regularization that we use consists in employing a cost term for the control and the realization of the terminal constraint as a penalty term. We note, that the control cost term may be quite natural in applications and need not necessarily be viewed as a regularization term. The use of the terminal penalty is further commented on in Remark 4.8 below. Smooth and nonsmooth, but exact, penalization techniques of the terminal constraints were also employed in [8] for norm-optimal control problems. There for spatial dimension one, convergence rates with respect to the penalty parameter are investigated.
For ε > 0 we consider
Here and below the norm on
where w = (−∆) −1 v 2 is the solution of
Problem (P ε ) can be investigated without controllability assumption, but to guarantee convergence of its solution to a solution of (P), it is, of course, required to assume that (P) admits a solution. We therefore assume throughout the remainder of this paper:
Problem (P) admits a solution.
We have existence of solutions of (P ε ) under our standing assumptions on the problem data.
Proposition 3.1. Problem (P ε ) admits a solution.
Proof. Let (τ n , y n , u n ) denote a minimizing sequence. Since J ε is bounded from below, the sequence τ n is bounded, and it therefore admits an accumulation pointτ . Since u n ∈ U ad for all n, the sequence
there exists (τ ,ỹ,ũ) such that we can pass to the weak subsequential limit in
Weak lower semi-continuity of J ε implies that (τ ,ũ) is a solution to (P ε ).
In the sequel, (τ ε , y ε , u ε ) denotes a solution of the penalized problem (P ε ) for ε > 0. Theorem 3.2. Assume that (H1) holds and let {(τ ε , y ε , u ε )} ε>0 denote a family of solutions of (P ε ). Then we have that
. Moreover, for each weakly-star converging subsequence {(y εn , u εn )} with
the limit (ỹ,ũ) is a solution of the original time-optimal control problem (P).
Ifũ is bang-bang, then the convergence
Proof. Let (τ * , y * , u * ) denote a solution of (P). Since it is feasible for the penalized problem we have (3.1)
This implies that lim sup ε>0 τ ε ≤ τ * and hence {τ ε : 0 < ε < M} is bounded for each M ∈ (0, ∞).
Due to the control constraints and Theorem 2.1, the set
Let us choose a subsequence ε n → 0 such that
It further follows thatỹ solvesỹ
Since U ad is weakly closed, we have thatũ ∈ U ad . Hence, (τ ,ỹ,ũ) is feasible for the time-optimal control problem withτ ≤ τ * . Since τ * was the minimal time,τ = τ * and (τ ,ỹ,ũ) is a solution of the time-optimal control problem. The minimal time τ * is unique, and consequently the whole family τ ε converges to τ * as ε → 0 + . Ifũ is bang-bang, then we have by feasibility of u εn and weakly lowersemicontinuity of norms
This implies norm convergence lim n→∞ u εn L 2 (I;L 2 (ω)) = ũ L 2 (I;L 2 (ω)) and the strong convergence, as stated, is obtained.
As already discussed in section 2, the assumption on the bang-bang nature of all time-optimal controls holds for the case ω = Ω. Corollary 3.3. Under the assumptions of the previous theorem, we have
Proof. This is a direct consequence of (3.1) and the fact that the set of admissible controls is bounded.
Remark 3.4. In numerical practice we find cases where
First order necessary optimality conditions for (P ε ) are derived next. To employ the method of transposition the adjoint state p ε is defined as the solution of
with terminal condition
We note that p ε (1) ∈ P 2 and hence by Theorem 2.1 we have the following regularity result for p ε .
After these preliminaries we obtain the first order necessary condition for (P ε ). Theorem 3.6. Let (τ ε , y ε , u ε ) be a local solution of (P ε ). Then there exists p ε ∈ C(Ī; P 2 ) ∩ C 1 (Ī; P 1 ) such that the following optimality system holds:
The optimal control u ε has the additional regularity
We refer to the four assertions in (3.4) as primal-and adjoint equations, optimality-and transversality condition. We note that B * p ε is the restriction operator to ω given by (B * p ε )(x) = p ε,2 (x) for x ∈ ω.
Proof. Let us take u ∈ U ad and set h = u − u ε . Further letỹ ∈ C(Ī; Y 1 ) denote the solution to the sensitivity equation with respect to u of the primal equation, i.e. to ∂ tỹ = τ ε (Aỹ + Bh)
and it is given by
proves the optimality condition. Similarly letŷ denote the solution of the sensitivity equation of the primal equation with respect to τ > 0, i.e. of
which proves the transversality condition. The optimality condition is equivalent to
which implies that u ε ∈ C(Ī; L 2 (ω)), hence the point-wise representation holds everywhere on the closed interval. Here P U denotes the canonical projection in L 2 (ω) onto U. With Lemma 3.7 below, we conclude ∂ t u ε ∈ L ∞ (I; L 2 (ω)), which in turn gives the higher regularity y ε ∈ C(Ī; Y 2 ), under the additional requirement that y 0 ∈ Y 2 .
Lemma 3.7. Let q ∈ C 1 (Ī; L 2 (ω)) be given. Then u defined by
Proof. The definition of U implies that
which proves that u ∈ C 0,1 (Ī; L 2 (ω)). Then the weak time derivative of u satisfies
Due to the regularity of q we have
The following corollaries concern themselves with the pointwise transversality condition of the regularized problems which we express in term of the Hamiltonian
Corollary 3.8. (Pointwise transversality). Let y 0 ∈ Y 2 and let (τ ε , y ε , u ε ) be a local solution of (P ε ) with associated adjoint state p ε . Then we have H(y ε (t), u ε (t), p ε (t)) = 0 for all t ∈Ī.
Proof. Due to the regularity of y ε and p ε , we have
, and p ε ∈ C 1 (Ī; P 1 ). Hence the mapping t → Ay ε (t), p ε (t) (P 1 ) * ,P 1 is continuously differentiable. Additionally, the optimality conditions imply
for almost all t ∈ I. Let us introduce the function
Differentiating w.r.t. t, we obtain for almost all t ∈ I
which proves that ∂ t g ∈ L 2 (I). Taking into account (3.5), we obtain
Hence we find ∂ t g(t) = 0 on I, and g(t) = constant on I. The last equation in (3.4) implies that this constant equals −1. This implies the claim since (
The transversality condition of Corollary 3.8 for t = 1 can be simplified using the explicit expression for p ε (1).
Corollary 3.9. Let y 0 ∈ Y 2 and let (τ ε , y ε , u ε ) be a local solution of (P ε ) with associated adjoint state p ε . Then we have
If additionally z ∈ Y 2 , then we obtain
Proof. Using the definition of p ε (1) and of the operator A, we find
Again by the definition of p ε (1), we have
* , which finishes the proof.
Remark 3.10. The relationship between primal and adjoint variables as well as z, expressed in equation (3.6) is remarkable in its own right. In fact, if the regularized problem (P ε ) had been defined with the terminal conditions as constraint y(1) = z, rather than as penalty, then this would again result in (3.6) . This issue will be further addressed in Remark 4.8.
Combining Corollary 3.8 for t = 1 and (3.6) we obtain a form of the transversality condition where the duality pairing depends on z rather the ε-dependent quantity y ε .
Corollary 3.11. Let the assumptions of the Corollary 3.8 be satisfied and assume that z ∈ Y 2 . Then the transversality condition at t = 1 is given by
Optimality system and transversality condition
Here we are concerned with the asymptotic behavior of (3.4) as ε → 0 + . For the primal equation this was addressed in Theorem 3.2. We aim at obtaining a first order necessary optimality system for the original time optimal control problem. This will involve the primal and adjoint equations, the maximum principle involving the optimal control, and, the transversality condition, which, to the best of our knowledge has received little attention so far for time optimal control of the wave equation.
Throughout this section, we will impose (H1) and the regularity assumptions
which were used in Corollary 3.11, and which will be referred to in the proofs of the section. We will further rely on the observability condition, which was already discussed in Section 2.2. We start with two lemmata.
Lemma 4.1. For each t ∈Ī we have
Proof. In the inactive case
, and thus
and εu ε (t) + B * p ε (t) = 0, we find (4.1) for the inactive case.
In the active case
which proves (4.1) for the active case. Equality (4.2) follows from (4.1).
The following lemma employs the assumption (H2), which is assumed to hold throughout this section. 
Since by assumption z ∈ Y 2 , all addends tend to zero except for the first one. This is impossible.
In the following theorems we consider, according to Theorem 3.2, a weaklystar convergent subsequence of {(τ ε , y ε , u ε )} ε>0 , denoted by the same symbol with
as ε → 0 * , where (τ * ,ỹ,ũ) is a solution of (P). Convergence of the solutions of the regularized optimality system to a solution of the optimality system for (P) will now be derived under essentially two different types of conditions. The first one is the bang-bang property of the control to (P), and the second one a boundedness condition on { pε(1) pε(1) P 0
Theorem 4.3. Suppose that (2.1) is controllable for some T < τ * and that u is bang-bang. Then there exists a non-trivialp ∈ C(Ī; P 0 ) such that
If, moreover B * p
Proof. Let us assume at first that
Then {p ε } is bounded in C(Ī; P 0 ). Hence there exists a L ∞ (I; P 0 )-weakly * -subsequential limitp ∈ C(Ī; P 0 ). Utilizing the governing equation for p ε we find that (p ε,1 ) t = ∆p ε,2 , (p ε,2 ) t = p ε,1 , and hence we can apply an Arzela-Ascoli argument to {p ε } considered as family in C(Ī; P −1 ) to argue that subsequentially p ε →p in C(Ī; P −1 ). In particular this implies that p ε,2 (1) →p 2 (1) in H −1 (Ω), and, possibly on a further subsequence
Let us show that the weak limitp satisfies (4.4) and (4.5). Passing to the limit in the first and second equations of (3.4) and using (4.3) and Corollary 3.3 we obtain the first two equations of (4.4). Since under the bang-bang assumption we have strong subsequential convergence of {u ε } toũ in L 2 (ω) we can pass to the limit in the maximum principle inequality of (3.4) to obtain the maximum principle in (4.4).
We next argue thatp(1) or, equivalently, thatp is nontrivial. Due to controllability with T < τ * there existsε ∈ (0,ε] such that for ε ∈ (0,ε] the system is controllable for all τ ε , and there exists a constantc such that
Combining this estimate with Lemma 4.2 we obtain for ε ∈ (0,ε]
By Lemma 4.1 we obtain
Combined with (4.9) this implies that for ε ∈ (0,ε]
The first and the second addend in the brackets on the right hand side tend to zero for ε → 0 + , and the third addend is convergent. If the weak subsequential limit ofp ε in L 2 (I; L 2 (ω)) was zero this contradicts the above inequality and hencep is nontrivial.
We next argue that (4.5) holds. Since by assumption B * p
(1) is nontrivial and sincep ∈ C(Ī; P 0 ) there exists a left-sided neighborhoodŨ of 1 such that B * p (t) = 0 for t ∈Ũ . Hencẽ
for t ∈Ũ and in particularũ is continuous fromŨ to P 0 and henceũ (1) is well-defined. We have
and hence
We can now pass to the limit ε → 0 + in (3.7) to obtain 1 + Az + Bu(1), p(1) (P 0 ) * ,P 0 = 0, where we use (4.7) and (4.10) . This ends the proof of part (a). We now turn to the case that {p ε (1)} is unbounded in P 0 . In this case we considerp
This sequence contains a weakly convergent subsequence in P 0 with limit p(1) ∈ P 0 . Letp ε andp ∈ C(I; P 0 ) denote the solutions of the adjoint equations with terminal conditionsp ε (1) andp (1), respectively. We can now proceed in exactly the same manner as above for case (a) to verify (4.4). To verify non-triviality ofp which in this case is the L ∞ (I; P 0 )-weakly * -subsequential limit ofp ε we modify (4.8) which combined with (4.9) leads to 1 = p ε (1)
, which is is bounded due to Lemma 4.2. This implies that
Combining the last two estimates we find for ε ∈ (0,ε]
The first and the second addend in the brackets on the right hand side tend to zero for ε → 0 + , and the third addend is convergent. If the weak subsequential limit ofp ε in L 2 (I; P 0 ) was zero this would contradict the above inequality and hencep is non-trivial.
From (3.7) after taking the quotient with p ε (1) , which tends to infinity for ε → 0, we obtain Az + Bũ(1),p(1) (P 0 ) * ,P 0 = 0.
Theorem 4.3 provides sufficient conditions guaranteeing that the optimality system (4.4) is qualified, i.e.p = 0. Moreover
The requirement that system (2.1) is controllable for some T < τ * is a plausible one: Since controllability refers to controls without control constraints whereas the optimal time τ * must be achieved with constrained controls, it can be expected that the smallest time for which unconstrained controllability holds is typically strictly smaller than τ * .
Theorem 4.4. Suppose that (2.1) is controllable for some T < τ * and that {p ε (1)} is bounded in P 1 . Then there exists a non-trivialp ∈ C(I; P 1 ) such that
Proof. The equations in the first two lines of (4.11) can be verified as in the proof of Theorem 4.3.
To prove the maximum principle in (4.11), we have to show the con-
. Since {p ε (1)} ε is assumed to be bounded in P 1 we have weak convergence of another subsequence p ε (1) ⇀p(1) in P 1 , which implies weak* convergence of
. Arzela-Ascoli's theorem and the compact embedding P 1 in P 0 imply that p ε →p in C(I; P 0 ) as ε → 0. Hence for a subsequence
This allows us to pass to the limit in the third line of (3.4) to obtain the third line of (4.11).
Non-triviality ofp is argued exactly as in the proof of Theorem 4.3 part (a).
Finally we pass to the limit in (3.7). If on the one hand B * p
(1) = 0, then we have (u ε (1), B * p ε (1)) → 0 = (ũ(1), B * p
(1)). If on the other hand B * p (1) = 0, then there existε, δ, α such that
(1)) L 2 (ω) holds. We can now pass to the limit in (3.7) to obtain the transversality condition.
, which can be observed in certain numerical experiments, see Section 5 below, then due to Corollary 3.3 and the relation p ε (1)
In order to pass to the limit in the integrated form of the transversality condition we need additionally to assume thatũ is bang-bang. Corollary 4.6. If in addition to the assumptions of the previous theoremũ is bang-bang then
Proof. Ifũ is bang-bang, then u ε →ũ strongly in L 2 (I; L 2 (ω)) by Theorem 3.2 in addition to (4.3). Moreover, we have y ε →ỹ strongly in C(I; Y 1 ). Hence, it holds
. Hence, we can pass to the limit in the last equation of (3.4) to obtain the claim.
Finally we have constancy of the Hamiltonian along optimal trajectories. H(ỹ(t),ũ(t),p(t)) = 0 for almost all t ∈Ī.
Proof. From Corollary 3.8 we recall that
for all t ∈ (0, 1). As in the proof of Corollary 4.6 we use thatũ is assumed to be bang-bang. Then u ε →ũ strongly in L 2 (I; L 2 (ω)), and hence y ε →ỹ strongly in C(I; Y 1 ) and Ay ε → Aỹ strongly in C(I; Y 0 ) = C(I; (P 1 ) * ). From the proof of Theorem 4.4 we have a subsequence for which p ε →p in C(I; P 0 ). Since {p ε (t)} is bounded in P 1 for ε → 0 for every t ∈ I we have p ε (t) ⇀p(t) in P 1 for ε → 0 for each t ∈ I. Hence, we can pass to the limit in (4.13) for almost every t ∈ I to obtain the claim.
Remark 4.8. Our formulation of the regularized problems (P ε ) realizes the terminal constraint by means of penalty. We could alternatively consider (4.14)
subject to τ ≥ 0, and
where the terminal condition is kept as explicit constraint. For every ε > 0 problem (4.14) has a solution (τ ε , y ε , u ε ) which satisfies the monotonicity properties, for 0 < ε 0 < ε 1 ,
, which can be verified with arguments analogous to those in [11] . Developing a Lagrangian theory for (4.14), however, is impeded by the fact that the constraints in (4.14) are not differentiable in the natural norms. Specifically we define
given by e(τ, u) = y(τ, u)(1) = (y(τ, u)(1), y t (τ, u)(1)). Note that e is not differentiable with respect to τ . In fact, e τ (τ, u) would be the solution tõ y t = τ Aỹ + Ay + B ũ y(0) = 0 evaluated at 1. Since Ay ∈ C(I; Y 0 ) only, this does not guarantee that y(1) ∈ Y 1 , in general.
Numerical experiment
We report on a numerical experiment to solve the time-optimal control problem by means of the regularized problem (P ε ). It shows that {p ε (1)} is bounded in P 1 , i.e. the the essential requirement of Theorem 4.4 to obtain the transversality condition in (4.11) in the limit ε → 0 can be fulfilled. A more detailed report on the numerical approach and further examples will be given elsewhere.
We chose Ω = (0, 1) 2 and the control bound was set to γ = 3. The target state was z 1 = z 2 = 0 and the initial state was given as y 1 (x 1 , x 2 ) = x 1 x 2 (1−x 1 )(1−x 2 ), the initial velocity was set to y 2 = 0. The control domain was chosen to be ω := Ω \ [0, 0.1]
2 . Hence, we have null-controllability of the wave equation for all τ > √ 2 10 ≈ 0.1414. The spatial domain was discretized using a uniform triangulation, and the time interval was split into equidistant subintervals. We will report on the results for the following hierarchy of discretizations: (N, M) = (50, 10), (200, 20) , (800, 40), and (3200, 80), where N is the numbers of triangles and M the numbers of time intervals. The resulting mesh size h is h = 2/ √ N , the resulting length of the temporal subintervals ∆t = 1/M.
We utilized a path-following strategy to drive ε from the initial value ε 0 = 0.1 towards zero. This iteration was stopped as soon as the terminal residual satisfied y ε (1) − z Y 0 ≤ 10 −3 . The algorithmic details will be given independently.
We report on the convergence for ε → 0. In Figure 1 we show the convergence of τ ε for different discretizations. Moreover, we depict the evolution of |τ ε − τ * | for the finest discretization, where we use as value for τ * the optimal time for the smallest regularization parameter ε i , i.e. τ * = τ ε i . In Table 1 we report on the convergence of τ ε and y ε (1) − z Y 0 for the finest discretization. We observe the convergence rate |τ ε − τ * | = O(ε).
As argued in Remark 4.5 this implies that
which can be seen in the table as well. This convergence rate implies that {p ε (1)} is bounded in P 1 , where p ε are the solutions of the undiscretized problem. In Figure 2 , we plotted the evolution of p ε,h (1) P 1 for the solutions of the discrete problems for the 4 different discretizations, and we observe that the P 1 -norms of p ε,h (1) are bounded uniformly with respect to ε and with respect to the discretization. This suggests that the a-priori estimate of Theorem 4.4 is satisfied for this example, i.e. that (4.11) holds in the limit ε → 0. 
