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STATIONARY DETERMINANTAL PROCESSES: ψ-MIXING
PROPERTY AND Lq-DIMENSIONS
SHILEI FAN, LINGMIN LIAO, AND YANQI QIU
Abstract. The results of this paper are 3-folded. Firstly, for any stationary determi-
nantal process on the integer lattice, induced by strictly positive and strictly contractive
involution kernel, we obtain the necessary and sufficient condition for the ψ-mixing
property. Secondly, we obtain the existence of the Lq-dimensions of the stationary de-
terminantal measure on symbolic space {0, 1}N under appropriate conditions. Thirdly,
the previous two results together imply the precise increasing rate of the longest common
substring of a typical pair of points in {0, 1}N.
1. Introduction
1.1. Stationary determinantal point processes. Let T := R/Z be the unit circle.
For any Borel function f : T→ [0, 1], the convolution kernel Kf : Z× Z→ C defined by
Kf (n,m) := f̂(n−m) =
∫ 1
0
f(t)e−2πi(n−m)tdt, ∀n,m ∈ Z(1.1)
defines a self-adjoint positive contractive operator on the Hilbert space ℓ2(Z) and thus, by
Macchi-Soshnikov-Shirai-Takahashi Theorem [4, 5, 8], induces a stationary determinantal
point process, denoted by µf , on Z. More precisely, µf is the probability measure on
{0, 1}Z such that for any distinct points n1, · · · , nk ∈ Z, we have
µf
({
x ∈ {0, 1}Z
∣∣∣xn1 = xn2 = · · · = xnk = 1}) = det(f̂(ni − nj))1≤i,j≤k.
Similarly, the kernel (1.1) restricted on N×N (where N is the set of non-negative integers),
induces a determinantal probability measure, denoted by µ+f , on {0, 1}N, such that for
any distinct points n1, · · · , nk ∈ N, we have
µ+f
({
x ∈ {0, 1}N
∣∣∣xn1 = xn2 = · · · = xnk = 1}) = det(f̂(ni − nj))1≤i,j≤k.
Clearly, µf is invariant under the shift operator σ : {0, 1}Z → {0, 1}Z defined by
σ((xn)n∈Z) = (xn+1)n∈Z, x = (xn)n∈Z ∈ {0, 1}Z.
Similarly, µ+f is invariant under the one-sided shift on {0, 1}N, which by slightly abusing
the notation will also be denoted by σ.
In this paper, we will consider the probability-measure-preserving dynamical systems:
({0, 1}Z, σ, µf) and ({0, 1}N, σ, µ+f ) and will study the mixing properties, the fractal dimen-
sions etc. The reader is referred to Lyons and Steif [5, Corollary 8.4] for more properties
on the stationary determinantal point processes on Zd.
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1.2. The ψ-mixing property. Let us recall the ψ-mixing property for stochastic pro-
cesses on Z. In what follows, let (ξn)n∈Z be the sequence of random variables taking values
in {0, 1} with joint distribution µf , that is, for any distinct points n1, · · · , nk ∈ Z,
E(ξn1 · · · ξnk) = det(f̂(ni − nj))1≤i,j≤k.
For any pair of integers n ≤ m, let
Fmn := ∨(ξn, ξn+1, · · · , ξm)(1.2)
be the sigma-algebra generated by the random variables ξn, · · · , ξm. Similarly, set
Fn−∞ = ∨(· · · , ξn−1, ξn), F+∞n = ∨(ξn, ξn+1, · · · ).
The ψ-function of the measure µf is defined as follows: for each integer ℓ ≥ 1, set
ψµf (ℓ) := sup
A∈F0
−∞
,B∈F+∞ℓ
µf (A)>0,µf (B)>0
∣∣∣∣ µf(A ∩B)µf(A)µf(B) − 1
∣∣∣∣ ∈ [0,∞].(1.3)
Definition 1.1. We say that µf is ψ-mixing if limℓ→+∞ ψµf (ℓ) = 0.
Recall that we say that an integrable function f : T → C is in the Sobolev space
H1/2(T) if
+∞∑
n=−∞
|n| · |f̂(n)|2 <∞.
Theorem 1.2. Let f : T → [0, 1] be an integrable function such that f 6≡ 0 and f 6≡ 1..
Then the ψ-function of the measure µf satisfies: for any integer ℓ ≥ 1,
ψµf (ℓ) ≥ 1− exp
(
− 1
ℓ+ 1
∞∑
n=ℓ+1
|n||f̂(n)|2
)
.(1.4)
In particular, if µf is ψ-mixing, then f ∈ H1/2(T). Conversely, assume that there exists
τ > 0 such that f satisfies:
f ∈ H1/2(T) and τ ≤ f ≤ 1− τ .(1.5)
Then µf is ψ-mixing and its ψ-function satisfies
ψµf (ℓ) ≤
1
τ 2
( +∞∑
n=ℓ+1
|n||f̂(n)|2
)
· exp
(
1 +
1
τ 2
∞∑
n=ℓ+1
|n||f̂(n)|2
)
.(1.6)
Remark 1.3. Shirai and Takahashi [8] implicitly proved that the condition (1.5) is suffi-
cient for the ψ-mixing property of µf . In full generality, it is unclear to the authors when
a sationary determinantal point process is ψ-mixing.
1.3. Correlation dimensions. Let (X, d) be a metric space equipped with a Borel
probability measure µ. For any real number q > 1, we define the lower and upper
Lq-dimensions respectively by the formulae:
dimqµ : =
1
q − 1 lim infr→0
log
∫
X
µ(B(x, r))q−1dµ(x)
log r
,
dimqµ : =
1
q − 1 lim supr→0
log
∫
X
µ(B(x, r))q−1dµ(x)
log r
.
(1.7)
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If dimqµ = dimqµ, then the common value, denoted by dimq µ, is called the L
q-dimension
of µ. When q = 2, the quantity dim2 µ is also called the correlation dimension of µ. The
relation between the Lq-dimensions and other dimensions, such as Hausdorff dimension,
of a measure were investigated by Fan, Lau and Rao [2]. For more details concerning
correlation dimensions, see Pesin’s Book [7, Chapter 6].
We will study the Lp-dimension of the stationary determinantal measures µ+f on the
metric space ({0, 1}N, d), where d is defined by
d(x, y) = 2−min{n≥0|xn 6=yn}, ∀x, y ∈ {0, 1}N.(1.8)
Since the possible values of the metric (1.8) are of the form 2−N , for any q > 1, we define
S
(q)
N (µ
+
f ) :=
∫
{0,1}N
µ+f (B(x, 2
−N))q−1dµ+f (x).(1.9)
Proposition 1.4. Let f : T→ [0, 1] be a Borel function such that either f ≤ 1
2
or f ≥ 1
2
.
Then for any integer q ∈ N with q ≥ 2, the function
N ∋ N 7→ S(q)N (µ+f )
is sub-multiplicative, that is, for any integers M,N ≥ 1, we have
S
(q)
M+N(µ
+
f ) ≤ S(q)M (µ+f ) · S(q)N (µ+f ).
As a corollary of Proposition 1.4, we have
Theorem 1.5. Let f : T → [0, 1] be a Borel function such that either f ≤ 1
2
or f ≥ 1
2
.
Then for any integer q ∈ N with q ≥ 2, the Lq-dimension dimq µ+f of the determinantal
measure µ+f on the metric space ({0, 1}N, d) exists.
Remark 1.6. We conjecture that Theorem 1.5 holds in full generality: that is, it holds for
all f : T→ [0, 1] and all real numbers q > 1. In a forthcoming paper, we show that for a
real analytic function f such that τ ≤ f ≤ 1− τ for some τ ∈ (0, 1/2), the Lq-dimensions
of µf exist for all real numbers q > 1.
We have the following upper and lower estimates for the correlation dimensions.
Proposition 1.7. Let f : T→ [0, 1] be a Borel function. Then we have
dim2µ
+
f ≥
1
log 2
∫ 1
0
log
(
2
1 + (2f(ei2πt)− 1)2
)
dt,
and
dim2µ
+
f ≤ 1−
1
log 2
∫ 1
0
log
(
[1 + β(2f(ei2πt)− 1)]2
1 + β2
)
dt, ∀β ∈ [−1, 1].
2. Preliminaries
2.1. Equalities and inequalities of determinants. The following elementary results
on determinants will be useful for us.
• The Sylvester’s determinant identity: if A and B are two matrices such that both
matrix-products AB and BA can be defined, then
det(1− AB) = det(1− BA).(2.10)
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• The Fischer’s inequality: write a non-negative definite matrix M in the following
block form
M =
[
A B
B∗ C
]
, A and C are square matrices,
then
det(M) ≤ det(A) det(C).(2.11)
• For any positive integer N ≥ 1, we denote
[N ] := {1, 2, · · · , N}.(2.12)
For an N × N matrix L and a subset J = {j1, · · · , jn} ⊂ [N ], we denote by LJ
the submatrix of L with j1, · · · , jn-th rows and columns. Then the determinant
det(1 + L) can be expanded (cf. e.g., [8, formulae (2.6) and (2.7)]) as
det(1 + L) =
∑
J⊂[N ]
detLJ ,(2.13)
where we used the convention detL∅ := 1.
• Let A be a square matrix such that both A and 1−A non-negative definite, then
det(1− A) ≤ exp(−tr(A)).(2.14)
2.2. Operator-order and operator ideals. Let H be a Hilbert space and let B(H) be
the set of bounded linear operators on H. Recall that the operator-order for Hermitian
operators is defined as follows: For any two Hermitian operators A,B ∈ B(H), we write
A ≤ B if B − A is a non-negative operator. Clearly, for any two Hermitian operators A
and B with A ≤ B, we have
C∗AC ≤ C∗BC, ∀C ∈ B(H).(2.15)
For any A ∈ B(H), we denote by ‖A‖ its the operator norm. Then for any self-adjoint
B ∈ B(H), we have
−‖B‖ · I ≤ B ≤ ‖B‖ · I,(2.16)
where I is the identity operator on H.
We will use some elementary operator ideal inequalities as follows, all the details can be
found in Simon [10, Chapter 1]. Denote by I∞(H) the ideal in B(H) consists of compact
operators on H. For any p ≥ 1, the Schatten-von Neumann operator ideal Ip(H) is a
sub-ideal of I∞(H) consists of operators A ∈ I∞(H) such that
‖A‖p =
( ∞∑
n=1
[λn(A
∗A)]p/2
)1/p
<∞,(2.17)
where (λn(A
∗A))n∈N is the sequence (counting multiplicities) of the eigenvalues of the
compact operator A∗A.The quantity (2.17) defines a norm on the linear space Ip(H) and
making it a Banach space. The following operator ideal inequalities (for p = 1 and p = 2)
will be useful for us. Let C ∈ Ip(H) and B,B′ ∈ B(H). Then
‖BCB′‖p ≤ ‖B‖ · ‖C‖p · ‖B′‖.(2.18)
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The non-commutative Ho¨lder inequality says that if 1
p
= 1
q
+ 1
r
with p, q, r ≥ 1, then for
any A ∈ Iq(H) and B ∈ Ir(H), we have (cf., Simon [10, Theorem 2.8])
‖AB‖p ≤ ‖A‖q‖B‖r.(2.19)
If A is a non-negative operator, then ‖A‖1 = tr(A). For p = 2, the norm ‖A‖2 is called
the Hilbert-Schmidt norm and will also be denoted as ‖A‖HS.
The following elementary results on the non-negative definite matrices will be usefulf
for us. For the reader’s convenience, we include the proofs.
Lemma 2.1. Let A,B be two N × N Hermitian matrices such that A is non-negative
definite and −A ≤ B ≤ A, then ‖B‖1 ≤ ‖A‖1.
Proof. By the standard argument of small perturbation, that is, replacing A by A + εI
for arbitrarily small ε > 0, we may assume without loss of generality that A is invertible.
By (2.15), the assumption −A ≤ B ≤ A is equivalent to −I ≤ A−1/2BA−1/2 ≤ I, which
is in turn equivalent to the operator-norm inequality ‖A−1/2BA−1/2‖ ≤ 1. Therefore, by
first applying (2.19) and then applying (2.18), we get
‖B‖1 = ‖A1/2(A−1/2BA−1/2)A1/2‖1 ≤ ‖A1/2(A−1/2BA−1/2)‖2 · ‖A1/2‖2
≤ ‖A1/2‖2 · ‖A−1/2BA−1/2‖ · ‖A1/2‖2 ≤ ‖A1/2‖22 = tr(A) = ‖A‖1.

Lemma 2.2. Let A,C be two N × N square matrices. Assume that A is invertible and
non-negative definite. Then[
A C
C∗ A
]
≥ 0⇐⇒ A−1/2C∗A−1CA−1/2 ≤ I.
Proof. The result follows immediately by observing the following equalities[
A−1/2 0
0 A−1/2
] [
A C
C∗ A
] [
A−1/2 0
0 A−1/2
]
=
[
I A−1/2CA−1/2
A−1/2C∗A−1/2 I
]
and by setting M = A−1/2CA−1/2, we have[
I 0
−M∗ I
] [
I M
M∗ I
] [
I −M
0 I
]
=
[
I 0
0 I −M∗M
]
.

3. The ψ-mixing property
In this section, we shall investigate the ψ-mixing property of the stationary determi-
nantal measure µf .
3.1. Notation. In what follows, we shall use the following notation: let N ≥ 1 be a
positive integer.
• For any finite word ǫ = ǫ1ǫ2 · · · ǫN ∈ {0, 1}N , define the N -cylinder set
[ǫ] :=
{
x = (xk)k∈Z ∈ {0, 1}Z
∣∣∣x1 = ǫ1, x2 = ǫ2, · · · , xN = ǫN}.(3.20)
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• For any subset S ⊂ {0, 1}N , let AS ⊂ {0, 1}Z be the subset defined by
AS :=
⊔
ǫ∈S
[ǫ].(3.21)
• For any vector v ∈ CN , we write DN(v) the diagonal matrix with diagonal entries
the coordiantes of v. For instance, we will use the notation: for any ǫ, ǫ′ ∈ {0, 1}N ,
we write D2N(ǫ, ǫ
′) for the diagonal matrix
D2N (ǫ, ǫ
′) =
[
DN(ǫ) 0
0 DN(ǫ
′)
]
• For a bounded measurable function φ : T→ C, let T (φ) be the bounded operator
on ℓ2(Z) corresponding to the bi-infinite Toeplitz matrix
T (φ) =
[
φ̂(i− j)
]
i,j∈Z
.(3.22)
For any subset J ⊂ Z, let TJ(φ) be the operator on ℓ2(J) corresponding to the
matrix
TJ(φ) =
[
φ̂(i− j)
]
i,j∈J
.(3.23)
In particular, if J = [N ] = {1, · · · , N}, the Toeplitz matrix TJ(φ) will be denoted
by TN (φ), that is,
TN(φ) =
[
f̂(i− j)
]
1≤i,j≤N
.
• For any ℓ ≥ 1, we define a square matrix ΛN,ℓ(φ) by
ΛN,ℓ(φ) =
[
φ̂
(
i− (j +N + ℓ)
)]
1≤i,j≤N
.(3.24)
3.2. Proof of ψ-mixing property. Fix an integrable function f : T → [0, 1] such that
f 6≡ 0 and f 6≡ 1. Let µf be the stationary determinantal measure on {0, 1}Z.
Recall the definition (1.2) of the sigma-algebras Fmn and the definition (1.3) for ψµf .
Lemma 3.1 ([5, Theorem 4.2]). The assumption f 6≡ 0 and f 6≡ 1 implies that µf(A) > 0
for any non-empty set A ∈ Fm+ℓm . In particular, for any integer N ≥ 1, the matrix TN(f)
is invertible.
Clearly, since the measure µf is invariant under the shift operator σ on {0, 1}Z, by
Lemma 3.1 and approximation, we have the following simple lemma.
Lemma 3.2. For any integer ℓ ≥ 1, we have
ψµf (ℓ) = sup
N≥1
sup
A,B∈FN1
∣∣∣∣µf(A ∩ σ−(N+ℓ)B)µf(A)µf(B) − 1
∣∣∣∣ .
The following lemma is classical, we include its proof for completeness.
Lemma 3.3. For any integer ℓ ≥ 1, we have
ψµf (ℓ) = sup
N≥1
sup
ǫ,ǫ′∈{0,1}N
∣∣∣∣µf([ǫ] ∩ σ−(N+ℓ)[ǫ′])µf([ǫ])µf ([ǫ′]) − 1
∣∣∣∣ .(3.25)
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Proof. Clearly, by Lemma 3.2, we only need to show that the LHS of (3.25) is not greater
than the RHS of (3.25).
Recall the definition (3.21) of the subset AS ⊂ {0, 1}Z. Clearly, all subsets in FN1
are of the form AS for some subset S ⊂ {0, 1}N . Therefore, in view of Lemma 3.2,
we shall calculate the following quantity: for any integers N ≥ 1, ℓ ≥ 1 and any pair
S, S ′ ⊂ {0, 1}N ,
ψS,S
′
N (ℓ) :=
∣∣∣∣µf(AS ∩ σ−(N+ℓ)AS′)µf(AS)µf(AS′) − 1
∣∣∣∣ .(3.26)
By the definition for the subsets AS and AS′, we have
µf(AS ∩ σ−(N+ℓ)AS′) =
∑
ǫ∈S,ǫ′∈S′
µf ([ǫ] ∩ σ−(N+ℓ)[ǫ′]), µf(AS) =
∑
ǫ∈S
µf([ǫ]).
Therefore, we obtain
ψS,S
′
N (ℓ) : =
1
µf(AS)µf(AS′)
∣∣∣∣∣ ∑
ǫ∈S,ǫ′∈S′
(
µf([ǫ] ∩ σ−(N+ℓ)[ǫ′])− µf([ǫ])µf([ǫ′])
)∣∣∣∣∣
≤ 1
µf(AS)µf(AS′)
∑
ǫ∈S,ǫ′∈S′
µf([ǫ])µf ([ǫ
′])
∣∣∣∣µf([ǫ] ∩ σ−(N+ℓ)[ǫ′])µf([ǫ])µf ([ǫ′]) − 1
∣∣∣∣
≤ 1
µf(AS)µf(AS′)
( ∑
ǫ∈S,ǫ′∈S′
µf([ǫ])µf([ǫ
′])
)
· sup
ǫ,ǫ′∈{0,1}N
∣∣∣∣µf([ǫ] ∩ σ−(N+ℓ)[ǫ′])µf([ǫ])µf([ǫ′]) − 1
∣∣∣∣
= sup
ǫ,ǫ′∈{0,1}N
∣∣∣∣µf([ǫ] ∩ σ−(N+ℓ)[ǫ′])µf([ǫ])µf([ǫ′]) − 1
∣∣∣∣ .
This completes the proof of the lemma. 
We now focus on estimation of the following ratio:
RfN,ℓ(ǫ, ǫ
′) :=
µf([ǫ] ∩ σ−(N+ℓ)[ǫ′])
µf([ǫ])µf([ǫ′])
, ǫ, ǫ′ ∈ {0, 1}N .(3.27)
We shall need the explicit formula for the weight of a determinantal measure on the
cylinder set. The equalities in Proposition (3.4) are just another way of writing for a
formula in Shirai-Takahashi [8, formula (2.1)].
Proposition 3.4 ([8, formula (2.1)]). Fix an integer N ≥ 1. Then for any ǫ ∈ {0, 1}N ,
µf([ǫ]) = det
(
DN (2ǫ− 1)TN(f) +DN (1− ǫ)
)
(3.28)
and for any ǫ, ǫ′ ∈ {0, 1}N and any integer ℓ ≥ 1,
µf
(
[ǫ] ∩ σ−(N+ℓ)[ǫ′]
)
= det
(
D2N(2ǫ− 1, 2ǫ′ − 1)TJN,ℓ(f) +D2N (1− ǫ, 1− ǫ′)
)
,(3.29)
where JN,ℓ is the ordered set of cardinality 2N defined by
JN,ℓ = {1, · · · , N} ∪ {N + ℓ+ 1, · · · , N + ℓ+N}.
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In particular, using the notation (3.23) and (3.24), the matrix TJN,ℓ(f) can be written in
the following block form:
TJN,ℓ(f) =
[
TN(f) ΛN,ℓ(f)
ΛN,ℓ(f)
∗ TN (f)
]
.(3.30)
Proposition 3.5. For any integers N ≥ 1, ℓ ≥ 1 and any ǫ, ǫ′ ∈ {0, 1}N , we have
RfN,ℓ(ǫ, ǫ
′) = det
(
I −HfN,ℓ(ǫ, ǫ′)
)
,(3.31)
where HfN,ℓ(ǫ, ǫ
′) is defined by
HfN,ℓ(ǫ, ǫ
′) :=
[
TN (f) +DN(ǫ
′ − 1)
]−1
ΛN,ℓ(f)
∗
[
TN(f) +DN(ǫ− 1)
]−1
ΛN,ℓ(f).(3.32)
The following elementary identity for determinants will be used.
Lemma 3.6. Let A,B,C,D be N × N matrices such that both A and D are invertible.
Then
det
[
A B
C D
]
det(A) det(D)
= det
(
I −D−1CA−1B
)
.
Proof of Proposition 3.5. Using the notation in Proposition 3.4, we have
D2N(2ǫ− 1, 2ǫ′ − 1)TJN,ℓ(f) +D2N (1− ǫ, 1− ǫ′) =
[
A B
C D
]
where
A := DN(2ǫ− 1)TN(f) +DN(1− ǫ),
D := DN(2ǫ
′ − 1)TN(f) +DN (1− ǫ′),
B = DN(2ǫ− 1)ΛN,ℓ(f)
C = DN(2ǫ
′ − 1)ΛN,ℓ(f)∗
Therefore, by the equalities (3.28), (3.29) and Lemma 3.6, we obtain the desired equality
(3.31). Note that here we used the identities DN (2ǫ− 1)2 = DN(2ǫ′ − 1)2 = I to get
HfN,ℓ(ǫ, ǫ
′) = D−1CA−1B.

Corollary 3.7. For any integers N ≥ 1, ℓ ≥ 1 and any ǫ, ǫ′ ∈ {0, 1}N , we have∣∣∣RfN,ℓ(ǫ, ǫ′)− 1∣∣∣ ≤ ‖HfN,ℓ(ǫ, ǫ′)‖1 · exp(‖HfN,ℓ(ǫ, ǫ′)‖1 + 1).
Proof. It follows directly from Simon [9, Theorem 6.5]. 
The following elementary result is classical.
Lemma 3.8. For a positive number τ ∈ (0, 1), let B be a bounded operator on a Hilbert
space H with ‖B‖ ≤ 1− τ . Then for each unitary operator U on H, the operator U +B
is invertible and ‖(U +B)−1‖ ≤ 1
τ
.
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Lemma 3.9. Assume that τ ≤ f ≤ 1 − τ for some τ ∈ (0, 1). Then for any integers
N, ℓ ≥ 1 and any ǫ, ǫ′ ∈ {0, 1}N , we have
‖HfN,ℓ(ǫ, ǫ′)‖1 ≤
1
τ 2
‖ΛN,ℓ(f)‖2HS,
where ΛN,ℓ(f) is defined in (3.24) and H
f
N,ℓ(ǫ, ǫ
′) is defined in (3.32).
Proof. Recall the definition (3.22) for T (φ). Note that T (φ) is unitary congugate to the
operator of multiplication by φ on L2(T) and in particular ‖T (φ)‖ = ‖φ‖∞.
Write
TN(f) +DN(ǫ− 1) = 1
2
(
TN (2f − 1) +DN(2ǫ− 1)
)
.
Note that the assumption τ ≤ f ≤ 1− τ implies that ‖2f − 1‖∞ ≤ 1− 2τ and hence
‖TN(2f − 1)‖ ≤ ‖T (2f − 1)‖ ≤ 1− 2τ.(3.33)
Since DN(2ǫ− 1) is a unitary matrix, by Lemma 3.8 and (3.33), we have∥∥∥∥[TN(f) +DN(ǫ− 1)]−1∥∥∥∥ = 2 ∥∥∥∥[TN(2f − 1) +DN(2ǫ− 1)]−1∥∥∥∥ ≤ 1τ .(3.34)
The same inequality holds if we replace ǫ by ǫ′ in (3.34). Thus by (2.18), we have
‖HfN,ℓ(ǫ, ǫ′)‖1 ≤
1
τ
∥∥∥ΛN,ℓ(f)∗[TN (f) +DN(ǫ− 1)]−1ΛN,ℓ(f)∥∥∥
1
.
Since TN (f) +DN (ǫ− 1) is self-adjoint, by (2.16), the inequality (3.34) is equivalent to
−1
τ
I ≤
[
TN (f) +DN(ǫ− 1)
]−1
≤ 1
τ
I.
Hence, by (2.15), we get
−1
τ
ΛN,ℓ(f)
∗ΛfN,ℓ ≤ ΛN,ℓ(f)∗
[
TN (f) +DN (ǫ− 1)
]−1
ΛN,ℓ(f) ≤ 1
τ
ΛN,ℓ(f)
∗ΛfN,ℓ.
Therefore, by Lemma 2.1, we obtain
‖HfN,ℓ(ǫ, ǫ′)‖1 ≤
1
τ 2
‖ΛN,ℓ(f)∗ΛN,ℓ(f)‖1 = 1
τ 2
‖ΛfN,ℓ‖2HS.

Lemma 3.10. If f ∈ H 12 , then for any integer N ≥ 1, we have
‖ΛN,ℓ(f)‖2HS ≥
N∑
k=1
k|f̂(ℓ+ k)|2
and
sup
N≥1
‖ΛN,ℓ(f)‖2HS ≤
∞∑
k=ℓ+1
k|f̂(k)|2.
Proof. By definition, for any integer N ≥ 1, we have
‖ΛfN,ℓ‖2HS =
N∑
k=1
k|f̂(ℓ+ k)|2 +
2N−1∑
k=N+1
(2N − k)|f̂(ℓ+ k)|2.
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Thus the first inequality of the lemma is proved. On the other hand, observing that for
any integer N ≥ 1, we have 2N − k < k if k ≥ N + 1, hence
‖ΛfN,ℓ‖2HS ≤
N∑
k=1
k|f̂(ℓ+ k)|2 +
2N−1∑
k=N+1
k|f̂(ℓ+ k)|2
=
2N−1∑
k=1
k|f̂(ℓ+ k)|2 ≤
2N−1∑
k=1
(ℓ+ k)|f̂(ℓ+ k)|2 =
∞∑
k=ℓ+1
k|f̂(k)|2.
This completes the proof of the lemma. 
Lemma 3.11. For any integers N, ℓ ≥ 1, we have
0 ≤ TN(f)−1/2ΛN,ℓ(f)∗TN (f)−1ΛN,ℓ(f)TN(f)−1/2 ≤ I.(3.35)
Proof. By Lemma 2.2, (3.35) follows from the block form (3.30) for the matrix TJN,ℓ(f)
and the fact TJN,ℓ(f) is non-negative definite. 
Now we are ready to prove Theorem 1.2
Proof of Theorem 1.2. For any integerN ≥ 1, take the particular word ǫ∗ = (1, 1, · · · , 1) ∈
{0, 1}N with constant coefficients 1. Then by the definition of ψµf (ℓ) and (3.31), we have
ψµf (ℓ) ≥
∣∣∣∣µf([ǫ∗] ∩ σ−(N+ℓ)[ǫ∗])µf([ǫ∗])µf([ǫ∗]) − 1
∣∣∣∣
=
∣∣det (I − TN(f)−1ΛN,ℓ(f)∗TN(f)−1ΛN,ℓ(f))− 1∣∣
≥ 1− det (I − TN(f)−1ΛN,ℓ(f)∗TN(f)−1ΛN,ℓ(f)) .
(3.36)
Since 0 ≤ f ≤ 1 and f 6≡ 0, f 6≡ 1, we have 0 ≤ TN(f) ≤ I and by Lemma 3.1, TN(f) is
invertible. In particular, we have
TN(f)
−1 ≥ I.
It follows that
ΛN(f)
−1/2ΛN,ℓ(f)
∗TN(f)
−1ΛN,ℓ(f)TN(f)
−1/2 ≥ ΛN(f)−1/2ΛN,ℓ(f)∗ΛN,ℓ(f)TN(f)−1/2
(3.37)
and
ΛN,ℓ(f)TN(f)
−1ΛN,ℓ(f)
∗ ≥ ΛN,ℓ(f)ΛN,ℓ(f)∗.(3.38)
By Lemma 3.11 and (2.10), (2.14), (3.37) and then (3.38), we obtain
det
(
I − TN(f)−1ΛN,ℓ(f)∗TN(f)−1ΛN,ℓ(f)
)
=det
(
I − TN(f)−1/2ΛN,ℓ(f)∗TN (f)−1ΛN,ℓ(f)TN(f)−1/2
)
≤ exp
[
−tr
(
TN (f)
−1/2ΛN,ℓ(f)
∗TN(f)
−1ΛN,ℓ(f)TN(f)
−1/2
)]
≤ exp
[
−tr
(
TN (f)
−1/2ΛN,ℓ(f)
∗ΛN,ℓ(f)TN(f)
−1/2
)]
=exp
[
−tr
(
ΛN,ℓ(f)TN(f)
−1ΛN,ℓ(f)
∗
)]
≤ exp
[
−tr
(
ΛN,ℓ(f)ΛN,ℓ(f)
∗
)]
= exp
(−‖ΛN,ℓ(f)‖2HS) .
(3.39)
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Therefore, by (3.36), (3.39) and Lemma 3.10, we have
ψµf (ℓ) ≥ 1− exp
(
−
N∑
k=1
k|f̂(ℓ+ k)|2
)
, ∀N ≥ 1.
Since N is arbitrary, we obtain
ψµf (ℓ) ≥ 1− exp
(
−
∞∑
k=1
k|f̂(ℓ+ k)|2
)
.
Since k ≥ (k + ℓ)/(ℓ+ 1) for any integer k ≥ 1, we have
∞∑
k=1
k|f̂(ℓ+ k)|2 ≥ 1
ℓ+ 1
∞∑
k=1
(k + ℓ)|f̂(ℓ+ k)|2 = 1
ℓ+ 1
∞∑
k=ℓ+1
k|f̂(k)|2
and thus
ψµf (ℓ) ≥ 1− exp
(
− 1
ℓ+ 1
∞∑
k=ℓ+1
k|f̂(k)|2
)
.
This is exactly the desired inequality (1.4).
Now if µf is ψ-mixing, then the condition
lim
ℓ→∞
ψµf (ℓ) = 0
implies in particular that
∑∞
k=1 k|f̂(k)|2 <∞, which combined with the assumption that
f is real-valued, implies that f ∈ H1/2(T).
Finally, we show that if f ∈ H 12 (T) and τ ≤ f ≤ 1− τ then µf is ψ-mixing. By Lemma
3.3, Corollary 3.7, Lemma 3.9 and then Lemma 3.10, for any ℓ ≥ 1, we have
ψµf (ℓ) ≤ sup
N≥1
(
‖HfN,ℓ(ǫ, ǫ′)‖1 · exp(‖HfN,ℓ(ǫ, ǫ′)‖1 + 1)
)
≤ sup
N≥1
( 1
τ 2
‖ΛN,ℓ(f)‖2HS · exp
( 1
τ 2
‖ΛN,ℓ(f)‖2HS + 1
))
≤ 1
τ 2
( ∞∑
k=ℓ+1
k|f̂(k)|2
)
exp
( 1
τ 2
∞∑
k=ℓ+1
k|f̂(k)|2 + 1
)
.
This is exactly the inequality (1.6) and the ψ-mixing property of µf now follows from the
assumption f ∈ H1/2(T). 
4. Lq-dimensions of stationary determinantal measures
Recall the definition (1.7) for the Lq-dimension of a probability measure on a metric
space. In this section, we investigate the Lq-dimension of the stationary determinantal
measures µ+f on the metric space ({0, 1}N, d), where d is defined by (1.8).
In this section, by slightly abusing the notation [ǫ] ⊂ {0, 1}Z introduced in (3.20), for
any ǫ ∈ {0, 1}N , by [ǫ], we mean the corresponding cylinder set in {0, 1}N defined by
[ǫ] :=
{
x ∈ {0, 1}N
∣∣∣x0x1 · · ·xN−1 = ǫ}.
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4.1. Existence of Lq-dimensions. Recall the definition (1.9) of S
(q)
N (µ
+
f ). By the def-
inition (1.8) of the metric d, for any x ∈ {0, 1}N, we have B(x, 2−N ) = [x0x1 · · ·xN−1].
Therefore,
S
(q)
N (µ
+
f ) =
∫
{0,1}N
µ+f (B(x, 2
−N))q−1dµ+f (x) =
∑
ǫ∈{0,1}N
µ+f ([ǫ])
q.(4.40)
By (3.28), for any ǫ ∈ {0, 1}N , we have
µ+f ([ǫ]) = det
(
DN(2ǫ− 1)TN(f) +DN(1− ǫ)
)
.(4.41)
The following simple lemma will be useful in our computation:
Lemma 4.1. For any ǫ ∈ {0, 1}N , we have
DN(2ǫ− 1)TN(f) +DN(1− ǫ) = 1
2
(
DN (2ǫ− 1)TN (2f − 1) + I
)
,(4.42)
where I stands for the N ×N identity matrix.
For simplifying our notation, in what follows, we denote
θ := 2ǫ− 1 ∈ {±1}N , g := 2f − 1.(4.43)
By (4.40), (4.41) and (4.42), using the notation (4.43), we have
S
(q)
N (µ
+
f ) =
∑
θ∈{±1}N
1
2qN
detq(I +DN(θ)TN(g))
=
1
2(q−1)N
∑
θ∈{±1}N
1
2N
detq(I +DN (θ)TN(g))
=
1
2(q−1)N
Eθ[det
q(I +DN (θ)TN(g))] =
1
2(q−1)N
Σ
(q)
N (g),
(4.44)
where Eθ means the expectation on θ with respect to the normalized Haar measure of the
finite group {±1}N and
Σ
(q)
N (g) := Eθ[det
q(I +DN(θ)TN (g))].(4.45)
Now we are ready to prove Proposition 1.4.
Proof of Proposition 1.4. Note that µ+f ([ǫ]) = µ
+
1−f([1 − ǫ]) for any ǫ ∈ {0, 1}N . Then
by the definition of S
(q)
N (µ
+
f ), we have S
(q)
N (µ
+
f ) = S
(q)
N (µ
+
1−f). Therefore, we only need to
prove Proposition 1.4 under the assumption that 1/2 ≤ f ≤ 1.
The assumption 1/2 ≤ f ≤ 1 implies that g = 2f − 1 ≥ 0. By (4.44), it suffices to
prove for any integers M,N ≥ 1, we have
Σ
(q)
M+N(g) ≤ Σ(q)M (g) · Σ(q)N (g).(4.46)
Using (2.13), we have
det(I +DN(θ)TN (g)) =
∑
J⊂[N ]
det
[(
DN(θ) · TJ (g)
)
J
]
=
∑
J⊂[N ]
detDJ(θ) · det TJ(g).
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For any subset J ⊂ [N ], set
aJ := det TJ(g) and wJ := detDJ(θ) =
∏
j∈J
θj .(4.47)
Then
Σ
(q)
N (g) = Eθ[det
q(I +DN(θ)TN (g))] =
∑
J1,··· ,Jq⊂[N ]
Eθ[wJ1 · · ·wJq ]aJ1 · · · aJq .(4.48)
Note that the assumption g ≥ 0 implies that for any finite subset J ⊂ N, the matrix
TJ (g) is non-negative definite. Therefore aJ ≥ 0. Moreover, using Fischer’s inequality
(2.11), for any pair of disjoint subsets J1, J2 ⊂ N, we have
0 ≤ aJ1⊔J2 ≤ aJ1 · aJ2.(4.49)
Note also that
E[wJ1 · · ·wJq ] =
{
1 if
∑q
k=1 δ(i ∈ Jk) is even for all i ∈ N
0 otherwise
.
In particular, for any finite subsets J1, · · · , Jq ∈ N, we have
c(J1, J2, · · · , Jq) := E[wJ1 · · ·wJq ] ≥ 0(4.50)
Note that any subset J ⊂ [M +N ] can be written in a disjoint union
J =
(
J ∩ [M ]
)
⊔
(
J ∩ ([N ] +M)
)
,
where [N ]+M := {1+M, 2+M, · · · , N +M}. Thus by using (4.49) and (4.50), we have
Σ
(q)
M+N(g) =
∑
J1,··· ,Jq⊂[M+N ]
c(J1, · · · , Jq)aJ1 · · · aJq
=
∑
J ′1,··· ,J
′
q⊂[M ]
J
′′
1 ,··· ,J
′′
q ⊂[N ]+M
c(J ′1 ⊔ J
′′
1 , · · · , J ′q ⊔ J
′′
q )aJ ′1⊔J
′′
1
· · ·aJ ′q⊔J ′′q
≤
∑
J ′1,··· ,J
′
q⊂[M ]
J
′′
1 ,··· ,J
′′
q ⊂[N ]+M
c(J ′1 ⊔ J
′′
1 , · · · , J ′q ⊔ J
′′
q )aJ ′1 · aJ ′′1 · · · aJ ′qaJ ′′q .
Since the two subsets J ′1 ∪ · · · ∪ J ′q and J ′′1 ∪ · · · ∪ J ′′q are disjoint, by the definitions of the
functions wJ , the two random variables
∏q
k=1wJ ′k and
∏q
k=1wJ ′′k are independent and
q∏
k=1
wJ ′
k
⊔J ′′
k
=
q∏
k=1
wJ ′
k
·
q∏
k=1
wJ ′′
k
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Hence for any J ′1, · · · , J ′q ⊂ [M ] and any J ′′1 , · · · , J ′′q ⊂ [N ] +M , we have
c(J ′1 ⊔ J
′′
1 , · · · , J ′q ⊔ J
′′
q ) = Eθ
[ q∏
k=1
wJ ′k⊔J ′′k
]
= Eθ
[ q∏
k=1
wJ ′k ·
q∏
k=1
wJ ′′k
]
= Eθ
[ q∏
k=1
wJ ′k
]
· Eθ
[ q∏
k=1
wJ ′′k
]
= c(J ′1, · · · , J ′q) · c(J ′′1 , · · · , J ′′q )
= c(J ′1, · · · , J ′q)c(J
′′
1 −M, · · · , J
′′
q −M),
where J ′′k −M is the shifted set of J ′′k defined by J ′′k −M = {j −M : j ∈ J ′′k}. Observing
that (J ′′1 , · · · , J ′′q ) ranges over all q-tuples of subsets of [N ] + M if and only if (J ′′1 −
M, · · · , J ′′q −M) ranges over all q-tuples of subsets of [N ]. Hence, by using the identities
aJ ′′k = aJ ′′k−M ,
we obtain
Σ
(q)
M+N(g) ≤
∑
J ′1,··· ,J
′
q⊂[M ]
J
′′
1 ,··· ,J
′′
q ⊂[N ]+M
c(J ′1 ⊔ J
′′
1 , · · · , J ′q ⊔ J
′′
q )aJ ′1aJ ′′1
· · · aJ ′qaJ ′′q
=
∑
J ′1,··· ,J
′
q⊂[M ]
J
′′
1 ,··· ,J
′′
q ⊂[N ]+M
c(J ′1, · · · , J ′q)c(J
′′
1 −M, · · · , J
′′
q −M) · aJ ′′1 · · · aJ ′q · aJ ′′1 −M · · · aJ ′′q −M
=
∑
J ′1,··· ,J
′
q⊂[M ]
J˜1,··· ,J˜q⊂[N ]
c(J ′1, · · · , J ′q)c(J˜1, · · · , J˜q) · aJ ′′1 · · ·aJ ′q · aJ˜1 · · · aJ˜q = Σ
(q)
M (g) · Σ(q)N (g).
We thus obtain the desired inequality (4.46) and complete the proof of Proposition 1.4. 
Proof of Theorem 1.5. Note that for r = 2−N , we have
log
∫
{0,1}N
µ+f (B(x, 2
−N ))q−1dµ+f (x)
log(2−N)
=
log S
(q)
N (µ
+
f )
N log(1/2)
.(4.51)
Thus Theorem 1.5 follows from Proposition 1.4 and Fekete’s Subadditive Lemma. 
4.2. Estimations of the correlation dimension. Recall the definition (4.45) for Σ
(q)
N (g).
Lemma 4.2. When q = 2, we have
Σ
(2)
N (g) :=
∑
J⊂[N ]
det2TJ(g).
Proof. This follows immediately from the equality (4.48) and the elementary fact that
E[wJ1wJ2] = δJ1=J2, ∀J1, J2 ⊂ [N ].

Theorem 4.3 (Szego¨’s First Theorem [3, 11]). Let φ be a non-negative Lebesgue integrable
function on the unit circle. Then
lim
N→∞
log det TN (φ)
N
=
∫ 1
0
log φ(ei2πt)dt.
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Lemma 4.4. Let φ : T→ R be a real-valued bounded Borel function. Then for any subset
J ⊂ Z, we have
TJ(φ)
2 ≤ TJ(φ2).
Proof. For any J ⊂ Z, the space ℓ2(J) is naturally identified with a subspace of ℓ2(Z).
Let PJ denote PJ is the orthogonal projection from ℓ
2(Z) onto ℓ2(J), then we have
TJ(φ) = PJT (φ)PJ and TJ(φ
2) = PJT (φ
2)PJ .
Note that the assumption that φ is real-valued implies that T (φ) is self-adjoint. The ele-
mentary operator inequality PJ ≤ I, where I is the identity operator on ℓ2(Z), combined
with (2.15), implies that
TJ(φ)
2 = PJT (φ)PJPJT (φ)PJ = [T (φ)PJ ]
∗PJ [T (φ)PJ ]
≤ [T (φ)PJ ]∗[T (φ)PJ ] = PJT (φ)2PJ .
A direct computation shows that
φ̂2(i− j) =
∑
k∈Z
φ̂(i− k)φ̂(k − j), for all i, j ∈ Z,
hence we have T (φ2) = T (φ)2. The desired inequality now follows immediately:
TJ(φ)
2 ≤ PJT (φ)2PJ = PJT (φ2)PJ = TJ (φ2).

Proposition 4.5. Let f : T→ [0, 1] be a Borel function. Then we have
dim2µ
+
f ≥
1
log 2
∫ 1
0
log
2
1 + (2f(ei2πt)− 1)2dt.(4.52)
Proof. Set g = 2f − 1. By Lemma 4.2 and Lemma 4.4, we obtain
S
(2)
N (µ
+
f ) = 2
−N
∑
J∈[N ]
det2TJ (g) ≤ 2−N
∑
J∈[N ]
det TJ(g
2)
= 2−N det(I + TN (g
2)) = det
(
TN(
1 + g2
2
)
)
.
Hence, by (4.51), we have
dim2µ
+
f = lim inf
N→∞
log S
(2)
N (µ
+
f )
−N log 2 ≥ lim infN→∞
log det
(
TN (
1+g2
2
)
)
−N log 2 .
Now the inequality (4.52) follows immediately by applying Szego¨’s First Theorem to the
function (1 + g2)/2. 
Proposition 4.6. Let f : T→ [0, 1] be a Borel function. Then we have
dim2µ
+
f ≤ 1−
1
log 2
∫ 1
0
log
(
[1 + β(2f(ei2πt)− 1)]2
1 + β2
)
dt, ∀β ∈ [−1, 1].
Lemma 4.7. For β ∈ R, we have
Σ
(2)
N (g) ≥
det2(TN(1 + βg))
(1 + β2)N
= det2
(
TN (
1 + βg√
1 + β2
)
)
.
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Proof. By Cauchy-Schwartz inequality, we have
det2(TN(1 + βg)) =
( ∑
J∈[N ]
det(TJ(g)) · β |J |
)2
≤
( ∑
J∈[N ]
det2TJ (g)
)( ∑
J∈[T ]
β2|J |
)
=
( ∑
J∈[N ]
det2TJ(g)
)
det
(
I + β2I
)
= Σ
(2)
N (g) · (1 + β2)N .
This completes the proof of the lemma. 
Proof of Proposition 4.6. Set g = 2f − 1. By (4.51), we have
dim2µ
+
f = lim sup
N→∞
log S
(2)
N (µ
+
f )
−N log 2 = lim supN→∞
(
1− log Σ
(2)
N (g)
N log 2
)
.
By Lemma 4.7, we have
dim2µf ≤ 1− lim
N→∞
2 log
(
det
(
TN (
1+βg√
1+β2
)
))
N log 2
.
Since for β ∈ [−1, 1], we have 1 + βg ≥ 0. By Szego¨’s first Theorem, we have
lim
N→∞
2 log
(
det
(
TN (
1+βg√
1+β2
)
))
N
=
∫ 1
0
log
(1 + βg(ei2πθ))2
1 + β2
dθ.
Hence, we have
dim2µ
+
f ≤ 1−
1
log 2
∫ 1
0
log
(1 + βg(ei2πθ))2
1 + β2
dθ, ∀β ∈ [−1, 1].

5. An application: Increasing rate of longest common substring
Let µ be a shift-invariant probability measure on {0, 1}N. For any n ≥ 1 and any two
sequences x, y ∈ {0, 1}N, we define the length of their longest common substring in their
prefixes of length n by
Mn(x, y) = max{m : xi+k = yj+k for k = 1, . . . , m and for some 1 ≤ i, j ≤ n−m}.
Recently, Barros, Liao and Rousseau [1] showed that the correlation dimension of µ de-
scribes the increasing rate of Mn(x, y) for µ⊗ µ-typical pair of (x, y) ∈ {0, 1}N × {0, 1}N.
Theorem 5.1 ([1, Theorem 7]). For µ⊗ µ-almost every (x, y) ∈ {0, 1}N × {0, 1}N,
lim
n→+∞
logMn(x, y)
log n
≤ 2/ log 2
dim2µ
.
Moreover, if the µ is ψ-mixing with ψ(ℓ) = O(ℓ−a) for some a > 0, then for µ⊗ µ-almost
every (x, y) ∈ {0, 1}N × {0, 1}N,
lim
n→+∞
logMn(x, y)
log n
≥ 2/ log 2
dim2µ
.
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Remark 5.2. For any s > 0, a function f : T → C is said to be in the Sobolev space
Hs(T) if
+∞∑
n=−∞
|n|2s|f̂(n)|2 <∞.(5.53)
In particular, if s > 1/2, then (5.53) implies (see, e.g., Moricz [6, Lemma 1])∑
|n|>ℓ
|n||f̂(n)|2 = O(ℓ−(2s−1)).
By Theorems 5.1, 1.2, 1.5 and Remark 5.2, we have the following corollary.
Corollary 5.3. Assume that f ∈ H1/2+ε(T) for some ε > 0 such that either 1/2 ≤ f ≤ 1−
τ or τ ≤ f ≤ 1/2 for some τ > 0, then for µ+f ⊗µ+f -almost every (x, y) ∈ {0, 1}N×{0, 1}N,
we have
lim
n→+∞
logMn(x, y)
log n
=
2/ log 2
dim2µ
+
f
.
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