ABSTRACT The actual driving condition and fuel consumption rate gaps between lab and real-world are becoming larger. In this paper, we demonstrate an approach to determine the most important factors that may influence the prediction of real-world fuel consumption rate of light-duty vehicles. A multilayer perceptron (MLP) method is developed for the prediction of fuel consumption since it provides accurate classification results despite the complicated properties of different types of inputs. The model considers the parameters of external environmental factors, the manipulation of vehicle companies, and the drivers' driving habits. Based on the BearOil database in China, 2,424,379 samples are used to optimize our model. We indicate that differences exist between real-world fuel consumption and standard fuel consumption under simulation conditions. This study enables the government and policy-makers to use big data and intelligent systems for energy policy assessment and better governance.
I. INTRODUCTION
In order to reduce pollution and protect air quality, the promotion of green energy is currently gaining increasing attention in China [19] . In recent years, China has issued a series of policies to actively encourage the production and consumption of energy-saving and new energy vehicles. The Ministry of Industry and Information Technology (MIIT), in conjunction with the National Development and Reform Commission, the Ministry of Commerce, the General Administration of Customs and the General Administration of Quality Supervision and Inspection, have drafted the Notice on Strengthening the Management of Average Fuel Consumption in Passenger Vehicle Enterprises in 2014. Furthermore, The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. to achieve the overall goal of the average fuel consumption for passenger vehicles, which will be 5 L/100 km in 2020, MIIT has released the revised version of the Limits of Fuel Consumption for Passenger Vehicles and Evaluation Method and Index of Fuel Consumption of Passenger Vehicles, which states that China will formally implement the fourth phase of fuel consumption standards from January 1, 2016. From 2016 to 2020, the set goal of average fuel consumption for passenger vehicles is 6.7 liters, 6.4 liters, 6 liters, 5.5 liters and 5 liters, respectively, for each year. The standard fully meets the current level of EU standards for automotive oil products, and several indexes even exceed the EU standards.
Although great efforts have been made, the automobile industry in China is facing the tremendous pressure of emission reduction [1] . Generally, the driving cycle fuel consumption data are derived from the website of Automobile Fuel Consumption of China by MIIT, which presents a nearly objective value in the numerical simulation conditions with driving operation templates and reflects the reference samples of real-world fuel consumption data under normal circumstances. It has been argued that the standard itself has many limitations and vulnerabilities. Because there is a huge difference between the driving conditions in the test procedure for the automobiles and the real world, the automobile manufactures can easily generate very ''perfect'' data to meet the standard.
There are three main reasons for the difference between standard fuel consumption and actual fuel consumption. First, the external environmental factors, including the heterogeneity of temperature and atmospheric pressure in different regions, and the degree of road traffic congestion [17] . As urban road traffic congestion is becoming increasingly serious, car idling may lead to an increase in fuel consumption even if the mileage does not change. Second, another reason for the difference between standard fuel consumption and actual fuel consumption is the manipulation of companies. As automobile companies are familiar with the driving cycle test conditions, they usually provide the vehicles with the best conditions for testing to reduce fuel consumption levels. The third is driving habits, such as air conditioning habits and idle parking. Compared to experienced drivers, new drivers always lack energy-saving abilities during the driving process. Due to the increasing number of vehicle drivers, energy saving is facing more and more severe challenges. As a result, even if a car meets the level of emission standard, it could still be harmful to the environment. Thus, we need to explore the most important factors which may influence the prediction of real-world fuel consumption rate of light duty vehicles.
The rest of the paper is organized as follows: Section II reviews the related literature; Section III presents the methodology and data; Section IV analyzes the results of the multilayer perceptron (MLP) and discusses the policy implications; and finally, the conclusion is presented in Section V.
II. LITERATURE REVIEW
With the rapid development of artificial intelligence (AI), AI-driven big data processing technologies have been used in the field of business activity prediction [8] [9] [24] . During the development of Plug-in hybrid vehicles (PHEVs), big data and AI models also contributed greatly to estimating the electric grid power demand [16] . A study helped promote the development of public charging infrastructure by estimating the refueling demand mined from big-data [3] . Some scholars proposed a range estimation framework through collecting data from the real world to help electric car drivers calculate the remaining driving range [15] . Furthermore, recent work has discussed the challenges of using big data to solve transportation problems, such as the difficulties in collecting and cleaning the data with rich information [18] . Previous studies also found that intelligent systems can be used in calculating electric vehicle charging demand with the help of historical traffic data and weather data [2] . Scholars aim to determine the important factors that may predict the innovation efficiency of a NEVs firm. They have built several machine learning models to help firms increase innovation efficiency and build intelligent decision support systems [9] .
As air-quality protection and energy consumption reduction is gaining attention from emerging economies, an International Vehicle Emissions (IVE) Model was developed to estimate the mobile source emissions in an urban area [4] . Another IVE model was designed to evaluate the emissions of light duty gasoline trucks, heavy duty gasoline vehicles and motorcycles by utilizing a dataset in China [6] . To help the government set fuel economy standards for automobiles and reduce energy consumption, scholars have attempted to use the AI-driven (artificial intelligence) big data processing method to create a better test procedure for automobiles, taking the driving situations and environment of the country into consideration. The method can be directly applied to different types of vehicles worldwide [13] [14] .
The government and policy-makers have noticed the important role of big data and intelligent systems for policy assessment and better governance. A previous study built a model to calculate the possibility of an automobile industry in achieving the goal of the European Commission's voluntary agreement under baseline conditions [22] . By collecting data from navigation systems, scholars found it possible to analyze the driving and mobility patterns in Europe and calculate the potential of electric vehicles in replacing fuel vehicles. Thus, policies that encouraged the development of the next generation of green vehicles could be implemented [5] .
To build next-generation intelligent transportation systems, data processing and mining techniques need to be improved to make full use of real-time information [10] [23] . In this study, we present an efficient AI-driven big data processing method to fill this gap, which can better reflect real-world driving conditions. As previous studies indicate that city characteristics, road infrastructure and driving behavior are the most important factors that may influence vehicle emissions, we believe that this study may help government to improve emission estimations and reduce energy consumption in the future [20] .
III. METHODOLOGY AND DATA
The method we used in this study is multilayer perceptron (MLP). It is a class of feedforward artificial neural networks (ANNs), which are best used for cases when input is high-dimensional and discrete, and the output is real-valued (human readability of the result is unimportant). MLP also reduces the negative impact of possibly noisy data [11] . The main reason we use MLP in this study is that our data might not be linearly separable. Figure 1 represents the input eigenvector X={x 1 , x 2 ,. . . , x n } and parameter vector W = {w 1 , w 2 ,. . . , w n }. Compute it and get the cross product. The result is summed with the bias vector and input into the activation function Rectified Linear Unit (ReLU) to get the output. The above process is used to obtain neuron output results. 
A. THE ALGORITHM OF MULTI-LAYER PERCEPTION
Define the input as X p = x p1 , x p2 , . . . , x pn , where X p is the set of eigenvectors, x pn is 417-dimensional eigenvector of the nth sample, and each element is a floating-point numerical feature. The corresponding tag is Y={y 1 , y 2 ,. . . , y n }, where Y is the set of tags, y n is the tag value of the nth sample and y is a floating point value.
Generally, the number of layers of the network and the number of the neurons in each layer are empirical values. We compare the testing results with the Loss in the code, and finally decide to use four hidden layers in our multi-layer perceptron model, and the number of neurons in each layer is distributed as 20, 20, 50 and 50.
And the number of neurons in the hidden layer l is U l and the output value is O l , so:
where w l is the weight matrix with dimension U l by U l−1 , b l is the bias vector with dimension U l . f is a nonlinear activation function with ReLU used as the activation function, that is f
, that is the input of the first hidden layer is the eigenvector of the data, that is
Softmax is used as the output layer classifier, and the final predicted value isȳ:ȳ
where S is the Softmax function. Divide the final fuel consumption into k grades (a definite value should be found here), then the probability of obtaining grade k is kȳ zk . In the training process, the z-label vector is one-hot real-valued, that is, only the kth dimension is 1, and the rest is 0 (it can be understood as 1 when classification is correct, otherwise 0). Finally, the loss function can be defined as Loss = − (x p ,z) kȳ zk :
Equation (4) is the mean square error loss. To better understand multiple classification, we first calculate binary classification, the loss function degenerates to
The log likelihood function can be listed for all samples, and the loss function can be deduced as:
Equation (6) is the cross entropy loss. This training rule guarantees that the output characteristics of MLP are linearly separable. The essential idea of MLP to solve the linear indivisibility is to map the original sample into the high-dimensional space through the kernel function, so that the sample is linearly separable in the highdimensional feature space.
The linear unit training rule uses gradient descent, and it is guaranteed to converge to hypothesis with minimum squared error even when training data contain noises.
To explain the process of random gradient descent (shown in Figure 2 ), we specify the parametric optimization process.
Backward pass (BP) algorithm is used to deduce the gradient calculation process in multi-layer perceptron learning. As described in the first part, we can get the calculation of layer l in Equation (1) .
According to the definition of Softmax:
Analyzeȳ l , and find the partial derivative of O l :
In
Take the derivative of O l for Loss, we have
In which,
At this point, the residual of the loss function on the optimal gradient is obtained, and the residual is reversely transferred back to the first hidden layer from the output layer, so as to realize the optimization of parameters of each layer along the gradient to the optimal direction. Let δ l = ∂Loss ∂O l , then the residuals are propagated layer by layer:
B. DATA PROCESSING AND DATA FEATURE USAGE
The real-world fuel consumption data of light duty vehicles used in this paper comes from China's second ranked vehicle and traffic tool (BearOil APP, www.xiaoxiongyouhao.com). By the end of 2018, the APP had been downloaded 6 million times and has a monthly active user rate of 800 thousand.
The accumulated mileage for all active vehicle owners from 31 different autonomous regions in China exceeds 23 billion kilometers, and the number of recorded data for real-world fuel consumption is over 51 million. The factors considered in this paper include host city, vehicle brand, vehicle type, engine parameter, gearbox type and fuel consumption provided by the MIIT. Because the APP also recorded the time each fuel consumption happened, we could use these data to regulate the difference from climate change and accordingly control the variability of the same vehicle based on which city the vehicle owner was in. We use 2,424,379 samples to optimize our models. Among them, 484,875 samples are used as training data, 484,875 samples are used as validation samples and the rest are considered testing data. We use 20% of the total data as validation to prevent overfitting. If our parameters are fit on the training dataset, then this would result in a biased score. By including another validation dataset, we are able to lock away the test dataset while still being able to measure performance on unseen data as a way of selecting a good hypothesis. In our case, we use the training dataset for learning, fitting the parameters of the classifier and the validating the dataset for considering the number of hidden units in a neural network.
This paper aims at predicting automobile fuel consumption, data adopted includes city, brand, vehicle type, engine model, transmission model, transmission type, gearbox shift form, reference peak of engine output power, engine displacement, reference fuel consumption, actual fuel consumption, time information of data produced, etc., which each data sample includes features.
The processing of the data includes defining the time range, that is, the time range generated by the selected data; removing the bad sample; obtain the corresponding environmental characteristics for the city where the sample data is generated and the corresponding time.
The eight features including city, brand name, engine model, transmission model, engine displacement, reference fuel consumption, peak of engine output power and the data generated are retained, that is, the feature vector of the original data has 8 dimensions. Through the processing of climate elements, a 24-dimensional feature vector is formed for each city, which is appended to the original 7-dimensional features to form a 31-dimensional feature.
Convert original 8 features into one hot representation, each feature dimensional is as Table 1 :
Take actual fuel consumption as label, which means y value is 1-dimensional.
Combined with the 24-dimensional climate features, excluding the label, each sample is represented by a 417-dimensional vector. Which means the n in X p ={x p1 , x p2 , . . . , x pn } equals 417.
Take X as input and use Python to train, validate and test the dataset and import the 'sklearn' library to split the dataset and train inputs using MLP regression (see Figure 3) . We then note the score, average, minimum, maximum and variance of minimum squared errors and the number of hidden layers used.
Additionally, we want to find the correlation between a certain factor and the result. For a single layer neural network, finding the correlation is simpler. Since the final result is a manipulation of all inputs, we could change each input one at a time and observe how the result changes. For example, if we have input x and input y, and the result is calculated based on x 2 + y, then by picking a large y value for the first trial and multiplying by 2 for the second trial, the result would differ by two times as well. However, if we try the same two values on x, then we can observe that the effect on the result is quadratic; therefore, we know the input x should have more impact on the result than y does. This is similar with MLP, only that now we have more inputs, more layers and at each layer, we apply operations to different inputs, so it is harder to observe the relation between certain inputs and the results.
IV. RESULTS

A. DESCRIPTIVE STATISTICAL RESULTS OF REAL-WORLD FUEL CONSUMPTION
Based on the BearOil database, we can see the difference of fuel consumption between MIIT and real-world fuel consumption (See Table 2) .
From the results, we find that differences exist between real-world fuel consumption and standard fuel consumption released by MIIT. The actual fuel consumption is always higher than the standard consumption. Furthermore, there are obvious regional differences in real-world fuel consumption. The histogram of real-world fuel consumption also shows that the fuel consumption of most vehicle owners was less than 10. Although the standards in China fully meet the current level of the NEDC (New European Driving Cycle) standards for automotive oil products and several indexes even exceed NEDC standards, the NEDC standards may not be treated as the best reference for Chinese energy management. The NEDC standards are always inconsistent with the driving conditions in China. Based on the evaluation of the results from the working condition tests, it has been proven that the actual performance of vehicles in China is quite different from that in European countries. The China Automotive Testing Cycle (CATC) program is being launched by MIIT and other related ministries of China to design the standard of fuel consumption in China.
B. RESULTS OF MLP MODEL
Although stated in the methodology section, to evaluate the results of our MLP model, we present the output of our algorithm (See Table 3 ).
Within the model, we perform 10,000 iterations for the MLP regressor and calculate the minimum squared error for each iteration, and we analyze the performance of our model using the mean accuracy on the given test data and labels. A higher score indicates a better classification of the model; therefore, we pick the model with a lower number of hidden units and hidden layers. We also use the cross-validation method so that we can prevent overfitting the model with our training samples. If our model perfectly fits the training sample but fails to predict the validation sample, then it indicates that our model has a problem of overfitting. With cross validation, we first train using the training sample, then we use the validation sample to check its accuracy in prediction; then, we switch the role of the training sample and validation sample and repeat the above operation. In the end, we average the results. This gives us insight into how our model will generalize to an independent dataset.
To determine which factor influences the final fuel consumption prediction, we can alter the number of factors and see either when the algorithm converges or which results in the greatest decline in classification accuracy. Thus, this process enables us to obtain a vague idea of which factor contributes most to the final result [12] . However, this approach is not precise because removing any of the inputs will result in a change in the NN architecture and its properties, and the complexity of the sigmoid functions should be considered.
There are other papers about fuel consumption prediction. One used the HDM-III model of the World Bank [7] and analyzed roughness levels of roads and engine characteristics to develop a unit model for fuel consumption. However, that study did not take into account as much data as we do and therefore did not represent as general a case as ours. Another paper used a logistic model to simulate the future trend of China's vehicle population [21] . However, although this prediction did tell us how much fuel consumption there might be in the future, it could not tell us how much consumption there is for each kind of vehicle with certain characteristics; it just gave us a national trend which is not accurate enough.
Since the MLP method provides accurate classification results despite the complicated property of different types of inputs, we use it for our fuel consumption prediction. Given the nature of MLP, it can be black box that gives little insight to its users of what is actually happening between the layers of hidden units, thus, utilizing sensitivity analysis could raise its transparency and the importance index returned can be used to help us identify which factor affects fuel consumption the most.
C. COMPARISION OF PREDICTED RESULTS WITH ACTUAL VALUE
We divide the data set into training set and test set, in which the number of training set samples accounts for 70% and the number of test sets accounts for 30%, in which there is no intersection between training set and test set. On the basis of mini-batch and dropout theory, supervised training is conducted on the involved models through the training set, and the models are evaluated for the test set after convergence. We randomly select 30 test results from the test set samples for display, and the predicted results are shown in Figure 5 .
As shown in the Figure 5 , the predicted value and the real value of the randomly selected samples are generally consistent with the trend of sample change. Affected by real factors, the method to make predictions for certain samples still contains certain errors, as shown in figure, the predicted peak and valley space corresponding to the estimated values still contains some errors compared to the actual. The reason for this is that this method, compared with traditional regression prediction method, considers a lot more factors, and is hard to avoid error on weights of some secondary factors, but from the trend of the overall point of view, the effectiveness of the chosen model is proven.
In addition, on the basis of the same model parameters, we filter out subset of automatic transmission (AT) models and subset of manual transmission (MT) models based on transmission model in the data parameters, and then per- form fuel consumption prediction on these two subsets. Fuel consumption distribution of actual values and predicted values of the AT vehicle is shown in Figure 6 , distribution of MT vehicle is shown in Figure 7 .
As shown in Figure 6 and Figure 7 , the model adopted in this paper is more consistent with the change trend of the real values in terms of the predicted value of fuel consumption of the automatic transmission model compared with the direct sense analysis.
V. CONCLUSIONS
In this paper, based on a real-world database that is originally collated for the purpose of fuel consumption prediction, we demonstrate an approach for exploring the main influencing factor on fuel consumption prediction. The model in our study includes the parameters of external environmental factors, the manipulation of vehicle companies and the drivers' driving habits.
Combined with sensitivity analysis, we find that using MLP best classifies the given nonlinear dataset and that the architectures are capable of learning powerful features. To further improve our method, it is easier to split the dataset, other than the test dataset, into more sections to perform a more accurate cross validation. However, such an approach requires our dataset to be larger than it already is, and it requires time for data accumulation.
Additionally, a more precise way of analyzing the importance of each factor for an MLP model is required. As the sensitivity analysis currently only improves the transparency of an MLP model, it is still not able to give us a clear view of how any inputs actually affect the output. In the future, we hope to optimize our model and obtain a better understanding of the relationship between the input factor and output results. 
