Broadcasting multiple messages in a grid  by Van Scoy, Frances L. & Brooks, Jeffrey A.
ELSBVIER 
DISCRETE 
APPLIED 
Discrete Applied Mathematics 53 (1994) 321-336 
MATHEMATICS 
Broadcasting multiple messages in a grid? 
Frances L. Van Scoy”~ *, Jeffrey A. Brooksb 
“Department of Statistics and Computer Science, West Virginia University, Morgantown, WV, USA 
bDepartment of Mathematics. West Virginia University, Morgantown, WV, USA 
Received 5 September 1991; revised 18 January 1993 
Abstract 
The problem of broadcasting in grid graphs is discussed. Two algorithms for broadcasting 
m messages in an n x n grid are given. These algorithms require time max(n + zrn - 1, 
2n + 2m - 4) and time 2n + trn - 4. An algorithm for broadcasting m messages in an n x n x n 
grid which requires time 3n + yrn + 2 is presented. It is conjectured that similar algorithms 
exist for d-dimensional grids which require time dn + (d’ + l)/dm + constant. 
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1. Introduction 
Broadcasting as a variant of gossiping was introduced by Slater et al. [S,9]. 
In a broadcasting problem, one vertex of a connected graph contains one or more 
messages which must be transmitted to all other vertices in the graph according to the 
following rules: 
(1) A vertex may send a message to an adjacent vertex only. 
(2) Time is discrete. At a given time an individual processor will do exactly one of 
the following: 
(a) receive a message, 
(b) send a message to one neighbor, 
(c) be idle. 
Given a connected graph G and a message originator, vertex u in G, Farley et al. [6] 
defined the broadcast time of vertex U, b(u), to equal the minimum number of time 
units required to complete broadcasting from vertex u. 
A d-dimensional grid graph G,, , ,,2r...,nd is a graph with n, x n2 x ... x nd vertices, 
each labeled with a unique element of {(iI, iz, . . . , id) ) 1 d ij < nj, 1 < j < d), and with 
edges connecting vertices which differ by 1 in exactly one label component. 
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This paper addresses broadcasting multiple messages in a grid with II vertices in 
each dimension when all messages are originally held by a corner vertex, labeled 
(1, 1, . . . , 1). Algorithms for broadcasting in two-dimensional and three-dimensional 
grid graphs are presented, and an upper bound on time for broadcasting from a corner 
of a d-dimensional grid graph is conjectured. 
2. Broadcasting a single message: previous work 
Farley and Hedetniemi [S] showed that if u is a corner vertex of G,,,, then 
b(u) = 2n - 2. They presented an algorithm which broadcasts 1 message from a cor- 
ner of the grid in this time. 
Assuming that vertex (1,l) contains the message to be broadcast, their algorithm 
sends the message along row 1 and then down column n as fast as possible. Once 
a message has been received by vertex (1, j) from vertex (1, j - 1) (at time j - 1) and 
sent to vertex (1, j + 1) (at time j), it is then sent to vertex (2, j) (at time j + 1). (Vertex 
(1, n) receives the message from vertex (1, n - 1) at time n - 1 and sends it to vertex 
(2, n) at time n.) Copies of the message then travel down the columns of the grid as fast 
as possible. 
3. Broadcasting a few messages: previous work and discussion 
Chinn et al. [2], Farley [4] and Cockayne and Thomason [3] studied broadcasting 
multiple messages in complete graphs. 
Farley [4] defined b,(u), u E I’, to be the minimum number of time units required to 
broadcast a set of m messages from vertex u to every vertex of a connected graph 
G = (V, E). He also defined the broadcast time of G, B,(G), to be 
Farley also obtained lower and upper bounds on B, as follows. Let d,,, be the 
maximum degree of a vertex of G, and let D be the diameter of G, the maximum 
distance between any two vertices of G. Then, if 1 V[ = n, 
2(m - 1) + D d B,(G) < dmax(m - 1) + (n - 1). 
If G,,, is a two-dimensional grid with n2 vertices, then Farley’s bounds on B,(G) are 
2(m - 1) + 2n - 2 < B,(G) < 4(m - 1) + (n’ - 1). 
In particular, 2n + 2m - 4 < B,(G). 
For broadcasing multiple messages in grids, Van Scoy [l l] modified the single 
message grid algorithm of Farley and Hedetniemi [S] and was able to broadcast 
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m messages from a corner of an n x n grid in time 2n + 2m - 4, with the restriction 
that m < n - 2 if n is odd and m < n - 1 if n is even. 
This algorithm assumes that the messages are labeled by the integers 1 through m, 
and separates the messages into two sets, based on whether their labels are even or 
odd integers. The algorithm calls for vertex (1,l) to send odd-numbered messages 
across row 1 and then down columns 2 through n as in the Farley and Hedetniemi 
algorithm. Vertex (1,1) sends a new odd-numbered message to vertex (1,2) at time 
1 and at every 4th time unit thereafter. Even messages are sent through the grid via 
a scheme obtained by transposing the scheme used for odd messages. The even- 
numbered messages leave vertex (1,1) at time 3 and at every 4th time unit thereafter 
and move down column 1 and across rows 2 through n. Fig. 1 shows the times at 
which odd messages are sent to all vertices except those in column 1 and even 
messages are sent to all vertices except those in row 1 in a 6 x 6 grid. 
The difficult part of this algorithm is finding the appropriate times at which to send 
odd-numbered messages down column 1 and even-numbered messages along row 1. 
odd odd odd 
Fig. 1. Broadcasting a few messages 
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The algorithm exploits the times when no odd message is being sent along row 
1 (times which are equal to Omod 4) and the times after the last odd-numbered 
message has been sent from a particular vertex. These free times at individual vertices 
are used for sending the even-numbered messages. The algorithm uses the analogous 
free times of vertices in column 1 for sending the odd-numbered messages. It is not 
surprising, however, that this algorithm fails for m 3 n because broadcasting in the 
interior of the grid is completed before enough time to broadcast along the grid edges 
has elapsed. 
4. Broadcasting many messages: an algorithm requiring large buffers and bi-directional 
edges 
Brooks [l] found an algorithm for sending arbitrarily many messages in a grid 
which requires time max(n + :rn - 1,2n + 2m - 4). This algorithm is based on Van 
Scoy’s [ 1 l] earlier algorithm and differs only in how the even-numbered messages are 
sent to the vertices in row 1 and how the odd-numbered messages are sent to the 
vertices in column 1. 
In the present algorithm the vertices in row 2 receive the even-numbered messages 
from vertex (2,l) and the odd-numbered messages from row 1 as in the previous 
algorithm and pass those messages along in the usual fashion. However once a vertex 
in row 2 has sent every even-numbered message to its right neighbor and every 
odd-numbered message to its neighbor in row 3 it then sends each even-numbered 
message up to its neighbor in row 1. The vertices in column 2 send the odd-numbered 
messages to their neighbors in column 1 in a similar fashion. An exception to this 
strategy is that even messages are sent to vertex (1,2) by vertex (1,1) and odd messages 
are sent to vertex (2,l) by vertex (1,1) rather than by vertex (2,2). The paths along 
which even and odd messages how in grid G6,6 are shown in Fig. 2. 
More formally, for 3 < j 6 n - 1, vertex (2, j) receives message k (where k is odd) 
from vertex (1, j) at time t, sends message k to vertex (3, j) at time t + 1, receives 
message k + 1 from vertex (2, j - 1) at time t + 2, and sends message k + 1 to vertex 
(2, j + 1) at time t + 3. This activity continues for message k + 2 at times t + 4 and 
t + 5 and for the remaining messages until every message has been received by vertex 
(2, j) and sent by vertex (2, j) to exactly one neighbor. Then at consecutive times, 
vertex (2, j) sends all even messages to vertex (1, j). The behavior of vertices (i, 2), for 
3 d i < n - 1, is similar. (Vertex (1,1) sends even messages to vertex (1,2) and odd 
messages to vertex (2,l); vertex (2,2) sends messages to vertices (2,3) and (3,2) only; 
vertex (2, n) has no neighbor (2, n + 1) to which to send even messages; and vertex (n, 2) 
has no neighbor (n + 1,2) to which to send odd messages.) 
Vertex (i, j), for 3 d i, j d n - 1, receives odd-numbered message k from vertex 
(i - 1, j) at time t, sends message k to vertex (i + 1, j) at time t + 1, receives (even- 
numbered) message k + 1 from vertex (i, j - 1) at time t + 2, and sends message k + 1 
to vertex (i, j + 1) at time t + 3. 
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Fig. 2. Data paths for odd and even messages (large buffers, bi-directional edges). 
Theorem 4.1. There exists an algorithm for broadcasting arbitrarily many messages 
from a corner of a square grid in time max(n + $rn - 1,2n + 2m - 4), where n is the 
length of an edge of the grid and m is the number of messages. 
Proof (outline). Construct a pair of partial functions, send and receive, which describe 
the times at which messages are sent between processors. We define send(i, j, i’, j’, k) as 
the time at which vertex (i, j) sends message k to vertex (i’, j’) and receive(i, j, i’, j’, k) as 
the time at which vertex (i, j) receives message k from vertex (i’, j’). Full definitions of 
send and receive for even m appear in the appendix. 
We observe the following about send and receive. 
(1) The definition of receive provides a value for receive(i, j, i’, j’, k) for all 1 d i < n, 
1 <j 6 n (except for the case i = j = l), 1 < k d m. This guarantees that each vertex 
except vertex (1,1) receives each message. (We assume that vertex (1,1) originally 
knows all m messages.) 
(2) The values of send(i, j, i’, j’, k) and receive(i, j, i’, j’, k) are unique for particular 
choice of i and j and for all k. This guarantees that at any time a vertex is neither 
sending nor receiving more than one message. 
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(3) send(i, j, i’, j’, k) = t iff receive(i’, j’, i, j, k) = t. (Each movement of message 
k from vertex (i, j) to vertex (i, j’) is described by send and receive as happening at time 
t, so send and receive consistently describe the same message movement.) 
(4) If the value of send(i, j,i’, j’, k) is defined, then )i - i’l + 1 j - j’l = 1. (That is, 
messages are only passed between adjacent vertices.) 
(5) For any (i, j), the maximum value of send(i, j, i’, j’, k) or receive(i, j, i’, j’, k) is 
maximum(n + srn - 1,2m + 2n - 4). 0 
We observe that large buffers are needed by some vertices. In particular, all vertices 
(2, j), for 3 < j < n, must be able to store m/2 messages. Also, we observe that 
bi-directional paths are needed between vertex (1, j) and vertex (2, j), and between 
vertex (i, 1) and vertex (i, 2), for 3 < j < n - 1, 3 < i d n - 1. 
In the following section we present an algorithm which requires only constant-size 
buffers and uni-directional edges. 
5. Broadcasting many messages: an algorithm requiring constant-size buffers and 
u&directional edges 
This section describes an algorithm for broadcasting many messages which requires 
time 2n + +rn - 4, as opposed to time maximum(+m + n - 1,2m + 2n - 4) of the 
previous algorithm. 
In developing multiple message broadcasting algorithms for grids, we have ob- 
served the need for some vertices to send some message k to two neighbors rather than 
one. For a particular algorithm we call such a vertex a brunch vertex. If a vertex must 
send all messages to two neighbors, then for each message that vertex must be busy for 
three time units (one to receive and two to send), and the time to broadcast in this 
manner contains a term 3m, which is not optimal. For this reason we have divided the 
messages to be broadcast into two sets and used a different set of branching vertices 
for each set of messages. If the two sets of messages are equal or nearly equal in size, we 
have a lower bound on broadcast time which contains a term 3(im) + l(im) = 2m, 
reflecting the 3 units of time to receive and send to two neighbors half of the messages 
and the 1 unit of time to receive each of the other half of the messages. This agrees with 
the 2m term of Farley’s lower bound of 2n + 2m + 4. This observation encourages us 
to continue with the strategy of splitting the messages into two sets each with 
a different set of branch vertices. We have not yet found an algorithm whose running 
time contains an m term with coefficient of 2, however. 
We have used different sets of branch vertices in the three broadcasting algorithms 
for 2-dimensional grids described in this paper. In the algorithm of Section 3, the 
branching vertices are located in row 1 and column 1. In the algorithm of Section 4, 
the branching vertices are located in row 2 and column 2 as well. In the algorithm 
described in this section, the branching vertices are located in rows 1 and 2. 
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Also, in all three broadcasting algorithms for 2-dimensional grids described in this 
paper, we have separated the messages into two sets and then sent the messages of 
each set along its own set of edges. (These sets of edges may overlap for the two sets of 
messages.) The algorithms presented in Sections 3 and 4 use distinct edges (at least in 
vertices (i, j), for 2 ,< i, j ,< n) for moving messages of the two sets. The algorithm 
presented in this paper uses almost the same edges for both sets of edges. 
Informally, odd messages move along row 1 as fast as possible and then down the 
columns of the grid. Even messages move from vertex (1,1) to vertex (2, l), then to the 
other vertices of row 2 as fast as possible, and then down the columns of the grid. 
(Even messages also move along row 1 and odd messages down column 1 during 
appropriate times when those vertices are not otherwise busy.) 
This algorithm resembles that of Farley and Hedetniemi [S] for broadcasting one 
message except the following. 
(1) vertex (1,1) sends messages to vertex (1,2) at times 1 mod 5 and 4 mod 5 (rather 
than 1 mod 2) and similarly for messages to vertex (2,l) (at times 2 mod 5 and 3 mod 5. 
rather than 0 mod 2). 
(2) Messages move across row 2 as well as row 1. 
Since each branching vertex is a branching vertex for half the messages it receives 
each message and then sends half of the messages to two neighbors and half to only 
one neighbor. This gives a term in the time for the algorithm of sm. 
Fig. 3 shows the time at which the first odd- or even-numbered message moves 
along a particular grid edge. The next odd- or even-numbered message follows 5 time 
units later, for a total running time of 2n + $rn - 4 when m is even, 2n + +rn - z when 
m is odd. 
Theorem 5.1. There exists an algorithm for broadcasting arbitrarily many messages 
from a corner of a square grid in time 2n + ;rn - 4, where n is the length of an edge of the 
grid and m is the number of messages. 
Proof (outline). Define partial functions send and receive with similar meaning to 
those defined in the proof outline of Theorem 4.1. Such partial functions are given in 
Van Scoy and Brooks [12]. 
As in the proof of Theorem 4.1, we observe the following about send and receive: 
(1) The definition of receive provides a value for receive(i, j, i’, j’, k) for all 1 < i d n, 
ldjdn(exceptforthecasei=j=l),l,<k<m. 
(2) The values of send(i, j, i’, j’, k) and receive(i, j, i’, j’, k) are unique for particular 
choice of i and j. 
(3) send(i, j, i’, j’, k) = t iff receive(i’, j’, i, j, k) = t. 
(4) If the value of send(i, j, i’, j’, k) is defined, then Ii - i’( + (j - j’l = 1. 
(5) For any (i, j), the maximum value of send(i, j, i’, j’, k) or receive(i, j, i’, j’, k) is 
2n+$m-4. 0 
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Fig. 3. Broadcasting many messages: time first even or odd message moves along path (small buffers, 
uni-directional edges). 
Expect for the originator (vertex (1, l)), the only vertex which needs buffer space to 
store more than one message is vertex (2, l), which needs to store two messages at 
several points in the algorithm. 
This algorithm requires n2 + n - 2 communication lines (grid edges) as opposed to 
2n2 - 2n of the algorithms of Sections 3 and 4. 
6. Broadcasting in a three-dimensional grid 
We observe that the algorithm presented in Section 5 for broadcasting in an n x n 
grid relies on the identification of two sets of n vertices, each vertex of which 
broadcasts one-half of the messages to approximately n of the vertices in the grid. 
Vertex (1,1) sends one-half of the messages to one set, at intervals of five time units and 
the other messages to the other set at intervals of five time units which interleave the 
other times. 
It seems likely that we can use a similar strategy for higher-dimension grids. For 
example, it might be feasible to use three n x n “planes” of vertices (corresponding to 
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the x-y, y-z, and z-x planes in Cartesian space) as three sets of vertices each of which 
participates in the sending of one-third of the messages to 0(n3) vertices in the 
“interior” of the grid. Each of these planes also sends another one-third of the 
messages to its own members, and the remaining one-third of the messages move 
along a path corresponding to an axis in Cartesian space. Such an algorithm would be 
expected to run in time 3n + (9 + c()/3m + p, where CI and p are integers. The 3n term 
is expected because the diameter of the grid is 3n - 3. Since one-third of the messages 
must be sent three times from (1, 1, l), the coefficient of m must be at least 3; we add 
c( because a small additional amount of time was needed in the two-dimensional 
algorithms. We have found such an algorithm. 
Figs. 4-6 show how the first three messages move in one corner of the grid by this 
algorithm. Subsequent messages follow along the same paths at time intervals of 10. 
Theorem 6.1. There exists an algorithmfor broadcasting m messages in an n x n x n grid 
where all messages originate in vertex (1, 1,1) in time 3n + &frn + 2. 
lmod3 2mod3 Omod3 
Fig. 4. Broadcasting in a three-dimensional grid: time first message of each equivalence class mod three 
moves along path to 0(n3) vertices. 
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9 10 
1 mod3 2mod3 Omod3 
Fig. 5. Broadcasting in a three-dimensional grid: time first message of each equivalence class mod three 
moves along path to O(n’) vertices. 
Proof (outline). As in previous theorems we define the algorithm by partial functions 
send and receive where send(i, j, k, i’, j’, k’, k”) is the time at which vertex (i, j, k) sends 
message k” to vertex (i’, j’, k’), and receive(i, j, k, i’,j’, k’, k”) is the time at which vertex 
(i, j, k) receives message k” from vertex (i’, j’, k’). Partial functions send and receive are 
defined in Van Scoy and Brooks [ 121. 
The proof is similar to that of Theorems 4.1 and 5.1. 
Assuming that the number of messages m is a multiple of three, we observe the 
following maximum times at which each vertex is busy. The maximum such time is 
that for vertex (n, n, n) and is 3n + 2 + Frn. (Details of the last time ,at which each 
vertex is busy are given in Fig. 7.) 0 
7. Conjecture concerning higher-dimension grids 
We anticipate that a general strategy for broadcasting m messages in a 
d-dimensional grid is the following: 
(1) partition the messages into d equal-sized subsets; 
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L 
3 
1 mod3 2mod3 Omod3 
Fig. 6. Broadcasting in a three-dimensional grid: time first message of each equivalence class mod three 
moves along path to O(n) vertices. 
(2) construct d subgraphs of the grid which are trees (rooted at (l,l, . . . . 1) of 
O(nd-‘) vertices each such that tree i contains the vertices (or, u2, . . . . v,) where 
Vj = 1 Vj # i; 
(3) send the messages of subset i along the edges of tree i, the messages of subset 
i + 1 along the “early” edges of trCe i to O(nd-‘) many vertices, . . . . the messages of 
subset i - 1 along the vertices (or, v2, . . , u,) where vj = 1 V j # i of tree i. 
We observe that we have found algorithms for d = 2 requiring time 2n + $rn - 4 
and for d = 3 requiring time 3n + yrn + 2. We anticipate that the algorithm for the 
general case will require time dn + (d2 + z)/dm + /I. For d = 2 and d = 3, we have 
found algorithms in which a = 1. 
We conjecture the following. 
Conjecture 7.1. There exists an algorithm for broadcasting m messages in a d-dimen- 
sional grid whose vertex set is (1, . . . , n)” where all messages originate in vertex 
(1, 1, . . . . 1) in time dn + (d2 + l)/dm + constant. 
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Vertex 
(l,l, 1) 
(1,1,2) 
(1,1,2),2<z<n 
(l,l,n) 
(1,2,1) 
(1,2,2) 
(1,2,z),2<z<n 
(1,&n) 
(1,~ lb 2 -c 4’ < n 
(I,& 1) 
(l,Y,2), 2 -c Y < n 
(1,%2) 
(l,Y,Z), 2 < y, z < n 
(l,n,n) 
(2,1,1) 
(2,1,2) 
(2,1,z),2<z<n 
(2,1.n) 
(2,2> 1) 
(2,2> 2) 
(2,2,z), 2 < z < n 
(2,2, n) 
(2,Y, 11, 2 < Y < n 
(2, n, 1) 
(2,Y,2), 2 -=z Y < n 
(2,n, 2) 
(2, y> 4, 2 < Y, z < n 
(2, n, 4 
(x,1,1),2<x<n 
(n, 131) 
(x, 1,2), 2 < X < n 
(n, 1,2) 
(x, 1, z), 2 < X, z < n 
(n, l,n) 
(x,2, l), 2 < X < n 
(n,2,1) 
(x. 2,2), 2 < X < n 
(n, 2,2) 
(x,2,z), 2 < X, z < n 
(fl, 2, n) 
(x. Y, I), 2 < x, Y < n 
hn, 1) 
(x,Y,2),2<x,Y<n 
(n, n, 2) 
(x, Y, 4. 2 < x, 4’. z =c n 
(n, n, 4 
Last busy time 
8 + lOLm/3 J 
6 + lOLm/3 J 
z + 4 + 1OLm/3 J 
n + 3 + lOLm/3 J 
10 + loLm/3 J 
8 + lOLmi3 J 
z + 6 + lOLm/3 J 
n + 5 + lOLm/3] 
y+8+ lOLm/3J 
n + 6 + lOLm/3 J 
y + 6 + lOLm/3] 
n + 5 + lOLm/3 J 
y + z + 4 + lqm/3 J 
2n + 4 + lOLm/3 J 
8 + 10Lm/3 J 
9 + lOLm/3 J 
z + 7 + lOLmi3 J 
n + 6 + lOLm/3 J 
11 + lOLm/3 J 
9 + lOLm/3 J 
z + 7 + lOLm/3 J 
n + 6 + lOLm/3 J 
y + 9 + lOLm/3 J 
n + 8 + lOLm/3 J 
y + 7 + lOLm/3 J 
n + 6 + lOLm/3 J 
y + z + 5 + lOLm/3 J 
2n + 4 + lOLm/3 J 
x + 6 + lOLm/3 J 
n + 4 + lOLm/3 J 
x + 7 + lOLm/3 J 
n + 6 + lOLm/3 J 
x + z + 5 + lOLm/3 J 
2n + 4 + lOLm/3 J 
x + 9 + lOLm/3 J 
n + 8 + lOLm/3 J 
x + 7 + lOLm/3 J 
n + 6 + lOLm/3 J 
x + z + 5 + lOLm/3 J 
2n + 4 + lOLm/3 J 
x + y + 7 + lOLm/3 J 
2n + 6 + lOLm/3 J 
x+y+5+10Lm/3J 
2n+4+ lOLm/3J 
x + y + z + 3 + lOLm/3 J 
3n + 2 + lOLm/3 J 
Fig. 7. Busy time for vertices in three-dimensional grid. 
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8. Summary 
In this paper we have attempted to find an algorithm for broadcasting m 
messages in an n x IZ grid (with vertex (1,1) as the originator) which runs in time 
equal to Farley’s lower bound of 2n + 2m - 4. We have reviewed one algorithm 
which meets this bound but can only broadcast n - 1 (if n is even) or n - 2 
(if n is odd) messages. We also have presented one algorithm which broadcasts 
m messages in time max(n + +rn - 1, 2n + 2m - 4) and one which requires time 
2n + $rn - 4. 
We have presented an algorithm for broadcasting m messages in an n x n x n grid in 
time 3n + yrn + 2 and have conjectured that similar algorithms exist for d-dimen- 
sional grids which require time dn + (8 + l)/dm + constant. 
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Appendix A: Send and receive partial functions for broadcasting an even number of 
messages in a two-dimensional grid (large buffers, bi-directional edges) 
Times of activity by vertex (1,1): 
send(l,l, 1,2,k) = 2(k - 1) + 1, k odd 
send(l,1,2,l,k) = 2(k - 1) + 1, k even 
send(l,l,l,2,k) = 2k, k even, 1 d k < irn 
send(1, 1,1,2, k) = $rn + k - 2, k even, $rn < k G m 
send(1, 1,2,1, k) = 2k, k odd, 1 d k d irn 
send(l,1,2,l,k) = trn + k, k odd, irn < k < m 
Times of activity by vertex (1,2): 
receive(l,2,1,1, k) = 2k - 1, k odd 
send(l,2,1,3,k) = 2k, k odd 
send(l,2,2,2, k) = 2k + 1, k odd 
receive(l,2,1,1, k) = 2k, k even, 1 < k < 3rn 
receive(l,2,1,1, k) = zrn - 2 + k, k even, irn < k d m 
Times of activity by all vertices in row 1 except vertices (1,l) (1,2) and (1, n): 
receive(l,j,l,j-l,k)=2k+j-3,3<j<n-l,kodd 
send(l,j,l,j+l,k)=2k+j-2,3%j<n-1,kodd 
send(1, j,2, j,k) = 2k + j - 1, 3 d j G n - 1, k odd 
receive(1, j, 2, j, k) = 2m + $k -t j, 3 d j d n - 1, k even 
Times of activity by vertex (1, n): 
receive(l,n, 1,n - 1,k) = 2k + n - 3, k odd 
send(1, n, 2, n, k) = 2k + n - 2, k odd 
receive(1, n, 2, n, k) = 2m + ik + n - 2, k even 
Times of activity by vertex (2,l): 
receive(2,1,1,1, k) = 2k - 1, k even 
send(2,1,3,1, k) = 2k, k even 
send(2,1,2,2, k) = 2k + 1, k even 
receive(2,1,1,1, k) = 2k, k odd, 1 < k < fm 
receive(2,1,1,1, k) = $rn + k, k odd, irn < k < m 
Times of activity by vertex (2,2): 
receive(2,2,1,2, k) = 2k + 1, k odd 
send(2,2,3,2,k) = 2k + 2, k odd 
receive(2,2,2,1, k) = 2k + 1, k even 
send(2,2,2,3, k) = 2k + 2, k even 
Times of activity by all vertices in row 2 of the grid except vertices (2, l), (2,2), and 
(2,n): 
receive(2, j, 1, j, k) = 2k + j - 1, 3 <j d n - 1, k odd 
send(2,j,3,j,k)=2k+j,3dj<nn1,kodd 
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receive(2,j,2, j - 1,k) = 2k +j - 1, 3 d j d II - 1, k even 
send(2,j,2,j+ l,k)=2k+j,3<j<n- 1,keven 
send(2, j, 1, j, k) = 2m + ik + j, k even 
Times of activity by vertex (2,n): 
receive(2, n, 1, n, k) = 2k + n - 2, k odd 
send(2, n, 3, n, k) = 2k + n - 1, k odd 
receive(2, n, 2, n - 1, k) = 2k + n - 2, k even 
send(2, n, 1, n, k) = 2m + ik + n - 2, k even 
Times of activity by all vertices in rows 3 through n - 1, column 1 of the grid: 
receive(i, 1, i - 1, 1, k) = 2k + i - 3, 3 d i < II - 1, k even 
send(i,l,i+l,l,k)=2k+i-2,3di<n-l,keven 
send(i,l,i,2,k)=2k+i-1,3<i<n-l,keven 
receive(i,l,i,2,k)=2m+i(k+l)+i,3<i<n-1,kodd 
Times of activity by all vertices in rows 3 through n - 1, column 2 of the grid: 
receive(i, 2, i - 1,2, k) = 2k + i - 1, 3 d i < n - 1, k odd 
send(i, 2, i + 1,2, k) = 2k + i, 3 < i < n - 1, k odd 
receive(i,2,i,l,k)=2k+i-1,3didn-l,keven 
send(i, 2, i, 3, k) = 2k + i, 3 d i d n - 1, k even 
send(i, 2, i, 1, k) = 2m + $(k + 1) + i, k odd 
Times of activity by all vertices in rows 3 through n - 1 and columns 3 through 
n - 1 of the grid: 
Times of activity by all vertices in rows 3 through n - 1 and column n of the grid: 
receive(i, n, i - 1, It, k) = 2k + n + i - 4, 3 d i d n - 1, k odd 
send(i, n, i + 1, n, k) = 2k + n + i - 3, 3 < i < n - 1, k odd 
receive(i,n,i,n - 1, k) = 2k + n + i - 3, 3 < i d n - 1, k even 
Times of activity by vertex (n, 1): 
receive(n, 1, n - 1, 1, k) = 2k + n - 3, k even 
send(n, 1, n, 2, k) = 2k + r~ - 2, k even 
receive(n, 1, n, 2, k) = 2m + n + i(k + 1) - 1, k odd 
Times of activity by vertex (n,2): 
receive(n, 2, n - 1,2, k) = 2k + n - 1, k odd 
receive(n, 2, n, 1, k) = 2k + n - 2, k even 
send(n, 2, n, 3, k) = 2k + n - 1, k even 
send(n,2,n, 1, k) = 2m + n + +(k + 1) - 1, k odd 
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Times of activity by all vertices in row n except vertices (n, l), (n, 2), and (n, n): 
receive(n,j,n - l,j,k) = 2k + n +j - 3, 3 <j< n - 1, k odd 
receive(n, j, ti, j - 1, k) = 2k + n + j - 4, k even 
send(n, j, n, j + 1, k) = 2k + n + j - 3, k even 
Times of activity by vertex (n,n): 
receive(n,n,n - l,n, k) = 2k + 2n - 4, k odd 
receive(n,n,n,n - 1, k) = 2k + 2n - 4, k even 
