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PROJEKTIVE KLASSEN ENDLICHER GRUPPFN
IIa . Gesáttigte Formationen : Ein allgemeiner Satz von
Gaschütz-Lubeseder-Baer-TyD
Peter F8rster
Eine Formation ist eine Klasse (endlicher) Gruppen, die gegenüber Bil-
dung von homomorphen Bildern und subdirekten Produkten abgeschlossen ist ;
man nennt sie gesáttigt, wenn mit der Frattinifaktorgruppe einer Gruppe
stets auch die Gruppe selbst zu ihr gehórt . Gesáttigte Formationen sind
also gerade diejenigen Formationen, die gleichzeitig Schunckklassen sind .
Die von Gaschütz begrUndete Theorie der gesáttigten Formationen hat neben
einem einheitlichen und einfachen Zugang zu klassischen Ergebnissen der
Theorie endlicher Gruppen auch sch5ne neue Resultate hervorgebracht .
Grundlage dieser Theorie ist der Satz von Gaschütz und Lubeseder, der die
gesáttigten Formationen endlicher aufl5sbarer Gruppen als die sog - lokal
erklárbaren beschreibt ; dabei ist unter lokaler Erklárbarkeit die Tatsache
zu verstehen, dao die Zugeh3rigkeit einer Gruppe zu einer solchen Klasse
durch die Zugehórigkeit der von ihr auf ihren Hauptfaktoren induzierten
Automorphismengruppen zu gegebenen Formationen (in Abhángigkeit von der
Charakteristik des Hauptfaktors) kontrolliert wird . Dieser Satz ist nun
kUrzlich (von Baer bzw . Schmid) in zwei verschiedene Richtungen hin vom
Universum der endlichen auflbsbaren Gruppen auf das Universum aller end-
lichen Gruppen ausgedehnt worden .
* Teil einer Arbeit, die dem Fachbereich Mathematik der J .Gutenberg-
Universitát Mainz als Habilitationsschrift vorgelegt wurde.
Erstes Ziel dieser Arbeit ist es, einen Satz zu gewinnen, der diese bei-
den Verallgemeinerungen umfalt (und selbst ersichtlich keiner sinnvollen
Verallgeneinerung Anlaf bietet) : Damit beantworten wir eine von Doerk und
Hawkes in [8] aufgeworfene Frage . Gleichzeitig wollen wir den Beweis dieses
Satzes so gestalten, dao wir einerseits - bis auf Teile, wo dies naturge-
mNO nicht m3glich ist - mit recht elementaren Hilfsmitteln auskommen, an-
dererseits aber ein Analogon der von Cossey und Oates-Macdonald gefundenen
Beschreibung des , Abschlufoperators fúr gesáttigte Formationen als Nebenre-
sultat erhalten, wobei wir sogar noch das ursprúngliche Ergebnis verbessern
kónnen : Dies l5st dann ein in [6] gestelltes Problem . Die benutzten elemen-
taren und darstellungstheoretischen Hilfsmittel machen nicht nur den Satz
selbst leicht zug3nglich und verstUndlich, sondern liefern auch auf einfa-
che Weise verschiedene Ergebnisse verwandter Art .
Im ersten Abschnitt führen wir zu diesen Zweck eine sog . verallgemeinerte
Fittinggruppe ein, die für beliebige endliche Gruppen das leistet, was von
der gewehnlichen Fittinggruppe fúr endliche auflúsbare Gruppen bekannt ist .
Ihre elementaren Eigenschaften liefern zusammen mit tieferen Ergebnissen
úber Darstellungen und Frattinierweiterungen von Gruppen den Schlüssel für
unsere Hauptergebnisse ; und es scheint diese Begriffsbildung auch über die
Formationentheorie hinaus von Interesse zu sein .
Nachdem wir im zweiten Abschnitt eine verallgemeinerte Frattinigruppe
konstruiert haben, kúnnen wir einen allgemeinen S3ttigungsbegriff so formu-
lieren, da<I er den obengenannten wie auch den von Baer fúr seinen Satz be-
nutzten umfa~t und sich auferdem mit einem entsprechenden Begriff von loka-
ler Erkllrbarkeit fúr Formationen als 3quivalent erweist (Abschnitt 3) .
Diese Arbeit wurde am Forschungsinstitut für Mathematik der Eidgen6ssi-
schen Techischen Hochschule Zúrich begonnen, dem der Autor an dieser Stel-
le für dessen Gastfreundschaft danken móchte .
Wir benutzen hier durchweg die im ersten Teil [0] dieser Arbeit erkl3rten
Bezeichnungen und Vereinbarungen und zitieren Ergebnis x .y aus [0] als I .x .y .
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1 . Eine verall gemeinerte Fittinggruppe .
Bender hat in [3] eine Verallgemeinerung der Fittinggruppe F(G) einer
endlichen Gruppe G durch
F*(G) = F(G)CG(F(G))n S(G mod F(G)) ('- F(G))
definiert, welche die Eigenschaft CG (F*(G)) 4 F*(G) hat . Für die Theorie
der gesattigten Formationen endlicher Gruppen benótigt man nun aber eine
Art verallgemeinerter Fittinggruppe F'(G), die sich zusátzlich beim Über-
gang von G zu G/<D(G) gutartig verhált . M .a .W., man wird folgende Eigen-
schaften verlangen :
(1) CG (F'(G)) t' F'(G) (d .h ., CG(F'(G)) = Z(F'(G))) ;
(2) D(G) ` F'(G) und F'(G/,D(G)) = F'(G)/D(G) ;
(3) F'(G/O(G)) ` S(G/D(G)) (wobei (1+2) sogar Gleichheit
Die gewBhnliche Fittinggruppe F(G) hat
Bendersche hingegen
sich ein F' mit den
erzwingt) .
nur die in (2+3) beschriebenen
genügt lediglich den Bedingungen
gewünschten Eigenschaften leicht
Eigenschaften, die
(1+3) . Jedoch lá$t
finden, námlich
F'(G) = F*(G mod D(G)) für alle G CE.
Eine offenbar áquivalente Definition entnimmt man dem folgenden Satz .
1 .1 SATZ . Der einzige Funktor F', der ,jedem G E E eine charakteristische
Untergruppe F'(G) mit den obigen Eigenschaften (Z-3) zuordnet,
F'(G) = S(G mod <D(G))
gegeben .
wird durch
Beweis . Wird F'(G) wie im Satz definiert, so sind (2+3) trivialerweise er-
füllt . Zum Nachweis von (1) darf daher o .B .d .A . (D(G) = 1 angenommen werden .
Are CG (F'(G)) ~ F'(G), so existierte ein minimaler Normalteiler von G/D
C/D !9 CG(F'(G))/D mi t D = F' (G) n CG (F'(G))
	
= Z(F'(G)) ` Z(CG(F'(G))) .
Wegen (D(G) = 1 besitzt der abelsche Normalteiler D von C dann ein Komple-
ment K in C :
C = DxK;
dabei gilt offenbar D = F(G)n C = F(C), so daj K
	
C/D wegen D ` Z(C) nicht
abelsch ist. Deshalb erzwingt die Wahl von C/D als minimaler Normalteiler
von G/D schon
K = C' ° G,
und dies fúhrt dann zu dem Widerspruch K `- S(G) = F'(G), C = DxK
F'(G)n CG,(F'(G)) = D.
F' ist also ein Funktor von der verlangten Art, und auch der einzige,
wie urmittelbar aus (1-3) folgt .0
Im Rest dieses Abschnittes stellen wir einige elementare Eigenschaften
von F' zusammen, die es gestatten, Sátze aus der Theorie der gesáttigten
Formationen, wie etwa die Schmidsche Version des Gaschütz-Lubeseder-Satzes,
bequem zu beweisen .
ünser erstes Ergebnis besagt u .a ., dais F'(G mod 0 p ,(G)) für beliebige
endliche Gruppen G eine áhnliche Rolle spielt wie 0p , p (G) ( = F(G mod 0p ,(G))
fUr p-auf]Ssbare Gruppen G . Wir ben3tigen zu seiner Formulierung noch die
Definition des Hauptfaktorenz'entralisators CG(A/B) emes norm Ien Aus-
schnitts A/B in G : Für A,B ° G mit B 4 A se¡
CG(A/B) =n{CG(H/K)j H/K Hauptfaktor von G mit B `- K `- H `- A}
= nin=1 C G
(Ai/Ai.-1) für jede G-Hauptreihe B = Ao . . . A n = A .
1 .2 SATZ . (a) 0p ,(G) = 1 gilt genau dann, menn jeder Kompositionsfaktor von
F'(G) durch p teilbare ordnung hat .
(b) Se¡ A `- Aut(G) eine p'-Gruppe für eine Gruppe G mit 0 p ,(G) = 1 . Gibt
es eine Kette <D(G) = Xo ° X1 °- . . . 4 Xn = F'(G) mit CA,Xi ] `- Xi-1 für i =
1 , . .,n, so ist A = 1 .
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(c) Ist N ° G mit Op ,(N) = 1, so ist Ch[F'(N)/0(N)]/CG(N) eine p-Gruppe .
(Eine entsprechende Aussage gilt auch filr Gruppen A, die auf N durch Auto-
morphismen operieren .)
Beweis . (a) Im Falle 0p ,(G) = 1 ist natúrlich F(G) = 0p (G) und insbesondere
(D(G) eine p-Gruppe . Gibe es einen p'-Komposit-ionsfakter von F'(G), so kónn-
ten wir also wegen der Definition von FI(G) einen minimalen p-Normalteiler
T/(D(G) = F'(G)/cD(G) von G/EG) finden . Anwendung des Frattini-Arguments auf
eine p'-Hallgruppe von T liefert einen nicht-trivialen p'-Normalteiler von G,
also einen Widerspruch . Die umgekehrte Implikation ist vóllig trivial .
(b) Wir betrachten das semidirekte Produkt H = AG und f-uhren eine Induk-
tion nach ¡H¡ durch . Dann dürfen wir A als von Primzahlordnung q # p annehmen .
Ist zuerst EG) = 1, dann ist F'(G) = S(G) ein direktes Produkt E1x . . .xEn
xzp1)x . . .XZpm) mit einfachen nicht-abelschen Gruppen Ei von durch pteilbarer
Ordnung und von Gruppen ZPj) der Ordnung p, und F'(G) zerfállt in ein . direk-
tes Produkt A-irreduzibler Normalteiler von F'(G), die nach Voraussetzung
alle von A zentralisiert werden ; man beachte hier q ~ p und die Eindeutig-
keit der direkten Zerlegung (F'(G))' = E1x . . .xEn (s . [12],I .12 .5b) . Es folgt
AF'(G) = AxF'(G), insbesondere A ` CH(F'(G)),
und wir erhalten mittels 1 .1
C H (F'(G))
	
= AG n C H (F'(G)) = ACG (F'(G)) AF'(G),
AXF'(G) = CH(F'(G))F'(G)° H,
A = 0p,(AxF'(G)) g H sowie [A,G] `- An G = 1 .
Das liefert den Widerspruch A = 1 .
Se¡ nun (D(G) # 1 . Wegen (a) und 1 .1 úbertragt sich unsere Voraussetzungan
A,G auf A/CA(G/,D(G)),G/1(G), so da0 der schon behandelte Fall A =
CA(G/,D(G)) zeigt; d.h ., es ist
[A,G] 11 (D(G) und damit AO(G) ° AG = H .
Das Frattiniargument, angewandt auf die q-Sylowgruppe A von AD(G) - man
beachte (D(G) < 0 p (G) - schli4lich fúhrt zu
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H = NH(A)A(D(G) = NH(A)I(G) = NH(A),
und der gleiche Widerspruch wie zuvor stellt sich ein .
(c) ist nur eine Umformulierung eines Spezialfalls von
Im Falle 0p ,(G) = 1 besagt 1 .2c, angewandt auf N = G, im wesentlichen
CG(F'(G)/D(G)) = CG(F'(G)/,D(G)) = Op(G),
was für p-separiertes G zu einem wohlbekannten Ergebnis führt : Dort ist ja
F'(G) = 0 p (G) ; und für beliebiges G zeigt sich die p-Nilpotenz des p-Haupt-
faktorenzentralisators von G .
	
Für Gruppen G mit 0
p
,(G) = 1 und C G (0p (G))
0p (G) liefert Wahl von N = 0p (G) das ebenso bekannte Ergebnis, dad G/Op (G)
treu auf 0p(G)/,D(Op(G)) operiert .
F' zeigt das erwartete Vererblichkeitsverhalten bezüglich Übergang zu
Faktorgruppen :
1 .3 LEMMA . F'(G)N/N !! F'(G/N) fúr aZZe N °- G .
Beweis . Das folgt sofort aus (D(X)Y/Y `- «X/Y) und S(X)Y/Y `- S(X/Y) für alle
Gruppen X,Y mit Y ° X .O
Der Vollstándigkeit halber vermerken wir noch bezüglich des Vererblich-
keitsverhaltens von F' gegenüber Normal teilerbildung (vgl . aber auch 1 .2 .5) :
1 .4 LEMMA . P(N) 11 F'(G) für aZZe N° G .
Bemeis . Das erhIlt man leicht aus (D(N) `- (D(G) für alle N ° G und dem folgen-
den wohlbekannten Lemma (s . etwa [1],1 .16) .0
1 .5 LEMMA . FVr N °- G gilt stets S(G)n N S(N) . . Ist zusátzZich 0(G)^ N = 1,
so ist sogar S(N) S(G) und darnit S(N) = N n S(G) .0
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2 . X-Frattinigr uppe und X-Hauptfaktorenzentralisator :
Ira náchsten Abschnitt wollen wir einen allgemeinen Satz vom Gaschútz-
Lubeseder-Baer-Typ beweisen . Unter einem solchen Satz verstehen wir eine
Aussage, die eine gewisse Art lokaler Erkllfrbarkeit von Formationen als
gleichwertig mit einer entsprechenden SUttigungseigenschaft behauptet . Diese
Eigenschaften werden wir ira náchsten Abschnitt in Abhángigkeit von einer sog .
1Pabgeschlossenen Klasse X einfacher Gruppen definieren, wobei wir ein X q Xo
als IP-zbgeschlossen bezeichnen, falls folgende Bedingung erfúllt ist :
EEX, p6ir(E) =l ZpEX;
wir erinnern daran, daf wir abkürzend oft auch p 6X schreiben um auszudrOk-
ken, dall die zyklische Gruppe Zp von Primzahlordnung p in X liegt .
Es liegt nahe, als Definition X-lokaler Erklárbarkeit einer Formation eine
Bedingung zu wáhlen, die ira wesentlichen dem úblichen Begriff lokaler Erklár-
barkeit entspricht (wie er etwa in [12],VI .7 .3 formuliert ist), aber auf X-
Hauptfaktoren - also Hauptfaktoren aus der Klasse EX aller endlichen Grup-
pen, deren sámtliche Kompositionsfaktoren aus X stammen - eingeschránkt
wird . Fúr X = Xo sol] sich dabei der gewühnliche Begriff lokaler Erklárbar-
keit ergeben, wohingegen fUr X = 1P (genauer : X = {Zp 1 p EÍP}) ein von Baer in
der ursprilnglichen Version seines Buches [1] eingefúhrter Begriff von "auf-
lósbarer lokaler Erklárbarkeit" herauskommen soll . Entsprechende Úberlegungen
sind fUr einen geeigneten X-Sáttigungsbegriff anzustellen, fúr den wir natur-
gemáf eine Art von X-Frattinigruppe einer beliebigen endlichen Gruppe benó-
tigen.Im Hinblick auf das genannte Ziel hat eine solche ira wesentlichen fol-
gende Forderungen zu erfúllen :
(1) IX (G) 4 OX (G)n I(G)
	
(mit OX (G) = GE
X
, dem EX-Radikal) - dies eine
Bedingung, die erst eirmal die Bezeichnung X-Frattinigruppe 0X (G) rechtfertigt ;
(2) DX(G) l'- Ch'X (G) und Ch,X (G/IX(G)) = Ch,X (G) - dabei stellt Ch'X (A/B)
für einen normalen Ausschnitt A/B von G den X-Hauptfaktorenzentralisator von
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A/B in G dar, der durch
CG'X (A/B) = nic G(H/K) 1 H/K X-Hauptfaktor von G mit B 11 K und H `- A1
definiert wird, und diese Bedingung soll es erm$glichen, von X-lokaler Er-
klárbarkeit einer Formation auf deren X-Sáttigung zu schliekn ;
(3) O(OX (G)) 11 DX(G), und für G E PII mit
S(G)F- EX gebe es zu jedem p6
ir(S(G)) eine (von G,p abhángende) Gruppe H mit einem p-Normalteiler N derart,
da$ G ~ H/N, N ` 1X (S(H mod N)) und C h (N) 1 N ist - diese letzten Bedingun-
gen besagen im wesentlichen, dal ox (G) hinreichend grog ist (um den Schlu{i
von X-Sáttigung auf X-lokale Erklárbarkeit einer Formation zu gestatten) ;
daneben haben wir selbstverstándlich zu verlangen, dafi ~DX (G) gewissen uner-
láfilichen Vererblichkeitsbedingungen genügt, wie sie auch von der gewóhnli-
chen Frattinigruppe (D(G) erfüllt werden ; vgl . aber 2 .5 (und 2 .3) unten!
Problematisch, jedoch für den Beweis des Hauptergebnisses von Abschnitt 3
unabdingbar, ist hier lediglich der letzte Teil von Forderung (3) . In der
Tat kónnte man ohne diesen einfach (D (G) = O(0X((G)) festsetzen und würde -n n
wie wir noch einsehen werden - zum gewünschten Erfolg gelangen ; in den
Fállen X = Xo und X =1P ist eine derartige Festsetzung wirklich fglich, wie
aus dem folgenden grundlegenden Satz von Gaschütz hervorgehen wird (aus dem
wir unten sogar die Erfúllbarkeit obiger Forderung für beliebiges lp-abge-
schlossenes X 5 Xo ableiten werden) :
2 .1 SATZ . Sei G eine endliche Gruppe und p eine Primzahl .




H/N = G, N `- O(H), und N ist eine elementarabelsche p-Gruppe;
(ii) ist K irgendeine Gruppe mit Normalteiler L derart, dap K/L ~ G und
L 19 EK) gelten sowie L elementarabelsche p-Gruppe ist, so existiert ein
Epimorphismus w von H nach K mit tO = L .
(b) Fassen wir N via H/N "-' G als G-Modul iber GF(p) auf, so la¢t sich N
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wie folgt beschreiben:
Bezeichnet 1G den irreduziblen, trivialen GF(p)[G]-hlodul und P(1G) seine
projektive Fiülle sowie R = Rad(P(1G)) deren Radikal, so se¡ A ein Untermo-
dul der projektiven tO11e P(R) = P(R/Rad(R)) von R mit P/A - R; dann be-
steht die GF(p)[G]-Isomorphie
N G A .
(c) CG (Soc(A p (G))) = 0 p , p(G), wobei wir den GF(p)[G]-Modul A aus (b), den
sog. p-Frattinimodul von G, mit A p (G) bezeichnet haben.
(Siehe die Arbeit [9] von Gaschütz für einen Beweis der Teile (a+b) von
2 .1 . Für einen ausfúhrlichen Beweis des gesamten Satzes se¡ auch auf [1]
verwiesen . Teil (c) von 2 .1 wurde explizit zuerst in [10] formuliert ; wir
werden im folgenden mit der elementarer zu beweisenden Aussage CÑ(A p(G)) _
Op , p (H mod N) - also CG(Ap (G)) = Op , p (G)) - auskommen - letztere Aus-
sage ist ebenfalls in [1] bewiesen, wo auch einige im hier behandelten Zu-
samnenhang interessierende ZusUtze und Bemerkungen zu finden sind .)
Im Anschluf an diesen Satz scheint die folgende Vermutung nicht-v$llig
abwegig zu sein :
VERMUTUNG . Ist G EPII und E die Charakteristik von S(G) sozvie p Eu(E), so
gibt es eine Cruppe Ñ mit elementarabeIschem p-Normalteiler K = « S(F mod E)
mit G =~ Ñ/K und C~K) = K.
Da uns ein Beweis dieser Vermutung (durch Anwendung von 2 .1!) bislang
nicht gelungen ist, vierden wir jetzt auf andere Weise cine X-Frattinigruppe
mit den gewUnschten Eigenschaften konstruieren . Spater werden wir noch bele-
gen, daf cine solche Konstruktion auch von selbstiándigem Interesse ist, und
zwar gerade im Hinblick auf unseren Satz vom Gaschútz-Lubeseder-Baer-Typ .
Für den Rest des vorliegenden Textes machen wir die
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GENERALVORAUSSETZUNG . X ist eine lP-abgeschIossene Xlasse einfacher Gruppen,
und p bezeichnet (meist) ein Element von Xn1P.
Wir erinnern ferner an die Festsetzungen X
	





)' = Xo\ XP
-), wobei X
P
X' nicht unbedingt der Generalvor-
aussetzung genügen .
2 .2 BEMERKUNGEN . (a) Sei
Zuerst definieren wir eine .X-p-Frattinigruppe (DX(G) von G durch
~(G mod Op ,(G)), falls F'(G/Op .(G)) FEX
P
D,(G)](OXCG mod Op	mo Op~(G)), sonst
m.a .W., es se¡ 0
p
, (G) & DX(G) und DX(G)/Op,(G) = « G/Op ,(G)) oder
(D(OX(G/Op,(G))), je nachdem, ob F'(G/Op,(G)) lauter Kompositionsfaktoren aus
Xp hat oder nicht . (Wegen 1 .2a hátten wir Ubrigens auch nur F'(G/Op,(G)) E EX
verlangen brauchen : Stets ist ja F'(G/Op,(G))E E(X^)^ .) Nunmehr k8nnen wir
die X-Frattinigruppe (DX(G) von G festsetzen als
IDX (G) = OX(G)nn
PEX(X)
1X(G)2









ergibt sich daher (D(OX (G) .) 19 pX(G) 11 -DX (G) .
(b) I.allg. ist $X(G) < (DX(G), wie man con Beispiel von X =IP und G =
A7x(A5 ti Z 2 ) erkennt, wobei das Xranzprodukt bzgl . der Permutationsdarstel-
7
lung der zyklischen ~pe der Ordnung 72 auf den Nebenklassen ihrer Frat-
tinigruppe zu nehmen ist: Es ist ipX(G) = 1, aber lX(G) = «G) _ « Z
7
2 ) # 1 .
(e) Für X = Xo gilt nach (a) und 2 .3c weiter unten (D(OX (G)) = PX (G) _
(DX(G) = I(G) . . Hingegen ist fur X =IP wegen (b) i .allg. (D(OX (G)) C ~X (G)C
,DX (G) <«G) .:
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Das Beispiel des semidirekten Produktes G = EGF(p)[E] einer nicht-abel-
schen einfachen Gruppe E mit ihrem Gruppenring über GF(p) fUr ein p E Tr(E)
erfúllt n3mlich (D(OW(G)) = D(GF(p)[E]) = 1 < Rad(GF(PLE])= ~~(G) = ~jG) _
(D(G) (beachte F'(G) = GF(p)[E]) ; und für G = SL(2,5) ist (D(G) = Z(G) _
OW(G) ~ Z2 , aber <D1,(G) = 1 wegen D~(G) = b(0 1P(G)) = 1, denn wir haben
0 2 , (G)
	
= 1 und F'(G) = G J EM.
Wir machen darauf aufmerksam, dap - wie sorgfáltiges Lesen der unten
gegebenen Beweise bestátigt - die im folgenden bewiesenen Aussagen über
(DX(G), soweit sie direkt für die Anwendungen im náchsten Abschnitt benútigt
werden, auch auf PX (G) zutreffen ; insbesondere gelten jene Ergebnisse dann
auch mit ~X(G) statt (DX (G) . Wir haben es hier vorgezogen, mit einer mSg-
lichst grojen X-Frattinigruppe zu arbeiten : Dies ist sinnvoll fúr Anwendun-
gen unseres verallgemeinerten Gaschútz-Lubeseder-Baer-Satzes, bei deren aus
der X-1okalen Erklárbarkeit einer Formation deren X-Sáttigung geschlossen
wird . FOr Anwendungen der umgekehrten Schlujweise ist natürlich die Verwen-
dung einer mUglichst kleinen X-Frattinigruppe angebracht, so da$ man hier
besser xpX(G) benutzt - solange unsere oben formulierte Vermutung nicht be-
wiesen ist : Trifft sie zu, so sieht man ebenso wie fúr 4) X (G) und ~X(G), daj
unsere im folgenden bewiesenen Aussagen (in geeignet modifizierter Form)
auch fUr «0X (G)) gúltig sind .
Ferner weisen wir darauf hin, daj fUr X '9 ÍP die eingangs aufgestellte
Forderung (3) in ihrem zweiten Teil leer ist . In diesem Fall kann gleich-
falls wieder 4)(0X(G)) genommen werden, wie aus den weiteren Überlegungen
hervorgehen wird . Tatsáchlich wurde auch, und zwar fUr X =ÍP, diese Wahl von
Baer (im ursprünglichen Planuskript von [1]) getroffen . Unser allgemeiner
Satz vom Gaschútz-Lubeseder-Baer-Typ im nUchsten Abschnitt wird also einer-
seits den Baerschen Satz umfassen (wenn man «GS ) = «0,,(G» statt (D?(G)
dort einsetzt), andererseits aber fUr einen Teil eine verschárfte Aussage liefern .
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In diesem Zusammenhang vermerken wir abschliepend, da{! sich der erste
Teil obiger Forderung (3) an eine X-Frattinigruppe <DX(G) zu (D(Op (G)) `- M (G)
für alle pE X(X) abschAchen 1U~t : Dies reicht noch immer zum Beweis unse-
res Hauptergebnisses aus (und liefert eine Máglichkeit, eine recht kleine
X-Frattinigruppe zu konstruieren - worauf wir hier jedoch nicht nUher
eingehen wollen) .
2 .3 LEMMA.(a) 4p G) und ~x(G) sind charakteristische Untergruppen von G .
(b) 0
p
(G) !É IX(G) 4 0 , p (G), <DX(G)/Op .(G) = ~X(G/Op .(G)) `- F(G/Op(G))
= 0p(G/Op,(G)) .
(c) (D(0x(G)) 19 Dx(G) 11 0(G)n 0X (X )(G) .
(d) Ist N °- G in IX(G) bzw.(X (G) enthalten, so gilt DX(G/N) = DX(G)/N
bzw . IX (G/N) - ~DX(G)/N .
Beweis . (a,b) Die Aussagen folgen trivial aus den relevanten Definitionen
und aus D(G) ` F(G) .
(c) Die ersteInklusion folgt aus 4)(G)N/N ` « G/N) und O(N) 4 «G) für
N ° G . Nach (b) und wegen seiner Definition ist (DX(G) eine p-nilpotente
Gruppe für alle p E X(X), was OX (G) ` F(G)n 0x (X)(G) bewirkt . Weiter gilt
fúr die p-Sylowgruppen 0p (DX (G)) von IX (G) :
0
	
(1X (G))Op . (G)/0p
. (G) = IX (G)0
p
. (G)/Op . (G) `- IX(G/Op . (G)) 1 E G/Op , (G)) "
Der verschUrften Version 1 .1 .4 des Jordan-Hülder-Satzes entnimmt man daher
sofort 0p (,DX(G)) 1 D(G) .
(d) Natúrlich genúgt der Nachweis der Behauptungen úber 4,X(G) .
Deren erste ist nach Definition klar, falls N 1 0 p ,(G) gilt . Induktives
Vorgehen erlaubt es al so offenbar, N al se¡nen p-Normal te¡ 1er von G anzuneh-
men, und auch dann ist die Behauptung sofort einzusehen, sobald nur
0p ,(G/N) = 0p ,(G)N/N geklárt ist : Es ist dann námlich wegen 1 .1
F'((G/N)/Op .(G/N» = (F'(G mod 0p,(G))/N)/(Op,(G)N/N),
und anschliepend folgt alles weitere . Ist aber K = 0p ,(G mod N) sowie
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F* = F'(G mod 0p ,(G)), so gilt sicher LK,F*] `- Kn F* = Nx0 p ,(G), so dao K
aufgrund von NOp,(G)/0p,(G) `- «G/Op ,(G)) nach 1 .2c eine p-nilpotente
Gruppe ist . Damit ist 0 p ,(K) = 0p ,(G) und K = Nx0p,(G) .0
Wir definieren nun fUr jede Gruppenklasse H
ElIX
H = {GEEl G/NEH fUr ein N ° G mit N L' 4>X(G)}
und nennen H X-ges¿ittigt, falls H = E(DH gilt . Ferner setzen wir fest :X
E*H = {G EE i G/NEH für ein N ° G mit N ` (D(G) und (H/K)*GEH fUr alle
2 .4 LEMMA . Ei
X
Hauptfaktoren H/K von G unterhalb N} .




folgt das aus 2 .3d, fUr El ist es trivial .Q
X
Aus beweistechnischen Grúnden werden wir uns spáter meist mit (DX zu be-
fassen haben : Es gilt námlich i .allg . nicht etwa (DX(G)N/N ` (DX (G/N) oder
~DX (N) 1 OX (G) fUr alle N ° G . Deshalb erwáhnen wir noch eine weitere trivi-
ale Folgerung aus 2 .3, die spáter an wesentlicher Stelle eingeht :
2 .5 BEMERKUNGEN . (a) F N ° G ist weder stets (DX(G)N/N I DX (G/N) noch
(b) 0
p
, (G) = 1 inpliziert 4X (G) = (DX(G) .
Beweis .(a) (DX(G)N/N `- (D X (G/N) wird fUr X =IP durch das semidirekte Produkt
G = HN mit H = SL(2,5) und einemirreduziblen GF(2)[H]-Modul N mit CH (N) =
Z(H) widerlegt : man beachte F'(G) = Z(H)xN, aber F'(G/N) = G/N . Bilden wir
mit diesem G die Gruppe Go = GxA5 , so sehen wir fUr das gleiche X auch DX (G)
DX (G.) ein .
(b) folgt aus 2 .3 und den Definitionen .f7
Man kónnte geneigt sein, DX(G) einfach als den Durchschnitt aller maxima-
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len Untergruppen von G mit X'-Index (damit meinen wir S(G/CoreG (U))E EX ,)
zu definieren . Jedoch kann man sich leicht überlegen (etwa am Beispiel der
in 2 .1 beschriebenen sog . maximalen Frattinierweiterung einer einfachen
Gruppe EEX' mit p-elementarabelschem Kern für ein pEX(X)^Tr(E)), da{1 dann
unsere Forderung (2) vom Anfang dieses Abschnittes nicht zu gelten braucht .
Für unser (DX hingegen gilt sie, und zwar sogar
in auf folgende Weise ver-
schUrfter Form:
2 .6 LEMMA . Für N °- G ist CG'Xp(F'(N/,DX(N))) = CG'Xp(N) und Ch'X(F'(N)/~X(N))
= CG'X(N) .
Wir beweisen diese Aussagen nicht, da wir sie spáter nicht in expliziter
Form verwenden, vielmehr im Beweis von 3 .3 in einem Spezialfall direkt ein-
sehen ; die zum Beweis ben3tigten Argumente lassen sich aber prinzipiell dem
Beweis von 3 .3 entnehmen . Man bemerke jedoch, da{1 die schw3chere Aussage
Ch"XP(G/~p(G)) =
C
GXP(G) bzw. CGX (G/~ G)) =
CGX(G), die zu Anfang die-
ses
X G' G' X( G '
Abschnitts erwNhnt wurde, wegen 2 .3c in Verbindung mit 1 .2c gilt (ob-
gleich sie für die geplante Anwendung im Hinblick auf die erste Aussage un-
ter 2 .5a nicht mehr ausreicht) .
Xp-Hauptfaktorenzentralisators und seines Ep -Residuums :
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Die jetzt zu definierenden Gruppenklassen dienen zur Beschreibung des
Zp = {GEEIC (H/K) = G für jeden X -Hauptfaktor H/K von G},
VX
= ZXnPp , wobei PP die durch b(P p ) _ {Zp1 definierte Schunckklasse
aller p-perfekten Gruppen (Gruppen ohne p-Faktorgruppe ungleich 1) darstellt .
2 .7 LEMMA . (a) ZX = EX .ZPX zst eine (in der Regel nicht ges-attigte) Fitting-
formation .
Normalteiler von G .
P
(b) Ch'Xp(G) = GZ p ist das ZX-Radikal von G', der grBAte in ZX gelégene
X
(c) Yp = EX ,YX ist ein (in der Regel weder ges-attigtes noch Ro- oder Sn -
P
abgeschlossenes) No-abgeschIossenes Homomorph mit ZX = YXEp "
(d) Op (CG'XP(G)) = G Vp ist der gr¿bte in YX gelegene Normalteiler von G .
X
(e) Ist G E YX und H/K ein Xp-Hauptfaktor von G, so ist H/K `- «G/K) ;ins-
besondere ist H/K eine p-Gruppe .
Beweis . (a) ist trivial - man argumentiere wie im Beweis von 1 .2.3 .
(b) Wegen (a) existiert das ZX-Radikal GZp von G, und es liegt, wie aus
X
der Definition von ZX hervorgeht, oberhalb von CG'Xp(G) : Wir haben ja
CGh ,Xp(G)s ZX, da ein Hauptfaktor von G in einem Normalteiler N von G in ein
direktes Produkt von Hauptfaktoren von N zerfállt . Umgekehrt zentralisiert
GZ p aus dem gleichen Grund jeden Xp -Hauptfaktor von G .
X (c) Man bemerke QYX = YX und wende sodann I .2 .2b auf b(YX) C- b(ZX)U {zp1
an .
(d) folgt unmittelbar aus (c) .
(e) ist nun ebenfalls klar . n
FUr X = Xo ist selbstverstándlich ZX = Ep , Ep und YX = Ep , . Allgemein je-
doch ist ZX nicht einmal abgeschlossen bezUglich Bildung von Untergruppen,
und es ist auch nicht m3glich, diese Klasse als EX*Ep fúr ein X* q Xo zu be-
schreiben . Man úberlegt sich aber leicht, dap ZX eine X-gesUttigte Formation
ist . Die Klasse YX ist als Durchschnitt einer Formation und einer Schunck-
klasse immerhin noch eine sog . Práformation, d .h . eine QRO -abgeschlossene
Gruppenklasse ; vgl . Kap . III von [1] .
Für spNtere Verwendung fúhren wir noch folgende Bezeichnung ein :
YX - "PEX(X) X
.
3 . X-lokale und X-gesáttigte Formationen - ein allgemeiner Satz vom
GaschUtz-Lubeseder-Baer-Typ .
Unter einer X-Formationenfunktion f (für1P-abgeschlossenes X) wollen wir
eine Abbildung verstehen, be¡ der jedem p6 Xn1P und jedem EE X' eine (even-
tuell leere) Formation f(p) bzw . f(E) zugeordnet wird .
Ist eine solche X-Formationenfunktion f gegeben, so definieren wir die
durch f X-Zokal erklÜrte Formation LFX (f) als die Klasse aller Gruppen G £E,
die den folgenden beiden Bedingungen genügen :
(i)
	
Ist H/K ein Hauptfaktor von G~dessen Charakteristik aus X stammt, so
se¡ G/C G(H/K)Ef(p) für alle pETr(H/K) ; und
(ii) G/L Ef(E-) für alle L ° G mit monolithischem G/L derart, dap die
Charakteristik von S(G/L) die Gruppe EE X' ist .
Als erstes halten wir fest, dala es sich bei LFX (f) tats*áchlich um eine
Formation handelt :
3 .1 LEMMA . LFX(f) = n
P
EX(X) ZX-f(p)r11 1E EX' EE 'f(E) ; insbesondere ist
LFX (f) eine Formation .
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Hierbei haben wir folgende Notation benutzt :
fZ
Pf(p), falls f(p) ~ 0 E f(E), fal :ls f(E) ~ 0
ZXof(P) = X 1 EE.-f(E) = ~
El
EX sonst LEE sonst
P
(Man beachte, da~ oft Ep , in anderem Zusarnnenhang die Klasse aller Gruppen
von p'-0rdnung bezeichnet, ~end EE , = E;E} , in der zweiten Gleichung für
die Klasse aller Gruppen ohne Kornpositionsfaktor isomorph zu E steht, und
zwar auch dann, wenn E eine zyklische Gruppe von einer Primzahlordnung p ist
und dann von uns an anderer Stelle gelegentlich kurz als p geschrieben wdild .)
Beweis . Wir bezeichnen mit F die durch die rechte Seite der Gleichung für
LFX (f) definierte Gruppenklasse und stellen fest, daf sie als Durchschnitt
von Formationen (wie man 2 .7a entnimmt) wiederum eine Formation ist .
Die Inklusion F <P LFX(f) folgt unmittelbar aus der Definition von LFX (f),
denn nach 2 .7b gilt ja GZp `- CG (H/K)
für jeden X
p-Hauptfaktor H/K einer
Gruppe G eF (existiert nUmlich ein X-Hauptfaktor H/K von G, so ist H/K EXp






= 0 E ,(G) S' K für jeden X'-Hauptfaktor H/K von G mit G/KE M und
von Charakteristik E .
Ist weiter G ELFX (f),'so ist jeder Xp -Hauptfaktor von Gf(p ) zentral, da
ein solcher (bis auf Gf (p ) -Isomorphie) als direkter Faktor eines Xp -Haupt-
faktors von G unterhalb Gf(p) auftritt . Das bedeutet Gf(p) Se GZp, also
X
G EZX f(p) : Im Falle f(p) = 0 gibt es ja keinen Xp-Hauptfaktor von G E LFX(f) .
Als Náchstes vermerken wir, daf LFX (f) ersichtlich ein Homomorph ist .
Zum Nachweis von LFX(f) '! EE ,°f(E) für E CX' kónnen wir deshalb über eine
Gruppe G ELFX (f)\EE of(E) von kleinster Ordnung aussagen, daf G monolithisch
mit minimalem E-Normalteiler S(G) ist : EE ,of(E) ist námlich eine Formation .
Dann ist aber bereits G Ef(E) 9 EE ,of(E), ein Widerspruch .
Insgesamt haben wir jetzt auch noch LFX (f) q F eingesehen und sind fertig .C]
Es ist bequem, noch folgende Terminologie zur Verfügung zu haben :
Eine Formation F hei{lt X-Zokal (erklarbar), falls eine X-Formationenfunk-
tion f mit LFX (f) = F existiert ; selbstverst3ndlich gibt es in diesem Fall
i .allg . mehrere Móglichkeiten, ein solches f zu wáhlen - wir werden darauf
spáterzurückkommen . Jedes solche f heipt eine X-Zokale FrkIÜrzoTg van F .
Einen Hauptfaktor H/K einer Gruppe G nennen wir f-zentral bzgl . einer
X-Formationenfunktion f, wenn gilt :
(i) G/CG(H/K)E f(p) für alle p ETr(H/K), falls die Charakteristik von H/K
zu X gehárt, bzw .
(ii) G/L E f(E) für alle L ° G mit monolithischem G/L, die K 19 L sowie
S(G/L) = HL/L erfúllen, falls H/K die Charakteristik EE X' hat .
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Andernfalls wird H/K f-exzentriscic genannt . Schieplich nennen wir einen
normalen Ausschnitt X/Y von G (d .h ., X,Y ° G mit Y `- X) f-liyl)(:rz:entra2,
falls jeder in X/Y enthaltene Hauptfaktor FI/K von G (d .h ., Y `- K und H 1 X)
f-zentral ist .
Der Beweis des folgenden elementaren Lennnas bleibt dem Leser überlassen ;
s . Kap . II von [1] für eine ausführliche Untersuchung verwandter Ergebnisse
(unter etwas anderen Voraussetzungen) .
3 .2 LEMMA . Seien M,N,K °' G, LatZ sei M `- N .
(a) Mit N (d.h . N/1) sínd auch M und NK/MK f-hyperzentral in G .
(b) Mit M und N/M ist auch N f-hyperzentraZ in G (jedoch folgt die f-Hy-
perzentralitát von N i .allg . noch nicht aus der von M und NK/MK unter der
Zusatzvoraussetzung N n K ` M) .
(c) Sind X,Y 4 G mit X,Y 1 N und X n Y = 1, so ist mit N/X und N/Y auch N
f-hyperzentral in G, falls X oder Y zu EX gelwrt .
Nach der inzwischen geleisteten Vorarbeit erhalten wir leicht unser er-
stes Hauptergebnis :
3 .3 SATZ . Se¡ f eine X-Formationenfunktion und N/M ein normaler Ausschnitt
der Gruppe G mit M ` fiX(N) .
Dann ist mit N/M auch N selbst f-hyperzentral in G .
Beweis . Verm5ge einer Induktion nach IGI+IMI dürfen wir, 2 .3d,c und 3 .2a,c
anwendend, die Annahme machen, M se¡ minimal normal in G und stimme mit
S(G)n xDX (N) überein . Bezeichnet p dann den Primteiler der Ordnung der (ge-
máo 2 .3c nilpotenten) Gruppe M, so liegt dieser in X(X) ; und au$erdem darf
mit Uhnlichem Argument wie soeben, (DX(N) `- ixP(N), 2 .3d, 2 .5b und 3 .2a,c aus-
ausnutzend, auch noch 0p ,(N) = 1 angenommen werden . Daher liefert 2 .5b
M -` DX (N) = IX(N)
wobei zusátzlich
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F'(N mod 0p ,(N))
	




ist . Da mit N/M auch OX (N/M) OX (N
p
/M (es war ja M E Ep C- EX ) f-hyperzentral
in G ist, erkennen wir mittels der Definition von IX(N) deshalb die Existenz
eines T ° G mit M `- T ` N derart, dao
T/M f-hyperzentral in G ist, und
M `- ~X (T) = ~DX(T), 0
P
I (T) = 1 sowie F'(T)E EX
gelten : Im Falle F'(N)E EX wáhlen wir einfach T = N, andernfalls se¡ T =
OX (N) - man bemerke, da}i im letzten Fall xDX (N) _ o(0X(N)) = IX(OX(N))-ge-
m5o 2 .3c ist .
1 .2e entnehmen wir CG(F'(T)/I(T))/CG(T))E Ep , und dann ist erst recht
P
die wegen 2 .3c kleinere Gruppe
c h,XP(F'(T)/M)/CG(T)E Ep ,
wobei P(T)/M E EX und M !É ~DX (T) zu berücksichtigen sind . Die f-Hyperzen-
P
tralitát von T/M bewirkt nun
G/C h,XP(P(T)/M)E Rof(P) = f(P),
und wir erhalten insgesamt
G/CG (T)E Epf(p) .
Folglich ist G/CG(M)£ Q{G/CG (T)} 19 Q(Epf(p)) = Epf(p), und da M minimaler
p-Normalteiler von G ist, mithin 0p (G/CG (M)) = 1 gilt ([12],VI .5 .4 .b),
zeigt sich
G/CG (M)Ef(p),
d .h ., M ist f-hyperzentral in G ; es war ja der Primteiler p von IMI aus
X(X) . Zusammen mit der f-Hyperzentralitát von N/M in G besagt dies nach
3 .2b gerade : N ist f-hyperzentral in G.O
Obiger Satz stammt im Spezialfall X = 1P (wenngleich nur mit dem nach
2 .2c i .allg . echt kleineren (D(01P(N)) statt ~,(N)) von Baer (vgl . etwa [1]),
im Spezialfall X = Xo von Baer (vgl . ebenfalls etwa [1]) und Schmid [14] .
Wir Onnen ihn noch etwas verschárfen und erhalten dabei eine Aussage, die
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im Universum V = S (wobei naturgem» X =1P zu wáhlen ist) fUr N = G schon
bei Carter,Hawkes C5] zu finden ist und (ohne die Voraussetzung N = G)
gleichfalls zuerst von Baer fUr V = E mit X = 1P (vgl . wieder [1]) bewiesen
wurde, zumindest in abgeschwáchter Form .
Fúr diese VerschIárfung haben wir allerdings inkZusive X-Formationenfunk-
tionen zu betrachten, d .h ., solche, die der Bedingung f(X) l! LFX(f) fUr alle
X S(Xn1P)u X' genügen . Sie existieren fUr jede X-lokale Formation :
3.4 LEIrD+IA . Se¡ F = LFX(f) .
(a) Die durch fF (X) = Fnf(X) f¡¿r alle X6(XA7P)UX' definierte X-Forma-
tionenfunktion fF ist eine inkZusive lokale ErkZa"rung von F.
(b) Ist f inklusiv, so ist auch die durch
E f(p),
	
falls X = pEXnIP
EE' f(E)n F, falls X = E EX'
definierte X-Forrncztionenfunktion f* eine inkZusive lokale ErklUrung von F,
und sie hat die Eigenschaften
f*(p) = Epf*(P) (p£Xn1P), f*(E) = F (EEX') ;
eine solche lokale Erklarung wird voll genannt.
(e) Es gibt unter den inklusiven lokalen Erklárungen von F eine eindeutig
bestimmte grCote, und diese zeichnet sich dadurch aus, da?gsie auch volt ist.
Beweis . Der Beweis unterscheidet sich nur unwesentlich von dem in [7] in
einem Spezialfall angegebenen .
3 .5 KOROLLAR . Se¡ N ° G, f eine inkZusive X-Formationenfunktion, F = LFX(f),
und se¡ F'(N)/1X(N) f-hyperzentral in G .
(a) G/Ch(F'(N)/1X(N)) E F .
(b) Enthált Ch(F'(N)/(DX(N))/Ch(F'(N)/4X(N)) keinen f-exzentrischen Haupt-
faktor von G mit einer Charakteristik aus X'n1P, der zu einem G-Hauptfaktor
in N/F'(N) G-isomorph ist, so ist N f-hyperzentral in G.
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Beweis . (a) ist wegen f(X) q F für alle XE(Xn1P)UX' klar, da für jeden
f-zentralen Hauptfaktor HA von G mit Charakteristik X sicher G/CG(H/K) E f(X)
gilt, und zwar unabh3ngig davon, ob X zu X geh3rt oder nicht ; für X EX ist
hierbei f(X) als der Durchschnitt aller f(p) mit pe7r(X)
	
zu interpretieren .
(b) Wegen 1 .1, 2 .3c,d, 3 .2b und 3 .3 reicht es aus, die f-Hyperzentralitit
von N/I>X(N) in G nachzuweisen, wobei zusátzlich (DX(N) = 1 angenommen werden
darf . Mit anderen Worten, wir dGrfen F'(N) als f-hyperzentral in G voraus-
setzen .
Natürlich gilt
Nn CG(F'(N)) = Ch (F'(N)) 1 Ch(F'(N)/l(N))
= CN(F'(N)/«N)) = CN(F'(N/,D(N))
11 F'(N mod D(N)) = F'(N),
wie die Ergebnisse von Abschnitt 1 zeigen . Enth3lt N einen f-exzentrischen
Hauptfaktor von G, etwa H/K, so darf nach Voraussetzung F'(N) ` K angenommen
werden . Wegen (a) folgt aus
N/N n CG(F'(N)) - NCG(F'(N))/Ch(F'(N)) ° G/CG(F'(N)) E F
zuerst einmal, da{l die Charakteristik von H/K zu X' gehórt, und Betrachtung
einer monolithischen Faktorgruppe G/L4 F mit K 11 L 1 H liefert danach
leicht, daf ein zu H/K G-isomorpher Hauptfaktor X/Y in Ch(F'(N))/Ch(F'(N))
mit Y t' L Y X existiert ; dabei ist notwendig H/K ll'X/Y abelsch, da andern-
falls L = CG(H/K) ' CG(F'(N)) wlre : Man beachte
CCG(F'(N)),H] -£ CCh(P (N)),N] -` CG(F'(N))n N 4 F'(N) !! K . El
3 .6 KOROLLAR . ist F = LFX(f) = E*F nrit inklusiver X-Formationenfunktion f,
und ist N °- G, so folgt aus der f-HyperzentralitHt von F'(N)/(DX(N) in G be-
reíts G/CG (N) EF.
Bemeis . Wegen unserer Zusatzvoraussetzung F = E*F ist (neben der allgemeinen
Voraussetzung von 3 .5) die zusNtzliche Bedingung in 3 .5b erfüllt : Eine Gruppe
X liegt nUmlich jetzt schon dann in F, wenn nur (Y/Z)*X EF für alle Hauptfak-
toren Y/Z von X gilt . Also liefert 3 .5, da{3 N f-hyperzentral in G ist . Daraus
folgt aber allgemein G/CG(N)E F, wie eine einfache Induktion zeigt .0
Wir erwáhnen noch, dao eine im Hinblick auf klassische Sátze (u .a . von P .Hall
[11], Baer [2] - vg] . auch Schmid [14]) interessante Verallgemeinerung der
hier bewiesenen Ergebnisse móglich ist und auch mit den oben benutzten Me-
thoden durchgeführt werden kann : Man betrachte dazu eine X-lokale Formation
F = E*F und definiere für eine durch Automorphismen auf einer Gruppe G
(nicht notwendig treu) operierende Gruppe A in naheliegender Weise den Be-
griff f-hyperzentraler Operation von A auf G . Man erhált auf diese Weise
sehr einfach die Hauptergebnisse von Schmid [14] .
Ferner weisen wir darauf hin, dao -(die Schlupbemerkung im Beweis von) 3 .6
sofort eine Verallgemeinerung eines Satzes von Huppert [13] liefert :
Für F = LFX(f) = E*F mit inklusivem f ist [GF ,ZF(G)] = 1, wobei Z F (G)
den nach 3 .2 existierenden eindeutig bestimmten grólten f-hyperzentralen
Normalteiler N von G bezeichnet; dieser ist nach 3.7b unten von der speziel-
len Wah1 des (inklusiven) f unabhangig .
Auf Zerlegungssátze und Zerfállungskriterien, wie sie in Kap . VII von [1]
aus Resultaten obiger Art abgeleitet werden, wollen wir an dieser Stelle
nicht mehr eingehen : Es dürfte dem Leser jetztnicht mehr schwer fallen,
durch Kombination unserer letzten Ergebnisse mit den dort benutzten Methoden
solche Resultate zu forrulieren und beweisen .
Wir kommen nun zum Hauptergebnis dieses Abschnitts, einem allgemeinen
Gaschütz-Lubeseder-Baer-Satz, dessen einfachere H3lfte ein Spezialfall von
3 .3 und 3 .5a ist . Eine Vorbemerkung muo noch vorausgeschickt werden, deren
Beweis evident ist :
3 .7 LEMMA . Par F = LFX(f) ist G 6F genau dann, wenn G f-hyperzentral in G ist.
(b) Se¡ F = LFX(f) = LFX (g) mit inklusiven f und g . Dann stimmen die Be-
giriffe f-hyperzentral und g-hyperzentral úberein.
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(c) Nennen mir fúr eine beliebige Formation F einen Hauptfaktor H/K von G
F-zentral, falls G/LE F für jedes L á G mit monolithischem G/L gilt, für das




(ii) AZle Hauptfaktoren von G sind F-zentral.
(iii) Alle Hauptfaktoren H/K mit H `- F'(G) sind F-zentral
(d.h., F'(G) ist 'F-hyperzentraf in G) .
3 .8 SATZ . Se¡ F eine Formation endlicher Gruppen und X eine lPLabgeschIossene
Klasse einfacher Gruppen. Dann sind die folgenden fiad Aussagen áquivalent :
(i) F ist X-gesáttigt .
(ii) F ist (XnP)-gesáttigt; und zu jedem GEFnPII mit S(G)EEX und jedem
p E7r(S(G)) existiert eine Gruppe H E F mit p-elementarabelschem l(H) derart,
dala H/4)(H) "-' G ist und (D(H) einen für H/«H) treuen Hauptfaktor van H enthalt.
(iii) Jede Gruppe G mit F-hyperzentralem F'(G)/,DX(G) liegt in F.
(iv) Jede Gruppe G mit F-hyperzentralem F'(G)/(D(0p(G)) ficr eine Primzahl
p6X(X) liegt in F; und zu jedem GEFnPII mit S(G)EEXund jedem pcu(S(G))
existiert eine Gruppe H EF mit p-elementarabelschem (D(H) derart, dao H/,D(H) '-
G ist und EH) einen ficr H/15(H) treuen Hauptfaktor von H enthált.
(v) F ist X-lokal erklárbar.
Ist eine dieser fivzf Bedingungen erfúllt, so nrird die eindeutig bestirmnte
minimale X-lokale Erkl&rung f° von F gegeben durch
f (X) _
(QRo{G/CG(H/K) 1 GEF, H/K Xp-Hauptfaktor von G}, falls X = pEX
° QRo{GEMnQFI S(G)CEE}, falls X = EEX'
und die eindeutig bestimmte volle und inklusive X-lokale ErkZ&rung f° von F
durch
f°(X)
Epfo(p), falls X = p E X
- {QR0F, falls XEX' .
( .In den letzten Gleichungen haben wir QR0F statt F im Hinblick áuf 3 .9 unten
geschrieben .)
6 1
Beweis . (i) =* (ii) : für y S X 9 Xo	entn mmtman der Definition der verallge-
meinerten Frattinigruppe ~Py (G) 1 ~DX (G) für alle G E E . Daher impliziert X-SUtti
gung sicher y-Sáttigung, was den ersten Teil von (ii) klárt, w!hrend der zweite
mit 2 .1 folgt: Setzt man námlich H als die durch 2.la gelieferte maximale
Frattinierweiterung von G E PII mit p-elementarabelschem Kern Ap(G) (p E
Tr(S(G))) fest, so ist ja 0p ,(H) = 1 und P(H)/0(H) ~ S(G) ; ferner ist 2 .lb,c
anwendbar, wenn wir G EM berücksichtigen .
3.7c .
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(iii) -* (iv) : Dies ist jetzt trivial .
(i) ==>(iii), (ii) --c* (iv) : Diese Implikationen ergeben sich mittels
(iv) ~(v) : Wir werden im nachstehenden Satz gesondert zeigen, dap für
eine beliebige Gruppenklasse F die kleinste X-gesáttigte Formation H ( =
{QR0 ,E
OX
} F) durch die oben angegebene X-Formationenfunktion fo X-lokal defi-
niert wird ; damit wird diese Implikation dann klar sein, wenn man zusátzlich
berOcksichtigt, da$ wir den Abschlu$operator
ElI
	
zum Beweis jenes Satzes
X
nicht voll einsetzen, sondern lediglich 'X-frattinische Erweiterungen' der
unter (iv) beschriebenen Art bilden .
(v) ==> (i) Das steht in 3 .3, und zwar als Spezialfall N = G ; man be-
achte Ma .
Die Behauptungen Ober fo und fo sind schlie$lich im Hinblick auf 3 .9 und
3 .4b,c klar, denn fo ist trivialerweise inklusiv .n
Cossey und Oates-Mardonald haben in [6] den - von Q, Ro und ; erzeugten
Abschlufoperator {Q,R0 ,E) im Universum S der, endlichen auflUsbaren Gruppen
berechnet als
{Q,R0 ,E? = (E tQRo ) 2 (in S) ;
dabei ist bekanntlich {Q,R0} = QRo - vgl . etwa [4] . Unser folgendes Ergeb-
nis zeigt u .a ., wie diese Gleichung einerseits zu verbessern, andererseits





Wegen des schlechteren Vererblichkeitsverhaltens von (DX, und vor allem, da
frattinische Erweiterungen von Gruppen aus EX nicht notwendig X-frattinische
Erweiterungen sind, ist unser allgemeines Ergebnis etwas komplizierter, je-
doch erhalten wir die genannten Resultate durch eine Zusatzüberlegung eben-
falls .
Zur bequemen Formulierung von 3 .9 legen wir noch einige Bezeichnungen fest :
Sind H und K = N0K Gruppenklassen, so se¡ H/K = {H/HK 1 H E H}.
Ist
	
H irgendeine Gruppenklasse und p e1P, so se¡
E (D H = {GEE I G/NEH fúr ein N ° G mit N `- EOp(G))},
p
dp H = Hv{G £E1 G = H~~ p fúr ein HEHr%PII mi t S(H)EEX 1, wobei wir mi tX p
H , ,p die durch 2 .1 gelieferte maximale frattinische Erweiterung von H mit p-
elementarabelschem Kern Ap (H) bezeichnet haben,
owH = {H t* G E H J G = HF(G)1 ;
dabei se¡ daran erinnert, dap nach[4] awF = F fúr Formationen F gilt .
¡Mit E0oX = {Et I P E X(X)} bzw . E~x = Ld1X 1 P E X(XI bezeichnen wir schlief-
p
lich die durch die E~ bzw . die 61 für alle p EX(X) erzeugten Abschlupope-
p X
ratoren .
3 .9 SATZ . Se¡ F irgendeine Cruppenklásse, und merde fo zu
F und X mie in 3.8
definiert.
(a) Epfo (p) = QQwE, QRo6P Q([QRoF7/YX,
.
p X
(b) Q(EFX(fo)/YX ) = QROEO QRoE- Q(CQR~F3/VX) .X X




Beweis . (a) Der Beweis erfolgt in mehreren Schritten .
(1) Zu jeder Gruppe FE F/YX und jedem nicht-abelschen X -Hauptfaktor A/B
p .
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von F wáhlen wir unter Rückgriff auf 2 .1 - bzw . auf Bedingung (iv) aus 3 .8,
soweit wir mit dem Beweis der dort noch fehlenden Implikation "(iv) ==> (v)"





- dies eine Gruppe aus QFn PII mit Sockel aus
EX ,
p
,D(F0 ) ist eine elementarabelsche p-Gruppe und enthált einen Hauptfaktor
Ao/B o von Fo mi t CF (Ao/Bo ) = «Fo) .0
Ferner setzen wir Fp = (F/VX)U Fp, wobei Fp die Klasse all der gerade gebil-
deten Gruppen F o(F,A/B) darstellt, sowie F*p = QRoFp . Dann ist offensichtlich
Fp t QRo6P Q(F/VX), und zu jeder Gruppe F1 E Fp und jedem Xp-Hauptfaktor A1/B1
X
von FI liegt dann das semidirekte Produkt von FI/CF (A1/B 1 ) mit einem geeig-1
neten irreduziblen, treuen Modul V = V(FI,AI/BI) úber GF(p) in Fp :
Nach einem elementaren Lemma von Barnes und Kegel (s . [12],VI .7 .21) liegt
fúr Bine beliebige Gruppe Fi und für jeden ihrer abelschen Hauptfaktoren
Ai/Bi das semidirekte Produkt (Fi/CF1,(A1/Bí))(AI/BI) in der von Fi erzeugten
Formation QRo{Fi} . Damit folgt die Behauptung sofort aus der Konstruktion
von Fp und F*p : Ist námlich A1/B1 abelsch, so kann man Fi = F I betrachten, im
anderen Fall hingegen leistet Fi = Fo(F1,A1/B1) den gewünschten Dienst .
(2) SO X = Xo eine Gruppe mit Normalteilern Y 1 , . . .,Y n und irreduziblen
GF(p)[X]-Moduln V1 , . . .,Vn derart, daf
()i
n1 Y i	=
1 und CX (V i ) = Y iis ; es
werde V = VI ® . . . © Vn und To = 1 gesetzt . Se¡ ferner mr.M. Dann existieren
für alle ke[N Gruppen Xk ,Tk und GF(p)[X k-I]-Moduln Wk mit folgenden Eigen-
schaften :
(a) X k = Xk-1Wk ist ein
semidirektes Produkt, gebildet zur Moduloperation
von Xk-1 auf Wk ;
(S) in Wk existiert ein Element wk mit CX
k-1
(wk ) = 1 - insbesondere ist
CXk-I (Wk) = 1 ;






+0 V, wobei V,Wk und RadT
k-1
(W k ) als Moduln für Xk-1
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aufzufassen sind, und zwar mit W k-1 `- Tk-1 `- CX k-1
(V), und für k = 1 ist -
sogar Wi
	
O V ; und
(e) (Wk)Xk-2
enthált fiar k ' 2 einen zu 9 GF(p)[Xk-2] isomorphen
Xk-2-Teilmodul :
Wir konstruieren die geforderten Gruppen rekursiv, ausgehend von den ge-
gebenen Gruppen X0 ,T0 und dem Modul V, und beginnen mit den Festsetzungen
W1 = 0
V mit d 1=1V1, X1 = Xó 1, T i = W1 = To1'd1
Sind Xk$Tk$wk für ein keIN schon mit den verlangten Eigenschaften gegeben,
so bilden wir
Wk+1 (( (D	W )X ) Xk (den von
Xk-1 zu X k hochinduzierten Modul) mit
dk+1 k-1




Xk+1 = Xkwk+i (das semidirekte Produkt), sowie Tk+l = Tkwk+l
c
Xk+l'
Die Behauptung (a) ist damit per Konstruktionsvorschrift automatisch erfúllt .
Um (s) einzusehen, zeigen wir allgemein für eine Gruppe G und Binen treuen
G-Modul W, da{i in ©W ein Element w mit CG(w) = 1 existiert ; dann folgt (S)
IWI
vemóge der Konstruktion der W k und nach Wahl von dk . Ein colches w kónnen
wir, Bine Abzáhlung W = {w1, . . .,wl} von W benutzend, wie folgt angeben :
w = (wl, . . .,wl) ;
es ist dann námlich
CG (w) _ n jli CG(0, . . .,O,wj,O, . . .,0) _ ' tjli CG (wj ) = CG(W) = 1,
denn die Operation von X auf W0 . . .0+ W ist ja mit den Projektionen auf die
j-ten Komponenten vertauschbar .
Die erste Gleichung unter (y) ist definitionsgemá$ erfúllt, wáhrend T k =
0
p
(Xk ) = F'(Xk) induktiv aus der Konstruktion von W k und Tk folgt, wenn man
T1 = W1 = 0p
(X1 ) =
P(X1) wegen X1 = X( 0 .V) und V = Vi0 . . . +0 Vn mit CX (V)
= nin1 CX (V i) = I lini Yi = 1 und das Zerfallen von Xk = X'k-iTk Pber
Tk be-
r7cksichtigt .
Zum Nachweis von (6) zeigen wir zuerst allgemein für eine Gruppe G und Binen
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GF(p)[G]-Modul W, daj für jeden irreduziblen GF(p)[G]-Modu] U für das semi-
direkte Produkt H = GW und den induzierten Modul (UG ) H die H-Isomorphie
(UG )H/RadH ((UG ) H )
t
U sowie RadH ((UG ) H ) = RadW(((UG)H)W)
gilt, wobei U als (notwendig irreduzibler) GF(p)[H]-Modul mit CH (U) = CG(U)W
verm3ge der gegebenen Moduloperation von G auf U anzusehen ist . Zu diesem
Zweck bernerken wir, dal fil ein Doppelnebenklassenvertretersystem von (G,W)
in H = GW ist, weshalb der Satz von Mackey ([12],V.16 .9a)
((UG)H)W
ti
((U®l)Gln w)W = (U1




mit e = dimGF(p)u





denn W war ja unter unserer jetzigen Voraussetzung'eine p-Gruppe (s .[12],V .
5 .16b) . Wir haben noch die Feststellung zu treffen, da{S RadW(((UG ) H ) W ) úber-
haupt ein H-Modul ist : Es war ja W ° H . Wegen der verallgemeinerten Frobenius-
reziprozitit ([12],V .16 .7) tritt nun ein irreduzibler H-Modul M genau dann
u
als Faktormodul von (UG auf fiar den irrduziblen G-Modul U, wenn U als Teil-
modul von MG vorkommt . Da im Falle H = GW sicher W 19 0p(H) nach [12],V .5 .17,
trivial auf dem irreduziblen H-Modul M operiert, ist MG aber bereits irredu-
zibel und stimmt daher notwendig mit U úberein . Wir sehen so, da~ nur der
H-Modul U mit W 11 CH (U) als irreduzibler Faktormodul von (UG ) H auftreten
kann, und wegen RadW(((UG ) H ) W ) 4 RadH ((UG ) H ) - man beachte wieder W LI H -
und der oben gefundenen Isomorphie ist die Vielfachheit von U als Faktormodul
von (UG ) H/RadW (((UG ) H )W) zwangsláufig 1 ; insbesondere folgt sogar RadH ((UG ) H )
= RadW(((UG) H ) W ) . Unsere Zwischenbehauptung ist somit bewiesen . Aus dieser
und den Beziehungen (RadG (AG )) H ¿ RadH ((AG ) H ) (was gleich noch bewiesen wird)
und AH/BH = (A/B ) H für irgendwelche G-Moduln A und B mit B ` A (was wohlbe-
kannt ist) folgt nunmehr aus der Konstruktion der W k die Behauptung unter (6) .
Wir haben für diese also nur noch zu verifizieren : Ist H = GW zerfallend mit
p-Nonnalteiler W, so ist
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(RadG(AG)) H ¿- RadH((AG)H)
für jeden G-Modul A . Dazu setzen wir R = RadG (A) und bemerken wegen H = GW
mi tGnW=1, W 4 HundW 1 0 (H)
(AG)H =
	
® (A®w) (als GF(p)-Vektorraum),
w£w
wobei w' E W auf diesem Modul vermóge Verschiebung der Komponente A®w nach
A®(ww') operiert ; m.a .W ., als W-Modul ist dies gerade die direkte Summe von
dimGF(p) A Kopien von GF(p)[W], und entsprechendes gilt natürlich mit R an-
stelle von A . Nun ist aber . Radw (GF(p)[W]) 1-codimensional in GF(p)[W], und
die direkte Summe der dimGF(p) R Moduln Radw (GF(p)[W]) in RH liegt, wie áhn-
lich oben schon eingesehen wurde, gewio in RadH ((RG)
H ) 19 RadH((AG ) H ), Ah-
rend der Faktormodul von (RG )H nach dieser direkten Summe trivial für W ist
und zu dem G-Modul R©1 G-isomorph ist ; mehr noch, diese direkte Summe wird
durch R©1 in (RG ) H komplementiert (als GF(p)-Vektorraum, aber dann auch als
Modul) . Aus dieser Überlegung leitet man leicht ab, dad! mit f = dimGF(p)R
(RG ) H/ +Q Radw (GF(p)[W]) `- RadH((AG )
H/ © RadW(GF(p)[W])) (bis auf Isomorphie) -
f f
gilt, wenn man bedenkt, daj der erste Modul ein H-Modul ist, der im G-Radikal
eines zu AG isomorphen Teilmoduls von (AG )
H
/ O RadW (GF(p)[W]), g = dimGF(p)A,
liegt ; und obige Inklusion ist jetzt klar .
Wir kommen schliellich zum Nachweis von (e), der wieder durch Anwendung






einen zu GF(p)[Xk-2] isomorphen Xk-2-Teilmodul zu
finden, wie aus der Festsetzung von dk hervorgeht . Das durch (S) garantierte
wk-l 6 Wk-1 in ein
Doppelnebenklassenvertretersystem von (Xk-2'Xk-2) in Xk-1










wk-1Xk-2 I1Xk-2 = CXk-2 (wk-1 ) = 1,
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wobei die erste Gleichung aus Xk-1 = Xk-2Wk-1 (zerfallend) und die letzte
aus (S) folgt . Unser direkter Summand stellt sich also áhnlich wie oben als
eine direkte Summe von dimGF(p)"k-1 Kopien von GF(p)[Xk-2] heraus . Mithin
ist der Beweis von (2) vollstándig .
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(3) FUr die unter (2) konstruierten Gruppen Xk (k ' 1) gilt
Xk = XF'(Xk ),
	
Xn F'(Xk) = 1, F'(Xk ) = op(Xk)1
F'(Xk)/« F'(Xk)) NX ® V fUr ein e(Eíg :e
Die ersten drei dieser Gleichungen folgen sofort aus den Behauptungen (a)
und (y) unter (2), die letzte ergibt sich aus (6) unter BerUcksichtigung der
Tatsache, dao RadH (M) 6 «HM) im semidirekten Produkt einer Gruppe H mit
einem Modul M Uber GF(p) gilt und fUr L ® H stets «L) 19 (D(H) ist .
(4) Ist G eine Gruppe mit p-Normalteiler N derart, dap erstens G/N -? XV
(mit den Bézeichnungen aus (2)) gilt, und zweitens eine G-Hauptreihe 1 = No
N1 s . . . & N t mit ONi/Ni_10 á pm fUr i = 1, . . .,t existiert, so gibt es einen
Monomorphismus 0 : G --i> Xpt+1 mit X9t+1 = d0r,(X9t+1) :
Mittels einer trivialen Induktion leitet man aus dem Krasner-Kaloujnine-
schen Einbettungssatz [12], 1 .15 .9, ab, dap ein Monomorphismus ~ von G in das
iterierte regulare Kranzprodukt
K = (N 1/N0 )% [(N2/N 1 )% [ . . .1,[(NtINt_1)% (GIN t)] . . .]]
existiert, wobei & in K die "iterierte Basisgruppe" (also das Produkt der
Basisgruppen der einzelnen Kranzprodukte) supplementiert . Esreicht daher aus
zu kláren, daf K (bis auf Isomorphie) als Untergruppe von X2t+1 auftaucht,
und dao es dort auferdem noch 0P(X2t+1) supplementiert ; man beachte hier
Op (X2t+1)n K = 0 (K) sowie 0 (K)n & = Op(G ) . Wegerr unserer Bedingung
an m ist es leicht zu sehen, dap K in entsprechender Weise in die Gruppe
K* = Zm%(Zm% . . .%(ZmIh(G/N)) . . .) mit Zm = Z x . . . xZ
N
ZP% (ZPq, . . .1. (Z%XV) . . .) mit t Faktoren Zp
eingebettet werden kann . Die letztere Gruppe ist aber gerade (bis auf Isomor-
phie) das iterierte semidirekte Produkt
(XV)( (fi GF(p)[XV])( © GF(p)[(XV)( © GF(p)[XV])]) . . . mi ti t Faktoren GF(p)[ . . .~
und diese Gruppe kónnen wir in der gewúnschten Weise als Untergruppe von
X2t+1 finden, wie aus den Bedingungen (a+E)
zu ersehen ist : Es ist námlich
XV `- X 1 , in (W3)X
	
kommt ©GF(p)[X 1] als X1 -Teilmodul vor, und damit stellt
1 m
sich erst recht auch Q+ GF(p)[XV] als Teilmodul von (W3)XV .heraus, da ja
m
GF(p)[A] ` (GF(p)[B])A für A `- B stets richtig ist ; und ei~e naheliegende
Induktion fúhrt schliOlich zu dem gewünschten Ergebnis, wenn man das Zer-
fallen der Xk über den Wk in die Überlegung miteinbezieht .
Wir fassen nun das für unsere weiteren Überlegungen wesentliche der Zwi-
schenergebnisse (2-4) zusammen :
(5) Ist G eine Gruppe mit p-Normalteiler N derart, da$ G/N ~ XV mit einer
Gruppe X und einem GF(p)[X]-Modul V mit den Eigenschaften
V = U 1 ~+ . . . +0 Vn mit irreduziblen V i und n i=1 CX(V i ) - 1
ist, so liegt G in awe,, Ro{XV} .
p
Nun sind wir in der Lage au zeigen :
(6) Epf o (p) "-- Qaw£(D FP
mi t F# = QRoFn fúr F,) = ([QROF]/YX)U Fá :
p fSe¡ H E Epf0(p) und K = H o p . Aufgrund der Definition von fo (p) ist dann
H/K bis auf Isomorphie Faktorgruppe X/Y einer Gruppe X mit Normalteilern Y 1 ,
. . .,Y, derart, da~ n;= 1 Y i = 1 und X/Yi = Gi/CGi(Hi/Ki) fúr geeignete
Gruppen G i E F und geeignete Xp-Hauptfaktoren H i /Ki von Gi gilt . (1)
liefert uns irreduzible X-f4oduln Vi mit CX(V i ) = Y i und (X/Y i )V i E F# . Bilden
wir nun das direkte Produkt
Go = HÁ X mit vereinigter Faktorgruppe H/K °-'X/Y
und anschliepend das semidirekte Produkt
G = G0V
mit der gegebenen Operation der Faktorgruppe X Go/GO auf V mit GO `- CG (V)
f (p)
o







H(EQ$G1 C QQwe.D_RoIXV$ 9 Q6,
Aus (1) und (6) erhalten wir
Ro{(X/Yi)Vi 0 i = 1, . . .,n1
Qawe~"RF4-= Q°we~ FV = Qawe,, QRoFP ;






(7) Epfo(P) Qawc(D QRo6P Q(CQRoF]/YX) :
Nach (1) gilt ja FpP (EQRO F]/,y1) . v Fó c . (EQROF]/VI) vd xQ(F/VI) c
d,XQ([QRoF]/YX) ;man beachte die Definitionen von y.X und G/yX .
(8) QaWE,, QRóP Q(EQROF]/YX)
c Epfo(P)
p X
Sei Gj rgendeine Gruppe aus QRoF : Dann haben wir
GZX
=-Op(G mod Gyp) , wie man an 2 .7c abliest . Ferner gilt nach 2 .7b Ch,Xp(G) _
GZp, wobei nach Definition von fo(p) natürlich G/C6
X
,X
p(G)é fo(p) ist . Insge-
samt ergibt sich G/GypF Epfo (p) . Dies zeigt
. -EQRQF]/yX ` Epfo(P) .
Da Epfo(p) eine aus trivialen Gründen eID
- und dP -abgeschlossene Forma-
p X
tion ist, folgt hieraus die Behauptung .
Die Aussage unter (a) erhalt man durch Kombination von (7) und (8) .
(b) Wir vermerken zuerst, daf Q(LFX (fo )/YX ) Ro-abgeschlossen und somit
eine Formation ist : Es ist námlich, da QRo einen Abschlupoperator bildet,
R0Q(LFX(fo)/YX) e QRo (LFX (fo )/YX ), und wir haben R0 (LFX (fo )/YX) q LFX(fo)/yx
wegen R0 (LFX(fo )) = LFX(fo) und QYX = YX , wie man sich unter Verwendung
des direkten Produkts zweier Gruppen mit vereinigter Faktorgruppe mittels
eines Standardargumentes leicht klar macht . Da überdies LFX (f0 ) = QR0(LFX(fo))
wegen des bereits bewiesenen Teils von 3 .8 sicherlich s1 - und 61 -abgeschlos-
p X
sen fúr alle po X(X) ist, zeigt eine Uhnliche Argumentation, daf sich diese
Abschlu0eigenschaften auf Q(LFX(fo)/YX) übertragen . Eine der beiden nachzu-
weisenden .Inklusionen folgt daher sofort aus CQROF]/YX 12 LFX(fo )/YX , wozu QRoF
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G LF X (fo ) genúgt . Um diese letzte Inklusion zu zeigen, reicht der Nachweis
von QFn M t- LFX (fo ) aus, da letztere Klasse eine Formation ist . Die Beziehung
QFn M q LFX (f0 ) jedoch ist eine triviale Konsequenz der Definitionen von fo .
und LFX(f0 ) . Es folgt also :
QR0EoXQR0E~XQ(CQROF]IYX) 5 Q(LFX(fo )/yx ) .








'g QRoE0 QRoE~ Q(CQROF]/YX) fúr alle p E X(X)
X X
zu zeigen bleibt . Nun ist aber nach 3 .1 LFX(fo ) C- VXEpfo (P), und trivialer-
weise haben wir (YXEpfo (p))/VX - Epfo (p) . Folglich mússen wir lediglich noch
Efo(P)-9 QRoEo QRoE' Q(CQRoF1/Yp X)X X
verifizieren, aber das folgt aus (a) in Verbindung mit yX 9 yx (was H/yx `-
H/yX für H = QRoF zur Folge hat) .
(c) Bereits beim Beweis voñ (b) haben wir die GUltigkeit von F l LFX(f0)
dargetan und folgern daraus jetzt für die Formation
H = (QR0EQR0)(E~X
QRo F0X
mittels des schon bewiesenen Teils von 3 .8
(E' awE' )H'1 LFX(fo ) .
Umgekehrt se¡ G e LFX (fo ) und C = Gy , B = F(C) n OX(C) sowie A = cD(B) . Zum
X
Nachweis von G £(E0 awEo )H genúgt es selbstverst-andlich, unter der Annahme
X X
A = 1 die Beziehung GE aE0 H zu verifizieren .
wX
Nach (b) gilt jedenfalls G/C C H, d .h ., GH 19 C, aber dann folgt sogar GH
B : Es ist námlich erstens jeder Hauptfaktor von G zwischen GHB und B eine
abelsche X-Gruppe, denn zu einem so gelegenen Hauptfaktor H/K mit Charakte-
ristik E E X' existierte eine monolithische Faktorgruppe G/M von G mit K `- M
und S(G/M) = HM/M, wobei aus G E LFX(f0 ) nach Definition von fo bereits G/M
fo (E) q QRoF 5 H und somit GH ``- M folgte, und weiter ist jeder X-Hauptfaktor
7 1
von G unterhalb C nach 2 .7e frattinisch für C ; und zweitens sehen wir jetzt
GHBGEx und also GHB 1 OX(C) á ZO(C)
	
9 F(C) (da C (E YX), d .h ., GHB = B ein .
Aus A = 1 folgern wir, dao B elementarabelsch (nicht notwendig von Prim-
zahlpotenzordnung) ist, und 2 .7b zeigt weiter, da~ B !É Zo(C) gilt . Tatsich-
lich ist Bogar B 6 Z(C) : Für jedes pe Tr(B) induziert C ja eine p-Gruppe von
Automorphismen auf Op(B), aber C GYX ist nach 2 .7d ohne p-Faktorgruppe un-
gleich 1 (man wende hier fúr C/Cc(B)£ Ep etwa 1 .2b an!) .
Durch Anwendung von [12],V1 .7 .22, auf die nichttrivialen Sylowgruppen
von B konstruieren wir jetzt eine nilpotente Gruppe D, auf der G durch Auto-
morphismen operiert, mit folgenden Eigenschaften:
D/1(D) 11-G
B 0( O p 7r(B) 1G), E D) ~G B, und CG(D) = CG (B) i? C
.
Se¡ H = GD das semidirekte Produkt . Wegen [C,D] = 1 und DG ExnN erfüllt
dieses HY	=GY C, und aus G (SLFX(fo) folgt mit B £Ex und nach Konstruk-
X X
tion von D offenbar H/CC LFX(fo)/Yx c_ H: Man beachte (G/CG(1G))1p
N
Zp
LFñ(fo ) für alle p (E7r(B) C X(X) und wende nochmals (b) an . Da auch H/BD .-
G/B(E H gilt, erhalten wir HH -e BDnC = B(Dn C) = B . Weiter finden wir in
B(D(D) = B x (D(D) wegen B Ir
H
(D(D) eine H-invariante sog . Diagonaluntergruppe
M H B . Aufgrund von M n D = 1 ist DM/M=' D, und wir erkennen,l(D)M/M l (D(DM/M)
beachtend, dap H/MCEO
x
{H/B x l(D)f19 Eo H ist . Schlieflich ergibt sich unsere
x
Behauptung G 'E awE°~ H aus HM/M = (GM/M)(DM/M) mit GM/M = G/Gn M = G/1 und
X
DM/M 19 F(H/M) .n
3.10 KOROLLAR . (a) Der von Q, Ro und E, erzeugte AbschIu0operator wird durch
X
{Q,Ro ,E t 1 = (EoxawEoX)(QRoE~XQRo )(E~XQRo) =
(E,,XQRO)4
beschrieben .
(b) LFx (f0) _ (QRoE(D ) 2F . {Q,Ro ,E~DI = (QROEy)2(c)
LE (fo ) = QRoE jQROF far F <9 S =~E~, (Q,Ro,Ejj = QROE$QRO in S .
Beweis . (a) folgt sofort aus 3 .9c und
LQ,R0,EIXIF <; {Q,Ro ,E,,X LFX (fo ) (nach 3 .9c)
= LFX(fo ) (nach dem bewiesenen Teil von 3.8)
{Q,R0 E,, ) F (wiederum nach 3 .9c) .
X
(b) Genaues Lesen des Beweises von 3 .9, insbesondere der Beweisteile (1+6)
von (a), zeigt wegen
YX = E, (vgl . unsere Anmerkungen nach 2.7),
0
p
dao wir unter der gegenwártigen Voraussetzung mit FP anstelle von FP in jenem
Beweis auskommen, und da$ infolgedessen in 3 .9a,b dann CQR0F] durch F ersetzt
werden darf . Dies gestattet Ersetzen des Terms (E~QRO ) durch (EO .
Weiter ergibt Anwendung von 3 .9b jetzt, da YX nach 2 .7e die aus den Grup-
o
pen der Ordnung 1 bestehende Gruppenklasse ist,
LFX (f0 ) = QROEOQROE~QF = (QROE,,)2(QF) .0
Daf (QF) - hier sogar durch F ersetzt werden darf sieht man durch eine einfache
Anwendung des verschNrften Jordan-HSlder-Satzes I .1 .4b ein ; die Operatoren E0




?c) erhUlt man aus dem Beweis von (b) wegen EV = F für F I S .p
Unser Beweis des Gaschútz-Lubeseder-Baer-Satzes 3 .9 ist jetzt vollst3ndig .
Bevor wir uns einige SpezialfNlle ansehen weisen wir darauf hin, dao etwa
3 .10 auch mit einem zu einer anders definierten X-Frattinigruppe definierten
SUttigungsoperator richtig bleibt, solange diese im wesentlichen die zu Be-
ginn von Abschnitt 2 aufgestellten Forderungen erfúllt : An .3 .8 liest man ja
u .a . auch die Aquivalenz der verschiédenen Sáttigungsbegriffe ab .
Für X = ¢ sagt 3 .8 selbstverstándlich nichts aus, da dann jede Formation
X-lokal erklNrbar ist . Für X =lp erhalten wir einen Satz von Baer (vgl . [1]),
der den Gaschütz-Lubeseder-Satz für V = S als Spezialfall umfalt :
7 3
3 .11 KOROLLAR (Baer) . Für eine Formation F sind gleichwertig :
(i)
	
F ist aufldsbar lokal erkldrbar (d .h .,IP-lokal erklárbar) .
(ii) F ist aufldsbar gesdttigt (d . h ., G/E(N)E F für S íl N °- G impliziert G £F) .
(iii) F ist nilpotent gesdttigt (d .h ., G/xD(N) E F für N 9 N °- G impliziert G E F) .
Für X = Xo erhalten wir die Schmidsche Version (aus [15]) des ursprüngli-
chen Gaschütz-Lubeseder-Satzes :
3 .12 KOROLLAR (Gaschütz,Lubeseder,Schmid) . Für eine Formation F sind gleich-
wertig :
(i) F ist lokal erkldrbar.
(ii) F ist gesdttigt .
Natürlich kánnen wir hier ebenfalls eine dritte equivalente Bedingung hin-
zufügen, die der Baerschen Bedingung 3 .lliii entspricht ; jedoch künnen wir
dabei, solange unsere Vermutung aus Abschnitt 2 nicht gekl5rt ist, nicht ein-
fach N bzw . F(G) durch N' bzw . F'(G) ersetzen .
Abschliefend wollen wir noch als Beispiel die von der Schunckklasse N' der
verallgemeinert nilpotenten Gruppen erzeugte gesUttigte Formation kurz be-
sprechen . Zu diesem Zweck halten wir fest, da{! sich das folgende, für V = S
wohlbekannte Lemma wie in [7] leicht beweisen láft :
3 .13 LEMMA . Sei F = LFX(f) und C einer der Abschlupoperatoren S, Sn , N o .
(a) Cf(X) = f(X) für alle XEX(X)u X' impliziert CF = F .
(b) Ist f inklusiv und volt, so gilt in (a) auch die Umkehrung.
3 .14 BEISPIEL . Für aZZe pcIP setzen unir
f(p) = D0(X0)p
und bilden
Ñ' = LFX (f) .
0
Dann ist Ñ' die kleinste gesáttigte Formation F
	
Ñ' (oder auch F Ii X0),
und Ñ' ist eine nicht S-abgeschIossene Fittingklasse .
Fttr aZZe G EE gilt offenbar F' (G) `- GÑ, .
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