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This thesis explores cooperative communications in wireless ad hoc networks. Recently, 
cooperative diversity has been proposed as an effective solution to mitigate the channel 
impairments in wireless network. And, the application of cooperative diversity onto the 
network layer particularly routing problems has been recently investigated. In this work, we 
study the cooperative routing schemes which reduce the total energy spent on the ad hoc 
wireless networks under Rayleigh fading channel. 
W e first study the single-source-single-destination system for the non delay-tolerant case. 
First, we propose the construction of the new Cooperative Graph which is used to enumerate 
all the possible cooperative routing cases. In particular, each vertex in the Cooperative Graph 
represents a route and optimization is required for the scheduling of a possible route. Thus, 
the Minimum Energy Cooperative Route can be obtained. Moreover, the complexity for the 
finding the optimal path is investigated. In our analysis, the complexity is an exponential 
function in terms of the network size. This leads to the demand of simplified algorithms to 
seek for the energy-efficient cooperative route. An algorithm to simplify each optimization 
ill the low rate regime is also suggested. 
Then, 3 heuristic algorithms are suggested to preserve the cooperative gain, namely Max-
imum Hops Cut (MHC), Maximum Relays Subgraph (MRS) and Adaptive Maximum Relays 
Subgraph (AMRS). MHC limits the number of hops involved. MRS and A MRS limit the 
number of relays involved in the cooperative transmission. These algorithms utilize only 
i 
number of relays involved in the cooperative transmission. These algorithms utilize only 
part of the whole Cooperative Graph such that the computational complexity is no longer 
exponential with respect to the network size. Simulations are provided to illustrate that the 
performance of the heuristic algorithms resembles that of the optimal path. 
Finally, we investigate the power allocation problem involving how to multiplex coop-
erative routes ill multiple-source ad hoc wireless networks. The aim is to provide a route 
multiplexing scheme with minimal total power consumption given spectrum efficiency con-
straints. Three protocols: Full Combination with Interference (FCI), Full Combination with 
Time Sharing (FCTS) and Selection Between Interference and Time Sharing (SBITS) are 
suggested to deal with the multiple source problem. From simulations based on reasonable 
spectrum efficiency constraints, there are two major conclusions. First, SBITS outperforms 
the other two protocols by power reduction of several dBs. Second, cooperative saving which 
refers to the power reduction due to cooperative diversity can be maintained even in the 
multiple-source routing case. 
ii 
本論文探究在無線組織網絡(wireless ad hoc netw orks)中的協同通信(cooperative  
c o m m u n ica tio n s )。在近期的硏究中，協同分集(cooperative diversity)被推薦爲一有 
效辦法去彌補無線網絡中的缺陷。此外，協同分集在網絡層(n e tw o rk  layer) 上的 
應 用 ，尤其在路由設計(ro u ting )問題上，最近亦被作廣泛硏究。在此硏究中，我 
們探討協同路由的設計(cooperative routing法減少在瑞利衰落頻道 (Rayleigh 
fading channel)上總能量的消耗。
我們先對非耐延遲(non delay-to leran t)單源單終(s ingle-source-single-destination)系 
統作硏究。首 先 ，我們提出協同圖(cooperative graph) 的創造可用作協同路由 
(cooperative r o u t e )的所有可能性列舉 。協同圖上的每個端點(vertex)代表一條協 
同路由，而每個端點需要最優化作每條路由的時間安排。因此，我們可以得到最 
低能量消耗的協同路由(M in im u m  Energy Cooperative R o u te )。經過我們分析’尋 




法 (M ax im u m  Hops C u t )，最多中轉器限子圖法(M ax im u m  Relays Subgraph)和適應 
最多中轉器限子圖法(Adaptive M axim um  Relays Subgraph)。最多跳限切法限制總 
跳 (hops)量 ，而最多中轉器限子圖法和適應最多中轉器限子圖法則限制中轉器 
(relays)總數量。這些算法只利用部分的整體協同圖，因此計算複雜性不再是指數 
函數階。我們用仿真來說明快速探索路由設計算法與最優路由設計的性能相似。
最 後 ，我們硏究功率配給問題’涉及如何在多源無線組織網絡上多路傳輸 
(m u ltip lex )協同路由。這樣做的目的是在頻譜效率(spectral effic iency)制約下提供 
總功率最少的路由多路復用議定(m ultip lexing s c h e m e )。全組合干擾 (Full 
Com bination w ith  In te r fe re n c e )、全結合分時 (Full C om bination w ith  T im e  Sharing) 
與篩選干擾和分時(Selection B etw een In terference and T im e Sharing)是我們提議 
的三個多路復用議定來處理多個來源的問題。我們從合理的頻譜效率制約下進行 
仿真，並得出兩個主要結論。首先，篩選干擾和分時勝過其他兩個議定於降低功 
率幾個分貝。第 二 ，即使在多源路由情況下，功率削減基於協同分集，即協同節 
省(cooperative saving)仍能保持。
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In this thesis, we study the energy efficiency problem of routing under cooperation diversity 
ill ad hoc wireless networks. Our aim is to find out routing and transmission strategies to 
reduce the energy consumption under the information flow rate constraints. 
Ill this chapter, we will cover four communication concepts and techniques for this the-
sis, iiaiiiely Ra3deigli fading channel, wireless ad hoc networks, ad hoc routing protocols, 
information capacity and cooperative communications. 
1.1 Rayleigh Fading Channels 
To model a wireless communication channel, we should consider channel impairments like 
path loss, shadowing, thermal noise and multipath fading. When the electromagnetic wave 
propagates, the energy of the signal is dissipated exponentially with the distance. This 
phenomenon is called path loss. Shadowing is the attenuation of the signal power due to the 
obstruction of objects in the transmission path. Thermal noise refers to the electronic noise 
generated by the thermal agitation of the charge carriers in receivers which is also present in 
the wired channel. As the electromagnetic wave carrying signals propagates with reflection, 
diffraction and scattering, multiple versions of waves will arrive at the receiver via multiple 
paths of varying length and different delays. The receiver sees the superposition of multiple 
copies which is the resultant signal with rapid fiiictuation of amplitudes and phases. Such 
1 
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effect is named multipath fading. [38] [45 
The two crucial parameters for multipath fading channel: Coherent Bandwidth B。and 
Coherent Time 7；. 
• Coherent Bandwidth Be： This is the frequency range over which two frequency compo-
nents have a strong potential for amplitude correlation. The channel is called flat fading 
channel if the bandwidth of the transmitted signal, Bs, is smaller than the coherence 
bandwidth Be of the channel; otherwise it is called frequency selective fading channel. 
• Coherence Time Tc： this is the time duration over which two signals have a strong 
potential for amplitude correlation. The channel is called slow fading if the symbol 
period of the transmitted signal, is smaller than the coherence time Tc of the channel; 
otherwise it is called fast fading channel. 
To focus on the research of cooperative communication, we consider frequency fiat slow 
fading caac only. Therefore, if the transmitted signal is x(t), the complex envelop of the 
received signal is 
y{t) = a(t)xit) + n(t) (1.1) 
where a{t) is the channel fading coefficient and n{t) refers the additive white Gaussian 
noise with variance No/2. Moreover, when the number of multipath components is large and 
there is no Line-of-Sight (LOS) components present, the magnitude of the received complex 
envelop \a{t)\ can be modeled by a Rayleigh distribution at any given time, which is given 
by 
^ = (1.2) 
I 0 otherwise 
where r is the amplitude of the envelop of the received signal and 2(7- is the average 
envelop power of the multipath signal. [45 
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1.2 Wireless Ad Hoc Networks 
The wireless networks nowadays are divided into two types, namely infrastructure networks 
or ad hoc networks. A wireless ad hoc network is a decentralized wireless network which 
consists of mobile devices that coinmuriicate with each other through wireless cominunication 
dynamically [32]. It is in contrast to the infrastructure wireless network in which access point 
is responsible for the management of communication among devices [23]. In the wireless ad 
hoc network, each device, we will call it node afterwards, can act as a router. As each node has 
limited coverage distance to broadcast its message, multiple transmissions are always presence 
ill wireless ad hoc networks. As a result, several nodes are required to help forwarding message 
to reach the destination. In conventional multi-hop transmission, the routing path is a line 
and nodes in the path are transmitting packets one by one. If cooperation communications 
are applied to the network, the power efficiency is possible to be increased. 
The decentralized nature of wireless ad hoc networks makes them attractive for a variety of 
applications where central nodes cannot be relied on or even are not available. The networks 
can be deployed quickly anywhere without the complex infrastructure setup. In this way, the 
networks are widely used in tremendous military or commercial applications, like the wireless 
mesh network, wireless sensor network and Bluetooth. 
1.3 Ad Hoc Routing Protocols 
111 wireless ad hoc networks, nodes are located dynamically and communicate with each other 
through different relay nodes. The wireless network topology may change rapidly and unpre-
dictably. The routing protocol is used to indicate routes for node-to-node communication. 
Standard routing protocols are presented in [39] with different functionality comparisons. 
Yet, researchers have not suggested a universal optimal routing scheme for wireless ad hoc 
networks. 
In general, there are two major classes of routing protocols used in packet-switched net-
works, link-state or distance-vector routing protocols [23]. The link-state routing protocol 
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is performed by every node in the network such that every node constructs a map of the 
connectivity of the network in the form of graph. The routes can be obtained by calculating 
the shortest paths by generally Dijkstra's algorithm [5] in the map. For the distance-vector 
routing protocol, each node informs all its neighbors responding to topology updates. Eacli 
node calculates the direction and distance to any link in the network from various route 
metrics. With the route metrics, each node uses Bellman-Ford algorithm [36] to calculate 
paths. 
Moreover, the existing ad hoc routing protocols may generally be categorized as table-
driven or deinand-driveii. [39] 
• Table-driven: This type of protocols maintains consistent and fresh routing information 
of all destinations throughout the network. One or more tables are required to store 
the routing information in each node. Nodes are responsible to propagate any update 
throughout the whole network. For example, Destination-Sequenced Distance-Vector 
Routing (DSDV) [36] is a table-driven algorithm based on the Bellman-Ford routing 
mecliaiiisin [8]. 
• Demand-driven: This type of protocols is source-initiated on demand only. When a 
node requires a route to a destination, the route's discovery process will be initiated. 
The route is maintained until either the destination become unreachable along all paths 
from the source or the route is not desired. For example, Ad Hoc Oii-Demand Distance 
Vector Routing (AODV) [37] is a demand-driven ba^ed on DSDV. 
To focus oil the effect of cooperative communications on routing, we consider only the 
link-state routing protocol. It is assumed that each node is capable to obtain the topology 
and link states of the whole network. 
1.4 Information Capacity 
The information capacity of the channel is the maximum of the mutual information between 
the input and output over all distributions on the input that satisfy the power constraints 
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[7]. 
As we consider the slow fading case in the study, the channel gain for each link is regarded 
as constant a over time. Hence, the channel can be modeled as a Gaussian channel. For the 
comimmication over a baiidliinited channel, we can represent both the input and output by 
samples taken 1/2VK seconds apart. Each input sample is corrupted by the white Gaussian 
noise to produce the output. As it is the white Gaussian noise, each noise sample is an 
independent and identically distributed Gaussian random variable. 
As for discrete-time Gaussian channels, the capacity of such a channel is 
1 P 
C = -log(l + —) bits per transmission (1.3) 
where P is the signal power and N is the noise power. 
Let the channel be used over the time interval [0, T] and let W be the bandwidth. So 
the energy per sample is PT/2WT = P/2W, the noise variance per sample is 
Therefore, capacity per sample is 
1 上 1 P 
C = -log(l + ^ ) = -log(l + j ^ ) bits per sample (1.4) 
As there are 2W samples each second, the capacity is 
P 
C = VKlog(l + jp^) bits per second (1.5) 
Now, the spectrum efficiency is defined as 
R = lii(l + jp^) nats per second per Hz (1.6) 
Then, the power consumption in a link can be expressed as 
P = NoWie"" - 1) (1.7) 
Given the transmitting time constraint being T, the energy consumed is 
E = iV。M,r(e"/T - 1) (1.8) 
The energy consumption in the above formula is treated as the link metric for routing 
protocols to achieve information capacity in this thesis. 
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Figure 1.1: Cooperative Communication with a source, a relay and a destination 
1.5 Cooperative Communications 
Recently, cooperative diversity has been proposed as an effective solution to mitigate the 
diaiiiiel iiiipainrients in wireless network [41]. The idea is to take inultipatli propagation as 
several relay channels, so the capacity increases. There are plenty of fundamental papers 
which have discussed this underlying technique including [42] [43] [26] [25]. Due to the 
broadcast nature of wireless cliaiinel, neighbors which are not the targeted receiver can also 
receive the transmitted signal. As a result, neighbors can act as relays to provide further 
independent transmission path to the originally targeted node. Tims, the diversity gain can 
be utilized to reduce the total power consumption for achieving same data transmission rate. 
Most import ant 1)^, the power consumption is a crucial factor to determine the performance 
of routing sclieines for wireless ad hoc networks. Thus, employing cooperative diversity in 
routing protocol takes benefit from it. 
Let's consider the network in Fig. 1.1 where S is the source node and D is the destination 
node. Due to the impairments in the wireless cliannel, the direct channel from 5 to D could 
be very bad. As a result, the transmission in the direct link is severely deteriorated and 
thus the destination cannot obtain the full information. The cooperative commmiication is a 
solution to this problem. As there is a relay node, R, which can listen to the signal originally 
intended to jD, R can act as relay to further forward the information. Thus, there are two 
independent channels from 5 to D and the overall performance of the transmission will be 
more stable. This outlines the benefit of cooperative diversity. 
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1.6 Outline of Thesis 
The rest of the thesis is organized as follows: Chapter 2 is a survey of the literature on 
topics of cooperative conunuiiication, cooperative routing, information-theoretic study and 
optimization techniques. In Chapter 3 and Chapter 4, we study the single-source-single-
destiiiatioii system for the iion delay-tolerant case. In Chapter 3，we present an algorithm 
to enumerate all the possible routes to achieve the optimum. Chapter 4 describes 3 heuristic 
algorithms to preserve the cooperative gain. The multiple-source case is discussed in Chapter 
5. W e give the reader 3 route multiplexing schemes to minimize the total energy consump-
tion given spectrum efficiency constraints. Conclusions and future research extension are 
presented in Chapter 6. 
Chapter 2 
Background and Related Work 
In this chapter, we will review some previous works about the cooperative communications. 
The idea of cooperative communications applied to the routing issue, called cooperative rout-
ing, will come next. Then, we will discuss the related information-theoretic study. Moreover, 
several optimization techniques which are utilized in determining cooperative routes will also 
be mentioned. 
2.1 Cooperative Communications 
Under different research aspects, there are various terminologies for cooperation communi-
cations including Cooperative Diversity, User Cooperation and Coded Cooperation. Before 
we focus oil the topic of cooperative routing, we first go over these related areas 
2.1.1 Cooperative Diversity 
As multipath fading is one of the fundamental limiting factors to the wireless communi-
cations, researchers are seeking methods to improve the reliability of the message signal 
Equalization, channel coding and diversity are three major techniques generally used to cope 
with the impairments in the wireless environment [38). In diversity techniques, information 
is transmitted over several separate channels that are affected by uncorrelated fading and 
noise process. These channels are separated as independent by frequency, time or space. For 
8 
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Figure 2.1: A 3-iiode system 
time diversity and frequency diversity, multiple copies of the same signal are transmitted at 
different time instants and the frequency spectrum regions respectively. In space diversity, 
antennas are implemented at transmitters or receivers to provide spatial diversity. However, 
there is a limitation that multiple antennas at the transmitter or receivers have to be 0.4 
A to maintain the independency of the channels [38]. It is impractical and costly for the 
implementation. Recently, the suggestion of cooperative communications provide with the 
spatial diversity to solve the problem. The diversity gain can be achieved by using the other 
physical nodes which resemble the functions of antennas. 
The research of cooperative diversity was pioneered by Laneman in [26) [25] [28]. There 
are several cooperative protocols which are in low-complexity to achieve the spatial diversity. 
The model studied is the standard 3-node network with a source, a relay and a destination 
which is depicted in Fig. 2.1. The transmission is in time division manner. First of all, the 
source transmits to destination. Due to the wireless broadcast nature, the relay can also 
listen to the signal. Then the relay will decide whether to transmit the received message to 
the destination by certain cooperative strategies. The follows are the two major proposed 
methods. 
• Amplify-and-Forward., the relay amplifies the message received from the source and then 
transmits the amplified version to the destination. 
• Decode-and-Forward: the relay decodes the message received from the source and then 
retransmits the decoded message to the destination. 
Laneman also suggests several cooperative strategies like Selection Relaying and lucre-
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mental Relaying [25]. If the source-relay channel is favorable, the relay will do forwarding. 
Otherwise, the source continues the transmission with repetition cliannel codes. This scheme 
is called Selection Relaying. For Incremental Relaying, the feedback information from the 
destination will notice the relay whether the source-destination transmission is successful. 
Hence, the relay will further forward the message only if the destination fails to receive the 
message from the source. 
By the analysis of outage, the fixed D F scheme does not offer diversity gain for large 
SNR., With the strategies of Selection Relaying or Incremental Relaying, full diversity can be 
achieved. Compared to the DF, the A F scheme is simpler while it is rather impractical to 
store sufficient information to reproduce analog signal. Moreover, noise will be amplified as 
well through AF. The major limitation for D F is the error induced for further propagation 
at relay. Nevertheless, the D F scheme has the advantage of error correction at relays for 
improving sigmi】 decoding performance. 
The full spatial diversity can be increased from the number of decoding relays to the 
nurnber of total cooperating terminals mentioned in [27]. It can be achieved by using space-
time-coded algorithm rather than the traditional repetition code. 
Recently, the work has been extended to the multiple-relay cooperation. In [48] [47], the 
authors investigated the relaying problem in parallel relay networks with a source send-
ing iiifonnatioii to a destination via multiple relays in both phase-syiicliroiious and phase-
a^ yncliroiioiis cases. 
2.1.2 User Cooperation 
111 user cooperation, there are no pure relay nodes while each source overhears one another's 
message and later forward the received message to destination. Sendonaris pioneered the 
research on user cooperation to increase uplink capacity of cellular systems in [41). The users 
ill the cell can act both as source or relay and thus diversity can be achieved. 
The transmission of 2 users is divided into 3 time periods: 
• Period 1: each user transmits its own first message part to the destination (base station). 
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• Period 2: each user transmits its second message part to the destination and its partner. 
• Period 3: each user combines its own data with the received partner's message during 
period 2 and then transmits the cooperative message to the destination. 
The achievable rate region was derived to show the presence of capacity gain [42] [43]. The 
inner and outer bounds is well studied in [11], The author had characterized the capacity 
gains for both the transniitter cooperation and the receiver cooperation at high SNR case. 
Also, the analysis of outage probability was presented in [42] for the slow fading channel. It 
is demonstrated that the outage probability can be reduced by user cooperation even in the 
situation that capacity cannot be greatly increased. Code-division-multiple-assess C D M A 
iinplementation was also considered to illustrate the benefits of user cooperation. 
Authors of [21] studied user cooperation at 2-source-2-destination network using the DF 
scheme. In that scheme, sources exchange the message and jointly encode the message using 
MI M O broadcast channel coding. The total sum rate of this system is studied. However, it 
is assumed that full-duplex relaying is available which is impractical. In [33], two half-duplex 
scheiiics for 2-source-2-destiiiation system is proposed with the analysis of the sum capacities. 
Superposition code is suggested for sources multiplexing in one scheme while the other does 
multiplexing using time-division-multiple-access (TDMA). The scheme using superposition 
code can achieve a higher sum capacity than the other. 
2.1.3 Coded Cooperation 
Hunter and Nosratiiiia devised Coded Cooperation scheme in [15] [14] [1(3] where the source 
data is augmented with cyclic redundancy check (CRC) code. In Coded Cooperation, mes-
sages are encoded into a codeword that is partitioned into two segments which contain Ni 
and N2 bits respectively. In the first time frame, each user transmits a code word consisting 
of its iVi-bit partition. Then, each user tries to receive decode partner's transmission. If the 
partner's data is decoded successfully, the user transmits its partner's next N2 bits which are 
the parity bits. Otherwise, it transmits its own N2 party bits. As a result, diversity gain can 
be achieved as each user's code words are transmitted from independent fading channels. 
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There are 3 fundamental benefits of using Coded Cooperation. 
1. C R C code is more efficient than the repetition code 
2. The performance degradation due to the forwarding of erroneous estimation of partner's 
message in the D F scheme and the amplifying of noise in the A F scheme can be reduced 
due to the error clicckiiig ability of C R C code. 
3. Knowledge of the inter-user channel is not necessary required at the destination for the 
optimal detection. 
Furtliennore, the Coded Cooperation was extended to space-time block code and turbo 
code in [20]. In space-time cooperation, users can send both its messages and its partner's 
messages simultaneously in the second time frame. As a result, it still yields diversity gain in 
fast fading. For turbo coded cooperation, the gain is larger than the non-cooperative turbo 
coded system. 
2.2 Cooperative Routing 
The application of cooperative diversity onto the network layer particularly routing problems 
has been recently investigated. The paper by Kliandani, Abounadi, Modiano and Zheng [22] 
pioneered this joint problem work. The primary goal is to find the route which minimizes 
the total power consumption. They gave 3 link cost derivations including Point-to-Point 
link, Point-to-Multi link and Multi-to-Point link. The optimal route can be provided by a 
dynamic prograniming algorithm. First, they transformed the physical network graph into 
a flow graph, Cooperative Graph in which each vertex refers to a possible set of physical 
nodes that have completely received the information and each edge refers to a single-hop 
routing step causing the vertex's transition. The value on the edge is the power required 
ill that routing step. Then, applying Dijkstra's algorithm to find out the shortest path 
ill the transformed flow graph gives the physical routing path. Moreover, they presented 
two heuristic methods with good quality performances. Both two methods are initiated by 
the optimal non-cooperative route. One method, Cooperation Along the Minimum Energy 
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Non-Cooperative (CAN-L) method, chooses the last L node along the minimum energy non-
cooperative path to participate in the cooperation transmission. The other, Progressive 
Cooperation (PC) method, updates the Best Path from the source up to the destination. For 
other articles regard to cooperative routing, these 2 methods are always treated as controls 
for comparison. Another contribution of that paper is the introduction of the terminology 
Cooperative Energy Savings, will be referred as Cooperative Savings in the rest of the paper, 
which is the energy ratio reduced for a cooperative routing strategy to the optimal non-
cooperative strategy. 
. _ Pt(No71 - cooeprative) 一 PT(Coopeartive) 
5 隱 — = PTiCoopeartive) (2.1) 
111 fact, authors of [29] proved that the Minimum Energy Cooperative Path (MECP) rout-
ing problem, which uses cooperative radio transmission to find the route with the miniinum 
energy cost from a source to destination, is NP-complete. 
As a result, papers tried to develop suboptimal energy saving but practical approaches 
for routing under cooperation communications. All of tliein aim at providing distributed 
and simple routing strategies at each hop. In [31], the authors proposed three approaches, 
which can also be used to categorize heuristic methods in other papers. These approaches 
are suggested for integrating routing and cooperation. 
• Relay- by-flooding: the message is propagated by flooding and multiple hops. 
• Relay-assisted routing: uses cooperative nodes of an existing node. 
• Relay-enhanced routing: adds cooperative nodes to an existing node. 
Moreover, three cooperative schemes, Simple Relay, Space- Time- Coded Relay, and Best-
Select Relay, are studied as well in [31] with simulations. For the Best-Select Relay, only the 
node with the highest mean gain to the destination is chosen to be the relay performs signif-
icantly better than the rest. Besides, they demonstrated that the usage of the instantaneous 
SNR instead of the average SNR improves the performance significantly. 
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One way to find an energy-efficient cooperative routing path is by applying relay-seeking 
strategy on the optimal non-cooperative path. Distributed Weighted Cooperative Routing 
Algorithm (DWCRA) from [3], Cooperation Along the Shortest Non-Cooperative Path (CAS-
NCP) from [19] and the Relay-Selection Criterion from [18] carry out different distributed 
protocols for nodes in each stage of the existing non-cooperative path to seek for their relays. 
Simulations have been shown with better performances over the non-cooperative case and the 
CAN-L heuristic scheme suggested from [22], Another way to find out a good-performance 
cooperative routing path is by applying various cooperation-based link cost formulas to the 
existing non-cooperative algorithm like Bellman-Ford algorithm. Minimum Power Coopera-
tive Routing (MPCR) from [19], Cooperative Shortest Path Algorithm (CSPA) from [29] and 
Source Node Expansion Routing (SNER) from [51] are the examples for this kind of routing 
algorithms. They are compared with the former algorithms. Simulations show less total 
power consumption is required in the latter type of routing algorithms. The result are rea-
sonable as the former is limited to applying the cooperation protocols on the certain niimber 
of nodes on the existing non-cooperative path while the latter can consider any node in the 
network in each step. 
Ill [44], the authors establish practical routing schemes for two kinds of communication 
regimes, power-limited and band width-limited. The number of hops minimized the power 
coiisuinptioii was studied. Single-hop transmission is preferable for the bandwidth-limited 
regime especially for the higher spectral efficiencies constraint. O n the other hand, multiple-
hop coiiiinuiiicatioii performs very well in the power-limited regime. 
Previously mentioned papers consider synchronized cases. The authors of [51] consider 
cooperation routing without the presence of caiTier level synchronization. If Decode-aiid-
Forward scheme is used, they showed optimal relaying structure can be converted to a se-
quential path. As finding the optimal sequential path is still hard, so they present two poly-
nomial heuristic algorithms, namely Cooperative routing along Truncated Non-Cooperative 
Route (CTNCR) and Source Node Expansion Routing (SNER), to find high-quality cooper-
ative routes. 
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The study of cooperation routing has been developed to the application of wireless sensor 
networks. There are paper like [9] [10] discussing the relationship of joint clustering and 
optimal cooperative routing, where neighboring nodes dynamically form coalitions and coop-
eratively transmit messages. Moreover, [30] presented an efficient cooperative routing scheme 
with space diversity using space-time block code. They also gave the network performance 
measures including network throughout and delay analyzed via M/G/1 queuing model. In 
the favor of the large pools of fundanieiital cooperative routing schemes, some realistic coop-
erative routing algorithms are present. For instance, [46] proposed a strategy by introducing 
link metric derived from the Chernoff information and Schweppe's likelihood recursion in the 
sensor network. 
The study of cooperative routing is mainly focusing on the single-source case. In [17], 
Hunter and Nosratinia proposed strategies of cooperative routing to the User Cooperation 
where there are multiple sources in the network. The work examined how the users find their 
partner for cooperation. Three distributed protocols, random selection, received SNR selec-
tion and fixed priority selection, are suggested for source partnering baaed on randomness, 
highest signal to noise ratio and fixed priority list respectively. By the outage probability 
analysis, they showed full diversity in the number of cooperating users can be achieved. 
However, this work can only be considered as the first step for finding optimal or subopti-
inal route for multi-source cooperation. Furthermore, there should be something done for 
multiple-source unicast case. 
VVhoii there are multiple sources seeking energy saving routes with distinct destination, 
the selection strategy should be different from that of single source routing case. One intu-
itive solution is to find out the optimal siiboptimal route for each source separately without 
considering the others. And then combine all these routes together. However, interference 
could degrade the performance severely and strongly increase the total power consumption 
ill the system. Although there are optimal and numerous single source cooperative routing 
schemes, it is not guaranteed that applying any of them can outperform traditional routing 
approach in multiple sources case. One way to solve this problem is by investigating the joint 
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problem of routing selection in network layer and contention avoidance among multiple links 
over multiple flows in M A C layer [52]. Yet, the algorithm focuses on contention avoidance but 
ignores the way to combine the routes. In [4], the authors consider the issue of cooperative 
routing under effect of multi-users interference under U W B networks. Indeed, the studj^  can 
be extended to general wireless networks by considering the information theory level. 
To formulate the link cost for cooperative routing, authors in the pioneering work [22] 
were actually concerned about the power consumption rather than the energy consumption. 
It is then assumed that time issue is not considered for the majority of the later work on 
cooperative routing. The study is applicable when delay is not a concern and the system 
performance is measured by the accuracy and energy consumption not the speed. However, 
this kind of link cost formulations is not so appropriate to represent the cost in most of the 
ad hoc networks. As a result, energy consumption should be replaced as the cost metric. 
In some work like [22] [29], some energy-efficient routing protocols were suggested. Yet, the 
authors treated the energy coiisuinptioii for each signal regardless of the routing path. And 
each hops uses up the same length of transmitting time slots. The scheduling effect on the 
power was ignored. As a result, finding optimal or heuristic energy-efficient protocols in a 
general ad hoc network is still an open topic. 
2.3 Information-Theoretic Study 
One of the advantages of cooperative coiniiiuiiications is to increase the achievable rate and 
information capacity. In our study on cooperative routing, we define the power consumption 
of a link connected to the spectrum efficiency in information theoretic level. As a result, we 
are giving some important information theoretic results previously discovered by researchers. 
The study of cooperative coininunications developed from the relay cliannel which is de-
picted ill Fig. 2.1. Ill the first work, van der Meiilen introduced a model for relay channels 
with 3 nodes [49]. Tlie lower and upper bound of the capacity was deduced in the work. 
Later, Cover and El Gamal proved several capacity theorems for this 3-node relay channel 
from Theorem 1 to 6 in [6]. The capacity of the degraded relay channel was found. They 
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also showed the achievability of this capacity by the superposition block Markov encoding 
and established the converse. 
Then, the study of information capacity on cooperation communications rooted from 
this relay cliannel and carried on. Currently, the study of capacity region in the wireless 
infrastructure network are presented in [41] [42] [11] in which it is the user cooperation model 
consists of 2 users and an access point. For ad hoc networks, [26] [25] [28][27] have dealt 
with iioiiergodic fading or delay-constrained scenarios and have characterized performance 
by outage probability. 
The study of the informatioii-theoretic achievable rate regions and capacity bounds has 
been extended to several complex cooperation systems. In [50], authors gave capacity bounds 
of 3-node multiple-input multiple-output (MIMO) relay channel in full-duplex mode. For 
Rayleigh fading channel, capacity could be characterized exactly with lower bound leveling 
with upper bound under certain conditions. In [12], upper and lower bounds for the in-
fonnation capacity of four-node ad hoc network were derived. In this network, there are 
2 trciiisinitters and 2 receivers that both source cooperation and destination cooperation 
are performed. The authors showed cooperation does not provide multiplexing gain while 
achieves high SNR additive gain. 
Under different channel state information (CSI) and power allocation assumptions, capac-
ity gains from transmitter and receiver cooperation in the relay channel were studied in [34] 
and [35]. It wai； deinoiistrated that transmitter cooperation benefits more with CSI while 
receiver cooperation outperforms transmitter cooperation under optimal power allocation. 
2.4 Optimization techniques 
111 this thesis, optimization plays an important role as the minimization of the total power 
consumption is required to find optimal or high-quality routing paths. A survey of useful 
optimization knowledge techniques is presented in this sub-chapter. In general, the class of 
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typical optimization problem can be expressed in the formed: 
minimize f(x) 
(2.2) 
subject to X ^  X 
where / :况"—况 is the objective fuiition and X C 况"is the feasible region. 
Some important classes of optimization problems include: 
• Linear Programming (LP): Here, the objective function is a linear function and the 
feasible region is a set defined by linear inequalities. 
• Quadratic Programming (QP)： Here the objective function is a quadratic function and 
the feasible region is the same as LP. 
• Semidefinite Programming (SDP)\ Here, the objective function is a linear function and 
the feasible region is the intersection of the cone of positive semidefinite matrices. 
These three types of problems can be solved efficiently [40]. As a result, converting a 
particular optimization problem into a problem of these forms is the first consideration in 
many recent researches. 
Most of the problems in power optimization are nonlinear programming. When researchers 
put insights to derive optiinality conditions for this kind of optimization, they always consider 
Karush-Kuhn- Tucker conditions�will be referred as K K T conditions in the rest of the thesis, 
which are necessary and sufficient for a solution in nonlinear programming to be optimal, 
provided some regularity conditions are satisfied [2]. K K T conditions are described as follows. 
For the iioiiliiiear optimization problem in form: 
minimize f(x) 
subject to gi{x) < 0 (2.3) 
hj{x) = 0 
where the function to be minimized is / :况"—况 and the constraiiited functions are 
(jS = 1’...’ m)：況"—况 and hj(j = 1’.., I):况"—况. 
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Assume that it is continuously differentiable at a point x. If x is a local minimum that the 
family {Vgi(x)}iQ/ of vectors is linearly independent, where I = {i e {1,..., m } : gi(x) = 0}, 
then there exist constants (m and Xj such that 
m I 
V/(5) + + ^iV^(x) = 0 (2.4) 
2=1 j = l 
gi(x) <0, Vi = 1,..., m (2.5) 
hj(x) = 0 , 力 = 1 、 … ( 2 . 6 ) 
fii > 0, Vi = l,...,m (2.7) 
f-LiOiix) = 0，V?： = l’...’m (2.8) 
When the objective function f and the inequality constraints p^ are continuously differen-
tiable convex functions and the equality constraints hj are affine functions, the K K T condi-
tions are also sufficient for optimality [2]. 
One may argue that with those optimization theories will be of little value if the solution 
of the problem caiiiiot be found. With those conditions, the problem of optimization has 
been transformed to a system of several simultaneous equations. Abundant software and 
toolboxes with simultaneous equation solver are available. One best known method to solve 
numerically is Newton's Method. If there is a system of k non-linear equations with k 
unknowns expressed in a /c-dimension vector, that is to find out the zeros of the functions F, 
the problem is converted to a system of linear equations as follows. 
JpMiXn+l — Xn) = -F{Xn), (2.9) 
where Xn is the iterated solution value and Jf(‘t„) is the Jacobian matrix. W e begin with 
a first guess, Xq. And then we continue solving the corresponding Xn+i iteratively until the 
root converges. The iterated values lying outside the feasible region can be projected back 
to continue the process. 
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There are also several other optimization techniques suggested. Most algorithms are 
based on iterative descent which means algorithms generate a sequence of point based on 
the preceding point while each transition of points causes some object functions to decrease. 
One widely used class is gradient descent method. The idea of gradient descent is to look for 
a stationary point of f such that x satisfies Vf(x) = 0. The algorithm begins with Xq G 
c\s the initial iterate and proceed to next iterate in the direction proportional to the negative 
of the gradient. The iteration role is 
X m = X k + 7 A : V / ( . T f c ) (2.10) 
where 7, step size, is nonnally a decreasing sequence defined by researchers. If / is a convex 




111 this chapter, we consider cooperative routing in the single-source-siiigie-destiiiation case 
for a static wireless network. Besides the source and the destination, there are other nodes 
available in the network to act as candidates relays. The primary goal is to minimize the total 
energy consumed for routing with the utilization of these relays. Full information will then 
be routed from the source to its destination in a sequence of transmission time slots through 
this optimal routing path. The Minimum Power Cooperative Path, which determines the 
cooperative policy that minimizes the total power consumption in the network, was already 
suggested in [22] by looking for the shortest path in the transformed Cooperative Graph. 
Yet, it is fairer to compare the performance of various routing path under a time constraint. 
As a result, we state a way to determine the Minimum Energy Cooperative Route. Siinilar 
to [22], we suggest a new Cooperative Graph which gives a graphical 狐y to emimerate 
all possible routing paths. Each node in the Cooperative Graph represents a routing path 
instance in which optimization is required for the scheduling. In this chapter, we will present 
the optimization details and also an algorithm to simplify the optimization steps. 
21 
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3.1 System Model 
3.1.1 Network Assumptions 
The network model we studied is the wireless ad-hoc network consisting of arbitrarily dis-
tributed devices called nodes with single onmi-directional antenna. All nodes that are within 
the transmission range can receive transmitted signal. Thus, it creates virtual antenna, array 
effect and cooperative diversity. 
The same network assumptions are defined in [22]. Each node can dynamically adjust 
its transmitted power and phrase. Moreover, the channel parameters (including the channel 
gain and phase delay) can be estimated by receivers and feedback to the transmitter. As a 
result, instantaneous channel state information (CSI) is available at both transmitters arid 
receivers. Also, each node can adjust its transmitted signal phase to synchronize with other 
nodes. This is possible for slow varying channels when channel coherence time is much longer 
than the block transmission duration. Under this setting, the information is routed from the 
source to (lestiiiatioii in a sequence of traiisiiiission time slots. Each transmission causes only 
one use of the channel without interference. 
3.1.2 Routing Process 
There is iiifonnation generated at a node. It is referred as source S in the rest of this chapter. 
Full inforinatioii will then be routed from S to its corresponding destination node D during 
a sequence of trmismissioii time slots. These transmission time slots are regarded as stages 
later. In each stage j, we define Sj and Dj as the sender-set and receiver-set for routing the 
message generated from S respectively. Decode and forward scheme is used in the cooperative 
diversity. In each stage, receivers either successfully decode the full information from one 
source or fail to do that. W e have the route: Si —>• Di in the step, S2 —D2 in the 
step, ... , Sh — D}i in the h^ ^ step. To route information to the destination, D should be 
included in Dh. The task is to pick the best /1, hop size, and the corresponding node-set Sj 
in each stage such that the total energy consumption is minimized. 
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3.1.3 Transmitting Signal 
W e consider the transmission between two nodes s and d. The received signal is y{t)= 
ae^^uj(i){t) + n{t), where (j)(t) is the unit-power signal. Here, additive noise is considered and 
the noise power for n{t) is NQW. The cliaiiiiel is then modeled b》'two parameters, namely 
the magnitude attenuation factor a and the phase delay 6. W e assume a propagation model 
where a is proportional to the inverse of the square of the transmission distance and the ratio 
is a random variable with Rayleigh distribution. The channel phase delay can be estimated 
successfully due to the slow fading property. 
For the receiver d, it can successfully decode the signal if the transmitted power, lj^, is 
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large enough such that the SNR ratio at the receiver, ^ ^ , is above the threshold SNR. 
The threshold SNR is determined by the transmission rate constraint under the information 
capacity. Otherwise, no information is received. Also, it is assumed that nodes can only 
decode based on the signal power received in a single transmission stage. As a result, we do 
not consider power accumulation over multiple transmission stage in this thesis. Neverthe-
less, the research for the routing protocol can be further extended with the consideration of 
iiifonnation accumulation. 
Ill the setting, we are able to adjust the complex scaling factor This property allows 
us to control the magnitude and the phase of the signal. With the information of the channel 
phase delay, the effect from 6 can be ignored. Thus, the model is simplified for the derivation 
of the optimal cooperative routing protocol. 
3.1.4 Link Cost Formulation 
Following from [22], we present 4 basic link cost expressions. The link costs are derived based 
oil the bounds on the rate at which information can be processed in inforination-theoretic 
level. All these links are corresponding to the transmission of the same information with the 
spectrum efficiency R iiats/s/Hz in time T. Later in the paper, R and T are referred as 
transmission rate constraint and time constraint. 
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Point to point link 
It is the link between one source node s and its single destination node d. LC{s, d, T) is 
denoted as the link cost, which is the niiiiimuni energy required for the transmission, from s 
to d with time constraint T. In general, we can carry on the process to obtain the optimal 
route once the point-to-point link cost is formulated under any physical layer setting. For 
example, we consider the received signal as y{t) = a e ^ 没 � + n{t) in this paper. The link 
cost LC{s,d,T) — is stated as follows 
L C W ) 二 料 r - 1 ) (3.1) 
Broadcast link 
It is the link between one source node s and its several destination nodes d = {di, ¢/2, ..， 4^}. 
The broadcast link cost LC{s,d,T) which is the minimum broadcast transmission cost takes 
the maximum value among all the individual point-to-point link costs. 
LC{s,d,T) = mBxJ^LC(s,duT)} . (3.2) 
Cooperative link 
It is the link between more than one source nodes s = {si, S2, ..,5^ } and their shared single 
destination d. W e assume signals simply add up at the receiver. Energy can be allocated by 
optimization. By paper [22], it is proven that the cooperative link cost is stated as follows 
LC{s, d, T)=〜1 1 , (3.3) 
LC(Si，d’T) 
where LC(si, d,T) is the individual point-to-point link cost. 
Multi-Point-toMulti-Point link 
It is the link between more than one source nodes s = {si, S2,.., Sjt} and several common 
destinations d = {di,d2, di}. The use of high performance cliannel encoding and decoding, 
like the Turbo code suggested in [1], can allow performance approaching the theoretical 
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limit of maximal information transfer rate, namely the Shannon limit. When we consider the 
optimal cooperative routing path under the bounds of information rate, this link cost between 
multiple sources and multiple destinations is the maximum value among all the cooperative 
link costs. 
LC(s,(i, T) = max {LC(s,dj,T)} ， (3.4) 
J = l’...’fc 
where LC(s,dj,T) = — i ! . 
LC(ai,dj,T) 
3.2 Minimum Energy Cooperative Route 
There are 1 source S, 1 destination D and n other available candidate relays for routing. 
The problem of finding the Minimum Energy Cooperative Route from S to D under the time 
constraint T cannot be solved by the dynamic programming mentioned in [22]. The wa》' we 
suggested is to enumerate all the possible cases by constructing the cooperative flow graph 
which cannot be further reduced. 
3.2.1 Cooperative Graph 
The initial sender-set is simply S, and the termination set has to include D. As the 
destination nodes in this stage will be included in the sender-sets starting from the next 
stage, the system can be regarded as 5/.+1 = Sk U Dk for k = 1,2,..., I — 1 where I < n + 1 
is the total number of stage(s) involved. Scheduling is required for each route candidate. 
The objective is to look for a sequence Df. such that the total transmitted energy, Et, is 
ininiiiiized. 
Et= niin (3.5) 
E h=T k 
The Cooperative Graph can be used to enumerate all possible cases. 
Each vertex of the Cooperative Graph represents a possible route. Each vertex has a state 
which is a set of physical nodes standing for the destination set of a routing stage. All its 
preceding parent vertexes except root S determine the destinations of each previous stage 
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respectively in order. The destination nodes of this stage are involved in the sender-set of 
next stages for cooperative contribution. The source of the first stage and the destination of 
the last stage have to be S and D. 
The steps to construct the Cooperative Graph are presented in Algorithm 1. There are n 
rows for locating vertexes in the Cooperative Graph. A vertex with state S is located on the 
first row. The states of all vertexes do not include D. To construct new children vertexes 
ill the next row for a vertex, we consider the sender-set being the union of the states of 
this vertex and that of all its ancestor vertexes. All possible corresponding receiver-sets are 
regarded as the states for the children vertexes. The vertex with state of a smaller set will 
be located left to the vertexes with states of larger sets. 
Algori thm 1 Steps to construct the Cooperative Graph 
Initialization: 
1: Prepare n + 1 rows 
2: Index each row from the top to the bottom in ascending order from 1 to n + 1 (first row numbered by 1, 
second row numbered by 2，and so on). This index stands for number of hops required 
3： Define 三 as the set of n available candidate nodes 
B o d y : 
1： Construct a vertex in the row with the state S 
2: for i = 1 to 7i do 
3： for all vertexes if) in the row do 
4: A is defined as the union of "0’s state and all its ancestor vertexes' states 
5： Order the nodes 7 G E - A in ascending order of L C ( A , 7 , T ) , label the order set T with elements 
Fi, r.2’..’’ r丨三一A| 
6： for j = 1 to |E - A| do 
7： Construct a vertex which is the child vertex of ‘4) with the state Ufc=i j ^ k i" the i + row. 
8： end for 
9： end for 
10： end for 
All possible routes can be obtained in the Cooperative Graph by Algorithm 2. Each vertex 
in the Cooperative Graph contributes to a possible route. The states in its preceding vertexes 
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determine the receiver-set in each stage. All nodes in the receiver-set of a stage are then 
involved in the sender-sets of all the succeeding stages for cooperation. 
Algori thm 2 Steps to obtain all possible routes from the Cooperative Graph 
1： for i = 1 to 71 + 1 do 
2: for all vertexes in the row do 
3： Di_i = state of 
4: � = 
5: while parent vertex of ^ exist do 
6: ^ = parent vertex of ^ 
7： j = row number of ^ 
8: Dj 一 I = state of ^ 
9： end while 
10： Si= S and Di = D 
11: = S^U Dk for k — 1 ,2 , . . . , i 
12: a possible route: Si to Di, 8-2 to D2, ..., Si to Di 
13： end for 
14： end for 
3.2.2 An Example of the Cooperative Graph 
W e now present an example that illustrates how to construct and use the Cooperative Graph. 
A network with 3 relays is shown in Fig. 3.1. The edge from a to b represents the link cost 
LC(a, b, 1). The corresponding Cooperative Graph is given in Fig. 3.2. 
When the sender-set contains only S, the link cost to relay 1 is the least, to relay 2 comes 
next and to relay 3 is the most. Under our graph-construction algorithm, vertexes with states 
'1', '1, 2' and '1, 2, 3' are present in the second row. When the sender-set contains both S 
and relay 1, the link cost to relay 3 is less than that to relay 2. As a result, vertexes with 
states ‘3，and '3, 2’ are drawn as the children vertexes for the vertex with state ‘1’. 
All possible routes for Fig. 3.1 liave been listed in Table 3.1. 
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Figure 3.1: A 5-node Network Example 
C ^ c S G D 3-h。。 
4-h�� 
Figure 3.2: The corresponding cooperative graph 
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Number of Hop(s) Route 
1 S ^ D 
2 D 
2 
2 {1 ,2 ,3 } D 
3 <5 — 1 — 3 — 1) 
3 — 1 — { 3 ’ 2 } — D 
3 S { 1 ,2 } -> 3 L> 
4 — 1 — 3 — 2 — D 
Table 3.1: All possible optimal routing paths 
3.2.3 Non-reducible property of the Cooperative Graph 
Lemma 3.1. LC(A,B,T) < LC{A',B,T) if A' C A. 
Proof. Suppose B has j nodes Bi, B2,..., Bj. As A' C A, we define /^1,^2, •••.Af, and 
Ai, A2,..., Ai as the elements in A' and A respectively, where k < I. a'f，爪 is the attenua-
tion factor between Ai and B^. So, Yl^^i <^i，m > 叫m. Hence, 
< LC{A',B„„T) for m = 1,2,..., j 
As the inaximum function preserve the inequality, the theorem is proved. • 
Lemma 3.2. LC{A,B',T) < LC{A,B,T) if B' C B. 
Proof. Suppose A has j nodes ^1,^2,..., Aj. As B' C B, we define Bi, B2,..., Bk and 
J3i, ^ 2,..., Bi as the elements in B' and B respectively, where k < I. 
LC(A, B, T) = meix{LC(A, Bi,T), LC{A, B2�T),..., LC[A, Bk,T\ ...’ LC(A, Bi, T)} 
=max{LC(A, B\ T), LC(A, ,.,，LC{A, Bi,T)} 
>LC(A,B',T) 
• 
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Theorem 3.3. The Minimum Energy Cooperative Route can always be obtained from the 
Cooperative Graph 
Proof. W c try to prove by contradiction. Denote this route by p with altogether i hops 
involved. The sender-set and the receiver-set of p in each hop k is defined by Sk and 
Dk. Starting from the first hop, we search for the first destination node set Dj which 
cannot be represented by the vertex's state in the Cooperative Graph. Label dj € Dj as 
the node contributing to the largest value of LC{Sj, dj, T). W e can always find Dj which 
is a vertex's state in the Cooperative Graph such that d* G Dj maximizing LC{Sj,d*, T) 
gives the same value as that of LC{Sj,dj,T). Here, Dj C D*. W e define p* as the route 
which has the same routing path as p but all the nodes in D* — Dj to be added to the 
receiver-set in the j"' hop. Also, the receiver-set of p* in each hop k is defined by D^. W e 
can schedule p* by using the optimized scheduling policy of p, namely ti, ^2,…，U. For 
1 < k < j - 1, LC{Sfc, Dk, tk) = LC[Sl�D*k,tk�as the sender-set and receiver-set are the 
same for p and p* in each hop k. Also, LC(Sj, Dj, tj) = LC(S*,D*, tj) due to the formatioii 
assumption of p*. Moreover, Sj+i C and D*^^ C Dj+i. By Lemma 3.1 and Lemma 
3.2, LC(Sj^i, < LC(Sj+i, Dj+i,tj+i). For the remaining hop k, Sk C SI and 
Dl C Du. Similarly, = L C { S l D l h ) or LC{SlDlt,) < 
Summing up the link costs of all hops, the total cost for p* is less than p. Hence p is not 
optimal which causes the contradiction. • 
Theorem 3.4. The Cooperative Graph cannot be further reduced. In other words, all routes 
obtained by the Cooperative Graph are feasible to the Minimum Energy Cooperative Route 
problem. 
Proof. W e try to give existence proofs for the statements (1) the total cost spent by the route 
obtained by a parent vertex can be less than that of its child vertex and vice verse, (2) the 
total cost spent by the route obtained by the left vertex can be less than that of the right 
vertex when they are siblings (share the same parent vertex), and vice verse. 
For (1)，we consider the vertexes in the Cooperative Graph with state and 
regarded as the parent vertex and the child vertex respectively. Denote the two routes 
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obtained from the parent and child vertex as p and c respectively. There are i — 1 hops 
involved in p and i hops involved in c. W e denote {oi, a2,..., a^} as the sender-set in the 
i — hop for both p and c. Also, {61,62, ...An} is defined as the receiver-set for c in the 
i — 1"'. hop. The sender-set in the i"'. hop for c be represented by {ai, 02,..., flfc+m}. Q-'p,q is the 
attenuation factor between a,, and bq\ pu is the attenuation factor between a^ and d. Assume 
亡1’ 亡2’ …’ U-i to be the optimal timeslots for the hops in c. If 
k k 
JJ=1 P=1 
then LC(Si-i, D, = LC(5i_i, In this case, the total cost for p is less than c 
with less total time spent. Now, assume ii, t2,..., tj to be the optimal timeslots for the hops 
in p. If 1 1 1 1 1 1 ^ = 1 , . a n d YlptT ^ p is sufficiently large, then 
Ill this case, the total cost for c is less than p. 
For (2), we consider the sibling vertexes with state and as the left vertex and the 
right vertex respectively in row i of the Cooperative Graph. Denote the two routes obtained 
from the left vertex and the right vertex as I and r respectively. W e denote {ai, fl2,...’ cifc} 
as the sender-set in the i — 1 仇 hop for both I and r. Also, {61,62, •••.bm} and {61,62, 
are defined as the receiver-sets for I and r respectively in the i — 1仇 hop, where m < n. The 
sender-set in the 产 hop for I and r can be defined as ai, 02,..., cik+m and ai,a2,..., 0^ +71- Q:p，(j 
is the attenuation factor between dp and bq; pu is the attenuation factor between a,‘ and d. 
Assume ti,亡2’ •••lU to be the optimal timeslots for the hops in r. If 
k k 
mill = X ] 〜 ， 
p=l 
then LC{Si.uDl_,,ti-i) = LC(Si-uDi.uti-i). As 
n VI 
p=l p=l 
CHAPTER 3. SINGLE-SOURCE SINGLE-DESTINATION COOPERATIVE ROUTING 32 
tlieii LC(S-, D, ti) > LC[Si,D,ti). In this case, the total cost for r is less than I. Now, 
assume 力1,^ 2’ •••, U to be the optimal tiraeslots for the hops in r. If 
1 1 
max ~~I max t 
is sufficiently large and 
1 1 
is sufRcientl}'' small, then 
LCiSi.u DU.U-i) — > LC{SiD,U) — LC(5,, D,U). 
111 this case, the total cost for I is less than r. 
Under the statements (1) and (2)，whether a node consumes minimum energy depends on 
the attenuation factors with other parameters fixed. Hence, this theorem is proved. 
• 
3.3 Optimized Scheduling 
In the previous section, we have described the construction of the Cooperative Graph for the 
single-source-siiigle-destiiiatiori network with n other relays. Each vertex in the Cooperative 
Graph contributes to one possible routing path. To obtain the Minimum Energy Cooper-
ative Route, scheduling is required for all candidate routes by minimizing the total energy 
consiiiiiption by adjusting the timeslot for each hop. 
3.3.1 KKT conditions 
I refers to the total hops required. Sj and Di are defined as the sender-set in the hop. 
ap^q is the attenuating factor between node p and node q. W e state the scheduling problem 
as follows. 
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minimize XlLi h 
subject to 0 < 1^,^2,•••iti < T 
= T (3.6) 
where h = NoWtk{e^^ - 1)/Ak 
^k = Epes, 
It has been proved in [13] that it is a convex problem. Thus, the K K T conditions are the 
sufficient conditions to the optimal. The K K T conditions are stated as follows. 
〜 - 1 - f ) - T A = 0 for k = 1,2,..., I 
= T (3.7) 
ifc > 0 for k = 1,2,...,1 
There are I + 1 simultaneous equations with I + 1 parameters and I inequality constraints to 
achieve the optimal solution of the scheduling process. 
Here, we illustrate how to obtain the K K T conditions for one possible cooperative route in 
Figure 3.1. W e take the cooperative route, S —^  {1,2} in the hop and {S, 1,2} —> D in the 
hop, as the example. This cooperative route can be retrieved from the second left-most 
vertex on the 2-hop level of the Cooperative Graph in Figure 3.2. Assume the transmission 
rate constraint and the time constraint to be both 1. 
As LC{S, 1,1) = 49, LC(5,2，1) = 50, LC(S, D, 1) 二 135, LC{1, D, 1) = 78 and LC(2, D, 1)= 
145, then 
NoW ,� NoW _ NoW 
e = 49, e = 50, e = 135, 
0:5,1 CI'5,2 as,D 
= ^ ^ 148. 
Thus, 
N g W _ 50 N J ¥ 1 
e A2 1¾ + # + 1¾ 
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As a result, the K K T conditions are 
空(ei/Li — 警 ) _ A = 0 
135 + 78 + 145 \ 2^ > 
E L i 力 — （3.8) 
> 0 
2^ > 0 
3.3.2 Newton's Method 
By using the Newton's Method, we can find out the optimal solution for the I + 1 simul-
taneous equations in the previously mentioned K K T conditions. As the objective function 
Ylk=i fk is convex, we can first set the initial values to be the equal-length tiineslots and 
then the algorithm will converge to the optimal solution without violating the non-negative 
constraints. 
The nonlinear system can be transformed to the following linear system in the x + 1".'. 
iteration. {ti{x + 1)，ti{x + 2 ) , t i { x + 1), A(.t + 1)} is the solution set for this iteration. 
� 1 0 … 0 - 1 ) / + 1 ) - ^ 1 (n-) \ f - C i � 
0 B.2 … 0 —1 t2{x +1) - t2{x) -C2 
• • . ‘ H : — : 
1 I ' • ！ —丄 ： — ： ， 
0 ... 0 Bi -1 ti(x +1} - tiix) -Ci 
\ 1 1 … 1 0 y/ y A(.t+1)-A(a:) y \ -Ci+i ^  
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where 
‘ = i t i { x ) r A , 
TV W , , � rp''/咏） 




〜 1 0 … 0 —1 ) / + ) f -CiBihix) - X(x)� 
0 B2 ... 0 - 1 2^(.^  + 1) -C2 + B2t2{x) - X{x) 
• • , 參 . • 
• • • • 一 I • = • , 
• • • • 丄 • • 5 
0 ... 0 Bi - 1 ti{x + l) -Ci + Biti(x) - A(x-) 
\ 1 1 . … 1 0 乂 A(;c + 1) 乂 y -C/+1 + ti(x)-{-... + ti{x) y 
As a result, the iteration can be performed under the follow steps. 
+ 1) 二 - 〜 + 發 二 ( 3 . 0 ) 
可） 
+ 1) = + + + forl<i<l (3.10) 
Bi 
The optimal scheduling solution is the converged values by the previous iterations. 
3.4 Complexity Analysis 
W e realize that the most time consuming part for the Minimiim Energy Cooperative Route 
problem is the scheduling process for each possible route in the enumeration. So, the time 
complexity of this problem should be the total number of vertexes to be constructed in the 
Cooperative Graph as a function of the total number of relays available in the network. When 
the number of relays n increases, the time required to the problem exponentially increases. 
The computational order is deduced as follows. 
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^ F � � 
F(3) CO ^ (¾) 0¾) 
V — — ^ y 
Figure 3.3: An example of Cooperative Graph with 4 relays 
In Fig. 3.3，an example of a Cooperative Graph with 4 candidate relays is shown (n = 4). 
•F(n) is the number of vertexes required in the graph. W e can observe the graph in Fig. 3.3 
is composed of 2 subgraphs with F(3) vertexes each. In general, F(n) = 2F(n — 1) and 
F(0) = 1. Thus, 
F{n) = 2F{n - 1) 
= 2 " (3.11) 
The computational complexity is an exponential function in terms of n. As a result, 
seeking faster ways to obtain the optimal or heuristic cooperative route is the next question 
for the cooperative routing problem. It will also be further discussed in the next chapter. 
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3.5 Simplified Scheduling Process 
For the scheduling in each candidate route from the Cooperative Graph, numerous iterations 
are required in our suggested Newton's method. Indeed, the scheduling process can be 
simplified by an algorithm suggested in this section. To start with, we present a significant 
linear relationship of tirneslots in the low rate regime. 
3.5.1 Linear relationship in low rate regime 
Consider a two-hop route with the transmission rate constraint and the time constraint being 
R and T. The corresponding K K T conditions can be expressed as follows. 
- 1 - ReR/ti/ti)/Ai = A (3.12) 
— 1 — Re^"^lt2)/A2 二 A (3.13) 
U + (3.14) 
It can be further reduced to one equation: 
(e"/“ — 1 — Re 晰 lh�IAi = (e 拟(了-…—i —丑 e 丑/(t-“)/(T — ii))/^ (3.15) 
111 Fig. 3.4, the root ti is plotted against the time constraint T using Equation 3.15 with 
R fixed at 1 nat/s/Hz. W e can observe that ti appears to increase linearly. 
Theorem 3.5. Let tj be the root of Equation 3.15. For fixed i?, ^i, A2, there is a linear 
relationship between t* and T if R is sufficiently small. 
Proof. From Equation 3.15, we have 
— 1 — = ^ i j / e 斯 _ 丄—i^fi /Cr- t ! )八�—广丄））/成• 
Then, 
- 1 - ReR/tl/t;)=驻 1^ (一/(了-⑴—1 — 尺/(『_")/(『-i；)). 
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Figure 3.4: Linear Relationship between ti and T in low rate region 
Applying Taylor Series on both sides, 
Jjia(稱 g ( 华 ) - 竿 ) ） 
. I , , f^jWiT-t^Y _ ^ _ 
/1—0^� i! ‘ ^ � i\ ‘ 
1 = 0 i=Q 
As the lower order terms dominate the summation, so 
hm{A,/A,)(l + {R/tD + ^ ^ ^ - 1 - (iR/n) + t ^ ) ) 
=Hm(l + (R/{T - ⑶ + (專 2—⑶ 2 - 1 — ((R/(T - � + 簿 � � � ) 
Then, 
H m ^^/A.iR/tl) = Um - t：). 
So, 
6i 一 J —1 • 
l + y / J ^ , 
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• 
Theorem 3.6. Let tl, t^ be the solution of Equation 3.12 to 3,14. For fixed R,Ai,A2, there 
is a linear relationship between i* and t\ if R is sufficient small. 
Proof. 
力 v ^ T ^ T 
l + s/A^, 
f* — 1 —T 
2 l + x / V ^ ： 
• 
For the optimal timeslot values t^, t^-, ..., t\ in the scheduling process of an /-hop route, 
t*i and t*j will follow a linear relationship if R is sufficient small. By this property, timeslots 
length can be obtained by a similar way instead of solving a system with I + 1 simultaneous 
equations. 
3.5.2 The Simplified Scheduling Algorithm 
For each possible route from the Cooperative Graph, we can replace the optimization process 
to obtain the cost consumptions by Algorithm 3. Assume we consider the /-hop route with 
sender-sets Si and receiver-sets Di in the hop. ap^ q is the attenuating factor between relay 
p and relay q. For i = 1, 2,..., I, rrii is defined by the relationship i* = rnit*. From Theorem 
3.(3，mi = where Ai = m〜印& EpGSfc ^ Ir 
Without using Algorithm 3, cost for each routing path required has to be optimized by 
solving I + 1 equations with I + 1 variables. By Algorithm 3，cost can be obtained with only 
0(1) steps. 
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Algorithm 3 Calculate Cost Consumptions in each route 
1： for z = 1 to / do 
2:爪‘ = 
3： end for 
4： q = 
5： for i = 2 to / do 
6： t* = niitl 
7: end for 
8： cost= E L i 
Chapter 4 
Heuristic Single-Source Cooperative 
Routing Schemes 
In this chapter, we will discuss 3 heuristic cooperative routing schemes to reduce the total 
energy consumption with the enumeration of fewer possible routes. Same as the previous 
section, information is generated at the source S and is then routed through relays in a 
sequence of hops to the destination D. Recall that we have suggested a way to enumerate 
all possible cooperative routing paths by constructing the Cooperative Graph. Yet, we also 
mentioned this optimal scheme is inefficient due to the exponential computational complexity. 
The 3 heuristic cooperative routing schemes to be suggested, namely Maximum Hops Cut 
(MHC)�Maximum Relays Subgraph (MRS) and Adaptive Maximum Relays Subgraph (AMRS) 
will no longer be in exponential complexity while still provide high-quality performance to 
reduce the energy consuinptioii. MHC controls the maximum hops involved throughout the 
whole transmission. MRS limits the number of relays for cooperative transmission. AMRS 
adaptively controls which relays are available for cooperative transmission along the routing 
path. These 3 heuristic cooperative routing schemes can be depicted by the subgraphs of the 
Cooperative Graph. The detailed steps for these schemes will be described in this section. 
Moreover, simulations are executed to compare the performance among these schemes and 
the optimal one. 
41 
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4.1 Maximum Hops Cut 
4.1.1 The Routing Protocol 
Maximum Hops Cut (MHC) is a heuristic protocol to enumerate all possible routing path 
with an upper limit of the hop size. In particular, K-MHC limits the maximum number of 
liops ill the cooperative paths to be K. The subgraph of the Cooperative Graph for K-MHC 
call be obtained by the following algorithm. 
Algorithm 4 Obtain the subgraph for K-MHC from the Cooperative Graph 
1： for i = 1 to K do 
2: keep all vertexes in the row 
3： end for 
Let US consider a network with one source, one destination and 5 other available relays. 
Fig. 4.1 shows the corresponding Cooperative Graph while the shaded vertexes refer to the 
subgraph representing 4-MHC, 
For K — 4，the computational complexity can be reduced to O(n^) which is acceptable 
to be iiiipleinented, where n is the total number of available relays. The complexity can be 
deduced as follows. Fig. 4.2 depicts the relation among f{i)^g{i) and g{i — 1). 
f{n) = l + g{n)， 
where g{i) = g(i - 1 ) + ⑴ + (i - 2) + (i - 3) + ... + 1 for i > 2 
没(1) = 1 and g(2) = 3. 
Then, 
/ ⑷ 二 1 + E “ E ( “ — 1 ) “ - 2 ) / 2 ) 
z=l t=3 
n H 71 Q n r> n 
= i + E“|E."-書：D+善 El 
1 = 1 1 = 3 i = 3 2 = 3 
12 + + lOn …、 
= 1 2 ( ‘ 1 ) 
=0(n') (4.2) 
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© © 
Figure 4.1: Shaded vertexes refer to the remaining vertexes left by � - M H C for a 7-Node network 
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f � 0 f(4) 0 
Q ( ¾ ( 5 ^ Q) ( ¾ ( ½ ^ 
r 
IidJ [ ( ¾ ¾ ¾ 
V y IV y 
Figure 4.2: The composition of f{i) for i = 3，4’ 5 
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As the MHC scheme ignores the routing paths with large number of hops required, we will 
explain the fact that these neglected cases perform worse than the routes with less number 
of hops in most cases. W e will first give a sufficient condition for the route generated from 
a parent vertex consuming less cost than that of its child vertex in the Cooperative Graph. 
Fi'oni this sufficient condition, we can conclude that MHC is an efficient scheme. 
Assume the cost spent in the route from the child vertex is LC{Si, Di, t*). The 
route from the parent vertex can take the same scheduling parameters t* as that of the child 
vertex, where i = 1, 2,..., n — 2. So, the corresponding cost for it is Yl'ili ^^(^u Di,t*) + 
LC(5„_i, D, ap，q is the attenuating factor between node p and node q. To maintain 
the situation that more cost is spent on the route from the child vertex, the following condition 
should be satisfied. 
K m 二 e 丨 NoWtneR"*^^ > WV(tn-i + C) + e 份 ⑵ 
-^n Bn Cn 
where 
^n = ^min^ [ 《 g ’ Bn = ^ a。 a n d Cn = ^ a“ . 
"一 1 peSn-i peSn peSn-i 
Then, 
, e 只 / ^ - 1 + 亡 ; I ) 、 ^ /e^An 
V An Cn / " V Bn Cn ) _ 
The sufficient condition is 
‘e^/C-i _ e 聊 ; - 1 + " � � Q 
Cfx — 
� ^ ~ 
Thus, 
‘ 
An and Bn are both greater than Cn] otherwise, it is trivial that the route from the parent 
vertex consumes less cost. Combining the two equations by multiplying the left and the right 
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hand sides respectively, we obtain the sufficient condition 
+ • (4.3) 
A/lnftln 急 
For n > 4，increasing n can trigger the decrease of t^-i +1*^  as timeslots have to be assigned 
to more hops. Simultaneously, the values of B^ will increase due to more nodes involved 
ill the sender-set of the la^st hop. However, the logarithm and the square root function in 
小急 In 急 strongly reduce the value of the denominator in the upper bound. As a result, 
the sufficient condition (4.3) can be widely satisfied for large n. W e can conclude that the 
MHC scheme can search for routing routes with cost approaching to that of the optimal 
path. 
4.1.2 Simulations 
W e have carried out several simulations based on a square network where the width is 10 
units. Thus, the location of any node can be represented by a iionnegative coordinate (x, 
y), where 0 < x,y < 10. The attenuation factor a is p/(f where p has Rayleigli distribution 
with parameter equal 1 and d is the distance between two nodes. The noise power is set to 
be 1 for simplicity. For each simulation, the number of source-destination pair is fixed but 
their corresponding locations are uniformly distributed in the square network. Moreover, the 
locations of relay nodes also follow a uniform distribution in each simulation trial. 
W e first simulate for the percentage of obtaining the Minimum Energy Cooperative Route 
(Optimal Route) by using K-MHC�where K = 1,2,3’ 4，5’ 6. There are four cases considered: 
10，15, 20 and 25 candidate relays in the network. The traiisinission rate constraint is fixed 
at 1 nat/s/Hz. Fig. 4.3 shows the result. From the graph, we can observe that the percentage 
is all above 90% for K = 4 under all four cases. 
Moreover, we look for the percentage of total cost consumption increased by K-MHC 
instead of using the optimal path. Fig. 4.4 shows the result. W e can observe that the cost 
consumption by K-MHC is approximately equal to the energy spent in the optimal route, 
which is less than 1% difference, no matter how large the network is for K = 4. Although 
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ioo| . ‘ r l 
户 0 10 total relays 
90 _ O 15 total relays " 
X 20 total relays 
80 - — ‘ — 25 total relays _ 
i r I 
iot- 1 ‘ 1 ‘ 
1 2 3 4 5 6 
max Hop - K 
Figure 4.3: Percentage of Optimal Route found by K-MHC 
it is not necessary for 4-MHC to obtain the optimal route as shown in Fig. 4.3, the energy 
consumed is almost minimal. 
Table 4.1 presents the Cooperative Saving achieved. In [22], the authors showed the 
saving can only be up to 50% in the single-source case by their suggested heuristic algorithm. 
However, the saving can be up to 98.7% with the presence of time constraints in our results. 
Moreover, we can observe that the improvement for 4-MHC over 2-MHC is distinct whatever 
the number of candidate relays is. On the other hand, 2-MHC is good enough to achieve a 
huge, at least 92.7%, saving over non-cooperative routes. 
4.2 Maximum Relays Subgraph 
4.2.1 The Routing Protocol 
Maximum Relays Subgraph (MRS) is a heuristic protocol to look for the best routing path 
with a upper limit of nodes involved in the transmission. In particular, K-MRS limits the 
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120^ , , 1 
L - e - 10 total relays 
~ I ~ 15 total relays 
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Figure 4.4: Percentage of cost increased by the K-MHC schemes to the Minimum Energy Cooperative Route 
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Table 4.1: Cooperative Saving by K-MHC with 10, 15, 20 and 25 relays 
Number of relays//T-Mi/C K = 2 K = 3 / ( = 4 K = 5 
10 92.7% 95.2% 96.2% 97.1% 
15 93.2% 96.4% 97.7% 98.3% 
20 93.3% 96.8% 98.0% 98.7% 
25 93.3% 96.8% 98.0% 98.7% 
maxiimim number of relays involved in the cooperative routes to be K. The corresponding 
Cooperative Graph for K-MRS can be obtained by the following algorithm. 
Algorithm 5 Obtain the corresponding Coopemtive Graph for K-MRS 
1: Define H as the set of n available candidate nodes 
2: Select I< nodes 7 € 三 with the least value of LC(S, 7 , T ) and put them in the set 屯 
3； Obtain the Cooperative Graph with the source S, the destination D and the relay set 屯 
The source S takes the responsibility to carry out Step 2 in Algorithm 5 as channel 
parameters can be feedback to the sender in our model assumptions. If the construction of 
Cooperative Graph can be implemented distributive, MRS can still maintain the property. 
Thus, MRS is highly favorable in terms of implementation. 
The principle of MRS is that most of the relays do not contribute to the optimal coop-
erative route. It can be illustrated by the phenomenon that routes obtained from the left 
vertex in the Cooperative Graph is more likely to consume less energy than that from the 
right vertex. The situation is more obvious if more relays are involved in this hop. W e are 
going to explain this phenorneiion. 
Consider the following function 
囊 、 二 午 + (4.4) 
R and Ai are constants. h{Ai, A2) is a convex decreasing function in A2 when the value of 
Ai is fixed. Fig. 4.5 depicts the graph of h(Ai, A2) against A2 for R = l,Ai = 10. W e can 
conclude that the function is more sensitive to the change in the low value region over the 
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Figure 4.5: Convex Increasing function h{Ai, A2) 
high value region of 7^ 2. 
Denote I and r as the routes obtained from the left vertex and the right vertex respectively. 
The difference of the attenuation factor for I and r is in the last two hops. The cost for the 
last two hops can be expressed in the form of Equation (4.4), where Ai and A2 represent 
the attenuation factor for the second last and the last hop link respectively. Vs Ai is no 
larger than that of r because there are more destinations in Vs second last hop. If the cost 
is consumed less in r than I, r's A2 should be larger than that of Ai for a better cooperation 
performance. When there is enough destinations involved in the second last hop, Ai, which is 
the minimuni value for a bunch of attenuation factors, will be relatively small for both r and 
I. On the other hand, A2, which can be accumulated by the attenuation factors of several 
sources in the last hop, will be a relatively larger value. With the argument of /1(^ 1,^ 2^) 
being a convex increasing function in A2, the effect of attenuation factor in the second last 
hop for I and r play a more critical role onto the total cost consumption. As a result, I will be 
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more likely to cost less than r especially for the cases with a large receiver-set in the second 
last hop. This implies the further addition of relays probably cannot reduce the total cost 
consumption once there are enough relays involved in the cooperative route. Accordingly, 
it is intuitive to limit the niiiiiber of relays involved in the route and the heuristic routing 
scheme, MRS, is thus suggested. 
After discussing the insight into the algorithm, we are going to derive the computation 
complexity for K-MRS. Surprisingly, the complexity is independent of the network size when 
we fix the value of K. 
The computational complexity for K-MRS with n relays is independent of n but in terms 
of K. Considering the optimizations for scheduling as the major steps, we can neglect step 1 
and step 2 in Algorithm 5. As the corresponding Cooperative Graph consider only maximum 
K relays, the complexity then becomes 
F(n) = (4.5) 
=0(1) . (4,6) 
As a result, we can treat K-MRS as a constant algorithm with regardless of the increase 
of n. Fi'oin another point of view, the complexity is still an exponential function in K. W e 
should careful select the value of K to make a balance between the total consumption used 
in transinissioii and computation. 
4.2.2 Simulations 
Again, simulations are carried out in the same square network suggested in Section 4.1.2. 
The attenuation factor is again a Rayleigh random variable times the inverse of the distance 
square. 
Similar to the simulations for MHC, we simulate for the percentage of obtaining the 
Minimum Energy Cooperative Route by using K-MRS. There are three cases considered: 15, 
20’ 25 candidate relays. The transmission rate constraint is fixed at 1 nat/s/Hz. For all the 
3 networks, we simulate for all even numbers of K. Fig. 4.6 shows the result. 
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Figure 4.6: Percentage of Optimal Route found by K-MRS 
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Table 4.2: Cooperative Saving by K-MRS with 10, 15, 20 and 25 relays 
Number of relays//v 6 8 10 12 14 16 18 20 22 24 
10 93.1% 93.0% 93.6% 93.6% 93.6% 93.6% 93.6% 93.6% 93.6% 93.6% 
15 95.3% 95.9% 96.4% 96.7% 96.8% 96.8% 96.8% 96.8% 9G.8% 96.8% 
20 96.7% 97.2% 97.5% 97.7% 97.8% 97.9% 98.0% 98.0% 98.0% 98.0% 
25 97.4% 97.8% 98.0% 98.3% 98.4% 98.5% 98.6% 98.6% 98.6% 98.6% 
The percentage of successfully finding the optimal route can be up to 90% if K = 12,15,20 
for the networks with 15,20 and 25 available relays respectively. Assume K = 10，which 
incurs optimizations, is an acceptable threshold for implementation. W e can observe 
that the percentage gradually decreases from 86% to 64% if the total relays in the network 
increaije from 15 to 25 for 10-MRS. Therefore, it is better to suggest another robust scheme 
which can maintain the optimal performance even the total number of relays increases. 
Nevertheless, we also look for the percentage increase of the total cost consumption by K-
MRS to the optimal route. Fig. 4.7 shows the result. To obtain a route costing approximately 
the same energy consumption of the optimal route in less than 1% difference, we have to set K 
as closed as to the iiuiiiber of total relays available in the network. Due to the implementation 
limitation, we assume K should be at most 10. In this case, the percentage difference of the 
cost consumption in K-MRS and the optimal route is mounting from 10% to 45% when the 
total number of relays grow from 15 to 25. 
When we consider the Cooperative Saving^ which represents the basic beiiefic of Coopera-
tive Routing, the saving is still enormous in K-MRS with a small K. Table 4.2 presents the 
Cooperative Saving achieved. When K is 6, which requires only 64 optimizations, the saving 
is already at least 93%. In this point of view, K-MRS is also an efficient scheme to preserve 
the cooperative routing gain. 
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Figure 4.7: Percentage of cost increased by the K-MRS schemes to the Minimum Energy Cooperative Route 
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4.3 Adaptive Maximum Relays Subgraph 
4.3.1 The Routing Protocol 
Adaptive Maximum Relays Subgraph(AMRS) is a heuristic protocol which is similar to MRS 
to look for the best routing path with a upper limit of nodes involved in the transmission. 
MRS confines the set of relays to be involved in the transmission while AMRS adaptively 
adjust the set of relays from hop to hop. In particular, K-AMRS limits the maximum number 
of relays involved in the cooperative routes to be K. The Algorithm 6 describes how the 
correspondiiig subgraph of the Cooperative Graph for K-AMRS is obtained. 
Algori thm 6 Obtain the corresponding subgraph for K-AMRS from the Cooperative Graph 
1： assign a label \ with value K to the vertex iii the row 
2: keep this vertex in the subgraph 
3： for i = 1 to K - 1 do 
4: for all nodes xjj with x value greater than 0 in the row do 
5： X — the value of x iu xp 
6： for j = 1 to X do 
7： assign \ with value x - j to the j.'." most left child vertex of V，in the (?' + 1)"' row 
8： keep this vertex in the subgraph 
9： end for 
10： end for 
11： end for 
An example of a network with one source, one destination and 5 other available relays is 
considered. Fig. 4.8 shows the corresponding Cooperative Graph while the shaded vertexes 
refer to the subgraph representing 々 -AMRS. 
When we analyze the computational complexity for K-AMRS with n relays, it is important 
to notice the numbers of vertexes in the Cooperative Graph corresponding to K-MRS and K-
AMRS are the same. Both two routing schemes limit the maximum number of relays involved. 
W e can simply conclude the complexity for K-AMRS is constant to n but exponential to K, 
which is 
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Figure 4.8: Shaded vertexes refer to the remaining vertexes left by 4-^MRS for a 7-Node network 
CHAPTER 4. HEURISTIC SINGLE-SOURCE COOPERATIVE ROUTING SCHEMES 57 
F(n) = (4.7) 
= 0 ( 1 ) . (4.8) 
Although the computational complexity of K-AMRS is same as that of K-MRS, tlie total 
cost consumed in the best route selected from K-AMRS is expected to be less than that 
from K-MRS. In fact, K-AMRS is a generalization of K-MRS. The least-cost route obtained 
from K-MRS can also be recovered by K-AMRS if it is the Minimum Energy Cooperative 
Route, but not the other way to be recovered from K-MRS. However, it is easier to carry out 
MRS as the source can determine the set of relays to be participating in the enumeration 
of cooperative routes while the network have to adaptively change the relay-set during the 
enumeration process. 
4.3.2 Simulations 
Rccall that simulations are carried out in the same square network suggested in Section 4.1.2. 
The atteiiuation factor is again a Rayleigh random variable times the inverse of the distance 
square. 
Same as the simulations for MRS, we simulate for the percentage of obtaining the Minimum 
Energy Cooperative Route by using K-AMRS. 3 cases have been considered: 15， 20, 25 
candidate relays. Fig. 4.9 shows the result. 
The percentage of successfully finding the optimal route can be up to 90% if K = 10,11,13 
for the networks with 15, 20 and 25 available relays respectively. Comparing to the result 
from K-MRS, we can observe the percentage converges to 100% in a faster rate for K-AMRS. 
Assume K is set to be 10, which can be feasibly implemented. The percentage drop from 
94% to 80%, which is still a relatively high rate, with the increase of total relay nodes from 
15 to 25 illustrates the robustness of 10-A MRS. 
To evaluate the performance of K-AMRS, we also simulate for the percentage increase of 
the total cost consumption to the optimal route. Fig 4.10 shows the result. With the increase 
of , the percentage tumbles in a faster rate for K-AMRS compared to the result of K-AMRS. 
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Figure 4.9: Percentage of Optimal Route found by K-AMRS 
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Figure 4.10: Percentage of cost increased by the K-AMRS schemes to the Minimum Energy Cooperative 
Route 
Consider the case of K = 10，the percentage difference between the cost consumption in 
A MRS and the optimal route is only 11% when there are 25 relay nodes. W e can conclude 
K-AMRS is an efficient and robust scheme for cooperative routing. 
Again, the Cooperative Saving is huge in K-AMRS with a small K. Table 4.3 presents the 
Cooperative Saving achieved. W e can notice that the saving values of K-AMRS are just a 
bit higher than that of K-MRS which are presented in Table 4.2. In terms of the Cooperative 
Saving which stands for the advantage over non-cooperative route, the performance of K-
AMRS resembles K-MRS. 
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Table 4.3: Cooperative Saving by K-AMRS with 10’ 15, 20 and 25 relays 
Number of vehxys/K 6 8 10 12 14 16 18 20 22 24 
10 93.5% 93.6% 93.6% 93.6% 93.6% 93.6% 93.6% 93.6% 93.6% 93.6% 
15 96.0% 96.4% 96.7% 96.8% 96.8% 96.8% 96.8% 96.8% 96.8% 96.8% 
20 97.3% 97.6% 97.9% 98.0% 98.0% 98.0% 98.0% 98.0% 98.0% 98.0% 
25 98.0% 98.3% 98.5% 98.6% 98.6% 98.6% 98.6% 98.6% 98.6% 98.6% 
4.4 Comparison of three protocols 
4.4.1 Implementation 
Assume the numbers of optimizations required for Ki-MHC, K2-MRS and K3-AMRS in 
the same network with n total relays are the same. K2-MRS is the quickest scheme to 
finish the best cooperative route searching process. For both MHC and A MRS, we need the 
source to collect the whole network's channel parameters to construct the full Cooperative 
Graph with n relays in the first step. Then, the subgraph of the Cooperative Graph for each 
scheme can be obtained by either Algorithm 4 or Algorithm 6 respectively. In the last step, 
the routing path will be broadcasted throughout the network. On the contrary, small-scale 
processes are required for launching the MRS scheme. In the first step, the source collects 
all attenuation factors from all other rela}^  and then decides the corresponding K2 relays. 
Then, the Cooperative Graph with K2 relays is constructed. Again, the routing path will be 
broadcasted to these /(2 relays in the last step. The construction of the Cooperative Graph 
with 1<2 relays is much faster than that with n relays as /(2 < n. Moreover, less information 
is required to arrive at the source for constructing a smaller Cooperative Graph. W e can 
conclude MRS is more feasible to be carry out. 
4.4.2 Cooperative Performance 
It is fair to compare the performance when we level the numbers of routes enumerated, 
which incurs the same numbers of optimization required, for all 3 suggested heuristic routing 
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schemes. W e have mentioned the Ks in both K-MRS and K-AMRS refer to the maximum 
number of relays involved in the cooperative route. The question is how these two schemes 
can be related to K-MHC under the same complexity. Prom Equation (4.1), the number 
of optimizations required in 4-MHC can be calculated for a fixed n, the total number of 
relays. Having taken the logarithm in base 2 on this value, we can obtain the corresponding 
K ill K-MRS and K-AMRS which is fair for the comparison. Here, we have used the fact 
that the complexity in these 2 schemes are both 0(2八').For example, K in K-MRS and 
K-AMRS should be 9 to compare with 4-MHC in a network with n = 15 to achieve the same 
complexity. 
W e compare the cost consumed among 4-MHC, 9-MRS and 9-A MRS in the network 
with 15 candidate relays. Fig. 4.11 shows the result with the increase of the transmission 
rate constraint from 0.6 Nat/s/Hz to 1.5 Nat/s/Hz. The percentage of cost increased by 
these heuristic routing schemes to the optimal route drops and approaches to 0 when the 
transmission rate constraint R increases. For 4-MHC, the sufficient condition (4.3) is more 
readily to be satisfied when R increases. For 9-MRS and 9-A MRS, the phenomena that the 
function in the form of equation (4.4) is more sensitive to the low value region of Ai and A2 
will be more explicit when r is large. It is similar to the situation of the decrease of T shown 
in Fig. 4.5. Throughout various rate regions, 4-MHC is the best scheme spends the closest 
cost to that of the optimal route. 9-A MRS comes next and 9-MRS performs the worst. 
4.5 Enhancement of the algorithms 
In this part, the algorithms for MHC and A MRS are enhanced to improve the implementation 
processes. In the previous parts of this chapter, we have suggested algorithms of obtaining the 
subgraphs from the full Cooperative Graph for these two schemes respectively. Indeed, we can 
amend the construction of the Cooperative Graph to immediately generate the corresponding 
graph we needed without the subgraphing process from the full Cooperative Graph. 
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Figure 4.11: Cost Consumption Comparison of MHC, MRS and A MRS 
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K-MHC 
For the Body part of Algorithm 1 to construct the Cooperative Graph in Section 3.2.1, the 
for-loop size is decreased from n to K - 1 in Step 2. 
For Algorithm 2 to recover cooperative routes from the Cooperative Graph in Section 3.2.1, 
the for-loop size is decreased from n + 1 to K in Step 1. 
K-AMRS 
For the Body part of Algorithm 1 to construct the Cooperative Graph in Section 3.2.1, add 
an addition label x with value K to the vertex constructed in Step 1. Decrease the for-loop 
size from n to K in Step 2. In Step 3’ the for-loop is only for all vertex ijj with x value greater 
than 0 in the 广''row. Add an extra step which states x = the value of x in 补 right after Step 
5. Decrease the for-loop size from |三—A| to x in Step 6. In Step 7，add an addition label x 
with value x — j to the vertex which is newly constructed in this step. 
For Algorithm 2 to recover cooperative routes from the Cooperative Graph in Section 3.2.1, 
the for-loop size is decreased from n + 1 to /( + 1 in Step 1. 
4.5.1 Conclusion 
Executing the enliaiiccd version, the information required at the source is same for three 
schemes. Each scheme can obtain the corresponding best route by enumerating all possible 
routes right after collecting enough infonnation instead of all channel parameters in the whole 
network. As a result, the performance can be quantized by the cost consumption in these 3 
schemes with these 3 schemes enumerating the same number of possible routes. Accordingly, 
the result shown in Fig. 4.11 reveals the fair comparison. 
Chapter 5 
Multiplexing Cooperative Routes in 
Multi-source Networks 
111 this chapter, we study the energy-efficiency problem of route-multiplexing under cooper-
ation diversity in multi-source ad hoc wireless networks. W e consider the multiple imicast 
problem where there are m pairs of source-destination sets and n other relays for coopera-
tion. Similar to the single-source case, full information will then be routed from each source 
to its own destination during a sequence of transmission tiineslots among the cooperative 
routes. As there are plenty of single-source cooperative routing schemes available including 
those we have mentioned in the previous two chapters, an efficient approach is to multiplex 
the cooperative routes when more than 1 source appear in the network. W e first state the 
problem formation. Network model and solution for single source are mentioned as well. 3 
protocols, Full Combination with Interference (FCI), Full Combination with Time Sharing 
(FCTS) and Selection Between Interference and Time Sharing (SBITS) are suggested to deal 
with the problem. The analytic study on the suggested protocols and the simulation results 
with evaluations are also presented. This work has been published in [24]. 
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5.1 Problem Formation 
5.1.1 The Network Model 
It is the same as the network assumptions defined in Section 3.1. The network model we 
studied is the wireless ad-hoc network consisting of arbitrarily distributed devices called nodes 
with single oiniii-directional antenna. All nodes that are within the transmission range can 
receive transmitted signal. Thus, it creates virtual antenna array effect and cooperative 
diversity. 
Each node can dynamically adjust its transmitted power and phrase. Moreover, the 
channel parameters (including the channel gain and phase delay) can be estimated by receiver 
and feedback to the transmitter. As a result, instantaneous channel state information (CSI) 
is available at both transmitters and receivers. Also, each node can adjust its transmitted 
signal phase to synchronize with other nodes. This is possible for slow varying channels when 
channel coherence time is much longer than the block transmission duration. 
5.1.2 Objective Aim 
The primary aim is to minimize total power (energy) consumed for multiple sources routing. 
There is information generated at m different nodes. They are referred as sources, 
..., ..., 5'", in the rest of the chapter. Full information will then be routed from 
source S^ to its corresponding destination node D^ during a sequence of transmission time 
slots. These transmission timeslots are regarded as stages later. In each stage j, we define Sj,i 
as the senders set for routing the message generated from S\ Decode and forward scheme 
is used ill the cooperative diversity. Full information is either successfully decoded or fails 
at the receivers from sender sets from each route. For each source we have the route: 
{Si^ i 一 Di’i)’ (^ 2,1 一 ^ 2,1)---(¾.^  — D/“’i). The task is to pick suitable node set Sj、i in each 
stage such that the total power consumption for all nodes is minimized. 
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Figure 5.1: A 2-source Network 
5.1.3 Link Cost Formulation 
W e use the same link cost formulation mentioned in Section 3.1.4, namely point-to-point 
link, broadcast link, cooperative link, multi-point-to-miilti-point link. 
5.1.4 Time Sharing and Interference 
When multiple sources send different information, the previously mentioned 4 types of link 
cost formations are not enough for the situation. W e provide two extra basic selection choices 
(time sharing and interference) for the transmission when multiple-source routes occur in one 
stage. Let's consider the simplest case where two sources S = 5^} are aiming at two 
distinct destinations D = respectively. Their corresponding rate constraints are 
Ri, R2 respectively. For simplicity, each stage will take 1 unit of time. The physical network 
graph is represented by Fig. 5.1. 
Time sharing 
LC(S, D) = max { ^ 1 5 > 
\ o<f<i I af a^  J 
It lias been proved in [13] that it is a convex problem. Thus, the solution can be obtained 
by the gradient method, so the link cost is numerically obtained. 
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Interference 
Lc�s\ 炉）=(NoW + bl,LC(S\D')){e^^-l) 
LC{S, D) = LC[S\ D^) + 丄(：7(<52’ D” 
The solution can be obtained by linear programming and then the link cost is numerically 
obtained. 
5.1.5 Multiple Sources Consideration 
There are two scenarios to be considered in multiple-source routing. 
Without time requirement 
It is the scenario when timing issue is not considered. In other words, the system is delay-
toleraiit. One trivial solution is to perform optimal routing for each source one after another. 
Routing paths keep the same. There is a central scheduler to make sure routings from 
different sources take place without interference. It is only applicable when delay is not a 
concern. Otherwise, latency will increase directly proportionate with the number of sources. 
W i t h time requirement 
In this chapter, we would like to develop a routing protocol such that routing time for all 
sources remain unchanged regardless of the total number of sources in the network. That 
means the iiiiinber of stages and the overall transmission time for a source required in the 
single-source cooperative route or in the new rnulti-source routing protocol should be the 
same. It is a rather realistic scenario. Different protocols to minimize the total power are 
presented in the next section. 
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Scenario / Stage Stage 1 Stage 2 Stage 3 
S^ to D^ S^ 1 {炉 ’ 1 } —2 { 5 \ 1 , 2 } D^ 
52 to D2 52 — 3 null 
(51 to and (52 to D^) {S^ 1) and (5^ 一 3) and ( {S2,3} - 1)2) { s \ l ^ 2 } ^ D^ 
Table 5.1: Illustration of combining routes by FCI 
5.2 Multi-Source Route-Multiplexing Protocols 
In this section, we propose three protocols when dealing with the multiple-source routing 
problem. 
For each source S\ where 1 < < m the optimal single-source cooperative route is 
assumed to be obtained. W e should notice that any heuristic cooperative route can replace 
the optimal route without affecting the processes of protocols. W e consider the steps to take 
place in each stage j. 
5.2.1 Full Combination with Interference (FCI) 
W e present the protocol in stage j as follows. 
1： Combine all these cooperative routes together. 
2: All sender sets Sj，i of each route from each source S^  take the whole time slot to transmit 
simultaneously. 
3： Optimization is required to allocate the power to cope with the interference. 
Table 5.1 shows an example how FCI works. The first row describes the optimal route 
for S^ to £)1 without the presence of S"^  and while the second row describes that for the 
transmission from 5^ to D^ instead. The third row illustrates how these 2 separate routes 
are combined by FCI. 
5.2.2 Full Combination with Time Sharing (FCTS) 
It is similar to FCI, the protocol in stage j is presented as follows. 
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Scenario / Stage Stage 1 Stage 2 Stage 3 
to D^ Si — 1 {S\l}-^2 { S i ’ l ’ 2 } —Di 
S'^  to D2 5 2 - . 3 3} D^ null 
to and (5^ to D"^ ) 51 — 1 52 — 3 { 5 1 , 1 ) - . 2 {3^3)-^0^ {S\l,2} 
Table 5.2: Illustration of combining routes by FCTS 
1: Combine all these cooperative routes together. 
2: Divide the whole time slot into n sub-tinieslots. Allocate routes from different source 
into different sub-time slots. No interference takes place in each siib-tiineslot. 
3： Optimization is required to schedule the sub-timeslot allocation. 
Table 5.2 shows an example how FCTS works. Compared to Table 5.1 for FCI, there are 
sub-stages divided for separating the transmission from S^ and to avoid interference in 
Stage 1 and Stage 2. 
5.2.3 Selection Between Interference and Time Sharing (SBITS) 
Assume the optimal routes for each source S^ are — Di,i in the r^ step, are 52,i — ^2,1 
in the step, ..., Sh“i — D/“’i in the hf" step. The algorithm step in stage j is presented 
as follows. Similarly, we focus on an arbitrary j. 
1: for i = 1 to m do 
2: Form a candidate receiver-set ( ¾ by Dj>i U 
3： end for 
4: For each route i, select a set of candidate intermediate node {7^ ,1,7^ ,2, • • • ,7j,m}, where 
7j,i e Cj,i for i = 1’ 2，...，m 
5： for all Interference and time sharing combinations, will be explained in Section 5.2.4 do 
6： for i = 1 to m do 
7： For the separate transmission Sj、i — 7丄“ compute the listening nodes set (7^-,C 
Cj’i, which call successfully decode the full information. 
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8： end for 
9: if Cj,i — {Lj^ii7j,i) U { 7 j , i } ) = 0 then 
10： Go to Step 5 and continue the looping with another Interference and time sharing 
combination 
11： end if 
12： Compute the power consinnption in Sj^i 一 Lj’i(拟)U {7j,i} -> Cj�i - U {7j’i}) 
for all i. 
13： if this node-coinbiiiation consume the least power then 
14： record the intermediate node as 7么《，the listening nodes set Lj�i(Yj’i) and the corre-
sponding Interference and time sharing combination as Bj’i(7;.’J 
15： end if 
16： end for 
17： Select the new intermediate node set {7j,i,7j,2, • • • ,7j’n}, where 飞’i € Cj’.i for i = 
1,2,--- ,m. Repeat Step 5 until all combinations of the intermediate node set are con-
sidered. 
18： The cooperative sender-set Sj+i^i for i should be readjusted to be U {7；,J 
This protocol tries to exploit the following two selections. 
Selection between interference channel and time sharing channel 
111 each stage, each sender-set not only can choose whether to share the same channel with all 
other senders or to transmit in separate independent channels by time division, but also can 
choose forming independent channels with some other senders and interfering with others. 
Consider there are three sources S^, and S^ in the network. Table 5.3 shows the possible 
conibiiiatioiis between interference channel and time sharing channel for these 3 routes in any 
stage. 
CHAPTER 5. MULTIPLEXING COOPERATIVE ROUTES IN MULTI-SOURCE NETWORICS 71 
An arbitrary stage 
S^ and 52 and S^ 
51 and 52 S3 
and 52 
52 and Si 
5^  52 53 
Table 5.3: Possible selections between interference channel and time sharing channel 
^1,1 1^,1 -^2,1 -^ 2,1 
Si 1 S\1 2 ,3 ,4 
S^ 1,2 >Si’l’2 3,4 
1,2,3 51 ,1 ,2 ,3 4 
Table 5.4: Possible new receiver-sets updated in the stage 
Selection for new intermediate nodes 
The intermediates nodes for routing can be changed due to the presence of other senders. 
This makes sure the routes are based on multiple-source case rather than the single-source 
case. 
Assume the receiver-set in the stage Dij is {1,2} and that in the 2，"^  stage D2’i is 
{3,4} for the optimal cooperative route of the source Table 5.4 shows all the possible 
new Di’i set and the corresponding updated £>2,1 after applying the SBITS scheme for the 
V* stage. 
5.2.4 Interference and time sharing combinations 
All the Interference and time sharing combinations are the outputs of combining sender of 
each route into different independent channels by time division. 
Take the number of sources being 4 as example. Fig. 5.2 illustrates different allocation 
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• • • • 0-th scheme 
• • • • • • • • scheme 
• • • • 2-nd scheme 
• • • • 3-rd scheme 
Figure 5.2: Interference and time sharing combinations 
sclieiiies. Each black egg-shaped guy refers to the senders of each route. Each basket refers to 
a sub-time slot, so interference does not take place within the same basket. For each scheme, 
senders are permutated among eggs to generate all possible Interference and time sharing 
combinations. 
5.2.5 The Simplified Version for SBITS 
W e consider the optimization problem as a major computation. Let m be the total number 
of sources. The simplified version aims at providing the complexity of O(n^) 
1. In Step 5, the combinations involve only the cases with the maximum complexity of 
O(n^). Thus, the allocation schemes of the combinations should only include the fol-
lowing patterns: {n}, {n - 1’ 1}, {n - 2,2}, {n - 2’ 1，1}, {n — 3，3}，{n - 3，2，l},{n-
3，1’ 1,1}’ { M ^ , { 2 , 1 ^ , { 3 , 1 ^ } 
Tl n-2 ri-3 
2. In Step 17, not all the Interference and time sharing combinations are necessaiy. It is 
first given the best combination 召丄“了么。from Step 14. If 飞’i picked from Cj’i is new, 
only the combinations by moving the corresponding egg representing 飞、i among sub 
timeslots in Bj,i(Yj’i) is considered. 
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5.3 Stage Cost Calculation 
111 this scctioii, we are going to present the stage cost calculation regarding to multiple-source 
cooperative routing. 
5.3.1 Total stage cost formation in the sub timeslot 
W e assume there are no sharing senders and receivers among routes in each sub timeslot t'. 
In the general case, there are m routes. Sj�k is the cooperative sender-set in the 产 stage 
for the route initiated by some S'^. Destination nodes for the k-th route are Dj’f；. The 
attenuation factor for the link from node q to node p is stated as cx^^p. The information rate 
constraint for the k-t\i route is denoted by Rk- Assume the timeslot is t' long. The total cost 
ill this sub-tiineslot is the minimum value in the below optimization problem: 
m 
m i n ^ (a;.,,)2 (5.1) 
k=l q£Sj,k 
subject to: 
( W V + Z ； Z (�r’P . 彻 - 1 ) 
< ( K p - ^ m ) ) ' for 1 < < P � j , k (5.2) 
uJk,, > 0 for 1 < /c < n, q € (5.3) 
The above optimization problem is convex. Hence the K K T conditions can be applied to 
obtain the solution. Here, the Lagrangian function for this problem is 
m in m 
^ = ( 叫 ， + 12 ( A � ? ^ . 9 � p ) ( 糾 ’ “ . 吟 （ 5 . 4 ) 
fc=i qeSj.fc k=i peDj,k A:=1 qeSj^k 
where 
9k,p = {NoW + E Z . 办 - 1 ) - ( ^ . 
I弁 reSj^i (ieSj�k 
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The total cost is the minimum value of the objective function. The power consumption 
set {cj^ ^^ } is the optimal solution if it satisfies K K T conditions: 
V L = 0’ Xk,p . 9k,p = 0, 
Afc’p > 0, gk,p < 0, 
f-^k,q •�k,q = 0， flk’q > 
�k�q > 0 
The solution can be obtained by standard optimization tools as it is a convex problem. 
5.3.2 Total stage cost formulation in different routing protocols 
F C I 
The total stage cost for FCI can be calculated by solving the optimization problem of the 
objective function (5.1) with constraints (5.2) and (5.3) mentioned in the previous subsection. 
W e set t' to be the stage timeslot t to complete the total stage cost formulation. 
F C T S 
The total cost in the stage for FCTS is the minimum value in the following optimization 
problem. Again, the length of the stage timeslot is t. 
m 




公 k = t for 0<tk<t ， (5.6) 
hk,, < 0 for q e Sj’k (5.7) 
where 
- 1) 
= )2 — fk (0-8) 
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The Lagrangiari function and the K K T conditions are as follows. 
m m m m 
L = 乂 + J1 ^^k’qhk，q + "(Z tk — t) (5.9) 
k=l k=l fc=l qO^Sj.k fc=l 
K K T conditions now become: 
•L = 0, Afc > 0’ 
tk > 0， Xktk = 0’ 
> 0, hk’q < 0’ 
厂 0， EZitk-i^o 
Thus, the total stage cost for FCTS can be obtained by standard optimization tools as it 
is a convex problem. 
SBITS 
The total f'' stage cost for SBITS is the minimum value obtained by repetiting the opti-
mization problem of the objective function (5.1) with constraints (5.2) and (5.3) mentioned 
ill the previous subsection where varying the sub timeslot length with the total sum being 
the stage timeslot. 
5.3.3 Multiplexing for non-uniform timeslot routes 
It is assumed that the stage's timeslot length is uniform for all routes for the cost calculation in 
the previous subsection. If the route for each single source is the Minimum Energy Cooperative 
Route obtained in Chapter 3, the cost foriniilation should be adjusted. 
The definition of a stage should be redefined for this situation. Originally, a stage is 
referred as a new hop involved throughout the transmission regardless of the number of 
sources involved. However, it is ambiguous to state a stage if the route for each source is 
not synchronized at the beginning of each hop. Hence, a stage is now defined as a part of 
the whole transmission where sender-sets and receiver-sets are unchanged for all routes. For 
example, we have 2 2-hop routes ri and r^ . The first hop and second hop of n take place 
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from time 0 to time ti and from time t： to time t while that of r) take place from time 0 to 
time t2 and from time ¢2 to time t respectively. By the new definition of a stage, there are 
3 stages from time 0 to time min{ti,t2}, from time min{ii,t2} to time max{ti,t2} and from 
time max{ti, ^ 2} to time t respectively. 
Consider there are m sources in the network. Denote the length of a stage as t' and the 
corresponding length of the hop enclosed in this stage as t[ for the route initiated by source 
Si where i = 1’ 2，. • •，m. The constraint (5.2) should be restated as follows. 
(WV + Z I ] ( 〜 作 - 1) 
I神 reSj’i 
^(I^Kp-'^m))' for l<k<m, p € D,-,, (5.10) 
For the time sharing channel, the constraints (5.6) to (5.8) should be stated as follows. 
in 
Y,tk = t' for 0<tk< t' , (5.11) 
fc=i 
hk,, < 0 for q 6 Sj,k (5.12) 
where 
- 1) 
/ifc’g = 〒 7—^ h (5.13) 
5.4 Simulation 
5.4.1 Simulation model 
W e had carried out several simulations based on the grid network where adjacent nodes are 
equally separated from each other. Here, we assume the distance between two adjacent nodes 
is unity. Thus the location of any node can be represented by non-negative integer coordinates 
(X’ y). The channel gain ap’g is p/(f where p has Rayleigli distribution with parameter equal 
1 and d is the distance between two nodes. The noise power is set to be 1 for simplicity. For 
each simulation, the iniinber of source-destination pairs and their corresponding locations 
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Figure 5.3: A grid network topology 
are fixed. Raiidomiiess only goes to the channel gain. In our simulations, Broadcast Channel 
and Multiple Access Channel are not considered to simplify our calculation. The regular grid 
topology is shown in Fig 5.3. 
5.4.2 Simulation detail 
1. FCI�FCTS and SBITS comparison: 
W e analyze the total power consumption among FCI, FCTS and SBITS when increasing 
the rate constraint from 1 nat/s/Hz to 7 riats/s/Hz. There are three cases considered: 
3，4 and 5 sources. The routes involved in 3 sources case are from (10, 1) to (10, 3), 
from (20, 1) to (20, 3) and from (24, 1) to (24’ 3). For 4 sources case, sources are (10, 
1), (20’ 1), (24，1) and (30, 1); destinations are (10’ 3), (20’ 3), (24’ 3) and (30, 3) 
respectively. For 5 sources case, sources are (1, 1), (20’ 1), (24’ 1), (39’ 1) and (60, 1); 
destinations are (1’ 3), (20’ 3), (24, 3)，(39’ 3) and (60, 3) respectively. Randomness 
goes to the channel gain as mentioned before. Locations of sources and destinations are 
fixed throughout each simulation. Fig 5.4 to 5.6 show the results. 
2. FCI, FCTS and SBITS cooperative improvement: 
W e try to observe whether the cooperative gain still exists in these protocols when 
multiple sourccs are involved. Again, the setting of locations remains unchanged in this 
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simulation. Recall the cooperative saving which is defined by 
. Power(Non-cooperative) - Power(Cooperative) 
Power(Noii-cooperative) • 
The saving is measured in the second stage where cooperative routing can take place. 
Three table are presented in Table 5.5 to 5.7. 
5.4.3 Simulation evaluation 
1. FCI, FCTS and SBITS comparison: 
From Fig 5.4 to 5.6, SBITS outperforms both FCI and FCTS throughout a wide range 
of rate constraints. The missing curves for FCI refer to the infinite power consumption. 
Just after power consumption for FCI goes infinity, about 19 dB, 22db and 35dB total 
power can be recluccd when our proposed SBITS protocol, instead of FCTS, is used for 
3, 4 and 5 sources cases respectively. The gap narrows when the rate constraint is above 
certain threshold. The perforinaiice of SBITS and FCTS resembles only at very high 
rate regime’ say above 7 iiats/s/Hz. This high rate regime is normally not supported 
by current technology. As a result, SBITS outperforms the rest of two protocols. 
2. FCI, FCTS and SBITS cooperative improvement: 
From Table 5.5 to 5.7, both FCTS and SBITS achieve cooperative saving while FCI 
suffers from cooperation. First, it implies cooperation is not recommended when FCI 
is used for multiple-source cases. For FCTS, the cooperative saving is almost steady 
throughout a wide range of rate constraints. However, the cooperative saving can be 
ranging up to 66% for SBITS. In [22]，author carries out simulations showing power sav-
ing call only be up to 50% in the single-source case. Thus, we conclude the cooperative 
saving can be maintained in multiple-source routing when SBITS is used. 
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Figure 5.4: FCI, FCTS and SBITS Comparison with 3 sources 
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Figure 5.5: FCI, FCTS and SBITS Comparison with 4 sources 
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Figure 5.6: FCI, FCTS and SBITS Comparison with 5 sources 
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Table 5.5: Cooperative Saving in 3 sources from 1 nat/s/Hz to 7 nats/s/Hz 
Protocol/Rate 1 2 3 4 5 6 7 
FCI -280% -325% -345% NA NA NA NA 
FCTS 26% 24% 24% 22% 20% 22% 24% 
SBITS 34% 38% 39% 42% 52% 60% 56% 
Table 5.6: Cooperative Saving iii 4 sources from 1 nat/s/Hz to 7 nats/s/Hz 
Protocol/Rate 1 2 3 4 5 6 7 
FCI -256% -320% NA NA NA NA NA 
FCTS 32% 30% 29% 28% 29% 29% 30% 
SBITS 25% 34% 42% 54% 66% 59% 35% 
Table 5.7: Cooperative Saving hi 5 sources from 1 nat/s/Hz to 7 iiats/s/Hz 
Protocol/Rate 1 2 3 4 5 6 7 
FCI -190% -230% NA NA NA NA NA 
FCTS 27% 26% 25% 24% 23% 25% 28% 
SBITS 23% 30% 36% 40% 46% 47% 65% 
Chapter 6 
Conclusion and Future Work 
6.1 Conclusion 
111 this thesis, we study the energy-efficient cooperative routing in ad hoc wireless networks. 
The systems studied include the single-source-single-destination multiple relays system and 
multiple-source unicast system. W e focus on finding out routing and transmission strate-
gies to minimize the total energy consumption under the information flow rate constraints. 
Our work is distinguished from the previous work on cooperative routing by adding total 
transmission time constraints on the routing task. 
In Chapter 3，we study cooperative routing in the single-source-siiigie-destination multiple 
relays system. W e have proposed the new Cooperative Graph to enumerate all the possible 
cooperative routes and obtain the Minimum Energy Cooperative Route. The details of the 
optimization step for each possible cooperative route are presented. W e show the need of 
suggesting heuristic due to the exponential computational complexity of the whole enumer-
ation approach. A simplified algorithm to replace the traditional optimization step in low 
rate regime is mentioned. 
Ill Chapter 4，we propose 3 heuristic cooperative routing schemes, namely Minimum Hops 
Cut (MHC), Minimum Relays Subgraph (MRS) and Adaptive Minimum Relays Subgraph 
(AMRS). The intuition to suggest each new scheme has been stated. Simulations are per-
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formed to compare the total energy spent in each scheme to that required in the Minimal 
Energy Cooperative Route. The cooperative savings, indicate the cooperative routing gain, 
are listed for each scheme. It has been shown that all these 3 heuristic perform high-quality to 
reduce the total energy consumption with acceptable computational complexity. Moreover, 
MHC is observed to perform better than the rest under the same complexity setting in the 
simulations. 
In Chapter 5, we consider the multiple-source unicast system. W e focus on multiplexing 
all the cooperative routes existed in the network. W e suggest 3 protocols, namely Full Combi-
nation with Interference (FCI), Full Combination with Time Sharing (FCTS) and Selection 
Between Interference and Time Sharing (SBITS) to deal with the problem. Throughout 
the low and high rate regime, SBITS outperforms the two other protocols. Meanwhile, the 
cooperative saving can be maintained in multiple-source routing when SBITS is used. 
6.2 Future Work 
As cooperative routing is a hot research topic recently, it is worth to further extend for our 
work. Moreover, there are still many open problems in cooperative communication from the 
information-thcoretic study to the practical applications. W e list the direction of our future 
work as follows. 
6.2.1 Multiple-Source System Optimal Route 
W e have considered route-multiplexing protocols for the multiple-source unicast system. 
More work can be done to suggest an optimal protocol to achieve the minimum total cost 
coiisiiiiiptioii used for route-multiplexing. Moreover, the study can be further extended to 
the cooperation at the sources. Hence, information for different destinations can be combined 
together without multiplexing to achieve a higher information rate. 
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6.2.2 Better Relay-Selection Policy 
For MRS and AMRS in the single-source single-destination case, we have limited the maxi-
m u m number of relays involved. Further work can be done on improving the relay-selection 
policy. One possible direction is to consider the network parameters of each relay to the des-
tination as well. When the optimal decision to select the best relays is derived, the minimum 
K in K-MRS and K-AMRS to achieve the optimal cooperative route can thus be obtained. 
6.2.3 Single Optimization for Minimum Energy Cooperative Route 
W e have proposed the derivation of Minimum Energy Cooperative Route by using the Co-
operative Graph. Each vertex in the Cooperative Graph required an optimization. More 
work can be done to transform this multiple-optimization problem to a single-optimization 
with multiple variables. If the single optimization problem is formulated, the computational 
complexity can be greatly reduced. 
6.2.4 Dynamic Programming for Minimum Energy Cooperative Route 
It may be too ambitious for us to find a single optimization problem to get the optimal 
cooperative route with time constraint. Actually, we can also improve the situation by for-
mulating the problem as a dynamic programming problem like what were done in [22]. If the 
problem can be divided into several overlapping subproblems and an optimal substructure, 
the computation to obtain the Minimum Energy Cooperative Route can be greatly reduced. 
6.2.5 Min-Max Problem 
W e have discussed the energy-efficiency routing scheme to reduce the total energy consump-
tion while we can extend the work to minimize the niaximum energy consumption at relays. 
Energy consumption could concentrate at certain relays, so some types of relays, say sen-
sors, will be oiit-of-battery swiftly. When the work of Min-Max problem is carded out, the 
consumption of energy can be shared more evenly throughout the whole network. 
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6.2.6 Distributed Algorithm 
The algorithms we suggested are centralized algorithm where source take the responsibility to 
collect the network parameters and then broadcast the routing path throughout the network. 
W e can further develop distributed algorithms, so each relays perform routing computation 
locally. As a result, the algorithms can be easier to be implemented in the real wireless 
networks. 
6.2.7 Game Theory 
111 our study, we consider all nodes are willing to cooperate if the sources request for the 
transmission. They are assumed to be unselfish. However, energy in each node in the 
wireless ad hoc networks is limited, so they intend not to help all the requests in the real 
world. As a result, game theory can be used to study the behaviors of nodes in the networks. 
New cooperative routing schemes can be developed under the game theory to achieve the 
optimal performance. 
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