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We present a brief history of the concept of synchronization and an
overview of its applications focusing on the synchronization in circa-
dian rhythms. Then we discuss the main research questions and ideas
of the project, and we give an outline of this thesis.
1.1 A Brief History of Synchronization
The story of synchronization begins in 1665 with Christiaan Huy-
gens [87], the famous Dutch mathematician, astronomer and physi-
cist. By observing his inventor pendulum clocks while he was lying in
bed because of a minor illness, he noticed that two pendulums were
swinging in perfect synchrony through a beam shown in Fig. 1.1. The
pendulums would adjust their motions to form the same rhythms of
oscillation, even after the rhythm was disturbed by a perturbation.
Huygens [88] gave a description and explanation of synchroniza-
tion. The synchronized pendulum was caused by the imperceptible
motion of the beam. In modern terminology, we call this phenomenon
mutual synchronization. The weak interaction between the pendu-
lums is called coupling.
In 1727, synchronization in a large population was firstly reported
by a Dutchman Engelbert Kaempfer [139]. His observation of syn-
chronization in a swarm of insects was the start of description of syn-
chronization in a large group.
1
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Figure 1.1: Original drawing from Christiaan Huygens explaining the
synchronzation of two hanging pendulum clocks
In 1896, John William Strutt and Baron Rayleigh in their book
“The theory of sound” [172] observed that two coupled organ pipes
speak in absolute unison. This observation started the study of mutual
synchronization in acoustical systems.
Synchronization was further developed by William Henry Eccles
and J.H Vincent [53] theoretically and experimentally in 1920. They
invented a triode generator by taking advantage of the synchronization
of two generators which had two different frequencies at the beginning
but they shared a common frequency in the end. A few years later,
Edward Appleton and Balthasar van der Pol [11] showed that the
frequency of a triode generator was entrained to an external signal,
even though the signal connected the generator weakly with a slightly
different frequency.
In 1935, the American biologist Hugh M. Smith [167] reported that
in Thailand thousands of fireflies could flash on and off in synchrony.
His finding also contributed to the synchronization in collective be-
haviour. Something similar was mentioned in Harvery’s book [77]
that male fireflies of some species gather on trees and start to blink
at individual frequencies in order to search for females. Soon they all
flash on and off in perfect synchrony. This phenomenon was observed
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by tourists and studied by other scholars. In the 1940s, Buck [36, 37]
did a series of experiments on the synchronous fireflies. However, how
they reached such perfect unison in the whole tree for all fireflies was
unknown.
At that time, it was not clear how the rhythmic behaviors were
formed or how single cells joined the periodic behavior. What sorts
of interactions between cells could result in such a mutual synchro-
nization? Or what led the neurons or the insects firing or flashing
simultaneously in a group? Is this governed by a leader or caused by
the environment? Inspired by these questions, mathematicians tried
to study them in different ways.
In 1958, Norbert Wiener [192] studied the spectrum of human
brain waves and firstly hypothesized that there was a population of
oscillators in the brain that interact with each other by pulling on each
other’s frequencies. This phenomenon is called collective synchroniza-
tion [191]. He also attempted to account for the alpha rhythms with
Fourier integrals [192]. Due to the complex neuron network in the
brain, this method did not work.
Motivated by Wiener’s work, in 1967, Arthur Winfree [194] was
the first to successfully use a mathematical model to describe collec-
tive synchronization of biological oscillators. He formulated a set of
governing equations based on the assumption that biological oscilla-
tors could be considered as self-sustained nearly identical oscillators.
Without thinking about the oscillator’s amplitude, he simplified the
nonlinear dynamics of large populations. Before Winfree, Brian Good-
win [66] already considered biological oscillators as physical oscillators.
But unlike Goodwin’s 3-variable model about intra action among the
cells, Winfree considered general interactions among biological oscilla-
tors in the whole population. Moreover, he assumed these oscillators
were weakly coupled. This assumption meant that each oscillator had
a stable limit cycle and they would never move far from their limit
cycles.
Winfree explored what types of oscillatory processes and interac-
tions could result in the mutual synchronization, and what peculiari-
ties might be noted in the resultant pattern of temporal organization.
In Winfree model, the dynamics of N coupled oscillators is given by
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the first-order differential equations






for i = 1, 2, ..., N , where the parameter K determines the strength
of the coupling between oscillators, the state of the i-th oscillator is
described by a phase θi ∈ S1 = R/2πZ and its natural frequency
ωi ∈ R.
The response (or, sensitivity) function R(θ) and the forcing (or,
influence) function P (θ) describe the interaction between oscillators.
R(θ) is also called the phase-response curve or the phase-resetting
curve, which determines how the phase changes under perturbations.
In circadian rhythms, the phase-response curve will vary with the
season, sleep disorders and external interferences. P (θ) represents
how each oscillator influences the others.
The natural frequencies were randomly chosen from a probabil-
ity distribution. With numerical simulations and analytical approxi-
mations, Winfree found that the oscillators would keep their natural
frequencies if the width of the distribution of natural frequencies is
large. It meant the oscillators were running incoherently. Winfree
also showed that the system could reach a synchronized state if the
coupling strength is large enough or if the width of the distribution of
natural frequencies is small enough. The breakthrough of Winfree’s
research was that the system could impulsively freeze into either syn-
chrony or death by reaching a critical threshold of system parameters.
Only a few years after Winfree’s pioneering work, Kuramoto pro-
posed a simpler model which is more mathematically tractable. The
Kuramoto model has numerous variations and has been widely ap-
plied in different problems [5]. It has received increasing attention
and motivated a great deal of study on synchronization.
1.2 Applications of Synchronization
The study of synchronization and collective behavior has drawn great
attention. The understanding of the common properties of network
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synchronization and its underlying mechanisms can be applied in vari-
ous disciplines including physics, chemistry, engineering and economy.
We will primarily focus on its applications in biology and neuroscience.
Biological synchronization and rhythmic phenomena at cellular
level can be exemplified by pacemaker cells in the heart [136,175]. Ex-
periments on animals [91, 116] supported the notion that pacemakers
in the heart can be regarded as a population of coupled oscillators and
synchronization occured by self-organizing. Sherman et al. [162–164]
studied the synchronization on pancreatic beta-cells mathematically.
A.K Ghosh [65] reported synchronization in metabolic yeast cells.
Biological synchronization at a population level has been exten-
sively studied as well. Besides the common examples of flashing fire-
flies [34,35,54] and crickets that chirp in unison [183], other examples,
periodical cicada and Japanese tree frog could synchronize in call-
ing behavior was mentioned in some studies [6–8, 85]. Myxobacteria
were modeled for synchronization in pattern formation and travel-
ing waves [89]. In recent years, much interest has been invested in
studying the synchronization and swarming behaviors involving mo-
bile agents [28,59,62,130,131,179]. Synchronization often happens in
animal groups, such as flocking birds [72] and schooling fish [131]. Syn-
chronized behaviors in social groupings is not only for animals, but also
for humans. The synchronization of women’s menstrual cycles among
friends or roommates was investigated in some studies [67, 114, 121].
Some other researchers have noticed the rhythmic clapping from audi-
ences in concert halls [124–126] and coordinated moves among a group
of dancers [170].
Synchronization plays a pivotal role in neural activities. On the
one side, neural oscillations and synchronization have been linked to
many intellectual functions. In recent years, some research has ex-
plored the connection between synchronized neurons in a network
and its functional properties. Juergen Fell and Nikolai Axmacher [56]
demonstrated that synchronization plays a vital role in human mem-
ory processes. Neuronal synchronization in the cerebral cortex have
been found to be essential for computation [61] and cognitive func-
tions [185], control of movements [111], decision making [195], atten-
tion [60,165] and respiratory rhythms [39]. On the other side, synchro-
nization dysfunction may lead to abnormal function in our bodies and
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impair our health. The loss of synchrony in the heart could result in
cardiac arrhythmias [3,47]. There is also work implying that synchro-
nization is associated to epilepsy [157, 177], Parkinson’s disease [76],
schizophrenia [176, 177], and autism spectrum disorder [176]. How
precisely the exact proper functions are affected by certain synchrony
patterns or synchronization mechanism is still not fully understood.
But further research of the synchronization mechanism could help to
reduce the risk of death and improve life quality [19,32,122].
Of course the applications of synchronization is far more than in
biology and neuroscience, it is broadly used in other aspects as well.
The most celebrated applications in physics and chemistry are laser
arrays [92] and Josephson junctions arrays [188, 193]. Other applica-
tions include the analysis of chemical oscillations [102, 201], charge-
density wave transport [169], neutrino oscillations [51], triode gener-
ators [139], and spin glass [166]. In engineering, synchronization is
applied to power grids [57], microwave oscillations [200], beam steer-
ing [41,80] and antenna technology [115]. In economy, synchronization
is used for analysis of goods markets [90] and the global economic
activity [71], measuring market movements [58], and stock arrange-
ment [110].
1.3 Circadian Rhythms and
Entrainment
The first observation for synchronization in circadian rhythms was in
1729. The French astronomer and mathematician, Jean-Jacques Dor-
tous de Mairan [155] had observed an interesting phenomenon in his
experiments on a haricot bean. He noticed that with the alternation of
day and night, the leaves of a haricot bean underwent a corresponding
periodic cycle of moving up and down. This variation of behavior did
not continue when the plant was put in the darkness. Mairan showed
that the period of daily rhythms of the plants was synchronized to
the period of the alternation of light. This phenomenon is called en-
trainment. The external stimulus or environmental factor, such as
the change of light and darkness, which entrains or synchronizes an
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organism’s biological rhythms is called Zeitgeber. Entrainment is one
of the cornerstones of circadian systems.
Rhythmic behavior is widely present in the physiological processes
of living organisms, from plants to simple animals and humans. The
circadian rhythm is a roughly 24 hour sleep and wakefulness cycle,
seeing the sunlight, sleeping at night. The entire body is synchronized
to and driven by the light-dark cycle. Observations on synchronization
in circadian rhythms have also been made in organs, tissues, cells and
intra-cellular elements [24, 78, 144]. In mammalian brains, there is
a circadian clock consisting of thousands of neurons residing in the
suprachiasmatic nucleus (SCN) in the hypothalamus governing their
daily rhythmic behaviors [25, 79, 141, 180, 182]. Research on studying
circadian rhythms and some experiments on rodents suggested that
the circadian pacemaker controls this daily activity-inactivity cycle by
keeping trace of dawn and dusk [141]. It is known that a single clock
cell exhibits a robust circadian rhythm in its firing rate, and thus each
cell is regarded as a self-sustained oscillator. External signals, such as
the seasonal change, rotation of the earth, illuminance, temperature,
pressure and other environmental variation could also influence the
rhythmic behaviors, and entrain the dynamics of living organisms to
a 24 h day [84,99,117,189]. The behavior and entrainment properties
of a single neuron’s response to Zeitgeber is well established [18,26,55].
However, in the SCN, neurons mutually synchronize even with-
out any environmental assistance. Research has shown that with
the absence of any environmental input, the internal period of bi-
ological clocks differs from 24h, it is longer than that for humans
[16,29,70,149,199], and shorter than that for animals [83] and plants
[75]. Therefore, the exact 24-h light-dark living cycle results from the
environmental entrainment and must be externally imposed. Complex
interactions between the neurons and environment work together in
the suprachiasmatic nucleus where the synchronization and entrain-
ment happens. Biological clocks are innate, but the circadian rhythms
are very adaptable: they are synchronized, influenced or driven by the
environment.
Entrainment is essential for the proper functioning of biological
clock. Living behaviors are not functional alone, they are also influ-
enced by the environment. Thus, there are many situations where we
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Figure 1.2: Rhythmic behaviors are governed by the circadian cells in
the suprachiasmatic nucleus, and it is influenced by Zeitgeber such as
light.
not only think of the system itself, but also we need to consider the
system with a periodic forcing. Some examples are the contraction
of a heart assisted by the cardiac pacemaker [139], or the treatment
with hormonal pills for women’s menstrual cycle [173]. Periodic stim-
ulation of a system could give rise to various patterns, depending
on the strength of the stimulation and its frequency. But sometimes
synchronization disorders might bring some trouble to us, such as
fuzzy-headedness and errors in judgment caused by jet lag. With re-
spect to the impact of synchronization on human life, we would like
to know how the circadian pacemaker affects our everyday lives. The
significance and motivation of knowing more about circadian rhythms
is that we can keep a synchronized life to the daily dark-light cycle,
which also means a healthy life. In addition, by understanding how
our body adapts to the dark-light daily cycle, we will be able to un-
derstand sleep better, which is a main component of healthy ageing.
How synchronization and entrainment mechanisms work within
the SCN neurons is little known and remains one of the main open
problems in the field of circadian rhythms. However, mathematical
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modeling of circadian systems can provide some understanding of the
mechanisms responsible for the circadian oscillation or the possible
explanation of the circadian behavior. Some of these models are oscil-
lator models [98, 142, 181, 190] and some are data driven models [33].
Asgari-Targhi and Klerman [17] classify the circadian modeling at or-
ganism level [46,98,142,194], biochemical and molecular level [66] and
multicellular level [49]. At molecular level, the mathematical model
emphasizes the feedback loop in the circadian clock. But at organism
level, it focuses more on the interaction between pacers. Entrainment
of circadian systems has been studied on both levels [23, 132, 153]. A
lot of work has been done on entrainment of circadian rhythms, such
as the amplitude of circadian entrainment [31, 104, 107], the stability
of circadian entrainment [27,132], the entrainment range of circadian
clocks [1,15], entrainment properties [14,152,174], required light inten-
sity for entrainment of human circadian rhythms [196] and timescale
of entrainment [68]. The key point of the entrainment problem so
far is how Zeitgeber properties determine entrainment and how the
entrainment of these rhythms is affected by the free-running period.
1.4 Winfree Model and Kuramoto
Model
Theoretical investigations of collective synchronization include Win-
free’s pioneering model [194] and Kuramoto’s significant extension
work [101] on studying the collective behavior of oscillator popula-
tions. Other models such as Kuramoto-Sakaguchi [159], forced Ku-
ramoto model [40, 128], second order Kuramoto model [57] and some
variations of Kuramoto models are also widely studied. Some research
about synchronization focuses on the connectivity and strength of in-
teractions between oscillators [21, 82, 135], and synchronization pat-
terns [13, 161]. Many analytical methods have been developed, such
as the self-consistent method [103], stability analysis in the continuum
limit [171], and Watanabe-Strogatz method [187,188]. Moreover, Ed-
ward Ott and Thomas M. Antonsen developed a method to lower the
dimension of the systems [128]. Other explorations of synchronization
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in large population system include [13,40,129].
Based on some facts from physics and biology, many scholars have
studied large systems of coupled oscillators subjected to a periodic
external drive. The problem of exogenous entrainment of an endoge-
nously oscillating synchronized population of oscillators described by
the Kuramoto model has been considered. Sakaguchi [158,160] firstly
studied the periodically forced Kuramoto model with self-consistent
method, and found oscillators could be synchronized with the external
forcing and sometimes the system was self-synchronized at a different
frequency from that of the forcing. Since then, more complicated
questions, such as the connecting ways between oscillators, asymmet-
ric coupling, on forced Kuramoto model have been studied. Radicchi
et al. [147] studied Kuramoto oscillators, driven by one pacemaker,
but the oscillators are only coupled with their nearest neighbors. Kori
et al. [95,96] introduced a forced system with an asymmetric coupling
strength matrix and proved that entrainment is influenced by the net-
work depth, average distance from the pacemaker to the network, with
hierarchical organization. Childs et al. [40] studied the bifurcation di-
agram of Kuramoto oscillators forced by a pacemaker. Lu et at. [109]
considered a sinusoidally forced Kuramoto model and applied it to
study how human circadian rhythms are affected by jet-lag and how
to reach the reentrainment. Antonsen et al. [10] focused on the sta-
tionary states and their stability under a periodic external drive of
large systems of coupled oscillators, and provided a method to reduce
the dimensionality of the system [128]. Oleksandr et al. [143] discov-
ered that the population field potential is entrained to the pacemaker
while individual oscillators are phase desynchronized in the forced
Kuramoto model. The exponential synchronization rate of Kuramoto
oscillators is analyzed in the presence of a pacemaker [186]. Tarun et
al. [156] studied the entrainment of the synchronized solutions under
a periodic external driving, including that of stability of the entrained
solutions. Recently, research indicates that the topology of the net-
work and the set of forced nodes influences global synchronization of
forced Kuramoto oscillators [120]. In the Kuramoto-Sakaguchi model,
Baibolatov et al. proved that the external forcing entrains the mean-
field [20]. Yuan et al. [202] studied the dynamics of a generalized
Kuramoto model with an external pinning force.
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Some of this research on large population problems are based on
the Winfree model or focus on the Kuramoto model. The major dif-
ference between the Winfree and Kuramoto phase oscillator models is
that the former has interactions described by a phase product struc-
ture and the latter a phase-difference structure. However, there is a
much close relationship between them. Choosing the response function
R(θ) = σ− sin(θ+β) and the forcing function P (θ) = an(1 + cos(θ))n
in Eq.(1.1), there is a reduction from Winfree model to Kuramoto-
Sakaguchi model, Eq.(1.2) with the assumption of weak coupling and
nearly identical oscillators by averaging approximation method. This
gives the following dynamics:





sin(θj − θi − β). (1.2)
Setting the phase delay β = 0, we obtain the Kuramoto model,
Eq.(1.3).





sin(θj − θi). (1.3)
Compared to Kuramoto model, the analysis of the Winfree model
remains a challenging problem and the progress is scarce. Different
forms of phase response curves have been chosen in Winfree model
[13, 63, 145]. A recent research [94] has been done on the Winfree
model with additive white noise which generate noise-induced oscil-
lations and make the equilibria unstable. Diego [134] has considered
the chimera states in the Winfree system that consist of two coupled
subpopulations.
The Winfree model does not conserve the total phase as the Ku-
ramoto model does. For this reason the Winfree model has richer
dynamical features compared to reduced phase models. In this paper,
we focus on the synchronization of Winfree model with a periodic
forcing, and only all-to-all network is considered.
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1.5 Main Questions of the Thesis
Entrainment is a fundamental property of circadian behaviors. In
order to understand it better, it is of interest to study the interac-
tion of coupled oscillators [106]. The external periodic driving may
come from the 24-hour light-dark cycle, which entrains the oscillatory
neurons in the circadian clock and leads to entrained behaviors [189].
The rhythmic external input can also be the process of information
streams in the visual cortex [178]. Even it can be the electrode im-
plantation in the deep brain stimulation for curing Parkinson’s dis-
ease [22]. Studying the effect on entrainment of periodically external
force on oscillators is not only of theoretical interest [140,148], but also
of practical importance [95, 139, 143]. As we have introduced, Win-
free considered the model at the level of intercellular interactions with
simplifications. He also demonstrated that the limit cycle oscillators
captured amplitude and phase dynamics in circadian rhythms.
In this thesis, we computationally study a basic setup in circadian
rhythms described by Winfree system under periodic forcing which
means a population of interacting neurons receiving an external pe-
riodic input. The first question is whether the oscillators in a forced
Winfree system become entrained to the driving frequency and pro-
duce regular rhythms. Particularly, what is the driving force’s impact?
How the external force influences the synchronization and drives the
oscillators to be synchronized in the network and how easily a group
of oscillators can be entrained by the external periodic force?
The second question we study is the mechanism of the entrain-
ment. How do the parameters (the strength of the external forcing,
the average oscillator frequency, the drive frequency, and the coupling
strength between oscillators) influence the synchronization? What dy-
namics does this system have and how the parameters influence the
dynamics?
It will be also interesting to know what is the situation for the
oscillators coming from two different populations.
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1.6 Outline of the Thesis
In Chapter 2, we consider a network of coupled Winfree oscillators
under the influence of an external periodic forcing. Our focus is on
entrainment, the synchronization of individual oscillators to the forc-
ing. This is quantitatively described through the entrainment degree,
that is, the percentage of entrained oscillators. Through a series of
numerical experiments we study the entrainment degree for different
coupling strengths, forcing strengths, and distributions of natural fre-
quencies of the Winfree oscillators. We consider three types of distri-
butions, delta distribution (identical oscillators), uniform distribution,
and Lorentz distribution, and we compare the results. In all cases the
mean natural frequency equals the frequency of the external forcing.
Moreover, for the Lorentz distribution we use the Ott-Antonsen ap-
proximation to obtain a low-dimensional description of the dynamics
and we use this to compute the entrainment degree and obtain a better
understanding of entrainment.
In Chapter 3, we focus on the frequency detuning in the Winfree
system with periodic forcing. The detuning here refers to the differ-
ence between the mean natural frequency and that of the external
force. In this case, the entrainment properties of the system and the
differences with the non-detuned system in Chapter 2 are addressed.
In Chapter 4, we investigate two populations with different mean
frequency interacting with each other in the periodic forced Winfree
system as an extension of the thesis and point out some future research
directions.
In the last chapter, the conclusions of this thesis are presented, as







The Winfree model was introduced in [194] to describe the synchro-
nization of biological oscillators. It is the first paradigmatic model
proposed to study synchronization in large populations and it exhibits
very rich dynamics. The dynamics of N coupled oscillators is given
by the first-order differential equations






for i = 1, 2, ..., N , where the parameter K determines the strength
of the coupling between oscillators, the state of the i-th oscillator is
described by a phase θi ∈ S1 = R/2πZ, and its natural frequency is
ωi ∈ R.
The functions R(θ) and P (θ) are associated to the interaction be-
tween oscillators. The response (or, sensitivity) function R(θ) signifies
how an oscillator responds to the effect of other oscillators or its en-
vironment. The forcing (or, influence) function P (θ) represents how
each oscillator influences the others. Through this simple interaction
15
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CHAPTER 2. ENTRAINMENT OF WINFREE SYSTEM UNDER
EXTERNAL FORCING
model, very rich dynamics of the system can appear even for benign
choices of the functions R(θ) and P (θ). Winfree showed that the sys-
tem can reach a synchronized state if the coupling strength is large
enough or if the width of the distribution of natural frequencies is small
enough. Other types of dynamics are also possible. For example, for
R(θ) = − sin θ, P (θ) = 1 + cos θ, (2.2)
a choice of response and forcing functions that will be the basis also
for this work, other observed states include death, partial locking, and
partial death; see [13] and Sec. 2.4.2.
The Kuramoto model [100], introduced a few years later after the
Winfree model, is analytically more tractable and for symmetric and
unimodal natural frequency distributions of the oscillators it exhibits
simpler dynamics—either locking or incoherence. The great explana-
tory power and the simplicity of the Kuramoto model were two of
the main reasons that motivated its subsequent study, and the ex-
plosion of theoretical and numerical work focusing on understanding
its properties. We indicatively mention here Kuramoto’s own self-
consistent analysis [100]; Crawford’s work on the stability of the in-
coherent state [43–45]; the Watanabe-Strogatz theory [187]; and the
low-dimensional Ott-Antonsen ansatz [128]. We refer to [12, 150, 168]
for thorough reviews of the Kuramoto model, the role it has played on
the question of synchronization, and its many generalizations leading
to rich dynamics beyond locking and incoherence.
Despite the fact that the Kuramoto model has been the focus of
most research activity, there has been recently also significant work
aiming to understand the more complicated behavior of the Winfree
model. Ariaratnam and Strogatz [13] considered a Winfree model
with interaction functions as in Eq. (2.2) and a uniform distribution
of natural frequencies in an interval [1 − γ, 1 + γ]. For this system,
different types of dynamics are described in [13], and the regions in
parameter space (K, γ) corresponding to each type are identified using
a combination of numerical computations and theoretical analysis. In
particular, all of the bifurcation curves, except the one corresponding
to transition from locking to partial locking, were analytically deter-
mined in [13]. We review the types of dynamics in Sec. 2.4.2. Quinn et
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al. [145,146] continued this work and used the Poincaré-Lindstedt per-
turbation method to understand the transition from locking to partial
locking. They have shown that the corresponding bifurcation curve
becomes singular as N goes to ∞, while it remains well-behaved for
finite N , establishing that the transition to the continuum limit can
be quite subtle. In [129], Oukil et al. give criteria for synchroniza-
tion in a network of Winfree oscillators. Ha et al. in [74] consider
the strong coupling regime of Winfree oscillators and prove conver-
gence to an equilibrium solution—oscillator death in the terminology
of [13]. In [73] the emergence of different types of dynamics is studied
for Winfree oscillators on locally connected networks.
The Ott-Antonsen ansatz has also been used for the study of dy-
namics of Winfree oscillators. We refer to work by Pazánd Montbrió
[134] and Gallego et al. [64] who have considered the Ott-Antonsen
ansatz for a variety of pulse types and sinusoidal response functions
in Winfree oscillators. In particular, in [64] two different synchroniza-
tion scenarios are identified and distinguished via the mutation of a
Bogdanov-Takens point. A generalization of the Winfree model has
been studied by Laing [106] using again the Ott-Antonsen ansatz in
the same spirit as in [134].
Our work is motivated by problems related to circadian rhythms
and, in particular, the entrainment of organisms to the daily dark-
light cycle. Describing the pacer cells in the suprachiasmatic nucleus
as Winfree oscillators [194], we are interested in the effect of a peri-
odic external forcing to their dynamics. Thus, we consider the forced
Winfree system





R(θi)P (θj) + εRZ(θi)PZ(t), (2.3)
for i = 1, 2, . . . , N . The additional term, εRZ(θi)PZ(t), where “Z”
stands for “Zeitgeber”, represents the interaction of the i-th oscillator
with its environment. The parameter ε represents the strength of this
interaction. The external forcing function PZ(t) represents the influ-
ence of the environment, while the external response function RZ(θ)
represents how each oscillator responds to the external influence.
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This is a very general model and to proceed we will make several
assumptions. First, we will consider the interaction functions R(θ)
and P (θ) given in Eq. (2.2). Then, we will assume that PZ(t) is a 2π-
periodic function of time t so that it models the periodic effect of the
dark-light cycle. Finally, we make the assumption that the response
function to the external forcing and to other oscillators is the same,
that is, RZ(θ) = R(θ), and that the external forcing function PZ has
the same form as the influence function P . Summarizing, we consider
the following model describing a system of forced Winfree oscillators:





sin θi(1 + cos θj)− ε sin θi(1 + cos t), (2.4)
for i = 1, 2, ..., N .
We will consider three types of unimodal natural frequency distri-
butions. In all cases the mean value Ω of the natural frequencies is
chosen to be Ω = 1, that is, equal to the frequency of the external
forcing. The more general problems of unimodal distributions with
mean value Ω 6= 1 and bimodal distributions will be considered in a
forthcoming paper.
The first, and simplest, case is that of identical oscillators, that
is, ωi = Ω = 1 for i = 1, . . . , N . Results for this case will serve as a
baseline with which to compare the results that we obtain for the other
two natural frequency distributions. The second case is the uniform
natural frequency distribution with support in [Ω − δ,Ω + δ]. The




π((ω − Ω)2 + γ2)
, (2.5)
which has non-compact support and will allow to use the Ott-Antonsen
ansatz for the study of the system.
The main aim of our paper is to describe the collective dynamics
of forced Winfree oscillators and to understand the entrainment of
oscillators to the external forcing. One important question here is how
to characterize the collective dynamics and quantify entrainment. The
latter is done through the entrainment degree which is defined as the
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ratio of oscillators that are entrained (synchronized to the external
forcing). The order parameter,






has been extensively used in the literature to describe the collective
dynamics. However, as we later show, there is only a weak relation
between the dynamical behavior of the order parameter in our system
and the corresponding entrainment degree. In particular, there are a
few cases where one can deduce whether the system has a very high or
very low entrainment degree from specific types of dynamical behavior
of the order parameter. Nevertheless, there are also many intermedi-
ate cases where a direct connection is not possible. Our approach
for connecting these two quantities is to consider the order param-
eter predicted by the Ott-Antonsen ansatz and using the resulting
low-dimensional dynamics to compute a corresponding entrainment
degree. The question on whether one can define an appropriate col-
lective variable, similar to the order parameter, from which one can
directly read off the entrainment degree remains open.
We now give a brief outline of the paper. In Sec. 2.2 we study in
detail the dynamics of a single oscillator under the influence of the
external forcing. That is, we consider the case K = 0 where each
oscillator decouples from the rest but is still forced by the Zeitge-
ber. Moreover, we define the entrainment degree, that is, the ratio of
oscillators that synchronize to the Zeitgeber and give an analytic ex-
pression for the degree in the case K = 0. In Sec. 2.3 we consider the
case of identical oscillators, we numerically compute the entrainment
degree that depends on parameters (ε,K), and we give a theoretical
explanation of the numerical results. In Sec. 2.4 we describe the col-
lective dynamics of the system in the case of non-identical oscillators
whose natural frequencies follow a uniform or Lorentz distribution.
After discussing numerical results on the entrainment degree, we ex-
tend the classification scheme of dynamical types in [13] to the new
types of dynamics that appear with the introduction of the external
forcing. Moreover, we consider the evolution of the order parameter
and how it reflects the different types of dynamics. In Sec. 2.5 we re-
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(c) Poincaré map ω =
1.05, ε = 0.2
Figure 2.1: (a) The two main resonance tongues, 0:1 and 1:1, for
the single oscillator dynamics, Eq. (2.6). (b,c) Graphs of the Poincaré
map lift f̂ω,ε for different values of the parameters. Intersections with
the dashed lines θ + 2kπ, k ∈ Z, correspond to fixed points θp of the
Poincaré map fω,ε.
port on the low-dimensional dynamics of the system by applying the
Ott-Antonsen ansatz. We study the bifurcations of the obtained dy-
namics and we use these dynamics to establish a connection between
the order paramemer (mean-field) and the entrainment degree. We
conclude the paper in Sec. 2.6.
2.2 Single Oscillator Dynamics and
Entrainment Degree
We first consider the dynamics of a single Winfree oscillator inter-
acting only with the environment and not with other oscillators in
the ensemble. The techniques we use to study this simple case (e.g.,
Poincaré maps, circle maps, resonance tongues, entrainment degree)
will carry over to the study of the general system in subsequent sec-
tions. The dynamics in this case is given by the non-autonomous
first-order differential equation
θ̇ = ω − ε sin θ (1 + cos t), (2.6)
that is, Eq. (2.4) with K = 0, where we have dropped the index i.
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To study the dynamics of Eq. (2.6) we introduce the Poincaré map
fω,ε(θ) which for an initial condition θ ∈ S1 at t = 0 gives the phase
at time t = 2π, that is, after one period of the forcing. This defines
the Poincaré map as a function fω,ε : S1 → S1. However, it is also
convenient to work with a lift of the Poincaré map f̂ω,ε : R → R
defined by solving Eq. (2.6) with θ ∈ R.
The map fω,ε(θ) is a circle map and thus the corresponding the-
ory applies here, see [48]. In particular, we expect to find resonance
tongues in the (ω, ε) parameter plane. When the natural frequency ω
is inside the k:1 resonance tongue for a given value of ε, the Poincaré
map fω,ε(θ) has two fixed points, one stable and one unstable. These
correspond to points θp where f̂ω,ε(θp) = θp + 2kπ for some k ∈ Z.
Stability corresponds to |f̂ ′ω,ε(θp)| < 1 and instability to |f̂ ′ω,ε(θp)| > 1.
The boundaries of the resonance tongues are determined by a saddle-
node bifurcation where the stable and unstable fixed points collide
and disappear, i.e., by f̂ω,ε(θp) = θp+2kπ and the additional condition
f̂ ′ω,ε(θp) = 1. The main resonance tongues 0:1 and 1:1, the boundaries
of which have been computed through numerical continuation of the
corresponding saddle-node bifurcations, are shown in Fig. 2.1a.
The graph of the lift f̂ω,ε for two values of ω with ε = 0.2 is depicted
in Fig. 2.1b and 2.1c. In Fig. 2.1b, corresponding to parameters in
the 0:1 resonance zone, we have that f̂ω,ε(θp) = θp, implying that the
phase θ becomes constant after sufficiently large time. In contrast, in
Fig. 2.1c, corresponding to parameters in the 1:1 resonance zone, we
have that f̂ω,ε(θp) = θp+2π. This implies that the phase θ increases by
2π when time t increases by 2π, for t sufficiently large. Even though
in both cases we have a fixed point of the Poincaré map, only in the
latter case, corresponding to parameters in the 1:1 resonance zone, we
can say that the oscillator entrains to the forcing, in the sense that
the oscillator makes exactly one full cycle for each cycle of the forcing.
To characterize entrainment in an ensemble of oscillators, we define
the entrainment degree de as a measure of the effect of the external
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(a) Uniform distribution, K = 0. From
top to bottom: δ = 0.05, 0.1, 0.2, 0.3.









(b) Lorentz distribution, K = 0. From
top to bottom: γ = 0.05, 0.1, 0.2, 0.3.
Figure 2.2: Entrainment degrees for different distributions and values
of their scale parameter for K = 0. The numerically computed en-
trainment degrees (solid curves) are compared with the theoretically
computed ones (dotted curves). In both figures, N = 1000 oscillators
have been integrated for time T = 2000 with time-step dt = 0.1. An
oscillator is considered to be entrained if its rotation number ρ satisfies
|ρ− 1| < 0.01.
where Ne is the number of oscillators having rotation number ρ = 1,
that is, equal to the frequency of the external forcing. Recall that for







provided that the limit exists, see [48]. Oscillators with the same rota-
tion number attain the same average frequency (and thus an asymp-
totically constant phase difference) after large enough time. Since
Eq. (2.7) involves the rotation numbers of the oscillators it is mean-
ingful in the limit t→∞ and when each oscillator has a well-defined
rotation number.
The entrainment degree for K = 0 can be theoretically determined
by considering for a given distribution and given value of ε how many
oscillators fall within the 1:1 resonance zone. More specifically, let
ω−(ε) < ω+(ε) be the two boundary curves of the 1:1 resonance zone,
2.3. IDENTICAL OSCILLATORS 23
see Fig. 2.1a, and let g(ω) be the natural frequency distribution of the





The theoretically predicted values of de(ε) are compared to numerical
computations in Fig. 2.2 for uniform and Lorentz distributions.
We observe that for K = 0 the entrainment degree is an even
function of ε. This is a direct consequence of the fact that Eq. (2.6)
is invariant under the map (ε, θ) 7→ (−ε, θ + π).
Moreover, as the scale parameter of the distribution increases the
entrainment degree is decreased. The reason is that increasing the
scale parameter implies that a larger proportion of oscillators falls
outside the resonance tongue. This is also the reason that the de-
gree entrainment for the Lorentz distribution is, in general, smaller
than that for the uniform distribution and, in particular, for the non-
compactly supported Lorentz distribution we never have de = 1.
2.3 Identical Oscillators
We now turn our attention to the general case of coupled oscillators,
i.e., K 6= 0. As a baseline, we first consider here the case of identical
oscillators where ωi = 1 for all oscillators. The numerically computed
entrainment degree as a function of the parameters (ε,K) is shown for
this case in Fig. 2.3b. There are only two regions. Either all oscilla-
tors are entrained to the forcing (red), or no oscillators are entrained
(dark blue). This is a result of the (numerically verified) fact that for
all values of ε and K all oscillators attain exactly the same rotation
number. However the precise details are not the same for all (ε,K)
values.
The key to understanding the dynamics of this case is the synchro-
nized dynamics, taking place on the synchronized manifold,
Σ = {θ ∈ (S1)n : θ1 = · · · = θN =: θs}.
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Figure 2.3: (a) Boundaries of the 1:1 resonance tongue on the (ε,K)-
plane for the synchronized dynamics and the curve Kn(ε) correspond-
ing to loss of normal stability. The upper boundary of the tongue
is represented by the thick black curve and the lower boundary by
the light gray curve. The curve Kn(ε) is represented by the dashed
curve. The gray area is the theoretically predicted area of entrain-
ment for identical oscillators with ωi = 1. (b) Numerically computed
entrainment degree for N = 1000 identical oscillators with ωi = 1,
i = 1, . . . , N , and random initial phases θi(0) chosen uniformly in
[0, 2π). An oscillator is considered to be entrained if its rotation num-
ber ρi satisfies |ρi − 1| < 10−3. The red color represents complete
entrainment, de = 1, and the dark blue color represents no entrain-
ment, de = 0. The solid and dashed curves are as in (a) and represent
the boundaries of the theoretically predicted entrainment region. (c)
Rotation number for ε = 0.2 and K close to Kn(ε) = −ε computed for
time T = 106. The numerical curve shown here can be approximated
by ρ = 1− b(ε)|K + ε|a(ε) with K ≤ −ε.
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The manifold Σ ' S1 is invariant under the dynamics induced by
Eq. (2.4). In particular, the dynamics on Σ is given by
θ̇s = ω − sin θs [K(1 + cos θs) + ε(1 + cos t)] . (2.9)
Therefore, the dynamics on Σ ' S1 is that of an externally forced flow
on S1. The corresponding Poincaré map is the circle map Fs : Σ→ Σ
obtained by following the flow of the synchronized dynamics for time
2π. Similarly to the discussion in Sec. 2.2 we can also talk here about
the lift of Fs and resonance tongues. We are again interested in the
1:1 resonance tongue, corresponding to entrainment to the external
forcing. The tongue will be here a subset of the three-space (ω, ε,K).
However, we are here interested only in the case ω = 1 so we can
consider only the intersection of the tongue with the (ε,K)-plane.
The numerically computed resonance tongue boundaries are shown in
Fig. 2.3a by a black solid curve for K ≥ 0 and a gray solid curve
for K ≤ 0. The tongue is invariant under the mapping (ε,K) 7→
(−ε,−K).
Let θs(t) be the periodic orbit of period T = 2π of the synchro-
nized dynamics, corresponding to the stable fixed point of the Poincaré
map Fs in the 1:1 resonance tongue. The linear stability of θs(t) with
respect to deviations in the direction of Σ (i.e., deviations that corre-
spond to synchronized states) is determined through the variational
equation
(δθs)̇ = (S(t) +K sin
2 θs(t))(δθs),
where
S(t) = − cos θs(t) [K(1 + cos θs(t)) + ε(1 + cos t)] ,





S(t) +K sin2 θs(t)
)
dt < 0.
To determine the normal stability of the periodic orbit θs(t) let
ui = θi − θi+1, for i = 1, . . . , N − 1 and uN = θN .
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On Σ we have ui = 0, i = 1, . . . , N − 1, and uN = θs. The variational
equations for the ui, i = 1, . . . , N − 1, representing deviations from
the synchronized manifold are given by
(δui)̇ = S(t)(δui), i = 1, . . . , N − 1,
and therefore the normal stability of the periodic orbit θs(t) is deter-








The last relation implies that the stable periodic orbit of the syn-
chronized dynamics (λs < 0) is also normally stable for K > 0. How-
ever, for K < 0, the last term in the previous equation can become
large enough to make λ⊥ > 0, that is, to make the periodic orbit θs(t)
normally unstable. We have numerically computed for each value of
ε the value Kn(ε) of K where the stable periodic orbit loses θs(t) nor-
mal stability. The resulting curve Kn(ε) is shown by the black dashed
curve in Fig. 2.3a.
Determining the local stability of θs(t) that we have been dis-
cussing is not sufficient to reach global conclusions. In particular, it
leaves open the possibility that the periodic orbit θs(t) is linearly sta-
ble but not globally attracting. We have numerically checked that this
does not occur: when the system is in the 1:1 resonance tongue of Fs
and K > Kn(ε), that is, when θs(t) is linearly stable, randomly cho-
sen initial phases converge to θs(t) and thus all oscillators entrain, see
Fig. 2.3b. This explains why the upper boundary of the entrainment
region is given by the upper boundary of the 1:1 resonance tongue of
the synchronized dynamics while the lower boundary is given by the
curve K = Kn(ε).
Remark 2.3.1. The obtained straight line Kn(ε) = −ε for ε > 0
can be easily explained. For K = −ε the equation for synchronized
manifold θl becomes
θ̇l = 1− ε sin θl(cos t− cos θl),
with the obvious (periodic) solution θl(t) = t which can be shown to
be stable for ε > 0 and for which a straightforward computation gives
S(t) = 0 and thus λ⊥ = 0.
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Remark 2.3.2. The match between the numerics and the curveKn(ε)
seems to not be perfect for ε > 0, as shown in Fig. 2.3b. This turns out
to be a numerical artifact. The computation of the entrainment degree
in Fig. 2.3b is done by integrating the dynamics for time T = 2 · 104
which leads to an estimation error for the rotation number of the or-
der of 10−4. For this reason we have set the threshold to identify
entrained oscillators to 10−3, that is, an oscillator is marked as en-
trained if |ρi − 1| < 10−3, and with this threshold we see the small
mismatch in Fig. 2.3b. A longer integration, which allows for a more
accurate estimate of the rotation number, indicates that there is no
mismatch. In particular, computing the rotation number by integrat-
ing the dynamics for time T = 106 (and corresponding estimation
error of the order of 10−6) for fixed ε = 0.2 and K near Kn(ε) = −0.2
we obtain the picture in Fig. 2.3c. The longer integration indicates
that the rotation number equals 1 for K ≥ −0.2 and it falls slowly
for K < −0.2; in particular, it becomes 0.999 at K u −0.28. There-
fore, with threshold 10−3 all states with K between K u −0.28 and
K = −0.2 are erroneously considered as entrained thus leading to
the observed mismatch. Setting the threshold to 10−4 would improve
the result but only slightly: states with K between K u −0.23 and
K = −0.2 would still be erroneously considered as entrained.
2.4 Non-Identical Oscillators
Moving beyond the case of identical oscillators we now turn our atten-
tion to oscillators whose natural frequencies follow either a uniform or
a Lorentz distribution with different values of scale parameters. We
first present the numerically computed entrainment degree for these
distributions. Then we consider, state diagrams showing for each os-
cillator in an ensemble the relation between its natural frequency and
the corresponding, numerically computed, rotation number. Differ-
ent types of dynamics are characterized in terms of such diagrams.
Finally, we consider the time evolution of the order parameter
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Since the external forcing is 2π-periodic we will plot both the contin-
uous evolution z(t), t ∈ R, of the order parameter as a planar curve,
but also the discrete values z(tk), tk = 2kπ with k ∈ Z≥0. In Sec. 2.5
we will compare the evolution of the order parameter in the case of a
Lorentz distribution of natural frequencies to the corresponding evo-
lution obtained through the Ott-Antonsen ansatz.
2.4.1 Entrainment degree
We have made a series of numerical simulations to compute the en-
trainment degree de for different parameter values of the system.
In the simulations we have used N = 1000 oscillators with initial
phases uniformly distributed in the interval [0, 2π], that is, starting
close to the incoherent state. We have let the system evolve for time
T = 2 ·104, using a fourth-order Runge-Kutta method with fixed time
step dt = 0.1, and then we have computed a finite-time approximation





An oscillator has been marked as entrained, and thus contributed to
the number of entrained oscillators, Ne, when |ρi(T )−1| < 10−3. The
results of these computations are shown in Fig. 2.4 and Fig. 2.5, for
the uniform and the Lorentz distribution respectively, on the (ε,K)
parameter plane and for different fixed values of their respective scale
parameters.
The first observation, mirroring the situation for K = 0 (see
Sec. 2.2), is that de decreases as the scale parameter increases, that
is, as the distribution becomes wider. Moreover, while de attains the
values 1 (complete entrainment) and 0 (no entrainment) for certain
parameter values with the uniform distribution, this is not the case
for the Lorentz distribution. Both of these observations should be ex-
pected, since oscillators are more easily entrained when their natural
frequency is close to the forcing frequency. Moreover, the fact that
the Lorentz distribution has non-compact support implies that there
are always going to be some oscillators that can be entrained through
the collective dynamics and, correspondingly, some for which this does




















































(d) Uniform, δ = 0.3
Figure 2.4: Entrainment degree for uniform distribution (a-d) in
the parameter space (ε,K) for fixed values of the scale parameters.
Lighter gray levels represent larger entrainment degrees. Contours are
equally spaced with step ∆de = 0.1. In the computations N = 1000
oscillators were used; see the text for more details.
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(d) Lorentz, γ = 0.3
Figure 2.5: Entrainment degree for Lorentz distribution (a-d) in
the parameter space (ε,K) for fixed values of the scale parameters.
Lighter gray levels represent larger entrainment degrees. Contours are
equally spaced with step ∆de = 0.1. In the computations N = 1000
oscillators were used; see the text for more details.
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not happen. Therefore, for the Lorentz distribution we can never have
the two extremes: complete entrainment or no entrainment. For the
most narrow distributions (uniform with δ = 0.05 and Lorentz with
γ = 0.05) we observe similarities with the entrainment degree that we
numerically computed for the case of identical oscillators, see Fig. 2.3b.
2.4.2 Dynamical states
Ariaratnam and Strogatz [13] have considered the Winfree system,
Eq. (2.4), with a uniform distribution of natural frequencies in the
interval [1− δ, 1 + δ] and no forcing, i.e., ε = 0. They have identified
5 main different types of dynamics which they call incoherence, lock-
ing, death, partial locking, and partial death. The classification of the
dynamics is done in terms of state diagrams depicting the functional
dependence of the rotation numbers ρi on the natural frequency ωi.
In particular, incoherence corresponds to the rotation number being
a strictly increasing function of the natural frequency, Fig. 2.6a; lock-
ing, to all oscillators having the same rotation number ρi = ρ 6= 0,
Fig. 2.6b; death, to all oscillators having rotation number ρi = 0,
Fig. 2.6c; partial locking, to a mixed locking / incoherence state,
Fig. 2.6d; and partial death, to a mixed death / incoherence state,
Fig. 2.6e.
Note that this sharp classification of different states can be done for
distributions with compact support, such as the uniform distribution,
but does not work equally well for distributions with non-compact
support, such as the Lorentz distribution. In particular, distributions
with compact support allow for the existence of pure states where
all oscillators have the same rotation number. In the classification
scheme above, locking and death are pure states, while partial death
and partial locking will be called mixed states.
The introduction of the forcing enriches the dynamics, resulting in
several new types. The main change introduced by the external forcing
is the possibility of entrainment of the oscillators to the forcing and
also the possibility of states that mix entrainment with locking, death,
or incoherence. Note that, even though entrained oscillators have
the same rotation number ρi = 1, we distinguish here entrainment
from locking: an oscillator is entrained if ρi = 1 and it is locked if it
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(a) Incoherence: K = 0.4, ε = 0, δ = 0.4 (b) Locking: K = 0.6, ε = 0, δ = 0.1
(c) Death: K = 0.9, ε = 0, δ = 0.2 (d) Partial locking: K = 0.75, ε = 0, δ =
0.21
(e) Partial death: K = 0.75, ε = 0, δ = 0.4
Figure 2.6: Each panel shows a state diagram for Winfree oscillators
with uniform natural frequency distribution (left) and the correspond-
ing evolution of the order parameter (right). States without external
forcing (ε = 0), as defined in [13], and corresponding evolutions are
shown in panels.
belongs in a group of oscillators that share a common rotation number,
ρi = ρgroup 6= 1.
A few of the new dynamics states that appear for ε 6= 0 are shown
in Fig. 2.7. In these examples we have integrated the system with
N = 1000 oscillators for time T = 2000 with initial phases θi(0)
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(a) Entrainment: K = 0.2, ε = −0.2, δ =
0.1
(b) Mixed entrainment / locking: K = 0.6,
ε = −0.18, δ = 0.2
(c) Partial entrainment: K = 0.6, ε =
−0.2, δ = 0.4
(d) Mixed entrainment / death: K = 0.4,
ε = 0.5, δ = 0.3
Figure 2.7: Each panel shows a state diagram for Winfree oscillators
with uniform natural frequency distribution (left) and the correspond-
ing evolution of the order parameter (right). Panels (a-d) show states
in the case of external forcing (ε 6= 0). In the evolution pictures dark
gray curves represent the continuous time evolution (x(t), y(t)) of the
order parameter while black points represent the stroboscopic image
(x(2kπ), y(2kπ)), k ∈ Z. The order parameter is constrained in the
unit disk, represented here by light gray..
chosen uniformly in [0, 2π] and natural frequencies ωi chosen uniformly
(equally spaced) in the interval [1−δ, 1+δ]. In the entrainment state in
Fig. 2.7a all oscillators have been synchronized to the external forcing,
that is, they all have ρi = 1. In our terminology, entrainment is also a
pure state. Fig. 2.7b shows a mixed entrainment / locking state, while
Fig. 2.7c shows partial entrainment—here entrainment coexists with
incoherence. Finally, Fig. 2.7d depicts a mixed entrainment / death
state. Note that the mixed entrainment / locking and entrainment
/ death states also contain intervals of incoherence. Because of the
proliferation of new types of dynamics, and the fact that sometimes
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the boundaries between them are not well-defined, we will refrain from
giving a more formal definition of these new states.
In the case of a Lorentz distribution it is more difficult to provide a
meaningful distinction between states since there are no pure states.
The reason for the latter is that the distribution has a non-compact
support and therefore oscillators at the “tails” of the distribution can
have very different dynamical behavior to oscillators in the “bulk”.
We present examples of different states for a Lorentz distribution in
Fig. 2.8 and in Fig. 2.9. In these examples we have integrated again
the system with N = 1000 oscillators for time T = 2000 with initial
phases θi(0) chosen uniformly in [0, 2π]. The natural frequencies ωi
are chosen from a Lorentz distribution g(ω) with mean 1 and scale
parameter γ. Even in cases such as shown in Fig. 2.8a and 2.8b where
most oscillators have been entrained or died there are still smaller
populations outside the bulk that exhibit different behavior.
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(a) Entrainment: K = 0.2, ε = −0.5, γ = 0.01; de = 0.985
(b) Death: K = 0.5, ε = 0.6, γ = 0.01; de = 0.006
(c) Mixed entrainment / death: K = 0.18, ε = 0.74, γ = 0.01; de = 0.558
Figure 2.8: Dynamics for Winfree oscillators whose natural frequencies
follow a Lorentz distribution with scale γ. Each panel depicts the
dynamic state diagram (ρi vs ωi), the corresponding evolution of the
order parameter, and the evolution of the order parameter as obtained
through the Ott-Antonsen ansatz, see Eq. (2.22). For each panel we
also give the value of the corresponding entrainment degree de. In the
order parameter plots dark gray curves represent the continuous time
evolution (x(t), y(t)), while discrete points represent the stroboscopic
image (x(2kπ), y(2kπ)). The order parameter is constrained in the
unit disk, represented here by light gray.
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(a) Mixed entrainment / death: K = 0.23, ε = 0.64, γ = 0.01; de = 0.129
(b) Mixed entrainment / death: K = 0.24, ε = 0.46, γ = 0.01; de = 0.398
(c) Mixed entrainment / locking / death: K = 0.39, ε = 0.51, γ = 0.01;
de = 0.017
Figure 2.9: Dynamics for Winfree oscillators whose natural frequencies
follow a Lorentz distribution with scale γ. Each panel depicts the
dynamic state diagram (ρi vs ωi), the corresponding evolution of the
order parameter, and the evolution of the order parameter as obtained
through the Ott-Antonsen ansatz, see Eq. (2.22). For each panel we
also give the value of the corresponding entrainment degree de. In the
order parameter plots dark gray curves represent the continuous time
evolution (x(t), y(t)), while discrete points represent the stroboscopic
image (x(2kπ), y(2kπ)). The order parameter is constrained in the
unit disk, represented here by light gray.
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2.4.3 Order parameter evolution
The order parameter, Eq. (2.10), is often used to characterize the
degree of synchronization in a network of coupled oscillators [100].
Even though there is no direct correspondence between the evolution
of the order parameter and the entrainment degree we briefly discuss
the situation in specific examples.
We first consider the case of a uniform distribution for which we
have discussed different types of state diagrams in Sec. 2.4.2. For the
state diagrams presented in Fig. 2.6 we consider the corresponding
time evolution of the order parameter. We integrate the dynamics
of the system starting with the same initial conditions as those used
to produce the corresponding state diagrams in the previous section.
The time evolution of the order parameter z = x + iy is shown in
Fig. 2.7 for time from T = 1000 to T = 2000 as a continuous gray
curve. Moreover, we present in the same picture the corresponding
stroboscopic image of the evolution of the order parameter, where
the value of the order parameter is only shown at times 2kπ, k ∈ Z,
resembling a Poincaré map.
The comparison of the state diagrams and the evolution of the
order parameter in Fig. 2.6 reveals some interesting patterns. In the
case of incoherence, Fig. 2.6a, the ensemble of motions with different
rotation numbers destructively interfere to produce an almost constant
order parameter. In the case of locking at a common rotation number
ρ, Fig. 2.6b, the modulus of the order parameter is close to 1 and its
phase rotates with angular velocity ρ. In the stroboscopic image we
observe quasi-periodic motion depending on the (ir-)rationality of ρ.
In the case of death, Fig. 2.6c, the modulus of the order parameter
is again close to 1 but its phase is almost constant. In the case of
partial locking, Fig. 2.6d, the order parameter almost fills out a disk
which is a result of the combination of destructive interference of the
incoherent part and the rotation induced by the locked part. Partial
death, Fig. 2.6e, strongly resembles incoherence but the modulus of
the order parameter is closer to 1. There does not seem to be a
sharp criterion in terms of the evolution of the order parameter that
would allow us to distinguish between the two cases. In entrainment,
Fig. 2.7c, the order parameter evolves in a very similar way to locking
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but there is only one point in the stroboscopic image, as a result of the
fact that ρ = 1 for all oscillators. In the last three panels, Fig. 2.7(b-d)
we observe that the order parameter fills out an annulus. We note that
in the first two of the three panels the annulus has winding number 1
while in the last one it has winding number 0.
In the case of the Lorentz distribution the corresponding evolution
of the order parameter is shown in Fig. 2.8 and in Fig. 2.9 (middle
picture in each of the panels). In panel Fig. 2.8a the evolution for a
state where almost all oscillators are entrained (de = 0.985) is shown.
We observe that the stroboscopic image of the orbit consists of a single
point while the continuous-time orbit (dark gray curve) winds around
the origin and it lies very close to the unit circle. In panel Fig. 2.8b the
evolution for a state where almost all oscillators are dead (de = 0.006)
is shown. The stroboscopic image consists again of a single point,
however, we observe that the continuous-time orbit makes very small
oscillations along an arc close to the unit circle and it does not wind
around the origin.
In panels Fig. 2.8(a) and Fig. 2.9(a-c) we depict four evolutions
of the order parameter that all correspond to mixed entrainment /
death or mixed entrainment / locking /death states but have different
entrainment degrees ranging from very small (de = 0.017) to signif-
icant (de = 0.558). The evolution depicted in Fig. 2.8c is similar to
the one in the case of entrainment in Fig. 2.8a; the difference is that
the continuous-time orbit is not very close to the unit circle.
From the discussion for the evolution of the order parameter for
uniform and for Lorentz distribution of natural frequencies we con-
clude that there are some evolutions that can be easily recognized
as (almost complete) entrainment or (almost complete) death. These
correspond to Fig. 2.7a and Fig. 2.6c for the uniform distribution,
and Fig. 2.8a and Fig. 2.8b for the Lorentz distribution. However,
there are many other intermediate cases where it is not straightfor-
ward to read the entrainment degree from the evolution of the order
parameter—we will return to this issue in Sec. 2.5.3.
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2.5 Low-dimensional Dynamics
In this part, we analyze the system with a Lorentz distribution of nat-
ural frequencies using the Ott-Antonsen method [128]. After deriving
the Ott-Antonsen equations for the system, we compare the results
of the Poincaré map with the numerical results for the full system,
observing striking similarities. Moreover, we perform a bifurcation
analysis of the limit cycles and fixed points of the Poincaré map on
the (ε,K) space for different values of the scale parameter γ.
2.5.1 Derivation of the Ott-Antonsen equations
We consider the continuum limit where the ensemble of discrete os-
cillators is replaced by a continuous distribution ρ(θ, t, ω) expressing
the probability density that an oscillator of natural frequency ω has
phase θ at time t. The density ρ satisfies the normalization condition∫ 2π
0
ρ(θ, t, ω) dθ = 1,






(ρv) = 0, (2.11)
representing the conservation of the number of oscillators. In the
continuity equation, v is the velocity of each oscillator, and it is given
by
v = θ̇ = ω −K sin θ〈1 + cos θ〉 − ε sin θ(1 + cos t), (2.12)






f(θ)ρ(θ, t, ω)g(ω) dθ dω, (2.13)
the average value of f(θ). The order parameter, defined in the discrete
case by Eq. (2.10), is given in the continuum limit by





eiθρ(θ, t, ω)g(ω) dθ dω, (2.14)
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thus
〈1 + cos θ〉 = 1 + Re(z(t)). (2.15)
The distribution ρ(θ, t, ω) is 2π-periodic in θ. We assume that ρ
has a Fourier series expansion, given by







where c−n = cn and c0 = 1. Substituting Eq. (2.12) and Eq. (2.16) into
the continuity equation, Eq. (2.11), and using Eq. (2.15), we obtain







K(1 + Re(z(t))) + ε(1 + cos t)
)
(cn+1 − cn−1) = 0.
(2.17)
Following the Ott-Antonsen ansatz, we consider distributions with
cn(t, ω) = α(t, ω)
n, for n ≥ 1. Consequently, cn = c|n| = α|n| for







K(1 + Re(z(t))) + ε(1 + cos t)
)
(α2 − 1) = 0. (2.18)
Using the Fourier series representation of ρ and the Ott-Antonsen




c−1(t, ω)g(ω) dω =
∫ ∞
−∞
α(t, ω)g(ω) dω. (2.19)
Considering the case where g(ω) is the Lorentz distribution, Eq. (2.5),
we obtain by calculating the residue at the pole Ω− iγ of g(ω) at the
lower complex half-plane that
z(t) = α(t,Ω− iγ). (2.20)
Finally, considering the complex conjugate of Eq. (2.18) for ω = Ω−iγ
we find that the evolution of the order parameter is given by
dz
dt
+ (γ − i Ω)z + 1
2
(
K(1 + Re(z)) + ε(1 + cos t)
)
(z2 − 1) = 0.
(2.21)
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Writing z = x+ iy and separating the real and imaginary parts of
Eq. (2.21), we obtain the equations
dx
dt
= −γx− Ωy + 1
2
(1− x2 + y2)
[





= Ωx− γy − xy
[
K(1 + x) + ε(1 + cos t)
]
. (2.22b)
Remark 2.5.1. The Lorentz distribution is an example for which we
can explicitly compute the integral in Eq. (2.19). This computation is
not always feasible for other distributions and, in particular, it is not
feasible for the uniform distribution. For this reason we restrict the
discussion in this section to the Lorentz distribution.
Remark 2.5.2. The relative simplicity of the equation for z depends
on the simplicity of the response and influence functions, R and P
respectively, in Eq. (2.3). In the case where the influence function P
is a trigonometric polynomial in θ of the form P (θ) = Q(cos θ, sin θ),
the Ott-Antonsen ansatz gives equations similar to Eq. (2.22) with
the term (1 + x) replaced by Q(x, y). However, when R contains har-
monics of degree n ≥ 2 the Ott-Antonsen ansatz does not produce a
consistent set of equations on R2 even though it is possible to consider
generalizations of the Ott-Antonsen ansatz that give rise to higher di-
mensional dynamical systems.
Eq. (2.22) defines a two-dimensional non-autonomous dynamical
system on R2. For ε = 0 the Ott-Antonsen equations agree with
those obtained in [134] for the system without forcing. Note that the
equations make sense only on the (closed) unit disk D = {x2+y2 ≤ 1},






= −2γ < 0.
This implies thatD remains invariant under the flow defined by Eq. (2.22)
and thus the 2π-flow of Eq. (2.22) defines a Poincaré map P : D → D.
We have compared the dynamics given by the low-dimensional Ott-
Antonsen description, Eq. (2.22), to the corresponding full network
dynamics, see Sec. 2.4.3. Fig. 2.8 and Fig. 2.9 shows the evolution of
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(b) γ = 0.1
Figure 2.10: Bifurcation diagrams. Solid black curves represent
Neimark-Sacker (N-S) bifurcations, solid gray curves represent fold
(saddle-node, SN) bifurcations, and dashed gray curves represent flip
(period doubling, PD) bifurcations. Saddle-node bifurcations marked
by a prime (SN′) correspond to the collision of a saddle point with
a stable node; unmarked ones (SN) correspond to the collision of a
saddle point with an unstable node.
the order parameter (x(t), y(t)) for different values of the parameters,
and the corresponding iterates of the Poincaré map g, given by points
(x(2kπ), y(2kπ)) with integer k. We have found that the evolution
of the order parameter in the numerical simulations (Fig. 2.9) and
the one predicted by the Ott-Antonsen ansatz (Fig. 2.8 and Fig. 2.9)
are qualitatively similar, thus validating the use of the Ott-Antonsen
ansatz.
2.5.2 Bifurcations in the Ott-Antonsen equations
Brouwer’s fixed point theorem ensures that the Poincaré map P : D →
D defined by the 2π-flow of Eq. (2.22) has at least one fixed point.
As the parameters (K, ε, γ) of the system change, the fixed points of
P can change stability and go through bifurcations. For fixed γ, we
expect to find in the (ε,K) parameter plane curves of codimension-
1 bifurcations such as fold (saddle-node), flip (period-doubling), and
Neimark-Sacker bifurcations [105].
We have used MatCont [50] to compute the bifurcation curves
for Poincaré map P induced by the Ott-Antonsen equations in the
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(a) Scenario 1 (K = 0.8)
















(b) Scenario 2 (ε = 0.1)
Figure 2.11: Bifurcation scenarios for γ = 0.05. The vertical axis
depicts the distance r of the fixed point(s) from the origin. The leg-
ends are SF (stable focus), SN (stable node), UF (unstable focus), UN
(unstable node), X (saddle point).
parameter range −1 ≤ ε ≤ 1, −1 ≤ K ≤ 1. The bifurcations for
γ = 0.05 and γ = 0.1 are shown in Fig. 2.10—we have not found any
bifurcations in this parameter range for γ = 0.2 and γ = 0.3.
For γ = 0.05 there are four 1-parameter families of saddle-node
bifurcations, represented by solid gray curves and denoted SN in
Fig. 2.10(a). The pairs SN1, SN
′
1 and SN2, SN
′
2 each meet at a
cusp bifurcation. Moreover, the families SN1 and SN2 each meet
the 1-parameter of Neimark-Sacker (N-S) bifurcations, represented by
a black curve, at an 1:1 resonance. A family of flip bifurcations (PD),
represented by a dashed gray loop, has been also found along the
Neimark-Sacker curve. The main difference when γ = 0.1 is that two
of the families of saddle-node bifurcations (SN2 and SN
′
2) are no longer
present.
The main common feature of these two cases is that there is a
parameter region enclosed by the Neimark-Sacker and parts of the
saddle-node bifurcations where the system does not have any stable
fixed points. We describe this in detail by considering two bifurcation
scenarios for γ = 0.05—similar bifurcation scenarios also occur for
γ = 0.1.
Scenario 1. We fix K = 0.8 and increase ε, see Fig. 2.11a. For
ε / −0.363 the map has a stable node fixed point. At ε u −0.363,
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the map P goes through a saddle-node bifurcation SN2, where a saddle
point and an unstable node are created. The unstable node almost im-
mediately turns into an unstable focus. At slightly larger ε u −0.345,
the map goes through a second saddle-node bifurcation SN′2 where
the saddle point and the stable node collide and disappear while a
stable closed invariant curve appears and the only remaining fixed
point is the unstable focus. This scenario repeats in reverse between
ε u −0.016 and ε u 0.071. First, a saddle-node bifurcation SN′1 on
the invariant curve at ε u −0.016 gives rise to a saddle point and a
stable node. Then, just before the final saddle-node SN1, the unstable
focus becomes an unstable node, and then it collides with the saddle
point when ε u 0.071 for the saddle-node SN1. This last bifurcation
leaves the stable node as the only fixed point of the Poincaré map
for ε ' 0.071. Note, in particular, that for −0.345 / ε / −0.016
the Poincaré map has no stable fixed points and that the only stable
invariant set is an invariant curve.
Scenario 2. We fix ε = 0.1 and increase K, see Fig. 2.11b. For
K / 0.280 the map has a stable fixed point which changes stability
between stable node and stable focus. For K ' −0.045, in particular,
the fixed point is a stable focus and at K u 0.280 it goes through
a Neimark-Sacker (N-S) bifurcation, whereas it becomes an unstable
focus and simultaneously a normally stable invariant curve emanates
from it. As K increases, a saddle-node bifurcation SN′1 takes place
on the invariant curve at K u 0.722 and produces a saddle point
and a stable node. The unstable focus becomes an unstable node and
then at K u 0.775 it collides with the saddle point in the saddle-node
bifurcation SN1. For K ' 0.775 the Poincaré map has only a stable
fixed point. Again, note that for 0.280 / K / 0.722 the system has
no stable fixed points and that the only stable invariant set is the
invariant curve generated at the Neimark-Sacker bifurcation.
The bifurcation diagrams give a comprehensive picture of the pa-
rameter regions where the Poincaré map has a stable fixed point. This
plays an important role in Sec. 2.5.3, where we use the existence of
fixed points of the Poincaré map (i.e., 2π-periodic orbits of the full
system) to give an estimate of the entrainment degree.
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2.5.3 Entrainment degree from the
Ott-Antonsen mean field
The Ott-Antonsen equations provide low-dimensional dynamics for
the evolution of the order parameter of the system. However, the
order parameter gives only a macroscopic description of the dynamics
and, in particular, it does not directly provide information on the
entrainment degree. To recover the entrainment degree from the Ott-
Antonsen order parameter we may work as follows. We first compute
the evolution zOA(t) of the order parameter using the Ott-Antonsen
equations for specific values of the parameters (ε,K, γ) and starting at
a random initial value. We call the obtained order parameter evolution
zOA(t) the Ott-Antonsen mean field. Then we consider the dynamics
of an oscillator of natural frequency ω in the Ott-Antonsen mean field.
The dynamics of such oscillator is given by
θ̇ = ω − F (t) sin θ, (2.23a)
where
F (t) = K(1 + Re(zOA(t))) + ε(1 + cos t). (2.23b)
To compute the entrainment degree for an ensemble of oscillators in
the Ott-Antonsen mean field we follow two different approaches, the
direct method and the resonance tongue method which we describe
and compare below.
2.5.3.1 Direct method
We consider a finite ensemble of N oscillators with natural frequen-
cies ωi, i = 1, . . . , N , following a Lorentz distribution g(ω) with mean
value 1 and scale parameter γ, that is, the same Lorentz distribution
that gives rise to the Ott-Antonsen mean field zOA(t). Then the en-
trainment degree de can be computed as the percentage of oscillators
that have rotation number 1.
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(d) γ = 0.3
Figure 2.12: Entrainment degree as predicted by directly comput-
ing the rotation numbers of an ensemble of oscillators following the
Ott-Antonsen mean field dynamics, see Sec. 2.5.3. The entrainment
criterion was chosen as |ρ − 1| < 10−3. Entrainment degree contours
are equally spaced with ∆de = 0.1 and lighter grays correspond to
higher de. The value of de on some contours has been indicated in the
pictures.
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(a) γ = 0.05








(b) γ = 0.1








(c) γ = 0.2








(d) γ = 0.3
Figure 2.13: Comparison of contours in the top row (dashed lines)
to those shown in Fig. 2.5 (solid lines) computed by direct integration
of the full dynamics.
Practically, we compute the order parameter zOA(t) for time 0 ≤
t ≤ 103 ·(2π) using a Runge-Kutta fourth order method with fixed step
size dt = 10−2 · (2π) and we simultaneously integrate the dynamics of
N = 200 oscillators, given by Eq. (2.23), that is interacting only with
the Ott-Antonsen mean-field, using the Euler method. An oscillator
with natural frequency ωi is considered to be entrained if its rotation
number ρi satisfies |ρi − 1| < 10−3.
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The results of this computation are shown in Fig. 2.12 on the
(ε,K) parameter plane for different values of the scale parameter γ.
The results are strikingly similar to the results in Fig. 2.5 that have
been computed from the full dynamics without any theoretical ap-
proximations. This is clearly shown in Fig. 2.13 where the contours
for the two methods (direct method and full dynamics) are drawn
together. These results further validate the use of the Ott-Antonsen
approximation to study the entrainment in this system.
2.5.3.2 Resonance tongue method
When the Ott-Antonsen Poincaré map has a stable fixed point we
can estimate the entrainment degree using the theory of circle maps.
In this case, the Ott-Antonsen order parameter zOA(t), and thus also
F (t), are periodic with period 2π. Therefore, the dynamics, given
by Eq. (2.23) for an oscillator with natural frequency ω, gives rise
to a circle map whose 1:1 resonance tongue has boundaries ω−(F ) <
ω+(F ). The oscillator is entrained if ω ∈ (ω−(F ), ω+(F )) and thus





where g(ω) is a Lorentz distribution with mean value 1 and scale
parameter γ, cf. the discussion in Sec. 2.2.
The results from this method are shown in Fig. 2.14 on the (ε,K)
parameter plane for different values of the scale parameter γ. The
black regions shown for γ = 0.05 and γ = 0.1 correspond to parameter
values for which the Ott-Antonsen Poincaré map has no stable fixed
points and should be compared with the corresponding bifurcation
diagrams shown in Fig. 2.10. Outside these regions the obtained values
for the entrainment degree are nearly identical to those obtained with
the direct method. This is depicted in Fig. 2.15 where the contours
for the direct and the resonance tongue method are drawn together.
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2.6 Discussion and Conclusions
We have considered a system of periodically forced coupled Winfree
oscillators and we have studied in detail its dynamics focusing on the
question of the synchronization (entrainment) of individual oscillators
to the external forcing. Through numerical simulations we have shown
that the degree of entrainment decreases when the width of the natural
frequency distribution increases while, in general, it increases with the
strength ε of the external forcing.
First, we have considered oscillators that are influenced by the
external forcing but they are not coupled to each other. We have
computed the 1:1 resonance tongue and we have used it to obtain the
entrainment degree for non-interacting oscillators.
We have then considered the case of identical oscillators. Here
we have given a theoretical explanation of the numerically obtained
results on the entrainment degree through a careful study of synchro-
nized states and their stability.
At the next step, we have considered non-identical oscillators whose
natural frequencies follow a uniform or a Lorentz distribution. For
such oscillators we have numerically computed the entrainment de-
gree, and we have presented typical state diagrams (rotation number
as a function of natural frequency) and the corresponding evolution
of the order parameter. Moreover, we have established a rough cor-
respondence between the evolution of the order parameter and the
entrainment degree of the system.
In the last part, we focused on systems where the oscillators follow
a Lorentz distribution and we have derived the low-dimensional dy-
namics given by the Ott-Antonsen ansatz. The evolution of the order
parameter given by the Ott-Antonsen equations compares well to the
evolution computed for the full dynamics. Then we have given a de-
scription of bifurcations of fixed points in the Ott-Antonsen equations.
Finally, we have used the dynamics of oscillators in the Ott-Antonsen
mean field to obtain an approximation for the entrainment degree.
The results match very well the results that we had earlier obtained,
while they can be much more efficiently computed.
One restriction of the current study is that it has focused to the
case of unimodal natural frequency distributions whose mean value Ω
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equals the forcing frequency, i.e., Ω = 1. A natural question to ask is
what will be the effect of “detuning” the system, that is, having Ω 6= 1.
We expect that in this case entrainment will be weaker and increasing
the detuning will lead to fewer entrained oscillators. A closely related
question is to understand what will happen in the case of bimodal
distributions, symmetric with respect to Ω = 1. These questions will
be considered in the coming chapters.




















































(d) γ = 0.3
Figure 2.14: (a-d) Entrainment degree as predicted by computing
the width of the resonance tongues of the Ott-Antonsen mean field
dynamics for the case that the Ott-Antonsen Poincaré map has a
fixed point, see Sec. 2.5.3. The black regions for γ = 0.05 and γ = 0.1
correspond to parameter values for which there is no stable fixed point.
Entrainment degree contours are equally spaced with ∆de = 0.1 and
lighter grays correspond to higher de. The value of de on some contours
has been indicated in the pictures.
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(a) γ = 0.05








(b) γ = 0.1








(c) γ = 0.2








(d) γ = 0.3
Figure 2.15: Comparison of contours in the top row (solid lines) to
those shown in Fig. 2.12 (dashed lines) computed by finding directly




In Chapter 2 we have considered the case that the external forcing
has the same frequency with the mean natural frequency of the os-
cillators. In this chapter, we investigate the entrainment when the
forcing frequency differs from the mean natural frequency.
3.1 Introduction
When we talk about entrainment, we mean that the coupled oscilla-
tors are synchronized with the periodic forcing. Generally, there are
several parameters, such as coupling strength, forcing strength, and
the properties of the natural frequency distribution which influence
the dynamics and determine how easily a group of oscillators can be
entrained to the external forcing. We assumed that the oscillators’
mean natural frequency equals the forcing frequency in Chapter 2.
However, in this situations the oscillators’ mean natural frequency
differs from the forcing frequency. Detuned systems, that is, systems
with nonzero frequency difference, is a topic of widespread multidisci-
plinary interest describing many physical, mechanical, biological and
other systems [38,42,52,154].
Frequency detuning is a number that quantifies how different the
mean natural frequency of the oscillators is from the external forcing
53
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frequency. A large frequency detuning can lead to a different pattern
formation in oscillatory systems [81,97,203]. Some studies have shown
that circadian rhythm are determined by circadian genes. Thus it
makes sense to study frequency detuned system as the intrinsic periods
of the genes are different from that of the dark-light cycle [98, 108,
123]. In this chapter we discuss the case where the mean frequency of
the coupled oscillators is different from the frequency of the periodic
external forcing.
We are considering the detuned system in Winfree system with
forcing as in Eq. (2.3) which means the frequency of the periodic
driving and the mean frequency of the oscillators are different. By
rescaling we can either fix the frequency of the driving to 1 or fix
the mean frequency to 1. In order to make the discussion easy, we
choose to fix the driving frequency to 1 as we discussed for the non-
detuned case. It is natural to ask how frequency detuning influences
the entrainment of the Winfree system with periodic forcing. In this
chapter, we investigate the effects of the detuned frequency on the
entrainment degree.
3.2 Identical Oscillators
We have considered a single periodically forced oscillator and the iden-
tical oscillators where all of the oscillators have the same frequency in
non-detuned case in Sec. 2.3. In this section, we have a comparable
consideration for identical oscillators but in detuned systems where
the forcing frequency is different from the mean natural frequency. In
this section, we consider identical oscillators, thus we regard all oscil-
lators have the same natural frequency that equals to Ω. Note that in
this case, Ω is ω.
We first numerically compute entrainment degree, normal stability
and resonance tongue for identical oscillators. Then we obtain the
approximation of Poincaré map by a vector field from normalizing the
vector field of the identically periodically forced oscillators. We find
that the resonance tongues from the two methods coincide.
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(a) Ω = 0.9








(b) Ω = 1.0








(c) Ω = 1.1








(d) Ω = 1.3
Figure 3.1: Computation for entrainment degree, resonance tongue
and normal stability for Eq. (3.1). All oscillators are entrained to
the forcing (light grey), or no oscillators are entrained (in white).
Resonance Tongue (black line for K > 0, light grey line for K < 0)
is computed by Matcont. Normal stability for K < 0 is shown in
black dashed line. Boundaries of the 1:1 resonance tongue on the
(ε,K)-plane for the synchronized dynamics are in black line and light
grey line. The upper boundary of the tongue is exactly coincidental
with the upper boundaries of the entrainment. The lower boundaries
are governed by the normal stability of the periodic orbits on the
synchronized manifold defined in Section 2.3.
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3.2.1 Numerical results for identical oscillators
We assume that all oscillators have the same natural frequency Ω
and we consider three cases with Ω = 0.9,Ω = 1.1,Ω = 1.3. Recall
that the driving frequency equals 1. We are motivated by the change
of resonance tongues compared to that of the non-detuned case in
Chapter 2.
Considering the dynamics on the synchronized manifold Σ = {θ ∈
(S1)n : θ1 = · · · = θN =: θs} as we defined for the non-detuned case
in Section 2.3. Thus the dynamics is given by the non-autonomous
first-order differential equation as following:
θ̇s = Ω− sin θs [K(1 + cos θs) + ε(1 + cos t)] . (3.1)
Here Ω varies and it is different from the frequency of the external
forcing in the equation.
Fig. 3.1 shows the entrainment degree, normal stability and 1:1
resonance tongues for the system in Eq. (3.1) for different values of
Ω. This is a result of the (numerically verified) fact that for all values
of ε and K all oscillators attain exactly the same rotation number in
grey area. It is called entrainment window, and it means oscillators
and external driving has reached the same rotation number, a com-
plete synchronization state. The entrainment degree (in light grey
area) in Fig. 3.1 are computed for N = 1000 identical oscillators with
Ω = 0.9,Ω = 1.0,Ω = 1.1, and Ω = 1.3 respectively. Their initial
phases θi(0) are randomly chosen uniformly in [0, 2π). Simulations
were performed with the fourth-order Runge-Kutta method with time
step 0.1 for time T = 20000. An oscillator is considered to be entrained
if its rotation number ρi satisfies |ρi − 1| < 10−3. Complete entrain-
ment of the system means oscillators’ rotation number |ρi− 1| < 10−3
and its order parameter z > 0.99. The upper boundary of the entrain-
ment is governed by resonance tongue which is shown by black line
in Fig. 3.1. The lower boundary of the entrainment is restrained by
normal stability of the system shown in black dashed line in Fig. 3.1.
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3.2.2 Approximation method for identical
oscillators
Here we describe an analytical approximation [86] to the resonance
tongues computed numerically in Sec. 3.2.1. Recall that for numerical
computations, we choose R(θ) = − sin θ, P (θ) = 1 + cos θ. It turns
out that with this choice the system is in a sense degenerate which
will be explained later. In this respect a better choice here is R(θ) =
c1 cos θ+s1 sin θ, P (θ) = 1+cos θ, for c1 = cosφ, and s1 = sinφ where
φ ∈ [0, 2π] satisfying non-degeneracy conditions that c1 6= 0.
We consider a system of N identical oscillators. In particular we
look at the dynamics on the synchronized invariant manifold with
θ1 = · · · = θN =: θs. In new coordinates the dynamics on R2 reads
θ̇s = Ω−R(θ)(KP (θ) + εP (t)), (3.2a)
ṫ = 1. (3.2b)
A periodic solution of this equation corresponds to a periodic solution
of the original equation for N oscillators. If the latter is stable we say
that the system synchronizes. First we analyze the equation above,
describing periodically forced single oscillators. We do this by com-
puting a vector field approximation of the Poincaré map via a normal
form transformation. The vector field approximation of the Poincaré
map of a periodically forced oscillator is of the following general form
u̇ = φ+ βp(u)
where φ and β are parameters and p is periodic function. Now we
assume that p has a Fourier series and p(u) = cos(u − χ) + · · · for
some χ. Then, in first approximation, stationary solutions exist for
|φ| ≤ |β|, a wedge shaped region in the parameter plane called a
tongue. Inside the tongue the Poincaré map has stationary points,
implying that the periodically forced oscillator has periodic solutions.
We are going to find a map Fs : R2 → R2, such that Fδ(K, ε) =
(φ, β). Thus the inverse image of the general tongue in the (K, ε)-
plane is a region where the periodically forced Winfree oscillator has
periodic solutions. In order to find F we have to be more explicit. We
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will take Ω = r + δ, where r is a rational number and δ is another
small parameter. In particular we take r = 1.
The vector field approximation up to order two, of the Poincaré
map of Eq. (3.2) reads







ε cos(u− φ)− 3
16
Kε cosu.
Thus, the required map Fδ has the form:









Suppose that c1 = cosφ 6= 0, then in lowest order in the parameters






ε). Thus at the origin the map Fδ
is just linear, so the inverse image of the standard tongue is again
a straight cone. Indeed, we find the resonance region from solving
Fδ(K, ε) = (φ,±φ) for K and ε. Reducing the map Fδ to its essen-
tials we find the resonance region from solving (δ + K, ε) = (φ,±φ),
so ε = ±(δ + K). If c1 = 0, then we have in lowest order in the





ε). The boundaries of
the 1 : 1-resonance region are found from solving Fδ(K, ε) = (φ,±φ).
By choosing δ = −0.1, 0, 0.1, 0.3, we obtain the same pictures for reso-
nance tongues as in Fig. 3.1 from numerical computations for identical
oscillators.




















































(d) Ω = 1.3
Figure 3.2: Entrainment degree is numerically computed for N = 1000
identical oscillators γ = 0.05. Their initial phases θi(0) are ran-
domly chosen from a uniform distribution in [0, 2π). Their natural
frequencies follow a Lorentz distribution with different mean frequency
Ω = 0.9,Ω = 1.0,Ω = 1.1, and Ω = 1.3. Simulations were performed
with the fourth-order Runge-Kutta method with time step 0.1 for time
T = 20000. An oscillator is considered to be entrained if its rotation
number ρi satisfies |ρi − 1| < 10−3 here. The entrainment degree
is shown for the Lorentz distribution in the parameter space (ε,K)
for fixed values of the scale parameters. Lighter gray levels represent
larger entrainment degrees. Contours are equally spaced with step
∆de = 0.1.
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(d) Ω = 1.3
Figure 3.3: Entrainment degree is computated for N = 1000 iden-
tical oscillators while γ = 0.2. Their initial phases θi(0) are ran-
domly chosen from a uniform distribution in [0, 2π). Their natural
frequencices follow a Lorentz distribution with different mean fre-
quency Ω = 0.9,Ω = 1.0,Ω = 1.1 and Ω = 1.3. Simulations were
performed with the fourth-order Runge-Kutta method with time step
0.1 for time T = 20000. An oscillator is considered to be entrained if
its rotation number ρi satisfies |ρi − 1| < 10−3 here. The entrainment
degree is shown for the Lorentz distribution in the parameter space
(ε,K) for fixed values of the scale parameters. Lighter gray levels rep-
resent larger entrainment degrees. Contours are equally spaced with
step ∆de = 0.1.
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3.3 Non-Identical Oscillators
In this section, we focus on the oscillators whose natural frequencies
follow a Lorentz distribution and the mean value Ω of the Lorentz
distribution is different from the frequency of the Zeitgeber which is
fixed at 1. Recall that we use the Lorentz distribution in Chapter 2
with the following form:
g(ω) =
γ
π((ω − Ω)2 + γ2)
, (3.3)
where ω means each oscillator’s frequency, Ω is the mean natural fre-
quency of oscillators, and γ is the scale parameter which specifies the
half-width of the distribution in our thesis. We first present the nu-
merically computed entrainment degree for different mean values of
distributions by direct integration of the full dynamics.
A series of numerical simulations are shown in Fig. 3.2 and Fig. 3.3.
We have computed the entrainment degree de for different parameter
values of the system for N = 2000 oscillators with initial phases uni-
formly distributed in the interval [0, 2π]. The system evolves for time
T = 2 ·104, using a fourth-order Runge-Kutta method with fixed time
step dt = 0.1, and then we have computed a finite-time approximation





An oscillator has been marked as entrained, and thus contributed to
the number of entrained oscillators, Ne, when |ρi(T )−1| < 10−3. The
results of these computations are shown in Fig. 3.2 and Fig. 3.3 repre-
senting γ = 0.05 and γ = 0.2 respectively for the Lorentz distribution.
From the comparison of Fig. 3.2 and Fig. 3.3, we can see the impact
of parameters on detuned system. Compare Fig. 3.2a and Fig. 3.3a,
we see that with Ω fixed, the smaller value on γ leads to a better en-
trainment on the scale of (K, ε) from [−1, 1]× [−1, 1]. Compare four
figures in Fig. 3.2, Ω decreases from 1 to 0.9, there is less regions are
entrained in Fig. 3.2a. When Ω goes from 1 to 1.1, there are more re-
gions in entrainment but the entrainment picture remains the similar
shape. While Ω reaches 1.3, the entrainment shape has been changed.
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When ε is close to zero, K has to be large to obtain entrainment, see
Fig. 3.2d and Fig. 3.3d.
3.4 Low-dimensional Dynamics
The Ott-Antonsen ansatz is a major breakthrough in the study of
collective dynamics in large systems of coupled phase oscillators. The
macroscopic behavior of such systems can be fully described by a
low-dimensional dynamics using the Ott-Antonsen ansatz. When the
number of oscillators N tends to∞, oscillators are expected to be dis-
tributed with a probability density which is continuous by considering
it as a continuum limit. The detuned case can also be simplified by
the Ott-Antonsen method in the same way as the non-detuned case.
The details can be found in Section 2.5.1. We note the equations
dx
dt
= −γx− Ωy + 1
2
(1− x2 + y2)
[





= Ωx− γy − xy
[
K(1 + x) + ε(1 + cos t)
]
. (3.4b)
Recall from Section 2.5.1 that x, y are the real and imaginary parts
of the order parameter z respectively. In this section we present the
bifurcation diagram on the (ε,K) space and compare the detuned case
and the non-detuned case. Moreover, we compare the entrainment
degrees of the Poincaré map with the numerical results for the full
system, observing striking similarities.
3.4.1 Bifurcations in the Ott-Antonsen equations
Brouwer’s fixed point theorem again ensures that the Poincaré map
P : D → D defined by the 2π-flow of Eq. (3.4) has at least one fixed
point in the detuned case. The system goes through bifurcations when
the fixed points of P change stability as the parameters (K, ε,Ω, γ)
change.
3.4. LOW-DIMENSIONAL DYNAMICS 63








(a) Ω = 0.9








(b) Ω = 1.0








(c) Ω = 1.1








(d) Ω = 1.3
Figure 3.4: Bifurcation diagrams for the system described in Eq.
(3.4). Solid black curves represent Neimark-Sacker (N-S) bifurcations,
solid gray curves represent fold (saddle-node, SN) bifurcations, and
dashed gray curves represent flip (period doubling, PD) bifurcations.
All pictures are for γ = 0.05 and the mean natural frequency is (a)
Ω = 0.9, (b) Ω = 1.0, (c) Ω = 1.1 (d) Ω = 1.3.
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(a) Ω = 0.9








(b) Ω = 1.0








(c) Ω = 1.1








(d) Ω = 1.3
Figure 3.5: Entrainment degree for Lorentz distribution in the pa-
rameter space (ε,K) for fixed values of the scale parameters. Lighter
gray levels represent larger entrainment degrees. Contours are equally
spaced with step ∆de = 0.1. In the computations N = 1000 oscilla-
tors were used. Bifurcation diagram for the Ott-Antonsen equations
are presented for different values of Ω. All pictures are depicted for
γ = 0.05.
We have used MatCont [50] to compute the bifurcation curves
for Poincaré map P induced by the Ott-Antonsen equations in the
parameter range −1 ≤ ε ≤ 1, −1 ≤ K ≤ 1. The bifurcations for
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fixed γ with Ω = 0.9, Ω = 1.0, Ω = 1.1 and Ω = 1.3 are shown in
Fig. 3.4. With increasing Ω , the bifurcation diagram becomes more
complicated as we can see in Fig. 3.4c and Fig. 3.4d.
For fixed γ = 0.05, we expect to find in the (ε,K) parameter plane
curves of codimension-1 bifurcations such as fold (saddle-node), flip
(period-doubling), and Neimark-Sacker bifurcations [105].
With Ω increasing from 0.9 to 1.3, the area defined by the curve
of flip bifurcations becomes larger. What’s more, the area defined by
fold bifurcations fits the entrainment better when the forcing is close
to zero, especially when Ω = 1.0, shown in Fig. 3.5c and Fig. 3.5d.
Fig. 3.5 shows the bifurcation diagram and entrainment degree for
Lorentz distribution with γ = 0.05. We find that when ε is close to 0,
the entrainment boundary is governed by the saddle-node bifurcation.
This is more obvious when Ω = 1.1 and Ω = 1.3.
3.4.2 Entrainment degree from the
Ott-Antonsen mean field with different
mean natural frequency
The Ott-Antonsen ansatz lowers the dimension of the system into a
two-dimensional system, thus providing another way to present the
evolution of the order parameter of the system. We have defined the
order parameter in Sec. 2.1, which gives a macroscopic description of
the dynamics. We rewrite the expression of the evolution of the order
parameter Re(zOA(t)) using Ott-Antonsen equations and compute it
for specific values of the parameters (ε,K, ω), which is called direct
method from the Ott-Antonsen mean field and compare it with the
results in Sec. 3.2.1 by direct numerical computation from the full
system. The entrainment results from the direct method are shown in
Fig. 3.6, and its comparison with computation from full dynamics are
shown in Fig. 3.7.
Afterwards, we use the resonance tongue method, which computes
the boundaries of the entrainment degree from the Ott-Antonsen equa-
tions and we compare the results from the calculation of full system.
The entrainment degree from resonance tongue method are shown in
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(d) Ω = 1.3
Figure 3.6: Entrainment degree as predicted by directly computing
the rotation numbers of an ensemble of oscillators following the Ott-
Antonsen mean field dynamics. The entrainment criterion was chosen
as |ρ − 1| < 10−3. Entrainment degree contours are equally spaced
with ∆de = 0.1 and lighter grays correspond to higher de. The value
of de on some contours has been indicated in the pictures. All pictures
are with γ = 0.05.
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(a) Ω = 0.9








(b) Ω = 1.0








(c) Ω = 1.1








(d) Ω = 1.3
Figure 3.7: Comparison of contours in the top row Fig. 3.6 (dashed
lines) to those shown in Fig. 3.2 (solid lines) computed by direct in-
tegration of the full dynamics.
We consider the dynamics of an oscillator of natural frequency Ω
in the Ott-Antonsen mean field given by the equations:
θ̇ = ω − F (t) sin θ, (3.5a)
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where
F (t) = K(1 + Re(zOA(t))) + ε(1 + cos t). (3.5b)
3.4.2.1 Direct method
We consider a finite ensemble of N oscillators with natural frequencies
ωi, i = 1, . . . , N , following a Lorentz distribution g(ω) with four differ-
ent mean values 0.9, 1.0, 1.1, 1.3 respectively. The Lorentz distribution
gives rise to the Ott-Antonsen mean field zOA(t) and we compute the
entrainment degree de, that is the percentage of oscillators that have
rotation number 1, by using Eq. (3.5). Fig. 3.8 shows the results of
entrainment degree.
We compute the order parameter zOA(t) for time 0 ≤ t ≤ 103 ·(2π)
using a Runge-Kutta fourth order method with fixed step size dt =
10−2 · (2π) and we simultaneously integrate the dynamics of N = 200
oscillators, given by Eq. (3.5), that is interacting only with the Ott-
Antonsen mean-field, using the Euler method. Their initial phases
θi(0) are randomly chosen uniformly in [0, 2π). Oscillators’ natural
frequencies follow a Lorentz distribution with different mean value
Ωi = 0.9, 1.0, 1.1, 1.3 respectively. As before, an oscillator with natural
frequency ωi is considered to be entrained if its rotation number ρi
satisfies |ρi − 1| < 10−3.
The results of this computation show the entrainment degree on
the (ε,K) parameter plane for the scale parameter γ = 0.05. The re-
sults, shown in Fig. 3.6 are strikingly similar to the results in Fig. 3.2
that have been computed from the full dynamics without any theo-
retical approximations. This is clearly shown in Fig. 3.7 where the
contours for the two methods (direct method and full dynamics) are
drawn together. These results further validate the use of the Ott-
Antonsen approximation to study the entrainment in this system.
3.4.2.2 Resonance tongue method
In this method we take advantage of the Poincaré map for the Ott-
Antonsen equations. We estimate the entrainment degree using the
theory of circle maps where there is a stable fixed point. In this
case the Ott-Antonsen order parameter zOA(t), and thus also F (t),
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Eq. (3.5b), are periodic with period 2π. Therefore, the dynamics
gives rise to a circle map Eq. (3.5) whose 1:1 resonance tongue has
boundaries ω−(F ) < ω+(F ). The oscillator is entrained if its natural






where g(ω) is a Lorentz distribution with mean value Ω and scale
parameter γ.
The results from this method are shown in Fig. 3.8 on the (ε,K)
parameter plane for the scale parameter γ = 0.05 and different val-
ues of the mean natural frequency Ω. The black regions shown for
γ = 0.05 correspond to parameter values for which the Ott-Antonsen
Poincaré map has no stable fixed points and should be compared with
the corresponding bifurcation diagrams shown in Fig. 2.10. Outside
these regions the obtained values for the entrainment degree are nearly
identical to those obtained with the direct method. This is depicted
in Fig. 3.9 where the contours for the direct and the resonance tongue
method are drawn together.
3.5 Conclusions
We have considered a system of periodically forced coupled Winfree
oscillators where the mean natural frequency of the oscillator is de-
tuned from the frequency of the Zeitgeber. In this chapter, we have
studied in detail its dynamics focusing on the question of the synchro-
nization (entrainment) of individual oscillators to the external forcing.
It was demonstrated that the introduction of frequency detuning sig-
nificantly enriches the dynamics of Winfree system with a periodic
forcing.
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(d) Ω = 1.3
Figure 3.8: Entrainment degree as predicted by computing the width
of the resonance tongues of the Ott-Antonsen mean field dynamics
for the case that the Ott-Antonsen Poincaré map has a fixed point.
The black regions correspond to parameter values for which there is
no stable fixed point. Entrainment degree contours are equally spaced
with ∆de = 0.1 and lighter grays correspond to higher de. The value
of de on some contours has been indicated in the pictures. All pictures
are with γ = 0.05.
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(a) Ω = 0.9








(b) Ω = 1.0








(c) Ω = 1.1








(d) Ω = 1.3
Figure 3.9: Comparison of contours in the top row Fig. 3.8 (solid lines)
to those shown in Fig. 3.6 (dashed lines) computed by finding directly
how many oscillators entrain in the Ott-Antonsen mean field.
Through numerical simulations we have shown that the entrain-
ment properties of the set of oscillators are influenced by the amplitude
of the external forcing ε, the coupling strength K and the diversity
in the individual natural frequencies Ω. The degree of entrainment
varies as the mean natural frequency changes.
First, we have considered the case of identical oscillators. Here
we have given a theoretical explanation of the numerically obtained
72
CHAPTER 3. ENTRAINMENT OF DETUNED FORCED
WINFREE SYSTEM
results on the entrainment degree through a careful study of resonance
tongues and normal stability for different values of the mean frequency
of the oscillators.
Next, we have considered non-identical oscillators whose natural
frequencies follow a Lorentz distribution. For such oscillators we have
numerically computed the entrainment degree.
In the last part, we focused on systems where the oscillators again
follow a Lorentz distribution and we have derived the low-dimensional
dynamics using by the Ott-Antonsen ansatz. The evolution of the or-
der parameter given by the Ott-Antonsen equations compares well to
the evolution computed for the full dynamics for detuned cases. Then
we have given a description of the bifurcation diagrams of periodic
orbits in the Ott-Antonsen equations. Finally, we have connected
the dynamics of oscillators in the Ott-Antonsen mean field with an
approximation for the entrainment degree. The entrainment results
from the Ott-Antonsen ansatz match well with the results we had
earlier obtained by numerical computations, while they can be much
more efficiently computed.
So far we have considered the case of unimodal natural frequency
distributions. It is natural to ask what will be the effect of bimodal
natural frequency distributions. We expect that the entrainment will
be weaker. This question will be considered in the next chapter.
Chapter 4
Future Direction – The
Bimodal Case
4.1 Introduction
Many creatures, such as dolphins, lizards and some kinds of birds
have unihemispheric sleeping pattern [113]. They sleep with only one
half of their brains at a time. By studying their brain waves during
sleeping, it is known that the awake side is desynchronized, whereas
neurons from the sleeping side of the brain are highly synchronized
[93]. Synchronization has also been proved to be a central mechanism
for information processing and communication between different brain
regions, which constitutes a network of interacting subpopulations of
neurons [69] [151]. Synchronization of interacting subpopulations of
oscillatory networks play a crucial role in neuroscience and biological
systems.
Some researchers mathematically model this phenomenon as col-
lective oscillations in a system of multiple populations of limit-cycle
oscillators [45]. It is known that systems with bimodal frequency
distribution display rich synchronous dynamics in globally coupled
phase oscillators, such as chimera states [2], twisted standing waves
[197,198], transition states [184], bistability [30] and bifurcations [112].
Synchronization of two populations of phase oscillators not only in
symmetric bimodal distributions but also interacting asymmetrically
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are studied, such as asymmetric bimodal frequency distributions [4,
133] and asymmetric coupling functions [118]. Moreover, the effects
of bimodal frequency distribution on Kuramoto model with time de-
lay [119], the influence of entrainment under noise [127] and a trimodal
natural frequency distributed population were also investigated [137].
The mechanisms of complete and partial synchronization in a system
of two coupled Van der Pol oscillators under external harmonic force
has been studied [9].
We have considered a forced Winfree system and its detuned case
in Chapter 2 and Chapter 3. We have investigated the entrainment in
different cases. The entrainment degree is influenced by several param-
eters, such as coupling strength, forcing strength, and the properties
of the natural frequency distributions. Those factors determine how
easily a group of oscillators is entrained to the external forcing.
It is natural to ask how introducing a bimodal frequency distri-
bution influences the entrainment in Winfree system with periodic
forcing. How does a periodic driving influence these two groups with
different frequencies? This will be a future direction work, and in this
chapter, we present some preliminary results. We explore the interact-
ing oscillators that from two groups and each of the group has different
mean frequencies. Besides their mutual coupling oscillators are also
subject to a periodic forcing as we have considered in the previous
chapters. Following the study for detuned case, we can study the two
identical oscillators’ case, non-identical oscillator case, together with
Ott-Antonsen ansatz in bimodal frequency distribution case.
4.2 Investigation of the Bimodal Case
To start with, we begin our investigation with the simple case of fre-
quency distribution with two infinitely sharp peaks. A bifurcation pic-
ture is present in Fig. 4.1. Then we compute the entrainment degree
for the oscillators whose natural frequencies follow a bimodal Lorentz
distribution and the mean value of the two Lorentz distribution is the
same the frequency of the Zeitgeber. We give out the numerically
computed entrainment degree for different cases as shown in Fig. 4.2.
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We first consider the case of a bi-delta frequency distribution
g(ω) =
δ(ω − Ω1) + δ(ω − Ω2)
2
. (4.1)
In this case where the phases of all oscillators in each natural
frequency group have been synchronized the dynamics of the system
is described by the equations




(2 + cos θ1 + cos θ2) + ε(1 + cos t)
]
, (4.2a)




(2 + cos θ1 + cos θ2) + ε(1 + cos t)
]
. (4.2b)
For this system, we have used MatCont [50] to compute the
bifurcation diagram shown in Fig. 4.1.








Figure 4.1: Bifurcation diagram for the system in Eq. (4.3), with
Ω1 = 0.9,Ω1 = 1.1. The blue curves are saddle-node bifurcations.




















































(d) Ω1 = 0.8 and Ω2 = 1.2
Figure 4.2: Entrainment degree for N = 1000 oscillators with the
bimodal distribution g(ω), Eq. (4.3). Simulations were performed with
the fourth-order Runge-Kutta method with time step 0.1 for time
T = 20000. All pictures have γ = 0.05.
We also consider a bimodal distribution g(ω) that is symmetric
and consists of two equally weighted Lorentzians, one centered at Ω1
and the other is centered at Ω2. More precisely, the natural frequency
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(ω − Ω1)2 + γ2
+
1
(ω − Ω2)2 + γ2
)
. (4.3)
Note that in this case the mean natural frequency of the whole distri-
bution g(ω) is (Ω1 + Ω2)/2.








Figure 4.3: Comparison of contours in top row for entrainment de-
gree from the average of two unimodal distribution (solid line) and a
bimodal distribution (dashed line). In this computations N = 1000
oscillators were used. Simulations were performed with the fourth-
order Runge-Kutta method with time step 0.1 for time T = 20000.
Fig. 4.2 depicts the entrainment degree for different values of Ω1,Ω2
having fixed mean value
Ω1 + Ω2
2
, and fixed parameter γ = 0.05.
For the interest of knowing the impact on entrainment degree from
bimodal distribution and unimodal distribution, we numerically com-
pute the entrainment degree for two cases shown in Fig. 4.3. We
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compute the average entrainment degree of two unimodal distribu-
tions when Ω = 0.9 and Ω = 1.1, solid line in Fig. 4.3, and compare
it with the entrainment degree we obtain from a bimodal distribution
where Ω1 = 0.9 and Ω2 = 1.1, dashed line in Fig. 4.3. The entrain-
ment degree for the two cases are vary similar except in some regions
for K > 0, ε < 0.
4.3 Derivation of the Ott-Antonsen
Equations
In Chapter 2, we derived the Ott-Antonsen equations assuming that
the natural frequency distribution is a Lorentz distribution. Now
we investigate the more complicated situation where the natural fre-
quency distribution is given by Eq. (4.3), i.e, the superposition of two
Lorentz distributions.
The width of the two Lorentz distributions is the same, but they
are centered at Ω1 and Ω2 respectively. We consider the continuum
limit where the ensemble of discrete oscillators is replaced by a con-
tinuous distribution ρ(θ, t, ω) expressing the probability density that
an oscillator of natural frequency ω has phase θ at time t. The density
ρ satisfies the normalization condition∫ 2π
0
ρ(θ, t, ω) dθ = 1.






(ρv) = 0. (4.4)
The velocity of each oscillator is given by
v = θ̇ = ω − σ(t) sin θ − ε sin θ(1 + cos t), (4.5)






(1 + cos θ)ρ(θ, t, ω)g(ω) dθ dω.
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Consider the Fourier series expansion of ρ, given by







where c−n = cn and c0 = 1. Substituting Eq. (4.6) and Eq. (4.5) into
the continuity equation, Eq. (4.4), we obtain the evolution equation







σ(t) + ε(1 + cos t)
)
(cn+1 − cn−1) = 0. (4.7)











Following the Ott-Antonsen ansatz we consider distributions with
cn(t, ω) = α(t, ω)
n, for n ≥ 1. Consequently, cn = c|n| = α|n| for







σ(t) + ε(1 + cos t)
)
(α2 − 1) = 0. (4.9)




α(t, ω)g(ω) dω. (4.10)
Considering the case where g(ω) is the bimodal Lorentz distri-
bution, Eq. (4.3), we obtain by calculating the residue at the poles
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(z1(t) + z2(t)), (4.11)
where
z1(t) = α(t,Ω1 − iγ), z2(t) = α(t,Ω2 − iγ). (4.12)
Finally, considering the complex conjugate of Eq. (4.9) for ω =
Ω1 − iγ, ω = Ω2 − iγ, we find the following two coupled complex
differential equations for the order parameter:
dz1
dt







)) + ε(1 + cos t)
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)) + ε(1 + cos t)
)
(z22 − 1) = 0.
(4.13b)
Writing z1 = x1 + iy1, z2 = x2 + iy2 and separating the real and
imaginary parts of Eq. (4.13), we obtain the equations
dx1
dt
= −γx1 − Ω1y1 −
1
2





















= −γx2 − Ω2y2 −
1
2
















) + ε(1 + cos t)
]
. (4.14d)
Eq. (4.14) defines a four-dimensional non-autonomous dynamical sys-
tem on R4.
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So far bimodal frequency distributions have not been investigated
in a large system of globally coupled phase oscillators with forcing.
There are some studies on bimodal frequency distribution in the Ku-
ramoto model. Using Ott-Antonsen ansatz, E. A. Martens et al. [112]
analyze the system’s stability diagram and show that in this case
the infinite-dimensional problem reduces exactly to a flow in four di-
mensions. Note that this is similar to the system we have obtained
here except that we also have a time–dependent forcing term whose
strength is given by the parameter ε. Note that the case ε = 0 was
studied for the Kuramoto model and results have been obtained on
bifurcation boundaries between states [112], hysteretic phase transi-
tions [133], full bifurcation diagrams [138] and so on. In the future
work, we think it will be interesting to first understand the case ε = 0
on the Winfree model, and make a comparison with corresponding
results for the Kuramoto model. After that, the case of small periodic
forcing can be considered.
4.4 Open Problems
In this chapter, we have introduced the case of a bimodal natural
frequency distribution. As the extension of the last chapter, this will
be an interesting research topic to study in the future in more detail.
There are three possible future directions that we have briefly
touched upon in this chapter. The first open question is the dynami-
cal behavior of two oscillators in the system. The two oscillators can
be identical or be different. We expect that in these two cases, the
systems have different bifurcation diagrams or resonance tongues. We
have computed the bifurcation diagram for two different oscillators,
and it is quite different from the case of identical oscillators (non-
detuned case and detuned case). The mechanism of this bifurcation
diagram has to be found. Approximation method might help to un-
derstand the mechanism as we presented in Sec.3.2.1.
The second open question concerns the degree to which the entrain-
ment for the obtained distribution can be obtained as a simple super-
position of the entrainment for two unimodal distributions. Fig. 4.3
suggests that this may be the case, at least for some parameter values,
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but a more thorough study of this question is required.
The third question worth working on is the low-dimensional dy-
namics. We have derived a low-dimensional system using the Ott-
Antonsen ansatz in Sec. 4.3, and it is important to obtain a more
clear understanding of the dynamics of the four-dimensional non-
autonomous dynamical system. Moreover, it is still unclear what are
the features of the bifurcation diagram of the lower dimensional sys-
tem for the bimodal case. A comprehensive study of the bifurcation




In this chapter, we will first provide a summary of this thesis. Subse-
quently, some limitations are discussed.
5.1 Conclusions
This thesis dealt with entrainment in forced Winfree system. Arthur
Winfree has considered the general interactions among biological oscil-
lators and regarded biological oscillators as self-sustained nearly iden-
tical coupled oscillators. This model could be used to describe the
synchronization of a large system of globally coupled phase oscilla-
tors. One innovation of our thesis is considered to model the external
stimuli with a periodic forcing in Winfree system, which simulates the
circadian rhythms with environmental variation. We come up with
the ideas from circadian rhythms, but the presented methods and re-
sults could be applied to many other oscillatory systems undergoing
entrainment. The insights of this thesis highlight the entrainment
phenomenon and the analysis of the built periodically forced model.
There are several scenarios we aim to understand for entrainment
in this system, non-detuned case, i.e., the periodicity of the external
forcing is the same with the intrinsic mean frequency of the oscilla-
tors, detuned case, i.e., the frequency of theoscillators detuned from
that of the peiodic force, and the bimodal intrinsic mean frequency of
oscillators in forced Winfree system. We started our research by mod-
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eling a periodic forcing in Winfree system in this thesis and focus on
entrainment, which means oscillators are entrained to the external pe-
riodic forcing. We study the entrainment phenomenon with the three
above mentioned scenarios with a periodic forcing in Winfree system,
yielding results of interest to the dynamics in the Winfree system with
an external forcing as well as the entrainment patterns. We quantita-
tively describe entrainment by the percentage of oscillators synchro-
nized to forcing. The entrainment behavior of the system depends
on the mean frequency of the distribution of natural frequency, the
coupling strength, the strength and frequency of the external force.
In the non-detuned case, we first consider a single forced oscillator
and compute the 1:1 resonance tongue and use Poincaré map lift to
explain the resonance tongue for the dynamics in Eq. (2.6). Then we
study the normal stability on a synchronized manifold for identical
oscillators. Considering the non-identical oscillators, we present dy-
namics states, evolution of the order parameter, and the entrainment
degree of the system. The last observation in this case is the applica-
tion of Ott-Antenson ansatz, and bifurcation is obtained for a better
understanding of the system. Entrainment degree is coincidental for
both numerical computation and Ott-Antonsen approach.
The second insight on studying entrainment on force Winfree sys-
tem is the consideration for detuned case that the frequency of the
oscillators differ from that of the periodic force. The entrainment
properties of the detuned system and the differences with non-detuned
system are studied. We study the normal stability, resonance tongue
and entrainment degree for identical oscillators and compare that of
in non-detuned case. Ott-Antenson ansatz works to obtain a two-
dimensional dynamics and we found a very good agreement between
the entrainment degree from direct numerical computations and the
Ott-Antonsen approach in this case.
Additionally, we give some preliminary results and the insights on
future work, entrainment in the Winfree model with a bimodal distri-
bution constructed as the combination of two unimodal distributions.
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5.2 Limitations
We have analyzed the driven Winfree model, which describes a wide
class of phenomena in which systems of coupled oscillators can be
entrained by an externally imposed driving force. However, there are
still some limitations that can be addressed in future research.
We have studied our model using direct numerical simulations and
by the low-dimensional reduction of Ott-Antonsen ansatz which has
proven useful for the treatment of a wide variety of problems involving
the interactions of a large number of phase oscillators. However, the
validation conditions of Ott-Antonsen ansatz are not clearly acknowl-
edged so far.
The second set of challenges relates to the fourth chapter of this
thesis. We have considered the dynamics of two interacting groups of
coupled oscillators. One restriction of the current study is that it has
focused to the case of unimodal natural frequency distributions. It
will be also interesting to study bifurcations, the entrainment degree
and dynamics of the low-dimensional from the Ott-Antonsen ansatz
in the bimodal cases as future research direction.
The last challenge goes well beyond the description of the math-
ematical model to the real world. Mathematical models are useful
to describe the dynamics, but how well do the dynamics describe the
real situation? How do we identify dynamics that are biologically pre-
cise, and validate and use models of these dynamics to predict the
responses? On the large scale, we regard the biological oscillators as
coupled oscillators, but the actual changes among the pace cells in
some situations are more subtle, and therefore model-driven analyses
could only be useful to have a macroscopic understanding. Insights
into these fundamental questions will allow one to have more thoughts




[1] Ute Abraham, Adrián E Granada, P̊al O Westermark, Markus
Heine, Achim Kramer, and Hanspeter Herzel. Coupling gov-
erns entrainment range of circadian clocks. Molecular Systems
Biology, 6(1), 2010.
[2] Daniel M Abrams, Rennie Mirollo, Steven H Strogatz, and
Daniel A Wiley. Solvable model for chimera states of coupled
oscillators. Physical Review Letters, 101(8):084103, 2008.
[3] Daniel M Abrams, Louis M Pecora, and Adilson E Motter.
Introduction to focus issue: Patterns of network synchroniza-
tion. Chaos: An Interdisciplinary Journal of Nonlinear Science,
26(9):094601, 2016.
[4] JA Acebrón, LL Bonilla, S De Leo, and R Spigler. Breaking the
symmetry in bimodal frequency distributions of globally coupled
oscillators. Physical Review E, 57(5):5287, 1998.
[5] Juan A Acebrón, Luis L Bonilla, Conrad J Pérez Vicente, Félix
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Neuenschwander, Danko Nikolić, and Wolf Singer. Neural syn-
chrony in cortical networks: history, concept and current status.
Frontiers in Integrative Neuroscience, 3:17, 2009.
[177] Peter J Uhlhaas and Wolf Singer. Neural synchrony in brain
disorders: relevance for cognitive dysfunctions and pathophysi-
ology. Neuron, 52(1):155–168, 2006.
[178] Shimon Ullman. Sequence seeking and counter streams: a com-
putational model for bidirectional information flow in the visual
cortex. Cerebral Cortex, 5(1):1–11, 1995.
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Rhythmic behavior is widely present in living organisms. The rhythms
can be innate and usually they are externally stimulated by the en-
vironment. One such stimulus is the 24 h natural light–dark cycle
which governs the activity–inactivity cycle of many plants, animals
and humans. The cells in the suprachiasmatic nucleus that govern
our circadian rhythms are ideally regarded as a group of biological os-
cillators. In the Winfree model, the biological oscillators are regarded
as coupled oscillators. The Winfree model was used to describe the
synchronization of a large system of globally coupled phase oscillators.
Considering that external stimuli and environmental factors, such as
the change of light and darkness, have great influence on the rhythmic
behavior, a periodic forcing is added to Winfree system.
We first introduce the background of the synchronization history
and its applications on biology, physics, science and finance in Chapter
1. Then we talk about the synchronization in circadian rhythm, the
motivation of the project and the setting of the thesis in the same
chapter.
The second chapter of the thesis focuses on a case where the mean
natural frequency of the oscillators is the same with the frequency
of the external forcing. A simple case is analyzed with the Poincaré
map for only one forced oscillator. Then through a careful study of
synchronized states and stability on identical oscillators, we obtain
the entrainment degree. For a more general case, we study the state
diagrams of non-identical oscillators whose natural frequencies follow
a uniform or a Lorentz distribution. The Ott-Antonsen is used to give
a low-dimensional dynamical description of the system.
The third chapter of the thesis contains comparable considerations
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as the second chapter but in the case of detuned systems. We inves-
tigate the difference between the detuned and non-detuned cases for
identical oscillators and understand the entrainment patterns using
stability theory. In the last part of the third chapter, we again use
the Ott-Antonsen ansatz to lower the dimension of the forced Winfree
system. The entrainment degree obtained through the Ott-Antonsen
ansatz is then compared to the results we get from the numerical
computations.
In the fourth chapter of the thesis we point out the possibilities for
future work. We investigate the routes to synchronization in the Win-
free model with a bimodal distribution constructed as combination of
two unimodal distributions and present questions for future work.
Finally, in the fifth chapter we summarize the most important
insights and contributions of this thesis. In addition, we discuss some
limitations of this work.
Samenvatting
Ritmisch gedrag is wijd en zijd aanwezig in levende organismen. De
ritmes kunnen aangeboren zijn en meestal worden ze van buitenaf ges-
timuleerd door de omgeving. Een van deze stimulansen is de 24-uurs
natuurlijke licht-donker cyclus die de activiteit-inactiviteit cyclus van
veel planten, dieren en mensen regelt. De cellen in de suprachias-
matische kern die onze circadische ritmes regelen, worden idealiter
beschouwd als een groep biologische oscillatoren. In het Winfree
model worden de biologische oscillatoren beschouwd als gekoppelde os-
cillatoren. Het Winfree model werd gebruikt om de synchronisatie van
een groot systeem van globaal gekoppelde fase-oscillatoren te beschri-
jven. Gezien het feit dat externe prikkels en omgevingsfactoren, zoals
de verandering van licht en duisternis, grote invloed hebben op het
ritmische gedrag, wordt een periodiekeaandrijving toegevoegd aan het
Winfreesysteem.
In hoofdstuk 1 introduceren we eerst de achtergrond van de syn-
chronisatiegeschiedenis en de toepassingen hiervan op het gebied van
biologie, natuurwetenschappen en financiën. Vervolgens spreken we
in hetzelfde hoofdstuk over de synchronisatie in het circadiane ritme,
de motivatie van project en de setting van het proefschrift.
Het tweede hoofdstuk van de proefschrift richt zich op een geval
waarin de gemiddelde natuurlijke frequentie van de oscillatoren gelijk
is aan de frequentie van de externe aandrijving. Een eenvoudig geval
wordt geanalyseerd met de Poincare-kaart voor slechts één geforceerde
oscillator. Vervolgens wordt door een zorgvuldige studie van gesyn-
chroniseerde toestanden en stabiliteit op identieke oscillatoren de en-
trainment graad verkregen. Voor een meer algemeen geval bestuderen
we de toestandsdiagrammen van niet-identieke oscillatoren waarvan de
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natuurlijke frequenties een uniforme of een Lorentz-verdeling volgen.
De Ott-Antonsen wordt gebruikt om een laagdimensionale dynamis-
che beschrijving van het systeem te geven.
Het derde hoofdstuk van de proefschrift bevat vergelijkbare over-
wegingen als het tweede hoofdstuk, maar dan in het geval van detuned
(ontstemde) systemen. We onderzoeken het verschil tussen de detuned
en de non-detuned gevallen voor identieke oscillatoren en komen tot
het begrip van de entrainment patronen met behulp van de stabiliteit-
stheorie. In het laatste deel van het derde hoofdstuk gebruiken we
opnieuw de Ott-Antonsen ansatz om de dimensie van het geforceerde
Winfree systeem te verlagen. De entrainment graad verkregen via de
Ott-Antonsen ansatz wordt dan vergeleken met de resultaten die we
krijgen uit de numerieke berekeningen.
In het vierde hoofdstuk van het proefschrift wijzen we op de mo-
gelijkheden voor toekomstig werk. We onderzoeken de routes naar
synchronisatie in het Winfree model met een bimodale verdeling die
is opgebouwd als een combinatie van twee unimodale verdelingen en
de huidige vragen voor toekomstig werk.
Tot slot vatten we in het vijfde hoofdstuk de belangrijkste inzichten
en bijdragen van deze thesis samen. Daarnaast bespreken we enkele
beperkingen van dit werk.
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