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Abstract
Let G be a Carnot group. We study nonlocal diffusion equations in a domain Ω of G of the
form
uǫt(x, t) =
∫
G
1
ǫ2
Kǫ(x, y)(u
ǫ(y, t)− uǫ(x, t)) dy, x ∈ Ω
with uǫ = g(x, t) for x /∈ Ω. For appropriate rescaled kernel Kǫ we prove that solutions uǫ, when
ǫ → 0, uniformly approximate the solution of different local Dirichlet problem in G. The key tool
used is the Taylor series development for a function defined on a Carnot group.
1 Introduction
The nonlocal diffusion problems in the Euclidean space Rn have been recently widely used to
model diffusion processes. More precisely, in [Fi] the authors consider some u(x, t) that models the
probabilist density function of a single population at the point x at time t. Let J be a symmetric
function with
∫
Rn
J(x) dx = 1; J(x − y) as a probability distribution of jumping from location y
to location x; J ∗ u(x, t) =
∫
Rn
J(y − x)u(y, t) dy is the rate at which individuals are arriving to
position x from all other places, and u(x, t) =
∫
Rn
J(x − y)u(x, t) dy is the rate at which they are
leaving location x to travel to all other sites. Then u satisfies a nonlocal evolution equation of the
form
ut(x, t) = J ∗ u(x, t)− u(x, t). (1)
In the work [CER] the authors prove that solutions of properly rescaled nonlocal Dirichlet
problems of the equation (1) uniformly approximate the solution of the corresponding Dirichlet
problem for the classical heat equation in Rn.
These type of problems have been used to model very different applied situations, for example
in biology [CF] and [ML], image processing [KOJ], particle systems [BV], coagulation models [FL],
etc.
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In the context of the Euclidean space Rn some of these results have been generalized for kernels
that are not convolution. More precisely, we will consider the following problems which are originally
set in Rn, in the more general context of the Carnot groups:
• In the work [MR] the authors prove that smooth solutions to the Dirichlet problem for the
parabolic equation
vt(x, t) =
n∑
i,j
ai,j(x)
∂2v(x, t)
∂xi∂xj
+
n∑
i
bi
∂v(x, t)
∂xi
, x ∈ Ω,
with v(x, t) = g(x, t), x ∈ ∂Ω, can be uniformly approximated by solutions of nonlocal
problems of the form
uǫt(x, t) =
∫
Rn
Kǫ(x, y)(u
ǫ(y, t)− uǫ(x, t)) dy, x ∈ Ω
with uǫ(x, t) = g(x, t) for x /∈ Ω as ǫ→ 0, for an appropriate rescaled kernel Kǫ.
• On the other hand, in [SLY] the authors consider the next Fokker-Planck equation
vt(x, t) =
n∑
i=1
(a(x)v(x, t))xixi , x ∈ Ω,
with u(x, t) = g(x, t) for x /∈ Ω and the coefficients a ∈ C∞(Rn). They prove that the
solutions of this problem can be uniformly approximated by the solutions of the non-local
problem
ut(x, y) =
∫
Rn
a(y)J(x− y)u(y, t)dy − a(x)u(x, t), x ∈ Ω,
properly rescaled, where
∫
Rn
J(x)dx = 1 and u(x, t) = g(x, t) for x /∈ Ω.
In this way, in [MR] and [SLY] the authors show that the usual local evolution problems with
spatial dependence can be approximated by nonlocal ones.
As an antecedent for working in another setting rather than the Euclidean case, we cite [Vi],
where the author considers a nonlocal diffusion problem on the Heisenberg group and analogous
results to those obtained in the works [CCR] and [CER]. Both the Euclidean space and the
Heisenberg group are examples of Carnot groups.
The study of Carnot groups and PDE’s on them has been increasing in the last years, since
the topology is similar to the Euclidean topology and the hypoelliptic equations are easily defined
(see the fundamental work of Hörmander [H]). Regularity results, study of fundamental solutions,
computation of a priori estimates, study of asymptotic behaviour, etc., in this context, and mainly
for the subLaplacian and for the heat operator, can be found in, for example, the works [CG],
[BF], [BLU], [BBLU], [DG], [R], and references therein. Let us finally remark that this list is by
no means exhaustive.
A Carnot group is a simply connected and connected Lie group G, whose Lie algebra g is
stratified, this means that g admits a vector space decomposition g = V1 ⊕ · · · ⊕ Vm with grading
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[V1, Vj ] = Vj+1, for j = 1, · · · ,m− 1, and has a family of dilations {δǫ}ǫ>0 such that δǫX = ǫjX if
X ∈ Vj .
Let be {X1, . . . , Xn1} a basis of V1 and {Xn1+1, . . . , Xn1+n2} a basis of V2 and let Ω ⊂ G be a
bounded C2+α, 0 < α < 1, domain.
We consider the following second order local parabolic differential equation with Dirichlet
boundary conditions

vt(x, t) =
n1∑
i=1
n1∑
j=1
aij(x)XiXjv(x, t) +
n1+n2∑
i=1
bi(x)Xiv(x, t), x ∈ Ω, t > 0,
v(x, t) = g(x, t), x ∈ ∂Ω, t > 0,
v(x, 0) = u0(x), x ∈ Ω,
(2)
where the coefficients aij(x), bi(x) are smooth in Ω and (aij(x)) is a symmetric positive definite
matrix, i.e.,
∑
i,j ai,j(x)ξiξj ≥ α|ξ|
2 for every real vector ξ = (ξ1, . . . , ξn1) 6= 0 and for some α > 0.
Also we have the following nonlocal rescaled Dirichlet problem

uǫt(x, t) = Kǫ(u
ǫ)(x, t), x ∈ Ω, t > 0,
uǫ(x, t) = g(x, t), x /∈ Ω, t > 0,
uǫ(x, 0) = u0(x), x ∈ Ω,
(3)
where Kǫ is a nonlocal operator defined by a rescaled kernel (see section 3.2). We will prove the
next Theorem:
Theorem 1.1 Let uǫ be the solution of problem (3) where Kǫ is defined by formula (16), g ∈
C2+α(Ωc × [0, T ]) and u0 ∈ C2+α(Ω). Then there exists a positive constant c such that
||uǫ − v||L∞(Ω×[0,T ]) ≤ cǫ
α,
where v is the solution of problem (2).
Finally we also study the the Fokker-Planck parabolic problem with Dirichlet condition

vt(x, t) =
n1∑
i=1
XiXi(a(·)v(·, t))(x), x ∈ Ω, t > 0,
v(x, t) = g(x, t), x ∈ ∂Ω, t > 0,
v(x, 0) = u0(x), x ∈ Ω,
(4)
where the coefficient a ∈ C∞(G); and the nonlocal reescaled Dirichlet problem given by

uǫt(x, t) = Lǫ(u
ǫ)(x, t), x ∈ Ω, t > 0,
uǫ(x, t) = g(x, t), x /∈ Ω, t > 0,
uǫ(x, 0) = u0(x), x ∈ Ω,
(5)
where Lǫ(u) is defined in section 3.3. We will prove the next Theorem:
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Theorem 1.2 Let uǫ be the solution of problem (5) where Lǫ is defined by formula (19), g ∈
C2+α(Ωc × [0, T ]) and u0 ∈ C2+α(Ω). Then there exists a positive constant c such that
||uǫ − v||L∞(Ω×[0,T ]) ≤ cǫ
α,
where v is the solution of problem (4).
Results such as Theorems 1.1 and 1.2 allow to approximate the solutions of flow equations in
Carnot groups.
It is important to stress that here we will use that (2) and (4) has smooth solutions. In fact,
under regularity assumptions on the boundary data g, the domain Ω and the initial condition u0,
we have that the solutions of (2) are C2+α,1+α/2(Ω× [0, T ]). For such a regularity result, we refer
to the previously cited articles.
The rest of the paper is organized as follows. In section 2 we recall some definitions and results
on Carnot groups and stablish the notation to be used later. In section 3 we define and study
the operators Kǫ and Lǫ. In section 4 we study the existence, uniqueness and properties of the
solutions of the problems (3) and (5). In section 5 we prove the Theorems 1.1 and 1.2.
2 Preliminaries
2.1 Homogeneous Lie groups
Let g be a real Lie algebra of finite dimension n and let G be its corresponding connected and
simply connected Lie group. Recall that if G is nilpotent, the exponential map exp : g → G is a
diffeomorphism.
If g is nilpotent and we choose a basis {X1, . . . , Xn} for g, we identify Rn with the group G
via the exponential map: let ϕ : Rn → G be such that every (x1, . . . , xn) ∈ Rn is identified with
ϕ(x1, . . . , xn) = exp(x1X1 + · · · + xnXn). Since the Campbell-Hausdorff-Baker series has finitely
many terms, the group law is a polynomial map and may be written as xy = (p1(x, y), . . . , pn(x, y)),
where the pj are polynomials maps.
A family of dilations on g is a one parameter family of automorphisms {δr : r > 0} of g
of the form δr = Exp(A log r), where Exp denotes the matrix exponential function, and A is a
diagonalizable linear transformation on g with positive eigenvalues. Thus,
δr(X) =Exp(AX log r) =
∞∑
l=0
1
l!
(log rAX)l.
If a Lie algebra admits a family of dilations then g is nilpotent (see [FS] for example), and G is
called an homogeneous Lie group. Let us remark that not every nilpotent Lie algebra admits a
family of dilations (see [D]).
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If G is an homogeneous Lie group it is nilpotent, hence the dilations on g lift via the exponential
map to a one parameter group of automorphisms on G. We also call the maps exp ◦δr ◦ (exp)−1
dilations on G and denote them again by δr. The homogeneous dimension of G is defined to
be the number Q = trace(A) = λ1 + · · · + λn where λ1, . . . , λn are the eigenvalues of A. Since
Exp(αA log r) = δrα for any α > 0, we may assume that the smallest eigenvalue of A is 1, and
moreover, we may assume that 1 = λ1 ≤ · · · ≤ λn = λ. Let β = {X1, . . . , Xn} be a basis of
eigenvectors of A with AXj = λjXj where the automorphism A is diagonal:
[A]β =


λ1 . . . 0
...
. . .
...
0 . . . λn

 ,
hence also, since the dilations are automorphisms,
[δr]β =


rλ1 . . . 0
...
. . .
...
0 . . . rλn

 ,
then rλj is an eigenvalue for δr and Xj is an associated eigenvector. We have that δr[Xi, Xj ] =
[δrXi, δrXj ] = r
λi+λj [Xi, Xj ].
A Lie algebra g is called graded if it is endowed with a vector space decomposition g =
∞⊕
j=1
Vj
(where all but finitely many of the Vk’s are {0}), such that [Vi, Vj ] ⊂ Vi+j . The Lie group G is also
called graded.
A graded Lie algebra g is said to be stratified if it admits a vector space decomposition as
follows: there exists m ≤ n such that g = V1 ⊕ · · · ⊕ Vm, where Vk+1 = [V1, Vk] 6= {0}, for all
1 ≤ k < m and Vk = {0} if k > m. This also means that V1 generates g as a Lie algebra. A
stratified Lie algebra is nilpotent of step m and there is a natural family of dilations on g given by
δr
(
m∑
k=1
Yk
)
=
m∑
k=1
rkYk, where each Yk ∈ Vk. The Lie group G is also called stratified or Carnot
group.
In the case of a stratified Lie algebra g, the following notation will be used:
• the set of eigenvalues of A is A = {1, 2, . . . ,m},
• the set of eigenvalues of each δr, r > 0, is {r1, . . . , rm},
• the basis β = {X1, . . . , Xn} of g is adapted to the gradation in the following sense: if
dim(Vk) = nk for 1 ≤ k ≤ m, then n = n1 + · · ·+ nm, and
– β1 = {X1, . . . , Xn1} is a basis of V1 of eigenvectors associated to the eigenvalue λ = 1,
– β2 = {Xn1+1, . . . , Xn1+n2} is a basis of V2 of eigenvectors associated to the eigenvalue
λ = 2,
– . . .
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– βm = {Xn1+···+nm−1+1, . . . , Xn} is a basis of Vm of eigenvectors associated to the eigen-
value λ = m.
• the homogeneous dimension is Q =
m∑
k=1
knk.
• the identification φ = (φ1, . . . , φn) : g → Rn such that if X = x1X1 + · · · + xnXn ∈ g, then
φ(X) = (x1, . . . , xn), and φj(X) = xj . Observe that if x ∈ G, φj(exp−1(x)) = πj(ϕ−1(x)),
where πj : Rn → R denotes the projection.
Let us consider until the end of the section an homogeneous Lie algebra g with homogeneous
Lie group G.
We define an Euclidean norm ||.|| on G as follows: if {X1, . . . , Xn} is a basis of g, just define
||.|| by establishing that Xi and Xj are orthogonal for all 1 ≤ i, j ≤ n, i 6= j, then lift it to
G via the exponential map, that is, for x ∈ G define ||x|| = || exp−1 x||. For practical reasons
we will use an homogeneous norm |.| which we construct as follows: if X =
n∑
1
cjXj ∈ g then
||δrX || =
(
n∑
1
c2jr
2λj
) 1
2
. If X 6= 0 then ||δrX || is a strictly increasing function of r which tends to
0 or∞ along with r. Hence there is a unique r(X) > 0 such that ||δr(X)X || = 1, and we set |0| = 0
and |x| = 1r || exp
−1 x|| for x 6= 0.
The Lebesgue measure on g induces a biinvariant Haar measure on G, and we fix the nor-
malization of Haar measure on G by requiring that the measure of the unitary ball to be 1. We
shall denote with |E| the measure of a measurable set E and with
∫
f =
∫
fdx the integral of a
function f with respect to this measure. Hence, |δr(E)| = rQ|E| and d(rx) = rQdx. In particular,
|B(r, x)| = rQ for all r > 0 and x ∈ G.
A function f on G\{0} will be called homogeneous of degree σ if f ◦ δr = rσf for r > 0. For any
f and g we have that
∫
f(x)(g ◦ δr)(x)dx = r
−Q
∫
(f ◦ δ 1
r
)(x)g(x)dx, if the integrals exist. Hence
we extend the map f → f ◦ δr to distributions as follows: < f ◦ δr, ϕ >= r−Q < f, ϕ ◦ δ 1
r
>, for
a distribution f and a test function ϕ. We say that a distribution is homogeneous of degree σ if
f◦δr = r
σf . A differential operator D on G is homogeneous of degree σ if D(f ◦ δr) = rσ(Df) ◦ δr
for any f . Observe that if D is homogeneous of degree σ and f is homogeneous of degree µ then
Df is homogeneous of degree µ− σ.
The approximations to the identity in this context take the following form: if ψ is a function on
G and t > 0, we define ψt = t−Qψ ◦ δ 1
t
. Observe that if ψ ∈ L1 then
∫
ψt(x)dx is independent of t.
We will also use the following multiindex notation: if I = (i1, . . . , in) ∈ Nn0 , we set X
I =
X i11 X
i2
2 . . . X
in
n . The operatorsX
I form a basis for the algebra of left invariant differential operators
on G, by the Poincaré-Birkhoff-Witt Theorem. The order of the differential operators XI is |I| =
i1 + i2 + · · ·+ in and its homogeneous degree is d(I) = λ1i1 + λ2i2 + · · ·+ λnin. Finally, let △ be
the additive subsemigroup of R generated by 0, λ1, . . . , λn. Observe that △ = {d(I) : I ∈ Nn} ⊃ N
(since λ1 = 1), and if G is a Carnot group △ = N.
Finally, if G is a Carnot group, it is clear that X ∈ g is homogeneous of degree k if and only if
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X ∈ Vk. We have defined the basis β of eigenvectors such that X1, . . . , Xn1 is a basis for V1. Let
us now define J =
n1∑
j=1
X2j , thus −J is a left invariant second order differential operator which is
homogeneous of degree 2 called the subLaplacian of G (relative to the stratification and the basis).
Its role on G is analogous to (minus) the ordinary Laplacian in Rn.
2.2 Taylor Series Expansions on a Lie Group
Consider any Lie group G with Lie algebra g. Let x ∈ G, X ∈ g. We have that t → exp tX is the
integral curve of the vector field X though the point x and that, if f is any function defined and
analytic around x, (Xf)(x) = f(x;X) =
(
d
dtf(x exp tX)
)
t=0
. Here we do not necesarily consider a
basis for g, hence observe that the elements X1, . . . , Xs of g will not necesarily belong to a basis.
Lemma 2.1 (Lemma 2.12.1 of [V]) Let x ∈ G, X ∈ g. Then for any integer k ≥ 0 and any
function f defined and C∞ around x, (Xkf)(x) = f(x;Xk) =
(
dk
dtk
f(x exp tX)
)
t=0
. If f is analytic
around x, we have, for all sufficiently small |t|, f(x exp tX) =
∞∑
n=0
f(x;Xn) t
n
n! .
Lemma 2.2 (Lemma 2.12.2 of [V]) Let x ∈ G, X1, . . . , Xs ∈ g. If f is a function defined and
C∞ around x then
(X1 . . .Xsf)(x) = f(x;X1 . . . Xs) =
(
∂s
∂t1 . . . ∂ts
f(x exp t1X1 . . . exp txXs)
)
t1=···=ts=0
.
To obtain a general expansion formula for functions on G we need some notation. Fix an
s ∈ N and X1, . . . , Xs ∈ g. For any ordered s−tuple n = (n1, . . . , ns) ∈ Ns0 we have that |n| =
n1+· · ·+ns, n! = n1! . . . ns! and write X(n) for the coefficient of t
n1
1 . . . t
ns
s in the formal polynomial
n!
|n|! (t1X1 + · · · + tsXs)
n1+···+ns (recall that in general X1, . . . , Xs do not commute). When n1 =
n2 = · · · = ns = 0 we put X(n) = 1. Each X(n) is an element of the universal envelopping algebra
U of G. The order of the differential operator X(n) is ≤ |n|. Let us describe X(n) in another
manner. Define the elements Z1, . . . , Z|n| ∈ g by
 Zj = X1 if | ≤ j ≤ n1Zn1+···+nk+j = Xk+1 if 1 ≤ j ≤ nk+1, 1 ≤ k ≤ s− 1.
Then X(n) = 1|n|!
∑
(i1,...,in)
Zi1Zi2 . . . Zin , where the sum extends over all permutations (i1, . . . , i|n|)
of (1, 2, . . . , |n|).
Theorem 2.3 (Theorem 2.12.3 of [V]) Let x ∈ G and let f be a function defined and analytic
around x. Let X1, . . . Xs ∈ g. Then there is an a > 0 such that
f(x exp(t1X1 + · · ·+ tsXs)) =
∑
n1,...,ns≥0
tn11 . . . t
ns
s
n!
f(x;X(n)),
the series converging absolutely and uniformly in the cube Isa = {(t1, . . . , ts) ∈ R
s : |ti| < a, i =
1, . . . , s}.
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2.3 Taylor polynomials in homogeneous Lie groups
We say that a function P on G is a polynomial if P ◦ exp is a polynomial on g. Let ξ1, . . . , ξn be the
basis for the linear forms on g dual to the basis X1, . . . , Xn on g. Let us set ηj = ξj ◦ exp−1, then
η1, . . . , ηn are polynomials on G which form a global coordinate system on G, and generate the
algebra of polynomials on G. Thus, every polynomial on G can be written uniquely as P =
∑
I
aIη
I ,
for ηI = ηi11 . . . η
in
n , aI ∈ C where all but finitely many of them vanish. Since η
I is homogeneous
of degree d(I), the set of possible degrees of homogeneity for polynomials is the set △. We call
the degree of a polynomial max{|I| : aI 6= 0} the isotropic degree, and its homogeneous degree is
max{d(I) : aI 6= 0}. For each N ∈ N we define the space P isoN of polynomials of isotropic degree
≤ N , and for each j ∈ △ we define the space Pj of polynomials of homogeneous degree ≤ j. It
follows that PN ⊂ P isoN ⊂ PλN . The space Pj is invariant under left and right translations (see
Prosition 1.25 of [FS]), but the space P isoN is not (unless N = 0 or G is abelian).
For a function f whose derivatives XIf are continuous functions on a neighbourhood of a
point x ∈ G, and for j ∈ △ such that d(I) ≤ j we define the left Taylor polynomial of f at x of
homogeneous degree j to be the unique polynomial P ∈ Pj such that XIP (0) = XIf(x).
2.3.1 Stratified Taylor inequality
Throughout this section we will consider a fixed stratified group G with the notation described
previously. We will regard the elements of the basis of g adapted to the gradation as left invariant
differential operators on G.
Since V1 generates g as a Lie algebra, we have that exp(V1) generates G. More precisely:
Lemma 2.4 (Lemma 1.40 of [FS]) If G is stratified there exist C > 0 and N ∈ N such that any
x ∈ G can be expressed as x = x1 . . . xN with xj ∈ exp(V1) and |xj | ≤ C|x|, for all j.
For k ∈ N we define Ck to be the space of continuous functions f on G whose derivatives XIf
are continuous functions on G for d(I) ≤ k. Another important consequence of the fact that V1
generates g is that the set of left invariant differential operators which are homogeneous of degree k
(which is the linear span of {XI : d(I) = k}) is precisely the linear span of the operators Xi1 . . .Xik
with 1 ≤ ij ≤ n1 for j = 1, . . . , k. We thus have the following results:
Theorem 2.5 (Theorem 1.41, Stratified Mean Value Theorem, [FS]) Suppose G is
stratified. There exist C > 0 and b > 0 such that for all f ∈ C1 and all x, y ∈ G,
|f(xy)− f(x)| ≤ C|y| sup
|z|≤b|y|,1≤k≤n1
|Xkf(xz)|.
Theorem 2.6 (Theorem 1.42, Stratified Taylor Inequality, of [FS]) Suppose G is
stratified. For each positive integer k there is a constant Ck such that for all f ∈ Ck and all
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x, y ∈ G,
|f(xy)− Px(y)| ≤ Ck|y|
kη(x, bk|y|),
where Px is the (left) Taylor polynomial of f at x of homogeneous degree k, b is as in the Stratified
Mean Value Theorem, and for r > 0,
η(x, r) = sup
|z|≤r,d(I)=k
|XIf(xz)−XIf(x)|.
Finally, we define the space Ck(Ω) of those functions f defined on Ω such that Df is continuous
for every differential operator D of homogeneous degree less or equal to k.
For a function f ∈ Ck(Ω) and x ∈ Ω let Px denote the Taylor polynomial of f at x of homoge-
neous degree k. By Theorem 2.6 we have that for ǫ > 0,
1
ǫk
|f(xδǫy)− Px(y)| ≤
ck|δǫy|
k
ǫk
η(x, bk|δǫy|) = ck|y|
kη(x, bk|δǫy|),
which goes to 0 as ǫ does. Hence, if f is analitic on Ω we have from Theorem 2.3 the following
Taylor polynomial expansion of f at x of homogeneous degree k = 2:
f(x exp(t1X1 + · · ·+ tnXn)) =f(x) +
n1+n2∑
i=1
tiXif(x)
+
1
2
n1∑
i,j=1
titjXiXjf(x) + o(|t1X1 + · · ·+ tnXn|
2), (6)
in the sense that
lim
ǫ→0
o(|δǫ(t1X1 + · · ·+ tnXn)|
2)
ǫ2
= 0.
3 Some nonlocal diffusion problems
Throughout this section we let G be a Carnot group with Lie algebra g and let Ω be an open,
bounded and connected subset of G. The aim of this section is to properly define the operators Kǫ
and Lǫ from the introduction. In order to understand the techniques involved, we will first work
with an evolution operator of a much simple form, namely the operator given in (1), in the context
of the Carnot group G. We will see that the solutions to the nonlocal Dirichlet rescaled problems
uniformly approximate the solution of the classical heat equation with Dirichlet conditions.
Let us consider a positive function J ∈ L1(G) with compact support F such that J is symmetric
in the sense that J(x) = J(x−1) for all x ∈ G, whence for i = 1, . . . , n∫
Rn
J(exp(t1X1 + · · ·+ tnXn))tidt1 . . . dtn = 0; (7)
and also ∫
Rn
J(exp(t1X1 + · · ·+ tnXn))t
2
i dt1 . . . dtn = C(J), (8)
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for a constant C(J) > 0, i = 1, . . . , n. From both properties it follows that for i, j = 1, . . . , n,∫
Rn
J(exp(t1X1 + · · ·+ tnXn))titjdt1 . . . dtn = C(J)δij . (9)
3.1 An evolution equation
The evolution equation (1) is given in our context by the evolution operator
Eu = J ∗ u− u, (10)
namely for a suitable domain Ω× [0, T ],
ut(x, t) =Eu(x, t). (11)
For each ǫ > 0 we define the rescaled operator
Eǫu(x) =
1
ǫ2
[(u ∗ Jǫ)(x)− u(x)] , (12)
we have that
Eǫu(x) =
1
ǫ2
[(u ∗ Jǫ)(x) − u(x)] =
1
ǫ2

∫
G
u(xy−1)Jǫ(y)dy − u(x)


=
1
ǫ2

∫
G
u(xy−1)
1
ǫQ
J
(
δ 1
ǫ
y
)
dy − u(x)


=
1
ǫ2

∫
G
u(x(δǫ(y))
−1)
ǫQ
ǫQ
J(y)dy −
∫
G
J(y)u(x)dy


=
1
ǫ2
∫
G
[
u(x(δǫ(y
−1))) − u(x)
]
J(y)dy. (13)
3.2 An evolution equation given by a kernel
In [MR] Molino and Rossi studied the integral operator
Kǫu(x) =
∫
G
Kǫ(x, y)(u(y)− u(x))dy,
for G = Rn, where the kernel Kǫ(x, y) is a positive function with compact support in Ω × Ω for
Ω ⊂ G a bounded domain such that 0 < sup
y∈Ω
Kǫ(x, y) = cǫ(x) ∈ L
∞(Ω).
Following the ideas of Molino and Rossi, let us consider:
• A function J as defined in the begining of the section.
• A n1 × n1 symmetric and positive definite matrix A˜(x) = (aij(x)), where the coefficients are
smooth in Ω with A˜(x) = L˜(x)L˜t(x) its Cholesky factorization, with L˜(x) = (lij(x)) and
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L˜−1(x) = (l∗ij(x)). Also, let A(x) be the n× n matrix defined by blocks as follows:
A(x) =


A˜(x) 0
0
1 0
. . .
0 1


.
That is, A(x) is the matrix A˜(x) extended by the identity to size n × n, and let L(x) and
Lt(x) be similarly defined.
• A n × n diagonal matrix W (x) = diag(b˜1(x), . . . , b˜n(x)) where b˜i(x) = bi(x) if 1 ≤ i ≤ n1,
b˜i(x) =
bi(x)
ǫ2 if n1 < i ≤ n1 + n2 and b˜i(x) = 1 if n1 + n2 < i ≤ n.
• A function a : G→ R defined by a(x) =
n∑
i=1
φi(exp
−1(x)) +M , where M > 0 is large enough
to ensure a(x) ≥ β > 0 for x belonging to an appropiate set F ′ defined as
F ′ = {x ∈ G : x = y exp δǫL(y) exp
−1(z−1), ∀y ∈ Ω, ∀z ∈ F}. (14)
where F is the support of J .
Thus, we will work with the scaled kernels defined for each ǫ > 0 by
Kǫ(x, y) =
c(x)
ǫQ+2
a((exp(E(x) exp−1(y−1x)))−1)J(exp(L−1(x) exp−1(δǫ−1y
−1x))), (15)
where for x ∈ G, c(x) = 2
[
C(J)M(det(A(x)))
1
2
]−1
and E(x) = M2 W (x)A(x)
−1. Let us observe
that we understand the action of a n × n matrix M on g via the identification φ with Rn (with
respect to the basis β) as follows: if M = (mij) and X =
∑
xiXi ∈ g,
MX =
n∑
i=1
(
n∑
k=1
mikxk
)
Xi.
Also, since the matrix A(x), L(x) and W (x) are defined by blocks (with corresponding blocks
of the same size), and the matrix which defines δǫ is also defined by blocks (again, of the same
corresponding sizes) as a constant times the identity on each block, we have that δǫ commutes with
all of them.
Hence, for these rescaled kernels we will study the integral operators
Kǫu(x) =
c(x)
ǫQ+2
∫
G
a((exp(E(x) exp−1(y−1x)))−1)J(exp(L−1(x) exp−1(δǫ−1y
−1x)))(u(y) − u(x))dy.
(16)
More precisely, we will prove that Kǫu approximates Kv where K is the second order operator
defined by
K(v)(x) =
n1∑
i,j=1
aij(x)XiXjv(x) +
n1+n2∑
i=1
bi(x)Xiv(x). (17)
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3.3 A reaction-diffusion equation
In [SLY] the authors work in the same spirit as Molino and Rossi to approximate the solutions
of the Fokker-Planck equation by solutions of operators defined by reescaled kernels which in our
present context assume the form, respectively:
L(v)(x) =
n∑
1
XiXi(a(x)v(x)), (18)
Lǫ(u)(x) =
2C(J)
ǫQ+2
∫
G
J(δǫ−1y
−1x)[a(y)u(y)− a(x)u(x)]dy, (19)
with the coefficient a ∈ C∞(G).
4 Existence and uniqueness of solutions
We shall now derive the existence and uniqueness of solutions of

uǫt(x, t) =
∫
GKǫ(x, y) (u(y, t)− u(x, t)) dy for (x, t) ∈ Ω× [0, T ],
uǫ(x, t) = g(x, t) for x /∈ Ω, t ∈ [0, T ],
uǫ(x, 0) = u0(x) for x ∈ Ω,
(20)
which is a consequence of Banach’s fixed point theorem. The main arguments are basically the
same of [CCR] or [CER], but we write them here to make the paper self-contained. Let us also
remark that the analogous results for operator Lǫ holds and the proofs are completely similar.
Recall the definition of the set F ′ (14).
Theorem 4.1 Let u0 ∈ L1(Ω) and let J and Kǫ defined as in Section 3.2, with Kǫ(x, y) ≤ Cǫ(x) ∈
L∞(Ω) for (x, y) ∈ Ω × F ′. Then there exists a unique solution u of problem (20) such that
u ∈ C([0,∞), L1(Ω)).
Proof. We will use the Banach’s Fixed Point Theorem. For t0 > 0 let us consider the Banach
space
Xt0 :=
{
w ∈ C([0, t0];L
1(Ω))
}
,
with the norm
|||w||| := max
0≤t≤t0
‖w(·, t)‖L1(Ω).
Our aim is to obtain the solution of (20) as a fixed point of the operator T : Xt0 → Xt0 defined by
T(w)(x, t) :=


w0(x) +
∫ t
0
∫
G
Kǫ(x, y) (w(y, r) − w(x, r)) dydr if x ∈ Ω,
g(x, t) if x /∈ Ω,
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where w0(x) = w(x, 0).
Let w, v ∈ Xt0 . Then there exists a constant C depending on Kǫ and Ω such that
|||T(w)− T(v)||| ≤ Ct0|||w − v|||+ ‖w0 − v0‖L1(Ω). (21)
Indeed, since if x /∈ Ω then (w − v)(x, t) = 0, it follows that∫
Ω
|T(w)− T(v)| (x, t)dx ≤
∫
Ω
|w0 − v0|(x)dx
+
∫
Ω
∣∣∣∣
∫ t
0
∫
G
Kǫ(x, y) ((w − v)(y, r)− (w − v)(x, r)) dydr
∣∣∣∣ dx
≤ ‖w0 − v0‖L1(Ω) + t‖Cǫ(x)‖L∞(Ω)2|Ω||||(w − v)|||.
Taking the maximum in t (21) follows.
Now, taking v0 ≡ v ≡ 0 in (21) we get that T(w) ∈ C([0, t0];L1(Ω)) and this says that T maps
Xt0 into Xt0 .
Finally, we will consider Xt0,u0 = {u ∈ Xt0 : u(x, 0) = u0(x)}. T maps Xt0,u0 into Xt0,u0
and taking t0 such that 2‖Cǫ(x)‖L∞(Ω)|Ω|t0 < 1,we can apply the Banach’s fixed point theorem in
the interval [0, t0] because T is a strict contraction in Xt0,u0 . From this we get the existence and
uniqueness of the solution in [0, t0]. To extend the solution to [0,∞) we may take as initial data
u(x, t0) ∈ L
1(Ω) and obtain a solution up to [0, 2t0]. Iterating this procedure we get a solution
defined in [0,∞).
In order to prove a comparison principle of the problem given in (20) we need to introduce the
definition of sub and super solutions.
Definition 4.2 A function u ∈ C([0, T ];L1(Ω)) is a supersolution of (20) if

ut(x, t) ≥
∫
GKǫ(x, y) (u(y, t)− u(x, t)) dy, for x ∈ Ω and t > 0,
ut(x, t) ≥ g(z, t), for x /∈ Ω and t > 0,
u(x, 0) ≥ u0(z, s), for x ∈ Ω.
(22)
As usual, subsolutions are defined analogously by reversing the inequalities.
Lemma 4.3 Let u0 ∈ C(Ω), u0 ≥ 0, and let u ∈ C(Ω × [0, T ]) be a supersolution of (20) with
g ≥ 0. Then, u ≥ 0.
Proof. Assume to the contrary that u(x, t) is negative in some point. Let v(x, t) = u(x, t) + γt
with γ > 0 small such that v is still negative somewhere. Then, if (x0, t0) is a point where v attains
its negative minimum, there it holds that t0 > 0 and
vt(x0, t0) = ut(x0, t0) + γ >
∫
G
Kǫ(x0, y) (u(y, t0)− u(x0, t0)) dy
=
∫
G
Kǫ(x0, y) (v(y, t0)− v(x0, t0)) dy ≥ 0.
This contradicts that (x0, t0) is a minimum of v. Thus, u ≥ 0.
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Corolary 4.4 Let Kǫ ∈ L∞(G). Let u0 and v0 in L1(Ω) with u0 ≥ v0 and let the functions
g, h ∈ L∞((0, T );L1(G \ Ω)) with g ≥ h. Let u be a solution of (20) with u(x, 0) = u0(x) and
Dirichlet datum g, and let v be a solution of (20) with v(x, 0) = v0(x) and datum h. Then, u ≥ v
a.e. Ω.
Proof. Let w = u − v. Then, w is a supersolution with initial datum u0 − v0 ≥ 0 and datum
g − h ≥ 0. Using the continuity of the solutions with respect to the data and the fact that Kǫ ∈
L∞(G), we may assume that u, v ∈ C(Ω× [0, T ]). By Lemma (4.3) we obtain that w = u− v ≥ 0.
So the corollary is proved.
Corolary 4.5 Let u ∈ C(Ω× [0, T ]) (respectively, v) be a supersolution (respectively, subsolution)
of (20). Then, u ≥ v.
Proof. It follows from the proof of the previous corollary.
5 Proof of the Main Theorems
The following Lemmas are the key for the proof of Theorems 1.1 and 1.2. To illustrate the technique
we first prove a result which refers to the evolution problem stated in section (3.1).
Lemma 5.1 Let Ω ⊂ G be a bounded domain (that is, open an connected), and let v ∈ C2+α(Ω)
for some α ≤ 0. Then for each ǫ > 0 there exists constants c1 and c2 such that∣∣∣∣∣∣Eǫ(v)− c1
2
J (v)
∣∣∣∣∣∣
L∞(Ω)
≤c2ǫ
α,
where J (v)(x) =
n1∑
i=1
X2i v(x) denotes minus the subLaplacian.
Proof.
Let us begin by writing the formula that defines Eǫ by means of the global chart given by the
fixed basis of the stratified Lie algebra g: for x ∈ Ω, since
(δǫ(y))
−1 =exp(−ǫt1X1 − · · · − ǫtn1Xn1 − ǫ
2tn1+1Xn1+1 − · · · − ǫ
2tn1+n2Xn1+n2 − · · · − ǫ
mtnXn),
for the coordinates (t1, . . . , tn) ∈ Rn adapted to the basis, we can write
Eǫv(x) =
1
ǫ2
∫
G
[
v(x(δǫ(y
−1))) − v(x)
]
J(y)dy
=
1
ǫ2
∫
Rn
(v (x exp (−ǫt1X1 − · · · − ǫ
mtnXn))− v(x)) J(exp(t1X1 + · · ·+ tnXn))dt1 . . . dtn.
Thus, from the Taylor expansion (6) discussed in section 2,
v (x exp (−ǫt1X1 − · · · − ǫ
mtnXn))− v(x) =− ǫ
n1+n2∑
i=1
tiXiv(x) +
ǫ2
2
n1∑
i,j=1
titjXiXjv(x) + o(ǫ
2).
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Therefore,
Eǫv(x) =
1
ǫ2
I +
1
ǫ2
II +
o(ǫ2)
ǫ2
||J ||L1(G),
where from properties (7), (8) and (9) we can compute
I =− ǫ
n1+n2∑
i=1
Xiv(x)
∫
Rn
J(exp(t1X1 + · · ·+ tnXn))tidt1 . . . dtn = 0,
II =
ǫ2
2
n1∑
i,j=1
XiXjv(x)
∫
Rn
J(exp(t1X1 + · · ·+ tnXn))titjdt1 . . . dtn = c
ǫ2
2
n1∑
i,j=1
X2i v(x).
Finally,
Eǫv(x) =
c
2
J v(x) +
o(ǫ2)
ǫ2
||J ||L1(G),
hence ∣∣∣∣∣∣Eǫv(x) − c
2
J v(x)
∣∣∣∣∣∣
L∞(Ω)
≤ǫα||J ||L1(G)|Ω|.
Lemma 5.2 Let Ω ⊂ G be a bounded domain (that is, open an connected), and let v ∈ C2+α(Ω)
for some α ≤ 0. Then, with the notation above, for each ǫ > 0 there exists a constant c such that
||Kǫ(v) −K(v)||L∞(Ω) ≤cǫ
α,
where K is the operator defined in (17).
Proof.
By changing variables via z = exp(L−1(x) exp−1(δǫ−1(y−1x))), since thus we have that y =
x exp(δǫL(x) exp
−1(z−1)) and dy = ǫQ det(L(x))dz for ǫ > 0, the reescaled kernel operator becomes
Kǫu(x) =
c(x) det(L(x))
ǫ2
∫
G
a
((
exp
M
2
δǫW (x)(L
t(x))−1 exp−1 z
)−1)
J(z)
(u(x exp(δǫL(x) exp
−1(z−1)))− u(x))dz,
and by definition of the function a it finally assumes the form
Kǫu(x) =
2
ǫ2C(J)M
∫
G

−M
2
n∑
j=1
ǫλj b˜j(x)
n∑
h=1
l∗hj(x)φh(exp
−1 z) +M

J(z)
(u(x exp(δǫL(x) exp
−1(z−1)))− u(x))dz.
Now let us write the formula in terms of the global chart as we did before (recall the proof of
Lemma 5.1):
Kǫu(x) =
2
ǫ2C(J)M
∫
Rn

−M
2
n∑
j=1
ǫλj b˜j(x)
n∑
h=1
l∗hj(x)th +M

J
(
exp
n∑
r=1
trXr
)
(
u
(
x exp
(
−
n∑
i=1
ǫλi
n∑
k=1
lik(x)tkXi
))
− u(x)
)
dt1 . . . dtn,
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where th = φh(exp−1 z).
For the last factor we apply the Taylor expansion of homogeneous degree 2 (recall formula (6))
u
(
x exp
(
−
n∑
i=1
ǫλi
n∑
k=1
lik(x)tkXi
))
− u(x)
= −
n1+n2∑
i=1
ǫλi
n∑
k=1
lik(x)tkXiu(x) +
ǫ2
2
n1∑
i,j=1
(
n∑
k=1
lik(x)tk
)(
n∑
h=1
ljh(x)th
)
XiXju(x) + o(ǫ
2+α).
Then we can split as follows
Kǫu(x) = Kǫ,1u(x) +Kǫ,2u(x) + o(ǫ
α),
where by extensive use of properties (7), (8) and (9), we have
Kǫ,1u(x) =
1
ǫ2C(J)
n1+n2∑
i=1
ǫλi
n∑
k=1
lik(x)
n∑
j=1
ǫλj b˜j(x)
n∑
h=1
l∗hj(x)

∫
Rn
J
(
exp
n∑
r=1
trXr
)
tkthdt1 . . . dtn

Xiu(x)
=
1
ǫ2
n1+n2∑
i=1
ǫλi
n∑
j=1
ǫλj b˜j(x)
n∑
k=1
lik(x)l
∗
kj(x)Xiu(x)
=
1
ǫ2
n1+n2∑
i=1
ǫλi
n∑
j=1
ǫλj b˜j(x)δijXiu(x)
=
1
ǫ2
n1+n2∑
i=1
ǫ2λi b˜i(x)Xiu(x)
=
n1+n2∑
i=1
bi(x)Xiu(x);
Kǫ,2u(x) =
2
ǫ2C(J)
n1∑
i,j=1
ǫ2
2
(
n∑
k=1
lik(x)
n∑
h=1
ljh(x)
)

∫
Rn
J
(
exp
n∑
r=1
trXr
)
tkthdt1 . . . dtn

XiXju(x)
=
n1∑
i,j=1
aij(x)XiXju(x).
Thus the proof ends.
Lemma 5.3 Let G be a stratified Lie group, and let u ∈ C2+α(G) for some α ≥ 0. Then, with the
notation above, for each ǫ > 0 there exists a constant c such that
||Lǫ(u)− L(v)||L∞(G) ≤ Cǫ
α,
where L is the operator defined in (18).
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Proof.
Let us rewrite the operators as follows:
Lǫ(u)(x) =
2C(J)
ǫQ+2
∫
G
J(δǫ−1y
−1x)a(y)[u(y)− u(x)]dy +
2C(J)
ǫQ+2
∫
G
J(δǫ−1y
−1x)[a(y)− a(x)]u(x)dy.
As usual, let us first change variables according to z = δǫ−1y−1x, hence y = δǫxz−1 and
dz = −ǫQdy and then write it in coordinates:
Lǫ(u)(x) =
2C(J)
ǫ2
∫
G
J(z)a(δǫxz
−1)[u(δǫxz
−1)− u(x)]dz +
2C(J)
ǫ2
∫
G
J(z)[a(δǫxz
−1)− a(x)]u(x)dz
=
2C(J)
ǫ2
∫
Rn
J
(
exp
n∑
r=1
trXr
)
a
(
x exp
(
−
n∑
k=1
ǫλktkXk
))
[
u
(
x exp
(
−
n∑
i=1
ǫλitiXi
))
− u(x)
]
dt1 . . . dtn
+
2C(J)
ǫ2
∫
Rn
J
(
exp
n∑
r=1
trXr
)[
a
(
x exp
(
−
n∑
i=1
ǫλitiXi
))
− a(x)
]
u(x)dt1 . . . dtn = I + II,
where tk = φk(exp−1 z).
The next step is to apply Taylor decomposition of homogeneous degree 2 (recall formula (6))
to u in I and to a in II:
u
(
x exp
(
−
n∑
i=1
ǫλitiXi
))
− u(x) = −
n1+n2∑
i=1
ǫλitiXiu(x) +
ǫ2
2
n1∑
i,j=1
titjXiXju(x) + o(ǫ
2+α),
hence
I =
2C(J)
ǫ2
∫
Rn
J
(
exp
n∑
r=1
trXr
)
a
(
x exp
(
−
n∑
k=1
ǫλktkXk
))(
−
n1+n2∑
i=1
ǫλitiXiu(x)
)
dt1 . . . dtn
+ C(J)
∫
Rn
J
(
exp
n∑
r=1
trXr
)
a
(
x exp
(
−
n∑
k=1
ǫλktkXk
))
 n1∑
i,j=1
titjXiXju(x)

 dt1 . . . dtn
+ o(ǫα)2C(J)
∫
Rn
J
(
exp
n∑
r=1
trXr
)
a
(
x exp
(
−
n∑
k=1
ǫλk tkXk
))
dt1 . . . dtn = I1 + I2 + o(ǫ
α),
and by applying Taylor formula again to a, but this time of homogeneous degree 1, and extensive
use of formulas (7), (8) and (9) it follows that
I1 =
2C(J)
ǫ2
∫
Rn
J
(
exp
n∑
r=1
trXr
)(
a(x)−
n1∑
k=1
ǫtkXk(a)(x) + o(ǫ)
)(
−
n1+n2∑
i=1
ǫλitiXi(u)(x)
)
dt1 . . . dtn
=
2C(J)
ǫ2
n1+n2∑
i=1
n1∑
k=1
ǫλi+1Xk(a)(x)Xi(u)(x)
∫
Rn
J
(
exp
n∑
r=1
trXr
)
tktidt1 . . . dtn = 2
n1∑
i=1
Xi(a)(x)Xi(u)(x),
I2 =C(J)
∫
Rn
J
(
exp
n∑
r=1
trXr
)(
a(x) −
n1∑
k=1
ǫtkXk(a)(x) + o(ǫ)
)
 n1∑
i,j=1
titjXiXju(x)

 dt1 . . . dtn
=C(J)
n1∑
j,i=1
a(x)XjXi(u)(x)
∫
Rn
J
(
exp
n∑
rr=1
trXr
)
tjtjdt1 . . . dtn + o(ǫ) =
n1∑
i=1
a(x)XiXi(u)(x) + o(ǫ),
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and finally,
II =
2C(J)
ǫ2
∫
Rn
J
(
exp
n∑
r=1
trXr
)− n1+n2∑
i=1
ǫλitiXi(a)(x) +
ǫ2
2
n1∑
i,j=1
titjXiXj(a)(x) + o(ǫ
3)

 u(x)dt1 . . . dtn
=C(J)
n1∑
j,i=1
XjXi(a)(x)u(x)
∫
Rn
J
(
exp
n∑
r=1
trXr
)
titjdt1 . . . dtn + o(ǫ) =
n1∑
i=1
XiXi(a)(x)u(x) + o(ǫ).
Next we turn to the proof of Theorem 1.1. Let us remark that the proof of Theorem 1.2 follows
the same lines.
Proof of Theorem 1.1.
Let v(·, t) ∈ C2+α(Ω) be a solution of problem (2), and define an extension v˜ of v to the space
C2+α,1+α(G× [0, T ]) such that

v˜t(x, t) = K(v˜)(x, t), x ∈ Ω, t > 0,
v˜(x, t) = g˜(x, t), x /∈ Ω, t > 0,
v˜(x, 0) = u0(x), x ∈ Ω,
(23)
where g˜ is a smooth function which satisfies g˜(x, t) = g(x, t) if x ∈ ∂Ω and g˜(x, t) = g(x, t) + o(ǫ)
if x ≈ ∂Ω.
Let us define now the difference wǫ(x, t) = v˜(x, t)− uǫ(x, t). Thus defined, wǫ satisfies

wǫt (x, t) = K(v˜)(x, t) −Kǫv˜(x, t) +Kǫw
ǫ(x, t), x ∈ Ω, t > 0,
wǫ(x, t) = g(x, t)− g˜(x, t), x /∈ Ω, t > 0,
wǫ(x, 0) = 0, x ∈ Ω.
(24)
Let w(x, t) = K1θ(ǫ)t +K2ǫ be a supersolution with K1,K2 > 0 independent of ǫ. From Lemma
5.2 and the fact that Kǫ(w) = 0 (since w(x, t) does not depend on x), it follows that
wt(x, t) = K1θ(ǫ) ≥ Kv˜(x, t)−Kǫv˜(x, t) +Kǫw
ǫ(x, t).
Also, since w˜(x, 0) > 0 and the definition of g˜, we have that
w(x, t) ≥ K2ǫ ≥ θ(ǫ)
for x ∈ Ωc, x ≈ ∂Ω, t > 0. From the comparison principle (Corollary 4.5) we get that v˜ − uǫ ≤
w(x, t) = K1θ(ǫ)t+K2ǫ.
Applying the same arguments for w(x, t) = −w(x, t) we obtain that w(x, t) is a subsolution of
problem (24) and again by the comparison principle,
−K1θ(ǫ)t−K2ǫ ≤ v˜ − u
ǫ ≤ K1θ(ǫ)t+K2ǫ.
18
Therefore,
||v˜ − uǫ||L∞(Ω×[0,T ]) ≤ K1θ(ǫ)T +K2ǫ→ 0.
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