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Helium spin echo experiments combined with ab initio-based Langevin molecular dynamics simulations are
used to quantify the adsorbate-substrate coupling during the thermal diffusion of Na atoms on Cu(111). An
analysis of trajectories within the local density friction approximation allows the contribution from electron-
hole pair excitations to be separated from the total energy dissipation. Despite the minimal electronic friction
coefficient of Na and the relatively small mass mismatch to Cu promoting efficient phononic dissipation, about
(20 ± 5)% of the total energy loss is attributable to electronic friction. The results suggest a significant role of
electronic non-adiabaticity in the rapid thermalization generally relied upon in adiabatic diffusion theories.
PACS numbers: 82.65.+r, 34.50.Bw, 71.20.Dg 68.35.Ja
Energy dissipation during surface dynamical processes at
solid surfaces has been extensively studied, both due to its
paramount technological importance and intriguing funda-
mental richness. Scattering or adsorption of molecules, dif-
fusion and chemical reactions are all known to be intricately
governed by the detailed ways in which chemical and kinetic
energy is transferred into and out of substrate degrees of free-
dom. On insulating or semiconducting surfaces the dynamical
coupling to the surface can be attributed to the excitation of
and interaction with lattice vibrations with some confidence.
In contrast, on metal surfaces the role of competing electronic
non-adiabatic effects such as electron-hole (eh) pair excitations
is a continuing topic of debate. In fact, there is growing experi-
mental evidence that can only be rationalized by breaking with
the prevalent Born-Oppenheimer view [1, 2]. It may even be
argued that due to the continuum of substrate electronic states
at the Fermi edge, no dynamical process can strictly be adia-
batic at metal surfaces at all [3, 4]. On the other hand, many
phenomena still seem to be very well described using purely
adiabatic theories [5–9].
Recent ab initio calculations of dynamical phenomena be-
yond the Born-Oppenheimer approximation have attempted to
resolve some of this ambiguity [10–14]. In particular the nu-
merically appealing concept of electronic friction [10, 15–17]
within the local density friction approximation (LDFA) [18,
19] has become a popular approach in this regard [14, 18, 20–
24]. Scattering processes [8, 14, 18, 25, 26] and (dissocia-
tive) adsorption events [10, 14, 23, 27] have gained the most
attention in this context and with the high incident energies,
short contact times and massive charge rearrangements such
processes are likely to be good candidates for a high degree of
electronic non-adiabaticity.
In comparison to scattering and adsorption processes, the
situation is less clear for surface diffusion. On the one hand,
diffusing adsorbates are necessarily close to the surface and in
regions of high electronic density, with a concomitant amount
of electronic friction. On the other hand, the comparably low
velocities that are involved may suppress the non-adiabatic
channel and thus favor a coupling to the phononic degrees of
freedom to finally render surface diffusion electronically adia-
batic. Interestingly, a significant contribution of non-adiabatic
energy dissipation in the transient H-atom diffusive motion
following H2 dissociation over Pd(100) has been reported byBlanco-Rey and co-workers only recently [20, 21, 24]. The
results are consistent with a similar prediction by Wahnström
made for H diffusion on Ni(100) in the late 1980s [28]. Hydro-
gen diffusion is, however, a somewhat special case given that
competing phononic couplings are small for this very light ad-
sorbate [21, 24].
In order to obtain a more comprehensive insight into the rel-
ative importance of lattice vibrations and eh-pair excitations
for the energy dissipation during surface diffusionwe therefore
address the thermal motion of Na on Cu(111). Alkali metal
systems have long been used as prototypical systems due to the
relative simplicity of their surface chemistry [29, 30] and the
Na/Cu(111) combination chosen for the current work benefits
from having a much higher adsorbate-substrate mass ratio in
comparison to H/Pd. Together with the thermally distributed
adsorbate velocities, the coupling to phononic degrees of free-
dom might be expected to be significantly stronger. Simulta-
neously, the electronic friction coefficient is a material prop-
erty that exhibits the well known 푍1 oscillations as a functionof the atomic number [17, 31, 32]. At any embedding den-
sity of interest for surface diffusion, the electronic friction is
found to be particularly low for light alkali metals. We might,
therefore, expect minimal eh-pair excitations during the dif-
fusive dynamics of sodium on a free-electron like metal such
as copper. As a consequence one would expect phononic cou-
pling to dominate the overall dynamic interaction with the sub-
strate for Na/Cu(111). Analyzing helium spin echo (3He-SE)
signatures for surface diffusion with ab initio-based Langevin
molecular dynamics (MD) simulations we nevertheless find
that the energy loss due to electronic friction contributes ap-
proximately (20±5)% of the total energy dissipation, thus rein-
forcing the view that diffusion is an important class of dynam-
ical processes in which electronic non-adiabaticity is anything
but negligible.
The helium spin echo technique utilizes the 3He nuclear spin
2FIG. 1. (Color online) Experimentally measured decay rates 훼(Δ퐊)
along the [112] surface direction as opposed to those extracted from
simulations with a best-fit friction coefficient of 휂 = 10 amu ps−1
(solid blue line). The blue-shaded region indicates the sensitivity
when varying the free parameter 휂 by ±30%. Simulations using
an optimum value for 휂, but without adsorbate-adsorbate interaction
potentials yield the dashed sinusoidal red line. This line lacks the
de Gennes narrowing peak at small |Δ퐊|, but is unaffected in the
region sensitive to the frictional coupling.
as an internal timer, providing direct access to the intermedi-
ate scattering function (ISF) 퐼(Δ퐊, 푡) at a momentum trans-
fer Δ퐊 specified by the scattering geometry [33]. As a result
of surface adsorbate motion the (auto-)correlation determined
through the ISF decays in time, and for processes where the
adsorbate couples to the degrees of freedom of the substrate
would typically exhibit an exponential decay. The decay rate
훼(Δ퐊) is highly sensitive to the frictional adsorbate-substrate
coupling, with a functional dependence on Δ퐊 characteristic
of the detailed diffusion mechanism [34, 35]. In the present
study experiments were conducted at a surface temperature
of 155K with measurements along the [112] azimuth of a
Cu(111) crystal dosed to a coverage Θ = 0.025monolayers
(ML) of sodium [36].
The form of 훼(Δ퐊) extracted from the data is shown in
Fig. 1. At large values of |Δ퐊| the behavior is indicative
of single-jump diffusion, consistent with the Chudley-Elliott
model [37] (dashed line), while at smaller values below about
0.6Å−1 there is an obvious deviation from the ideal sinusoidal
signature that is consistent with “de Gennes narrowing” [38]
and observed for previous works on repulsive interacting ad-
sorbates [35], notably sodium diffusing on the Cu(100) surface
[39].
A quantification of the adsorbate-substrate frictional cou-
pling can be achieved within the kinematic scattering approx-
imation [35]. As further detailed in the SI [40], the ISF is
directly related to the real-space motion 퐑푗(푡) of an ensembleof푁atoms adsorbates 푗 through the autocorrelation function of
the coherent intermediate amplitudes
퐴(Δ퐊, 푡) =
푁atoms∑
푗
exp
[
−푖Δ퐊 ⋅ 퐑푗(푡)
]
. (1)
Corresponding trajectories 퐑푗(푡) are conveniently obtainedfrom Langevin MD simulations, in which the overall friction
coefficient 휂 is varied until optimum agreement with the ex-
perimental decay rates is obtained [34, 35, 41]. Specifically,
in the current work we employed a system of 푁atoms = 200adatoms in a supercell consisting of an (49× 82) array of rect-
angular Cu(111) unit cells and used 푇 = 155K to match the
experimental Na coverage and temperature. Appropriate aver-
aging over 100 MD runs accumulated over 1.6 ns (214 steps)
each ensured converged decay rates 훼(Δ퐊).
To minimize the number of free parameters the two-
dimensional adsorbate-substrate potential energy surface
(PES) employed in the Langevin MD simulations was deter-
mined by density-functional theory (DFT) calculations using
CASTEP [42] at the generalized gradient PBE functional level
[43]. As detailed in the SI [40] these calculations are used to
parametrize an analytical Fourier representation of the PES,
which faithfully reproduces the DFT PES with a root mean
square deviation of < 2meV. As indicated by the de Gennes
narrowing feature at small |Δ퐊| in Fig. 1, we additionally ac-
count for repulsive adsorbate-adsorbate interactions through
pairwise repulsive dipole-dipole interaction potentials accord-
ing to Kohn and Lau [44]. The required (coverage-dependent)
dipole moments of the respective adatoms are obtained by fit-
ting experimental work function-change measurements [45] to
the Topping model of surface depolarization [46], as had al-
ready been done successfully for Na on Cu(100) [47].
The resulting analysis exhibits only one remaining free pa-
rameter, the friction coefficient 휂. As shown in Fig. 1 an opti-
mized value of 휂 = 10 amu ps−1 achieves an overall excellent
agreement with the experimental measurements. All promi-
nent features in the experimental curve, i.e. the modulation
corresponding to the de Gennes narrowing at small values of|Δ퐊|, as well as the sinusoidal line shape for larger values are
qualitatively reproduced with the major contributory factors
to diffusion quantitatively reproduced to a large extent. To ob-
tain an estimate of the sensitivity of our results, we addition-
ally indicate in Fig. 1 the range of 훼(Δ퐊) values we obtain
when varying the best-fit friction coefficient within ±30%. It
is obviously only the region at |Δ퐊| > 0.7Å−1 that is increas-
ingly sensitive to this friction coefficient, and the±30% uncer-
tainty safely brackets the experimental error bars. The small
but apparently systematic deviations in the lower |Δ퐊| region
are instead attributed to a conceivably insufficient treatment of
adsorbate-adsorbate interactions. When completely switching
off the dipole interactions in our simulations, the changes to
the sinusoidal shape predicted by the single jump-model [37]
are exclusively restricted to this low |Δ퐊| region, cf. Fig. 1.
Thus, the friction value we obtain is completely robust with
respect to these aspects of our model. A similar robustness is
obtained with respect to the PES topology. As detailed in the
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FIG. 2. (Color online) Interpolated electronic friction coefficient
휂eh−pairs(퐑푗) experienced by a Na atom along the [112] (solid blue)and [110] (dashed red) surface direction. The horizontal dark gray
line indicates the determined ensemble- and time-averaged electronic
friction 휂eh−pairs, with the light-gray corridor indicating the standarddeviation over all time steps and trajectories.
SI [40], variations of the diffusion barrier over the bridge sites
by ±30%, to account for inaccuracies of the DFT PBE func-
tional we use, also leads to a variation of decay rates that fall
almost exactly within the shaded region in Fig. 1.
The friction coefficient has contributions from both
phononic and electronically non-adiabatic dissipation [48]. In
a two-bath model for diffusion, contributions have been shown
to be additive [49] so we can write
휂 ≈ 휂phonons + 휂eh−pairs . (2)
To disentangle the two dissipation channels approximately,
we calculate the ensemble-averaged electronic friction expe-
rienced over the Langevin-MD trajectories within the LDFA
[15, 17–19]. For this we first determine an analytic Fourier
representation of the position-dependent electronic friction co-
efficient of a diffusing Na atom 휂eh−pairs(퐑푗) using a proce-dure analogous to that employed for the PES. At each DFT
point 퐑DFT calculated for the PES parametrization, the em-bedding density required in the LDFA ansatz is extracted from
the self-consistent total electronic density through an atoms-
in-molecules scheme based on Hirshfeld decomposition [22].
The resulting grid of 휂eh−pairs(퐑DFT) is subsequently expandedin a Fourier series as further detailed in the SI [40]. Figure 2 il-
lustrates the resulting continuous electronic friction coefficient
along two high symmetry lines along the Cu(111) surface. Ob-
viously, 휂eh−pairs(퐑푗) correlates with the inverse height-profileof the Na adsorbate; the closer the adsorbate is to the Cu(111)
surface, the higher the embedding density and the larger the
friction coefficient becomes.
The average electronic friction experienced by the entire
Langevin ensemble of adatoms 푗 is then approximated non-
selfconsistently at each MD time step as 휂eh−pairs,av(푡) =∑푁atoms
푗 휂eh−pairs
(
퐑푗(푡)
)
∕푁atoms for each trajectory generatedin our best-fit simulations. Averaging over all trajectories and
time steps we finally arrive at an estimate of the electroni-
cally non-adiabatic dissipation contribution to the overall 휂 of
휂eh−pairs = 2.60 amu ps−1. As apparent from Fig. 2 this aver-age value is somewhere between the friction coefficients ex-
perienced at the most stable fcc and hcp adsorption sites and
the lowest-energy diffusion barrier over the bridge sites. As
also shown in the figure, the standard deviation resulting from
this average 휂eh−pairs is very small (±0.04 amu ps−1), consis-tent with the fact that the thermalized Na atoms spend the pre-
dominant time in the corresponding (meta)stable basins of the
PES. In terms of the motion through the surface electron den-
sity, the situation is thus highly comparable to vibrational dy-
namics, an area where the LDFA has been shown to perform
quantitatively [22]. Correspondingly, we expect this level of
theory to provide a reliable assessment of the relative amount
of electronic friction, even though it would be conceptually in-
teresting to compare to higher-level theories that for instance
account for tensorial aspects of friction [50] or that addition-
ally provide the explicit 푒ℎ-pair excitation spectra [12, 51].
We further note that similar to the findings for adsorbate vi-
brations [22], a key element in the use of the simple LDFA
scheme is the appropriate determination of the host embed-
ding density experienced by the adsorbate. For the analysis so
far, we used the atoms-in-molecules approach based on Hirsh-
feld’s projection scheme [22]. The corresponding integrated
Hirshfeld charges indicate a charge transfer of 0.3푒 from a
Na atom adsorbed in the fcc or hcp sites to the Cu substrate,
which naturally enhances the embedding density and thus the
electronic friction coefficient. Use of the independent-atom-
approximation as originally employed within the LDFA con-
text [18] does not account for such charge transfer in construct-
ing the embedding density but relies on the self-consistent
screening of the underlying isotropic model system. This
would then predict an 휂eh−pairs that is just about 63% of thevalue determined here. Due to the ambiguous choice of the
embedding density, both methods can be considered to yield
an upper and lower limit of the LDFA approach, respectively
[22].
Given these considerations and comparing the determined
휂eh−pairs with the total friction coefficient, we arrive at the sur-prising result that electronic non-adiabaticity amounts to about
(20 ± 5)% of the total energy dissipation, and this in a system
that was selectively chosen to minimize this dissipation chan-
nel. Tentatively, we would thus expect even more pronounced
influences of eh-pair excitations in the diffusive motion of ad-
sorbates like potassium atoms, i.e., elements that correspond
to a maximum of the 푍1 oscillations of the electronic fric-tion coefficient. As had been shown in the previous work on
H diffusion [20, 21, 24, 28], the relative contribution will, of
course, also be increased at smaller adsorbate-substrate mass
ratios by the concomitant suppression of phononic dissipation.
All in all, the picture that emerges is of surface diffusion in
which electronic non-adiabaticity plays a much more promi-
nent role than hitherto anticipated. Indeed, one could conjec-
ture that it is in fact electronic non-adiabaticity that ensures
rapid thermalization in adsorbate systemswith large frequency
mismatch and that explains the long-term success of adiabatic
theories to determine diffusion constants and other kinetic pa-
rameters for growth and catalysis applications.
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S1. EXPERIMENTAL DETAILS
A. Sample Preparation and Characterization
A mechanically polished single crystal Cu(111) sample
(Surface Prep. Lab., NL) used in the study is mounted on
a sample manipulator, allowing translational, polar and az-
imuthal rotations as well as temperature control. The manip-
ulator is fitted into a scattering chamber for the spectrome-
ter which is evacuated to 2 × 10−11mbar base pressure post
baking. Preparation of the surface consists of repeated cy-
cles of argon ion sputtering (퐼emiss ≈ 6휇A∕cm2, 800V Ar+ions, 푇s = 300K for 30mins) followed by surface anneal-ing (푇s = 800K, 30 secs). The surface quality is monitoredthrough measurement of helium reflectivity. A high quality
surface was confirmed regularly by exceptionally strong he-
lium reflectivity (> 34% measured at 푇s = 300K). A typicalincident energy of 8meV was used for the experiments with
the beam energy recorded at regular intervals.
The clean Cu(111) crystal was aligned to the [112̄] surface
azimuth, by optimizing the pattern of helium scattered from
high purity carbonmonoxide adsorbed to monolayer (ML) sat-
uration. The temperature of the sample is monitored using a
type-K [1] thermocouple spot welded onto a sample mount
constructed from tantalum. Temperature control is achieved
with cryogenic sample cooling using liquid nitrogen (푇s >
120K), balanced against radiative heating from a coiled tung-
sten filament.
Alkali metals are dosed onto the Cu(111) sample from dis-
pensers supplied by SAES Getters[2], which provide a conve-
nient method for introducing high purity films in vacuum. In
order to deliver alkali vapor efficiently, the front edge of the
dispenser and the surface must be brought into close proxim-
ity. For the current work an apparatus has been constructed
consisting of a linear vacuum below with a dosing insert onto
which the dispenser is fixed with a titanium flag in front con-
nected to an external rotary vacuum feed-through. When the
flag is closed the sample is shielded from the dispenser. Open-
ing and closing the flag allows a precise initiation and termi-
nation of dosing irrespective of the dispenser pre-loading con-
ditions. Before starting to dose with a new dispenser it is de-
gassed to remove adsorbed gases from the casing and support
mountings.
∗ Corresponding author: simon.rittmeyer@tum.de
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FIG. S1. Na on Cu(111) dosing curve. The gate valve between the
scattering chamber and dosing arm is opened at “A” (푡 = 0 s), the
dispenser current is enabled at “B” (푡 = 50 s), but no loss of specular
reflectivity is observed until the flag is opened at “C” (푡 = 350 s).
In the period from “C” onwards sodium is deposited on the surface,
demonstrated by an initial decrease in helium reflectivity as the sur-
face entropy increases and then an increase as the surface stabilizes,
“D”, approaching the complete monolayer, highlighted at “E”. At the
points indicated by “D” different compressed surface structures are
formed. The inset shows helium reflectivity and chamber pressure,
in blue and red respectively. In this instance the dose is stopped by
closing the dosing flag at “H”, where the specular signal is 퐼0∕3. Thepoints “F” and “G” indicate the times when the dispensing current is
enabled and the flag opened, respectively
Figure S1 shows an uptake curve taken to a coverage greater
than monolayer saturation. The period marked “A” through
“C” demonstrates that there is no change in specular reflec-
tivity between opening the dosing arm chamber and opening
the flag. Sodium is deposited from a clean surface at “C” to
monolayer saturation at “E” and beyond. In order to work at a
specific coverage the dosage may be stopped virtually instan-
taneously by closing the flag, as demonstrated in the inset of
Fig. S1, where the sample is dosed to a specular attenuation of
퐼0∕3.From the uptake curve (see Fig. S1) and assuming a unity
sticking co-efficient, as in the coverage dependent LEED and
TPD studies conducted by Tang et al. [3], and photo emission
spectra in Ref. 4, the coverage can be linearly interpolated from
the region “C” through “E” on Fig. S1. The dynamics mea-
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FIG. S2. 3He diffraction scan for Na on Cu(111), along the [112̄]
substrate direction, at coverage of Θ = 0.025ML. The signal is nor-
malized to one at the peak of the diffraction ring. The total scattering
angle and beam energy are fixed at 44.4◦ and 8meV respectively,
while the angle of incidence is varied in order to obtain the diffrac-
tion pattern. The central peak, shown as a red line, is the specular
reflected beam and the weak diffraction features are apparent in the
expanded curve (blue line). The diffraction features do not vary sig-
nificantly with azimuthal sample orientation, indicating an absence
of azimuthal ordering.
surements were collected at a coverage corresponding to an at-
tenuation such that 퐼 = 퐼0∕3, as shown in the inset of Fig. S1,which translates to a coverage of 0.045% of the atoms at satu-
ration coverage. The periodicity of the structure at monolayer
coverage is (3 × 3) but with 4 adatoms per unit cell [3, 5]. So
the saturation coverage, defined with respect to the number of
substrate atoms in the top most layer is 4∕9. Using the known
monolayer structure and uptake curve the coverage with re-
spect to the number of substrate atoms in the current study is
thus Θ = 0.025ML.
The coverage calibration can be cross-checked using the
location of diffraction features. An angular intensity scan
taken at the same coverage is presented in Fig. S2, which
shows a strong, sharp specular signal at Δ퐾 = 0Å−1 together
with broader, weaker diffraction-peaks. The observed features
correspond to isotropic diffraction rings that result from the
quasi-hexagonal distribution of sodium atoms with well de-
fined nearest-neighbor distance but no long-range orientation
order. The radius of the inner ring,퐾ring, is related to the aver-
age nearest-neighbour distance 푟 by퐾ring = 4휋∕
√
3푟 [6]. The
data givesΘ = 푟2∕푎2 = 0.025MLwhich is in excellent agree-
ment with the coverage calculated using the uptake curve.
B. Measurement and Analysis of the ISF
During measurements care is taken to avoid contamination.
The variation of helium-3 reflectivity of the clean copper sur-
face over a period over 5 hours; longer than the maximum
measurement session of 3 hours shows no significant variation.
ISFs are measured non-sequentially in momentum transfer or
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FIG. S3. A typical Na/Cu(111) ISF measured on the [112̄] surface
direction and presented for a momentum transfer Δ퐾 = 0.08Å−1
at a coverage of Θ = 0.025ML and temperature 155K. The blue
line shown is of the form 퐴1 exp (−훼푡) + 퐴2 where 퐴1, 퐴2 and 훼 aredetermined using a nonlinear least squares fit. The line is in excellent
agreement with the data for 푡SE > 5 ps.
temperature, and spectra recorded at the the beginning of each
measurement session are repeated at the end with no variation
noted.
Figure S3 shows a typical ISFwith experimental data shown
as red circles. The blue line represents a model of the form
퐴1 exp (−훼푡) +퐴2, with the free parameters 퐴1, 퐴2 and 훼, op-timized using a nonlinear least squares method implemented
using the MatlabTM curve fitting toolbox. The model does not
represent the data at small times, 푡SE < 10 ps, which are there-fore excluded, using an iterative routine to find the optimum
exclusion limit. We quantify the quality of the fit using the ad-
justed coefficient of determination 푅2adj. If we define the data
as a series 푦푛푖=1 and the fit as 푓 푛푖=1, then 푅2adj is defined as
푅2adj = 1 −
(푛 − 1)
푛∑
푖=1
(푦푖 − 푓푖)2
(푛 − 푚)
푛∑
푖=1
(푦푖 − 푦̄)2
, (S1)
where푚 is the number of degrees of freedom in the model and
푦̄ is the arithmetic mean of the data.
Figure S4 shows the quality of the fit measured using 푅2adj,and the decay rate 훼 for the blue line shown in figure S3, as
a function of the cut off time, starting with the slowest 5 data
points and incrementing towards 푡 = 0 ps. At large cut-off
times, the quality of the fit is limited by the lack of data. There-
fore the푅2adj value starts small, and the value of 훼 varies over arelatively large range. As the number of data points increases,
훼 stabilizes around 0.05 ps and 푅2adj increases, indicating thatthe model represents the data. At times less than 12 ps there is
a slight reduction in 푅2adj, which is attributable to the incom-plete removal of the inelastic scattering signal in this case. At
S3
FIG. S4. Sensitivity of the time cut off, when optimizing an expo-
nential model 퐴1 exp (−훼푡) to experimental data (see Fig. S3). Bluecircles show the adjusted coefficient of determination 푅2adj, and redcrosses the value of the obtained decay rate 훼 as a function of the
cut-off time. It is clear that at large cut off time the fit to the exponen-
tial is weak, and as at small times the influence of the clearly defined
faster decay distorts the result. The starting point of the current work
is 18 ps, yielding a value for 훼 of 0.055 ± 0.005 ps−1.
times less then 5 ps 푅2adj decreases rapidly as the quantity ofdata not described by the exponential model increases, which
is consistent with the clear fast decay process in figure S3. A
cut off limit for the dataset is found to be 18 ps, yielding a
value for 훼 of 0.055±0.005 ps−1. The same method is applied
to analyse the diffusion signal in the rest of the dataset.
The features presented and described in figure S3 are typi-
cal for the whole dataset, and can be summarised as a rapidly
decaying contribution at times less than 5 ps, followed by a
slower decay process. There is a strong inelastic component
present in some spectra which is not treated in the current work
and does not affect the results presented. It is clear that there is
a significant deviation from the exponential fit at small times,
typically below 5 ps, which is considered in future work.
S2. COMPUTATIONAL DETAILS
A. DFT Calculations and Interpolation of the Interaction
Potential
We generate a two-dimensional adsorbate-substrate inter-
action potential using density-functional theory (DFT) within
the generalized gradient approximation (GGA) in terms of the
PBE functional [7] as implemented in the plane-wave pseu-
dopotential code CASTEP [8]. In detail, we model the Na on
Cu(111) system in a (3 × 3) surface unit cell, where the metal
substrate is represented by 5-layer slabs separated by a 20Å
vacuum layer in 푧-direction between the periodic images. We
further employ a plane wave cut-off energy of 400 eV, ultra-
soft pseudopotentials [9] and an (8 × 8 × 1) Monkhorst-Pack
[10] 퐤-point grid. For all calculations presented we rely on
the frozen surface approximation: We evaluate the optimal
clean-surface configuration only once (where the lowermost
two layers are constrained to the truncated bulk positions) and
subsequently keep all substrate degrees of freedom fixed. To
calculate the interaction energies, we then place the Na atom
at a defined (푥, 푦) position in the surface unit cell and fully re-
lax its 푧-coordinate using the BFGS algorithm with a residual
force tolerance of 0.05 eV∕Å. All computational parameters
have been carefully tested to yield interaction energies that are
converged to within < 5meV.
To obtain a continuous analytical description of energies
and forces, we use the calculated Na interaction energies at the
four high-symmetry sites of the Cu(111) surface (top, bridge,
fcc and hcp) and expand these in a truncated Fourier series
푉 (퐑) =
∑
푖,푛
퐴푛 cos
(
푛퐠푖 ⋅ 퐑
)
+
∑
푖,푚
퐵푚 sin
(
푚퐠푖 ⋅ 퐑
)
+ 퐶 , (S2)
Here, we use two cosine, one sine component (that in princi-
ple allows to distinguish between non-degenerate hcp and fcc
hollow sites) and a constant offset, such that all parameters
are uniquely determined by the four input energies shown in
Tab. S1. We further use a redundant set of reciprocal lattice
vectors
퐠푖 =
4휋√
3푎Cu(111)
(
cos(휑푖)
sin(휑푖)
)
; 휑푖 ∈
[
0, 휙
3
, 2휋
3
]
,
(S3)
where the optimized Cu(111) surface lattice constant is
푎Cu(111) = 2.55Å within our computational setup. Our so-gained analytic interaction potential exhibits an RMSD value
of < 2meV as compared to a test set of 231 explicitly calcu-
lated DFT relative interaction energies at (푥, 푦) Na-positions
covering the entire irreducible wedge of the primitive surface
unit cell (see Fig. S5).
B. Pairwise Interaction Potential
On top of the ab initio-based adsorbate-substrate interaction
potential we add pairwise repulsive dipole-dipole interactions
in our molecular dynamics (MD) simulations. The same pair
potentials have been shown to yield convincing results in pre-
vious studies of Na on Cu(100) [11]. Other interactions, for
TABLE S1. Relative DFT interaction energies of Na on Cu(111).
The hcp and fcc hollow sites are energetically degenerate. These four
energies are the input values for the Fourier expansion of the analytic
interaction potential in Eq. (S2).
site relative interaction energy (meV)
top 96
bridge 12
hcp 0
fcc 0
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FIG. S5. (a) Interpolated Na-Cu(111) interaction potential along two
high symmetry lines along the Cu(111) surface (drawn lines) as com-
pared to respective DFT data points from the test set. (b) Deviations
Δ푉 (퐑) = 푉 (퐑) − 푉DFT(퐑) of the interpolation function from the en-tire test set of 231 data points in the irreducible wedge of the surface
unit cell. The top position is located at (0, 0). We obtain an RMSD
value of 1.9meV for the entire test set.
example those mediated by surface-states [12], are oscillatory
in nature and are significantly weaker so we do not include
them here. According to Kohn and Lau [13], the interaction
potential of two dipoles with dipole moments 휇푖 and 휇푗 on ametal surface is given by
푉 KL푖푗 (퐫) = 2휇푖휇푗
퐫
푟4
, (S4)
where 퐫 is the distance vector between the dipoles. The addi-
tional factor of 2 as compared to the classical dipolar interac-
tion energy in vacuum accounts for image charge effects.
The respective dipole moment of the adsorbed Na atoms is
coverage-dependent; the closer the packing is the smaller the
dipole moments. An analytical model to include the under-
lying dipole-induced surface depolarization effects has been
proposed by Topping [14]. Treating the adsorbate layer within
a plate capacitor-model, the work function change of the sub-
strate as induced by the adsorbates is given by [15],
Δ휙(Θ) = −
푛0Θ휇0
휀0
[
1 + 9훼
(
푛0Θ
)3∕2] , (S5)
where 훼 is the adsorbate polarizability and 휇0 the adsorbatedipole moment in the zero-coverage limit. The adsorbate
density per unit surface area at full coverage Θ = 1 is 푛0.We define the coverage Θ as number of adsorbates per sur-
face substrate atom. Hence, for a hexagonal (111) surface
푛0 = 2∕
√
3푎2, where 푎 is the surface lattice constant. The
remaining free parameters 훼 and 휇0 are obtained through fit-ting experimental work function change-measurements for Na
on Cu(111) by Fischer et al. [16] in the low-coverage region to
Eq. (S5) (see Fig. S6). We obtain 훼 = 46.6,Å3 and휇0 = 7.8D.This finally results in the effective dipole moment
휇eff(Θ) =
휇0
1 + 9훼
(
푛0Θ
)3∕2 . (S6)
In our simulations, we truncate the resulting pairwise forces
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FIG. S6. Fit (dark drawn line) of thework function changewith cover-
age within the Topping model (cf. Eq. (S5)) to experimental measure-
ments (light circles) by Fischer et al. [16]. Only values Θ < 0.25ML
enter the fitting procedure. Note that the coverage definition in this
work differs from that in the original work in Ref. 16.
퐅KL푖푗 = −∇푉
KL
푖푗 (퐫) = 6
휇2eff(Θ)
푟5푖푗
퐫푖푗 (S7)
at a cut-off distance of 20Å.
C. Langevin Equation and Numerical Propagation
As routinely applied in the context of analyzing 3He-SE
measurements [17–19], we simulate the actual adsorbate mo-
tion using Langevin dynamics that incorporate both the dy-
namical interaction with substrate phonons as well as with eh-
pairs equivalently as coupling to an implicit heat bath. Within
the Markov approximation the adsorbate dynamics is then de-
termined by
푚d2퐑d푡2 = −∇푉int(퐑) − 휂
d퐑
d푡
+  (푡). (S8)
Here, 퐑 denotes the combined adsorbate coordinates vector,
푚 is the adsorbate mass and 푉int(퐑) is the total interaction po-tential that includes the Na-Cu(111) interactions 푉 as well as
all pairwise repulsive interactions 푉 KL. The fluctuating forces (푡) are modeled as Gaussian white noise with zero mean and
a variance that is related to the friction coefficient 휂 and the
temperature 푇 by the fluctuation dissipation theorem such that⟨ (푡) (푡′)⟩ = 2휂푘B푇 훿(푡 − 푡′).The actual time-propagation of Eq. (S8) is done using the
modified velocity Verlet algorithm proposed by Bussi and
Parinello [20]. The latter allows to conveniently control the
error due to the time discretization of the stochastic Langevin
equation by monitoring drifts in the effective energy [20, 21].
With the chosen time step of Δ푡 = 5 fs we find the latter to be
stable to within 0.1meV per degree of freedom over 2 × 108
steps.
D. Electronic Friction
We address the electronically non-adiabatic contributions to
the apparent friction coefficient relying on the local density
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FIG. S7. (a) Interpolated Na electronic friction coefficient within the
LDFA-AIMmodel along two high symmetry lines along the Cu(111)
surface (drawn lines). Individual input values are shown as filled cir-
cles. Note that the majority of deviations is found around the top-site,
which is only very rarely visited at the simulated temperatures. (b)
Deviations Δ휂eh(퐑푗) = 휂eh-pairs(퐑푗) − 휂DFTeh-pairs(퐑푗) of the interpolationfunction from the entire input set of 231 data points in the irreducible
wedge of the surface unit cell. (c) and (d) same as (a) and (b) but for
the LDFA-IAA model.
friction approximation (LDFA) [22, 23]. Within the LDFA,
atomic electronic friction coefficients 휂eh−pairs,푗 are individu-ally evaluated from a reference system of a radially symmetric
impurity embedded in a free electron gas of a given position-
dependent embedding density 휌emb,푗
휂eh−pairs,푗
(
퐑푗
)
= 휌emb,푗
(
퐑푗
)
푘퐹휎tr , (S9)
where 휎tr is the transport cross section that is evaluated fromthe phase shifts of the respective Kohn-Sham orbitals at the
Fermi momentum 푘퐹 [24–27]. Regarding the density ofthe host free-electron gas in Eq. (S9) we compare a recently
proposed atoms-in-molecules (AIM) embedding scheme [28]
based on a Hirshfeld decomposition [29] of the self-consistent
system electronic density with the independent-atom approx-
imation (IAA) relying on clean-surface embedding densities
[22]. For our analysis we achieve a continuous representation
of the electronic friction coefficient 휂eh−pairs,푗(퐑푗) similar tothe adsorbate-substrate interaction potential (see Eq. (S2)). A
comparison of the arc-lengths of the actual three dimensional
minimum energy paths and their respective two dimensional
projections for all relevant single jumps yields deviations of
< 0.5% in all cases. We are thus confident to not neglect any
relevant information about the non-adiabatic energy dissipa-
tion that comes along with the reduction of the dimensionality
of the dynamics.
The respective electronic friction coefficient is highly sensi-
tive to the actual height of the adsorbate due to the exponential
decay of the metal electron density above the surface. How-
ever, the actual adsorbate height we obtain from our geome-
try optimizations is determined by minimizing the Hellmann-
Feynman forces projected on the adsorbate’s 푧-coordinate.
Residual numerical uncertainties that do not affect the latter
may still have a small impact on the electronic friction coeffi-
cient. This explains the fluctuations of the data points shown
in Fig. S7. In order to be less susceptible, we therefore do not
only use the electronic friction coefficients at the four high-
symmetry sites for the parametrization of the Fourier series,
but rather fit a 3 component Fourier expansion (one sine and
cosine component, respectively, and a constant contribution)
to all 231 data points of our test set from the interaction po-
tential validation using a least-square algorithm. Doing so we
obtain a smooth interpolation function with an RMSD value
of 0.06 amu ps−1 and 0.04 amu ps−1 for AIM and IAA, respec-
tively.
E. Evaluation of the Intermediate Scattering Function
Tomake the connection between our simulations and the ex-
perimental 3He-SE measurements we follow a procedure pro-
moted by Ellis and coworkers [11, 18, 30] that avoids the nu-
merically demanding evaluation of the van Hove pair correla-
tion function 퐺(퐑, 푡) for the interacting system [31]. Instead,
we rather rely on the kinematic scattering approximation, i.e.,
we disregard multiple scattering events and consequently eval-
uate the coherent intermediate amplitudes
퐴푛(Δ퐊, 푡) =
푁atoms∑
푗
exp
[
−푖Δ퐊 ⋅ 퐑푛,푗(푡)
] (S10)
at each MD time step directly as a superposition of contribu-
tions from the trajectories퐑푛,푗(푡) generated for an ensemble of
푁atoms adatoms in a single run 푛 [32]. The dynamical structurefactor
푆푛(Δ퐊, 휔) =
||||∫ ∞−∞ 퐴푛(Δ퐊, 푡) exp (−푖휔푡) d푡||||
2
(S11)
is then averaged over several runs and a subsequent inverse
Fourier transform finally yields the intermediate scattering
function (ISF) [33]
퐼(Δ퐊, 푡) = 1
푁runs ∫
∞
−∞
푁runs∑
푛
푆푛(Δ퐊, 휔) exp (푖휔푡) d휔.
(S12)
Based on this procedure, we subsequently treat both our exper-
imental measurements as well as the simulated (normalized)
ISFs on an equal footing by fitting an exponential decay to the
latter using the procedure described in Sec. S1B. Here, special
care has to be taken to run trajectories long enough, i.e., well
beyond the decay of the ISF to ensure an adequate estimate of
the respective decay rate 훼(Δ퐊) that is free of any boundary
effects imposed by the numerical Fourier transforms.
S6
0.0 0.5 1.0 1.5|Δ퐊| (Å−1)
0.0
0.1
0.2
0.3
0.4
0.5
dec
ay
rat
e훼
(Δ
퐊
)(
ps
−
1 )
휂best−f it , Δ퐸DFT
휂best−f it ± 30%, Δ퐸DFT
휂best−f it , Δ퐸DFT ± 30%
FIG. S8. Experimentally measured decay rates 훼(Δ퐊) along the
[112̄] surface direction as opposed to those extracted from simula-
tions with a best-fit friction coefficient of 휂 = 10 amu ps−1 (solid blue
line). The red corridor indicates the range of respective decay rates
in simulations with 휂 varied by ±30%, whereas the blue corridor in-
dicates simulations where the hollow-bridge diffusion barrier as ob-
tained from DFT calculations has been changed by ±30%.
F. Sensitivity Analysis
Our estimate for the total friction coefficient 휂 naturally de-
pends on the quality of the underlying interaction potential.
Even though the latter is evaluated on an ab initio basis, there
are numerical and conceptual approximations inherently in-
cluded. In order to assess this dependence, we varied the rel-
evant hollow-bridge diffusion barrier in our simulations by up
to ±30%, which should more than account for values obtained
with different sets of pseudo potentials or exchange-correlation
functionals. The hollow-top amplitude (see Tab. S1) was left
unchanged. Fortunately, given the best-fit friction coefficient,
the variations of our so-calculated decay rates (see Fig. S8) are
very consistent with the corridor we obtain by varying the fric-
tion coefficient as outlined in the main text, and which we al-
ready consider as our uncertainty anyway.
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