Purdue University

Purdue e-Pubs
Open Access Dissertations

Theses and Dissertations

Fall 2014

Tunable Impedance Matching Network
Fundamental Limits and Pracitical Considerations
Wesley N. Allen
Purdue University

Follow this and additional works at: https://docs.lib.purdue.edu/open_access_dissertations
Part of the Electrical and Computer Engineering Commons, and the Physics Commons
Recommended Citation
Allen, Wesley N., "Tunable Impedance Matching Network Fundamental Limits and Pracitical Considerations" (2014). Open Access
Dissertations. 219.
https://docs.lib.purdue.edu/open_access_dissertations/219

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.

Graduate School ETD Form 9
(Revised 12/07)

PURDUE UNIVERSITY
GRADUATE SCHOOL
Thesis/Dissertation Acceptance
This is to certify that the thesis/dissertation prepared
By

Wesley Allen

Entitled
Tunable Impedance Matching Network Fundamental Limits and Practical Considerations

For the degree of

Doctor of Philosophy

Is approved by the final examining committee:
DIMITRIOS PEROULIS
Chair

BYUNGHOO JUNG
DAVID B. JANES
KAUSHIK ROY

To the best of my knowledge and as understood by the student in the Research Integrity and
Copyright Disclaimer (Graduate School Form 20), this thesis/dissertation adheres to the provisions of
Purdue University’s “Policy on Integrity in Research” and the use of copyrighted material.

DIMITRIOS PEROULIS

Approved by Major Professor(s): ____________________________________
____________________________________
Approved by:

M. R. Melloch

08-19-2014
Head of the Graduate Program

Date

TUNABLE IMPEDANCE MATCHING NETWORK FUNDAMENTAL LIMITS
AND PRACTICAL CONSIDERATIONS

A Dissertation
Submitted to the Faculty
of
Purdue University
by
Wesley N. Allen

In Partial Fulﬁllment of the
Requirements for the Degree
of
Doctor of Philosophy

December 2014
Purdue University
West Lafayette, Indiana

ii

To Sarah—the personiﬁcation of helpmate.

iii

Soli Deo gloria.

iv

ACKNOWLEDGMENTS
I am little more than the sacriﬁces of others on my behalf.
How could the acknowledgments section of this dissertation ever be complete?
Where does one even begin? Do I start in ﬁfth grade, recognizing the above-andbeyond support of my teacher, Mr. Tim Weber, and the technical inspiration and
friendship of Ryan Cassin? Perhaps I start with my preschool teacher, who lovingly
gave me my ﬁrst formalized educational experience. Or maybe I ought to start even
more foundationally than that, and oﬀer thanks to my God for the undeserved grace
and provision He has lavished upon me through this world, His Son, and His Spirit.
“Thanking God” is so hackneyed, however, that I hesitate to do so in such a pithy
way, lest I risk misrepresenting both my sincerity and His greatness. But I suppose
even a lifetime ﬁlled with writings of thanksgiving wouldn’t remove that risk. No,
there simply isn’t a way to make full and proper acknowledgment of all who have
contributed in some way to this dissertation.
That being said, it certainly isn’t the better choice to leave oﬀ acknowledgments
altogether. So, with an emphasis on the fact that this listing is nowhere close to
complete, I begin...
A great thanks to my wife, Sarah, for her years of utter selﬂessness. I don’t think
I’ll ever be able to reciprocate her love in a way that does it justice. How could I when
she’s given the past six years of her life to maintaining a home and family, practically
alone, all the while giving me complete support? Thank you. Thank you for feeding
me. Thank you for driving me. Thank you for our home. Thank you for mothering
our children. Thank you for clean clothes. Thank you for sacriﬁcing ﬁnancially for
me. Thank you for comforting me. Thank you for letting me rest. Thank you for
making me active. Thank you for taking on more and more responsibilities that ought
to have been mine. Thank you for advising me. Thank you for relieving my burdens.

v
Thank you for saying, “Okay.” Thank you for saying, “No.” Thank you for your
words, your touch, and your prayers. Thank you for your devotion. Thank you for
your love. Thank you for you. I love you.
Thank you, Gideon, Hazel, and Jonah for the evenings you’ve sacriﬁced for Daddy’s
late nights and the joy you’ve brought me through watching you grow physically, mentally, and spiritually. Thank you, Dad, for instilling in me the drive to always do my
best. Thank you, Mom, for your unwavering faith in everything I do. Thank you,
Chuck and Nick, for forging the paths in which I would walk. Thank you to my
grandparents, Richard and Darlene Allen, for your ever-contagious excitement about
the future and for supporting my education, even when it meant buying computer
programming books for an elementary-aged kid. Thank you to Gene Wood and my
late grandmother, Joyce, for providing an environment which elicited a joy that was
almost material.
Thank you, Rev. Adam Brice, for the countless hours you have spent focused on
my discipleship and growth in faith. Thank you to Two Cities Church for the way
you have exempliﬁed God’s Kingdom over the years, especially to our family.
Thank you to all my teachers and mentors at Heritage Hills High School including
Dan Bertke, Jennifer Kern, Julia Kerchief, Mike Kemp, Sandi Fortune (without you,
I’d just be running lights), and Terry Goldman, among others.
Thank you to the fellow HKN Nice Guys and Gals including Charity Pettis, Dr.
Dan Aguiar, David Sutherland, Dr. Derek Schuﬀ, Doug Herbert, Dr. Eddie Pettis,
Eric Villasenor, Joe Blubaugh, Dr. Joey Ernst, Josh Speciale, Lian Duan, Dr. Robert
Wortman, and Sam Mussmann. I couldn’t imagine a more solid group of people to
befriend.
Thank you to the multitudinous members of the ARES and IDEAS lab groups,
past and present, including Dr. Abbas Semnani, Dr. Adam Fruehling, Amir Shahidi,
Dr. Andrew Christianson, Andrew Kovacs, Dr. Andrew Wegener, Anurag Garg,
Dr. Caleb Fulton, Colby Bartlett, Dr. David Berdy, Dr. Dimitra Psychogiou, Eric
Hoppenjans, Dr. Eric Naglich, Dr. Hao Han Hsu, Dr. Himanshu Joshi, Dr. Hjalti

vi
Sigmarsson, Jack Williams, Dr. Jeﬀ Mass, Jonathan Gregory, Dr. Joshua Small, Juan
Zeng, Dr. Juseop Lee, Dr. Justin Henrie, Kaiyuan Zeng, Dr. Kenle Chen, Dr. Lokesh
Gupta, Mark Hickle, Michael Hall, Michael Sinani, Mohammad Abu Khater, Dr. M.
Shoaib Arif, Dr. Nithin Raghunathan, Dr. Sean Scott, Suzanne Diop, Trevor Snow,
Tse-Yu Lin, Dr. Tsung-Chieh Lee, Dr. Wasim Irshad, Wei Yang, Dr. Xiaguang (Leo)
Liu, Dr. Xin Wang, Yu-Chen Wu, Dr. Yu-Chiao Wu, and Zhengan (Andy) Yang.
All of you have been helpful to me, some extremely so, and for that I am grateful.
Thank you to the many professors who have had a signiﬁcant impact on my
education. In particular, my Ph.D. committee members have taken time out of their
very busy schedules to provide feedback on my research and I thank them for that:
Prof. Byunghoo Jung, Prof. David Janes, and Prof. Kaushik Roy.
Finally, regarding the head of my Ph.D. committee, my teacher, and my advisor,
Prof. Dimitrios Peroulis, I wish I could express how signiﬁcant his contributions
have been, not just to the fulﬁllment of the requirements for my Ph.D., but to my
whole life. I have known Prof. Peroulis for around eight years now. He has been
instrumental in everything from my very ﬁrst exposure to Maxwell’s Equations to
the ﬁnal paragraph of this dissertation. Without his sacriﬁce, I would be someone
else. Thank you, Prof. Peroulis, for everything.

vii

TABLE OF CONTENTS
Page
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xiii

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xxv

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.2 Foundations for Impedance Matching . . . . . . . . . . . . . . . . .

3

1.2.1

Review of Voltage-to-Current Ratios . . . . . . . . . . . . .

3

1.2.2

Reﬂection and Power Delivery . . . . . . . . . . . . . . . . .

9

1.3 Impedance Matching Networks

. . . . . . . . . . . . . . . . . . . .

14

1.3.1

Static Impedance Matching . . . . . . . . . . . . . . . . . .

14

1.3.2

Tunable Impedance Matching . . . . . . . . . . . . . . . . .

17

1.4 Dissertation Overview . . . . . . . . . . . . . . . . . . . . . . . . .

19

2 VISUAL ANALYSIS OF TRANSMISSION LINES . . . . . . . . . . . .

20

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

20

2.2 Transmission Lines and Bandwidth . . . . . . . . . . . . . . . . . .

23

2.3 Step 1: λ/4 Point . . . . . . . . . . . . . . . . . . . . . . . . . . . .

24

2.3.1

Smith Chart Visualization . . . . . . . . . . . . . . . . . . .

24

2.3.2

Analytical Approach . . . . . . . . . . . . . . . . . . . . . .

25

2.4 Step 2: Locus, Center, and Radius . . . . . . . . . . . . . . . . . .

27

2.4.1

Smith Chart Visualization . . . . . . . . . . . . . . . . . . .

28

2.4.2

Analytical Approach . . . . . . . . . . . . . . . . . . . . . .

28

2.5 Step 3: Reference Points . . . . . . . . . . . . . . . . . . . . . . . .

31

2.5.1

Smith Chart Visualization . . . . . . . . . . . . . . . . . . .

31

2.5.2

Analytical Approach . . . . . . . . . . . . . . . . . . . . . .

35

viii
Page
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

37

2.6.1

Rules of Thumb . . . . . . . . . . . . . . . . . . . . . . . . .

37

2.6.2

Transmission Line Characterization . . . . . . . . . . . . . .

39

2.6.3

Allowed zIN and zL . . . . . . . . . . . . . . . . . . . . . . .

40

2.6.4

Impedance Matching Bandwidth . . . . . . . . . . . . . . .

42

2.6.5

Open-Short Transformation Bandwidth . . . . . . . . . . . .

43

2.6.6

Computer-Aided Visual Analysis Tool . . . . . . . . . . . .

46

2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48

2.8 Reﬂection Transformation Derivation . . . . . . . . . . . . . . . . .

48

3 FUNDAMENTAL LIMITS OF TUNABLE MATCHING NETWORKS .

50

3.1 Single-Tuning-Element Distributed Matching Networks . . . . . . .

50

3.2 Tuning Range Fundamental Limits . . . . . . . . . . . . . . . . . .

53

3.2.1

Series Varactor Followed by Transmission Line . . . . . . . .

55

3.2.2

Shunt Varactor-Transmission Line . . . . . . . . . . . . . . .

63

3.2.3

Transmission Line-Series Varactor . . . . . . . . . . . . . . .

65

3.2.4

Transmission Line-Shunt Varactor . . . . . . . . . . . . . . .

67

3.3 Topology Parameters . . . . . . . . . . . . . . . . . . . . . . . . . .

69

3.3.1

Transmission Line Characteristic Impedance . . . . . . . . .

69

3.3.2

Line Length and Varactor Value . . . . . . . . . . . . . . . .

73

3.4 Optimal Tuning Ranges . . . . . . . . . . . . . . . . . . . . . . . .

76

3.4.1

Load Dependence . . . . . . . . . . . . . . . . . . . . . . . .

76

3.4.2

ZT L Dependence . . . . . . . . . . . . . . . . . . . . . . . .

80

3.4.3

ΓT H Dependence . . . . . . . . . . . . . . . . . . . . . . . .

92

3.4.4

Tunable Versus Static . . . . . . . . . . . . . . . . . . . . .

94

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

102

3.6 Chapter Note: Transmission Line Transformer . . . . . . . . . . . .

102

4 PRACTICAL DESIGN AND IMPLEMENTATION . . . . . . . . . . . .

104

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

104

ix
Page
4.2 Implementation Limitations . . . . . . . . . . . . . . . . . . . . . .

105

4.2.1

ZT L Limitations . . . . . . . . . . . . . . . . . . . . . . . . .

105

4.2.2

Varactor Limitations . . . . . . . . . . . . . . . . . . . . . .

112

4.3 Eﬀects of Non-Idealities . . . . . . . . . . . . . . . . . . . . . . . .

119

4.3.1

Varactor Quality Factor . . . . . . . . . . . . . . . . . . . .

120

4.3.2

Varactor Parasitics . . . . . . . . . . . . . . . . . . . . . . .

128

4.3.3

Varactor Voltage . . . . . . . . . . . . . . . . . . . . . . . .

131

4.4 Design Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . .

132

4.5 Measured Tunable Matching Networks . . . . . . . . . . . . . . . .

132

4.5.1

Small Parasitic Impact . . . . . . . . . . . . . . . . . . . . .

134

4.5.2

Optimal ZT L Boundaries . . . . . . . . . . . . . . . . . . . .

135

4.5.3

Small ZT L Changes . . . . . . . . . . . . . . . . . . . . . . .

138

4.5.4

Extremely Low Loss at ω0 . . . . . . . . . . . . . . . . . . .

141

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

142

5 TUNABLE MATCHING NETWORK ANALYSIS TOOL . . . . . . . . .

144

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

144

5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

146

5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

150

5.3.1

Visualization . . . . . . . . . . . . . . . . . . . . . . . . . .

151

5.3.2

Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . .

153

5.3.3

Additional Features . . . . . . . . . . . . . . . . . . . . . . .

155

5.4 Example Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . .

156

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

160

6 SINGLE-TUNING-ELEMENT MATCHING FOR MOBILE ANTENNAS

161

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

161

6.2 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

162

6.2.1

Matching Network Transducer gain . . . . . . . . . . . . . .

162

6.2.2

Matching Network for Multi-band PIFA . . . . . . . . . . .

162

x
Page
6.2.3

Matching Network for iPhone 4TM Antenna . . . . . . . . .

166

6.2.4

Power Handling . . . . . . . . . . . . . . . . . . . . . . . . .

168

6.3 Measured Results . . . . . . . . . . . . . . . . . . . . . . . . . . . .

170

6.3.1

PIFA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

170

6.3.2

iPhoneTM with Finger . . . . . . . . . . . . . . . . . . . . .

173

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

173

7 COMPARISON OF SINGLE- AND DUAL-ELEMENT TUNABLE MATCHING NETWORKS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
175
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

175

7.2 Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

176

7.2.1

Bandwidth Optimization . . . . . . . . . . . . . . . . . . . .

177

7.2.2

Fabrication Tenability . . . . . . . . . . . . . . . . . . . . .

179

Measured Results . . . . . . . . . . . . . . . . . . . . . . . . . . .

179

7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

183

8 LOSS IN INTEGRATED PLANAR INDUCTORS . . . . . . . . . . . . .

184

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

184

8.2 Modeling Overview . . . . . . . . . . . . . . . . . . . . . . . . . . .

189

8.3 Inductance, Capacitance, and Current Density . . . . . . . . . . . .

191

7.3

8.3.1

Inductance Calculation . . . . . . . . . . . . . . . . . . . . .

191

8.3.2

Capacitance Matrix . . . . . . . . . . . . . . . . . . . . . . .

193

8.3.3

Current Density . . . . . . . . . . . . . . . . . . . . . . . . .

195

8.4 Calculating Inductance and Quality Factor . . . . . . . . . . . . . .

195

8.4.1

Eﬀective Resistance . . . . . . . . . . . . . . . . . . . . . . .

195

8.4.2

Admittance Matrix . . . . . . . . . . . . . . . . . . . . . . .

200

8.4.3

Voltage Calculation . . . . . . . . . . . . . . . . . . . . . . .

202

8.5 Modeling Results . . . . . . . . . . . . . . . . . . . . . . . . . . . .

203

8.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

203

9 THE FUTURE OF TUNABLE MATCHING NETWORKS

. . . . . . .

207

xi
Page
9.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

207

9.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

208

9.3 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

210

9.3.1

Expanding to Other Topologies . . . . . . . . . . . . . . . .

210

9.3.2

Deep Parasitics Analysis . . . . . . . . . . . . . . . . . . . .

210

9.3.3

Power Handling . . . . . . . . . . . . . . . . . . . . . . . . .

210

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

211

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

216

xii

LIST OF TABLES
Table

Page

1.1

Summary of Voltage-to-Current Ratios . . . . . . . . . . . . . . . . . .

9

4.1

Decreasing Varactor Ohmic Loss . . . . . . . . . . . . . . . . . . . . .

126

4.2

Diode Model Parameters . . . . . . . . . . . . . . . . . . . . . . . . . .

128

6.1

Antenna Model Parameters . . . . . . . . . . . . . . . . . . . . . . . .

164

6.2

Optimized Matching Network Parameters . . . . . . . . . . . . . . . .

167

6.3

PIFA Matching Network Results . . . . . . . . . . . . . . . . . . . . .

172

7.1

Optimized Matching Network Parameters . . . . . . . . . . . . . . . .

180

xiii

LIST OF FIGURES
Figure
1.1

Page

A simpliﬁed block diagram of the RF front-end associated with Fujitsu’s
MB86L11A 2G/3G/4G LTE, multimode, multiband transceiver [3]. . .

2

1.2

The resistance, R, of the block element is the ratio of v(t) to i(t). . . .

4

1.3

A small section of transmission line can be represented by the resistor,
inductor, and capacitor ladder lumped-element model at right. . . . . .

7

Schematic representation of a transmission line attached to an arbitrary
load with equivalent impedance ZL . . . . . . . . . . . . . . . . . . . . .

10

Schematic representation of a source of impedance ZS connected to a load
with impedance ZL . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12

An impedance matching network is placed between a source and load to
present the desired impedance, ZIN , and reﬂection coeﬃcient, ΓIN , to the
source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

14

a) When Z0 ̸= Z1 , reﬂection bandwidth at the input of the transmission
line is dependent on Z1 . b) This graph shows how one can visualize the
eﬀect of a non-Z0 transmission line on the input reﬂection coeﬃcient on a
Z0 -normalized Smith chart. C is the center of the locus and the squares on
the locus are line length reference points. One of the goals of this chapter
is to help students understand and create such a Smith chart. c) The same
information is presented on a Z1 -normalized Smith chart for comparison
purposes. d) Depending on the value of ZL , choosing a transmission line
so as to obtain a match at f0 will yield diﬀerent bandwidths, even if the
magnitude of the load reﬂection coeﬃcient, |ΓL |, is the same. For |ΓL | =
0.35: the dotted line is ZL = (1.2 − ȷ0.8)Z0 , dashed is ZL = 2.09Z0 , and
solid is ZL = (1.2 + ȷ0.8)Z0 . Understanding these bandwidth diﬀerences
is one of the chapter goals. . . . . . . . . . . . . . . . . . . . . . . . . .

21

The ﬁrst step in the visualization process is to ﬁnd the λ/4 point, that
is, the input reﬂection seen when the line is a quarter of a wavelength.
For each step, only the Z0 -normalized Smith chart is needed. The Z1 normalized charts are provided for additional insight. . . . . . . . . . .

26

The second step is to ﬁnd the center of the locus, equidistant from zL and
zλ/4 on the real axis. Then the circular locus can be drawn. . . . . . .

29

1.4
1.5
1.6

2.1

2.2

2.3

xiv
Figure
2.4

Page

The ﬁnal step is to plot line length reference points. First, four coarse
points are plotted as shown by the squares on the locus. . . . . . . . .

32

For more granularity, ﬁne reference points are needed. These are pointed
to by (1) and (2). Once the ﬁne reference points are added, the distance
between the reference points is a λ/16 line. . . . . . . . . . . . . . . . .

33

zIN and ΓIN can be approximated by linearly interpolating between the
reference points. In this plot, the eﬀect of a λ/8 transmission line on zL
is shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

36

The ideally allowed values of zL (or zIN ) given zIN = 1+ȷ1 (or zL = 1+ȷ1)
and a single transmission line. Values inside the constant resistance circle
XOR inside the constant conductance circle are allowed. . . . . . . . .

38

Depending on the value of ZL , a single-transmission line matching network
will yield diﬀerent bandwidths, even if the magnitude of the load reﬂection
coeﬃcient, |ΓL |, is the same. |ΓIN | characteristics across a wide frequency
range are shown. For |ΓL | = 0.35: the dotted line is ZL = (1.2 − ȷ0.8)Z0 ,
Z1 = 2.1Z0 ; dashed is ZL = 2.09Z0 , Z1 = 1.45Z0 ; and solid is ZL =
(1.2 + ȷ0.8)Z0 , Z1 = 2.1Z0 . . . . . . . . . . . . . . . . . . . . . . . . . .

40

The bandwidth of three loads being matched by single transmission lines
can be uniquely investigated and comprehended through the visual technique presented in this chapter. Though all loads have the same |ΓL | ≈
0.35, their reﬂection characteristics across frequency vary signiﬁcantly. .

41

2.10 By plotting the locus and reference points for an open, it can be seen that
creating a short from an open using a λ/4 transmission line with Z1 of a)
20 Ω is better than b) 100 Ω in a 50 Ω system because it will have a wider
bandwidth. The opposite is true for converting a short to an open. . .

44

2.11 Phase angle of ΓIN versus frequency for a) open load and b) short load.
Plots for Z1 = 20, 50, and 100 Ω with Z0 = 50 Ω are shown. Note that
Z1 = 100 Ω provides better bandwidth for transforming a short to an open
and Z1 = 20 Ω provides better bandwidth for transforming an open to a
short. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

45

2.12 A screenshot of the computer-aided visual analysis tool. zL , z1 and l are
adjustable via mouse interaction or keyboard input. . . . . . . . . . . .

47

2.5

2.6

2.7

2.8

2.9

3.1

The general schematic of a tunable impedance matching network. The
impedance matching network is inserted between a source, ZS , and load,
ZL . Its scattering parameters can be tuned in order to transfer as much
power as possible from source to load with as little reﬂection as possible.

51

xv
Figure
3.2

Page

The loads considered in this chapter are made up of either a resistor and
capacitor in parallel, or a resistor and inductor in series. . . . . . . . .

51

The four topologies possible with a single transmission line and singlevaractor are investigated: a) series varactor followed by transmission line;
b) shunt varactor followed by transmission line; c) transmission line followed by series varactor; d) transmission line followed by shunt varactor.

52

Example of the range of ΓIN achievable with an inﬁnitely tunable varactor
′
′
at ωmin
, ω0′ , and ωmax
for ZL0 = 0.2 − ȷ0.2. (a and b) ZT L = 1, (c and d)
ZT L = 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

54

The valid values of ZT L that can yield a perfect match at ω0′ are limited
depending on the region of the Smith chart in which ZL falls and which
topology is chosen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

70

The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1 when ZT L = 0.4. The Smith chart is the impedance of the
load at ω0′ , ZL0 . The top half of the Smith chart represents series resistorinductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads. . . . . . . . . . . . . . . . . . . . . . . . . . .

75

With Topology A, the transmission line needed to reach R1 = 1 with
ZT L = 0.4 is much longer when ZL0 = 1.2 + ȷ1 than when ZL0 = 0.8 + ȷ1.
Transmission line length can be a contributor to the limitation of T R.
Topology A has discontinuities in T R around the R = 1 constant resistance
circle due to this. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

78

The discontinuity in the T R plot of Topology B near ZL0 = 0.3+ȷ1 can be
understood by looking at (a) the value of Z1 across frequency compared
to the value of Z1 needed in order to maintain ΓIN < |ΓT H | for loads near
the discontinuity. (b) The value of ΓIN across frequency for two loads near
the discontinuity. It is assumed that the matching network is tuned to the
best state at each frequency point. . . . . . . . . . . . . . . . . . . . .

79

The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1 when ZT L = 1. The Smith chart is the impedance of the load
at ω0′ , ZL0 . The top half of the Smith chart represents series resistorinductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads. . . . . . . . . . . . . . . . . . . . . . . . . . .

81

3.10 The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1 when ZT L = 2. The Smith chart is the impedance of the load
at ω0′ , ZL0 . The top half of the Smith chart represents series resistorinductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads. . . . . . . . . . . . . . . . . . . . . . . . . . .

82

3.3

3.4

3.5

3.6

3.7

3.8

3.9

xvi
Figure

Page

3.11 The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1. The best-case ZT L is chosen for each load so as to achieve
the maximum T R possible. The Smith chart is the impedance of the load
at ω0′ , ZL0 . The top half of the Smith chart represents series resistorinductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads. . . . . . . . . . . . . . . . . . . . . . . . . . .

83

3.12 The transmission line characteristic impedance for each topology that
yields the optimal T R for a threshold of Γ2T H = 0.1. The Smith chart
is the impedance of the load at ω0′ , ZL0 . The top half of the Smith chart
represents series resistor-inductor loads. The bottom half of the Smith
chart represents parallel resistor-capacitor loads. . . . . . . . . . . . . .

84

3.13 The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.25 when ZT L = 1. The Smith chart is the impedance of the
load at ω0′ , ZL0 . The top half of the Smith chart represents series resistorinductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads. . . . . . . . . . . . . . . . . . . . . . . . . . .

87

3.14 Analysis of varactor values and input reﬂection for Topology A when ZL0 =
0.2−ȷ0.2. (a) A contour plot of the achieved value of ΓIN at each frequency
for each varactor value −XV 0 . The green line highlights the −XV 0 which
yields the smallest |ΓIN | at each frequency. (b) A plot of the ΓIN that
results when the optimal −XV 0 is chosen at each frequency. If Γ2T H = 0.25,
the tuning range is signiﬁcantly improved compared to Γ2T H = 0.1. . . .

88

3.15 Comparison of varactor values and input reﬂection for Topology B when
ZL0 = 0.2 + ȷ0.41 or ZL0 = 0.2 + ȷ0.39. (a and b) A contour plot of
the achieved value of ΓIN at each frequency for each varactor value BV 0 .
The green line highlights the BV 0 which yields the smallest |ΓIN | at each
frequency. (c) A plot of the ΓIN that results when the optimal BV 0 is
chosen at each frequency. Adjusting Γ2T H from 0.1 to 0.25 does not get rid
of the T R discontinuity around ZL0 = 0.2 + ȷ0.4. . . . . . . . . . . . .

89

3.16 The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.25. The best-case ZT L is chosen for each load so as to achieve
the maximum T R possible. The Smith chart is the impedance of the load
at ω0′ , ZL0 . The top half of the Smith chart represents series resistorinductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads. . . . . . . . . . . . . . . . . . . . . . . . . . .

90

xvii
Figure

Page

3.17 The transmission line characteristic impedance for each topology that
yields the optimal T R for a threshold of Γ2T H = 0.25. The Smith chart
is the impedance of the load at ω0′ , ZL0 . The top half of the Smith chart
represents series resistor-inductor loads. The bottom half of the Smith
chart represents parallel resistor-capacitor loads. . . . . . . . . . . . . .

91

3.18 The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L = 0.4 and the varactor is replaced by a static capacitor. The
Smith chart is the impedance of the load at ω0′ , ZL0 . The top half of the
Smith chart represents series resistor-inductor loads. The bottom half of
the Smith chart represents parallel resistor-capacitor loads. . . . . . . .

95

3.19 The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L = 1 and the varactor is replaced by a static capacitor. The
Smith chart is the impedance of the load at ω0′ , ZL0 . The top half of the
Smith chart represents series resistor-inductor loads. The bottom half of
the Smith chart represents parallel resistor-capacitor loads. . . . . . . .

96

3.20 The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L = 2 and the varactor is replaced by a static capacitor. The
Smith chart is the impedance of the load at ω0′ , ZL0 . The top half of the
Smith chart represents series resistor-inductor loads. The bottom half of
the Smith chart represents parallel resistor-capacitor loads. . . . . . . .

97

3.21 The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L is chosen optimally and the varactor is replaced by a static
capacitor. The Smith chart is the impedance of the load at ω0′ , ZL0 . The
top half of the Smith chart represents series resistor-inductor loads. The
bottom half of the Smith chart represents parallel resistor-capacitor loads.

98

3.22 The optimal transmission line characteristic impedance for each topology
for a threshold of Γ2T H = 0.1 when the varactor is replaced by a static
capacitor. The Smith chart is the impedance of the load at ω0′ , ZL0 . The
top half of the Smith chart represents series resistor-inductor loads. The
bottom half of the Smith chart represents parallel resistor-capacitor loads.

99

3.23 Analysis of varactor values and input reﬂection for Topology B when ZL0 =
0.5−ȷ0.2. (a) A contour plot of the achieved value of ΓIN at each frequency
for each varactor value BV 0 . The green line highlights the BV 0 which yields
the smallest |ΓIN | at each frequency. The blue line highlights the BV 0 of
a static capacitor network. (c) A plot of the ΓIN that results when the
optimal BV 0 is chosen at each frequency (green) or the static capacitor is
utilized (blue). The tunable varactor provides only a 10% improvement
to T R. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

100

xviii
Figure
4.1

4.2

4.3

4.4

4.5

4.6

Page

Optimal tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when
the transmission line impedance is limited to between ZT L,min = 0.4 and
ZT L,max = 2.0. Optimization assumes a reﬂection threshold of Γ2T H = 0.1.
The Smith chart is the impedance of the load at ω0′ , ZL0 . Contours of the
load quality factors are overlaid as dashed lines. . . . . . . . . . . . . .

106

The transmission line characteristic impedance ZT L which yields the optimal tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when ZT L
is limited to between ZT L = 0.4 and ZT L = 2.0. Optimization assumes a
reﬂection threshold of Γ2T H = 0.1. The Smith chart is the impedance of
the load at ω0′ , ZL0 . Contours of the load quality factors are overlaid as
dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

107

Comparison of varactor values and input reﬂection for Topology B with a
load of ZL0 = 0.5 + ȷ1. (a and b) A contour plot of the achieved value of
ΓIN at each frequency for each varactor value BV 0 when (a) ZT L = 0.1 and
(b) ZT L = 0.4. The green and blue lines highlight the BV 0 which yield the
smallest |ΓIN | at each frequency. (c) A plot of the ΓIN that results when
the optimal BV 0 is chosen at each frequency. When ZT L is restricted to
[0.4, 2], the optimal ZT L increases to 0.4 and the optimal T R decreases.

109

Comparison of varactor values and input reﬂection for Topology B with a
load of ZL0 = 0.4 − ȷ1. (a and b) A contour plot of the achieved value of
ΓIN at each frequency for each varactor value BV 0 when (a) ZT L = 8 and
(b) ZT L = 2. The green and blue lines highlight the BV 0 which yield the
smallest |ΓIN | at each frequency. (c) A plot of the ΓIN that results when
the optimal BV 0 is chosen at each frequency. When ZT L is restricted to
[0.4, 2], decreasing ZT L to 2 signiﬁcantly decreases T R; the optimal ZT L
in this case is not 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

110

Optimal tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when
the transmission line impedance is limited to between ZT L = 0.4 and
ZT L = 2.0 and the varactor range is limited to 4 : 1. Optimization assumes
a reﬂection threshold of Γ2T H = 0.1. The Smith chart is the impedance of
the load at ω0′ , ZL0 . Contours of the load quality factors are overlaid as
dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

113

The transmission line characteristic impedance ZT L which yields the optimal tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when ZT L
is limited to between ZT L = 0.4 and ZT L = 2.0 and the varactor range is
limited to 4 : 1. Optimization assumes a reﬂection threshold of Γ2T H = 0.1.
The Smith chart is the impedance of the load at ω0′ , ZL0 . Contours of the
load quality factors are overlaid as dashed lines. . . . . . . . . . . . . .

114

xix
Figure
4.7

Page

Comparison of varactor values and input reﬂection for Topology C with a
load of ZL0 = 0.8+ȷ0.5 when ZT L = 0.4. (a) A contour plot of the achieved
value of ΓIN at each frequency for each varactor value −XV 0 . The solid
lines highlight the −XV 0 which yield the smallest |ΓIN | at each frequency
when −∞ < XV 0 < ∞ (green) and −0.57 ≤ XV 0 ≤ −0.14 (blue). (b)
A plot of the ΓIN that results when the optimal −XV 0 is chosen at each
frequency. Restricting the capacitance range of the varactor decreases the
frequency tuning range of the matching network. . . . . . . . . . . . .

118

An example of a circuit that has outstanding ΓIN performance but would
not be a good matching network. . . . . . . . . . . . . . . . . . . . . .

120

The eﬀect of the varactor’s eﬀective series resistance on GT for Topology
A at a frequency where ΓIN = 0 before adding the resistor. Topology
A is unique in that the eﬀect of Rseries is not dependent on the varactor
capacitance or the load. The resistor contributes both reﬂection (blue)
and ohmic loss (red) to the matching network causing a net decrease in
GT (green). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

121

4.10 Simulations of Topology A when a resistance of Rseries is included in series
with the varactor. The topology parameters are chosen by optimizing for
ZL0 = 0.5 − ȷ1 with the limitation of 0.4 ≤ ZT L ≤ 2 and a varactor
range of 4 : 1, resulting in ZT L = 2 and −2.35 ≤ XV 0 ≤ −0.59. (a)
The optimal transducer gain at each frequency. Normalized Rseries of
0, 1/50, 2/50, 3/50, 4/50, and 5/50 are shown. (b) The eﬀect of varactor
series resistance on the matching network’s frequency tuning range. . .

122

4.11 Simulations of Topology D when a resistance of Rseries is included in series with the varactor. The topology parameters are chosen by optimizing
for ZL0 = 2 + ȷ1 with the limitation of 0.4 ≤ ZT L ≤ 2 and a varactor range of 4 : 1, resulting in ZT L = 2 and 0.125 ≤ BV 0 ≤ 0.5. (a)
The optimal transducer gain at each frequency. Normalized Rseries of
0, 1/50, 2/50, 3/50, 4/50, and 5/50 are shown. (b) The eﬀect of varactor
series resistance on the matching network’s frequency tuning range. . .

123

4.12 The contribution of the ohmic loss of the varactor’s eﬀective series resistance on GT for Topology D at a frequency where ΓIN = 0 before adding
the resistor. This curve is good for any frequency of a Topology D matching network with ZL = 2 + ȷ1 and BV = 0.44. . . . . . . . . . . . . . .

126

4.13 The model used to analyze the eﬀect of parasitics on GT and T R. The
diode model includes the series resistance internally. Parasitic inductance
(lP ) and capacitance (cP ) are shown external of the diode model. . . .

128

4.8
4.9

xx
Figure

Page

4.14 The optimal GT achievable across frequency with the parasitics model
of the varactor for Topology C with ZL0 = 0.5 − ȷ0.2, ZT L = 0.5, and
ω0 = 2π × (2.4 × 109 ) rad/s. The varactor is tuned by an ideal bias voltage
of 0–60 V. (a) Each curve represents a diﬀerent value of lP while cP = 0 pF.
For this case, parasitic inductance has a strong impact on the GT curve.
(b) Each curve represents a diﬀerent value of cP while lP = 1 nH. . . .

129

4.15 Measured results for Topology B with ZL0 = 0.5 − ȷ0.5 and ZT L = 0.7.
(a) Maximum GT versus frequency for the best matching network state
at each frequency. Measured results are compared to simulations with an
ideal varactor (blue) and a varactor with parasitics (red). (b) S11 and
(c) S21 for a sweep of varactor bias voltages (0–60 V) when the matching
network’s source and load impedances are both 50 Ω. Measurements are
compared to simulations including varactor parasitics. . . . . . . . . . .

133

4.16 Measured results for Topology A with ZL0 = 1 − ȷ0.35 and ZT L = 2.0.
(a) Maximum GT versus frequency for the best matching network state
at each frequency. Measured results are compared to simulations with an
ideal varactor (blue) and a varactor with parasitics (red). (b) S11 and
(c) S21 for a sweep of varactor bias voltages (0–60 V) when the matching
network’s source and load impedances are both 50 Ω. Measurements are
compared to simulations including varactor parasitics. . . . . . . . . . .

136

4.17 Measured results for Topology A with ZL0 = 1 − ȷ0.35 and ZT L = 1.0.
(a) Maximum GT versus frequency for the best matching network state
at each frequency. Measured results are compared to simulations with an
ideal varactor (blue) and a varactor with parasitics (red). (b) S11 and
(c) S21 for a sweep of varactor bias voltages (0–60 V) when the matching
network’s source and load impedances are both 50 Ω. Measurements are
compared to simulations including varactor parasitics. . . . . . . . . . .

137

4.18 Measured results for Topology C with ZL0 = 0.5 − ȷ0.2 and ZT L = 0.6.
(a) Maximum GT versus frequency for the best matching network state
at each frequency. Measured results are compared to simulations with an
ideal varactor (blue) and a varactor with parasitics (red). (b) S11 and
(c) S21 for a sweep of varactor bias voltages (0–60 V) when the matching
network’s source and load impedances are both 50 Ω. Measurements are
compared to simulations including varactor parasitics. . . . . . . . . . .

139

xxi
Figure

Page

4.19 Measured results for Topology C with ZL0 = 0.5 − ȷ0.2 and ZT L = 0.5.
(a) Maximum GT versus frequency for the best matching network state
at each frequency. Measured results are compared to simulations with an
ideal varactor (blue) and a varactor with parasitics (red). (b) S11 and
(c) S21 for a sweep of varactor bias voltages (0–60 V) when the matching
network’s source and load impedances are both 50 Ω. Measurements are
compared to simulations including varactor parasitics. . . . . . . . . . .

140

4.20 Measured results for Topology D with ZL0 = 0.5 − ȷ0.2 and ZT L = 0.5.
(a) Maximum GT versus frequency for the best matching network state
at each frequency. Measured results are compared to simulations with an
ideal varactor (blue) and a varactor with parasitics (red). (b) S11 and
(c) S21 for a sweep of varactor bias voltages (0–60 V) when the matching
network’s source and load impedances are both 50 Ω. Measurements are
compared to simulations including varactor parasitics. . . . . . . . . . .

141

5.1

5.2

5.3

5.4

(a) Transducer gain of a matching network (in dB) plotted as a heatmap on top of a Smith chart representing variation in load reﬂection (ΓL )
while holding source impedance constant. [25] has added a black outline
to highlight a certain area of the plot. (b) The Smith chart is a nomogram
used by RF and microwave engineers to visually transform a value between
reﬂection (Γ) and impedance (Z). In this case, a Smith chart is drawn
with the complex Γ axes shown in blue. Constant values of the real and
imaginary parts of Z are green circles and red arcs, respectively. . . . .

145

TIMVAT is split into three visualization windows. Source Smith Chart
(left): Network transducer gain plotted on a Smith chart where the Smith
chart represents variation in source impedance while load impedance is
constant. Load Smith Chart (middle): Network transducer gain plotted
on a Smith chart representing variation in load impedance. The source
impedance remains constant. Frequency Plot (right): A plot of transducer
gain versus frequency. For this plot, source and load impedances are singlevalued functions of frequency. . . . . . . . . . . . . . . . . . . . . . . .

147

The Load Smith Chart window shows a heat-map of GT versus ΓL , the
selected ΓL for use in all other plots at this frequency, the change in ΓL
as frequency changes across the bandwidth of interest, and the change in
the GT threshold outline across the bandwidth of interest. . . . . . . .

151

The Frequency Plot window shows a plot of maximum GT versus frequency, the selected frequency for use in all other plots, the bandwidth of
interest, and the context frequency range. . . . . . . . . . . . . . . . .

152

xxii
Figure
5.5

Page

The Control Panel window allows the user to see numeric values of parameters, adjust those parameters via keyboard input, and change visualization
and analysis options. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

154

Possible input impedance of a mobile handset antenna as measured. Thin,
colored lines of the same colors and the thick black line represent similar
hand locations (from [48]). The thick red line is the impedance of an
antenna model used for matching network design. . . . . . . . . . . . .

157

5.7

Adjust bandwidth of interest. . . . . . . . . . . . . . . . . . . . . . . .

157

5.8

Smith chart transducer gain coverage of matching network at 890 MHz.

158

5.9

Transducer gain is optimized within the bandwidth of interest. . . . . .

158

5.6

5.10 Smith chart coverage does not change much in our bandwidth of interest.
6.1

159

a) Schematic of the single-tunable-element matching network utilizing a
series varactor. b) The simpliﬁed antenna model circuit. c) and d) The
measured input impedance of a multi-band PIFA. Thin, colored lines of
the same colors and the thick black line represent similar hand locations
(from [48]). The thick red line is the impedance of the antenna model.

163

Simulated transducer gain for the PIFA matching network where the Smith
chart represents ΓL . PIFA impedances are enclosed in thick black lines at
each frequency. Only loads with better than −1 dB transducer gain are
shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

165

The ﬁnger location for iPhoneTM with Finger measurements and the measured input impedance of the iPhoneTM antenna with (black) and without
(blue) a ﬁnger from 824-960 MHz. The antenna model impedance for the
same frequency range is shown in thick red. . . . . . . . . . . . . . . .

167

Simulated 894 MHz transducer gain for the PIFA matching network at
various source powers levels. Only transducer gains above −1 dB are
shown. Above 30 dBm, transducer gain degrades rapidly. . . . . . . . .

169

6.5

Pictures of the fabricated matching networks. . . . . . . . . . . . . . .

170

6.6

Measured transducer gain for the PIFA matching network where the Smith
chart represents ΓL . PIFA impedances are enclosed in thick black lines at
each frequency. Only loads with better than −1 dB transducer gain are
shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

171

Measured transducer gain for the iPhoneTM with Finger matching network
with the Smith chart representing ΓL . Measured iPhoneTM with Finger
impedances are marked with an ×. Only loads with better than −3 dB
transducer gain are shown. . . . . . . . . . . . . . . . . . . . . . . . . .

174

6.2

6.3

6.4

6.7

xxiii
Figure
7.1

Page

a) and b) The schematics of the two matching network topologies optimized for the 824-960 MHz frequency range. c) and d) The input
impedance of a mobile antenna varies. Diﬀerent lines and colors represent diﬀerent users holding the device (from [48]). The impedance of the
antenna model used for matching network optimization is shown in thick
red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

176

The three matching networks were fabricated and measured: (a) Singlediode, (b) Series-shunt, and (c) Two-diode. Simpliﬁed schematics of the
fabricated networks are shown after optimization. At the right are measured small-signal transducer gain plots versus load impedance for 890
MHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

178

7.3

Simulated IIP3 for each of the matching networks. . . . . . . . . . . . .

180

7.4

a) Measured small-signal transducer gain versus frequency for the optimization antenna load. b) Measured transducer gain versus matching
network input power for 890 MHz and a 50 Ω load. . . . . . . . . . . .

181

Each edge of an octagonal inductor has a self-inductance L and is mutually
coupled to all the other edges. The mutual inductances between edge A
and the other edges is represented. . . . . . . . . . . . . . . . . . . . .

185

The rectangular cross-sections of uniform current density can be replaced
by current ﬁlaments separated by the geometric mean distance between
the cross-sections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

185

The low-resistivity substrate model proposed by Koutsoyannopoulos and
Papananos, after [65]. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

187

A 4.5-turn octagonal inductor on a loss-less substrate. This inductor will
be used to motivate the model. . . . . . . . . . . . . . . . . . . . . . .

189

8.5

The circuit model for one edge of the inductor.

190

8.6

During DC capacitance simulation, in order to ensure that the nodes are
not shorted together, two separate models are simulated: the even nodes
(left) and the odd nodes (right). . . . . . . . . . . . . . . . . . . . . . .

192

The ground current is not symmetric in the ground ring. The side of
the inductor with the additional half-turn contains most of the current.
Thus, the ground capacitance of the inductor at RF is about half its DC
capacitance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

192

The current density along the length of an edge of the inductor is not
uniform. Sampling across the entire volume of each edge is needed to
account for this non-uniformity. . . . . . . . . . . . . . . . . . . . . . .

193

7.2

8.1

8.2

8.3
8.4

8.7

8.8

. . . . . . . . . . . . .

xxiv
Figure
8.9

Page

To ensure eﬀective resistance calculation accuracy, current density is sampled at over 22,000 points for each edge of the inductor. Each blue dot
represents a sampling point. . . . . . . . . . . . . . . . . . . . . . . . .

194

8.10 An arbitrary volume of conductor with current density Jv passing through
it. Assuming the conductor has resistivity ρ > 0, power will be consumed.

196

8.11 mRF,e ﬁts to a second-order polynomial with respect to ω for each edge e.

199

8.12 The library of inductor parameters simulated. The chosen library of parameters yields inductors on the order of nH’s in the GHz frequency range.

201

8.13 The error in the best-ﬁt p-coeﬃcients using a- and b-coeﬃcients versus
the p-coeﬃcients calculated directly from the simulated current density of
each inductor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

201

8.14 A comparison of the presented model versus HFSS simulation for inductor
L and Q across frequency for four diﬀerent inductor geometries with t =
4.5 turns. Line width w, line spacing s, and inductor diameter l are all
listed in µm above their corresponding plots. . . . . . . . . . . . . . . .

204

8.15 A comparison of the presented model versus HFSS simulation for inductor
L and Q across frequency for four diﬀerent inductor geometries with t =
2.5 turns. Line width w, line spacing s, and inductor diameter l are all
listed in µm above their corresponding plots. . . . . . . . . . . . . . . .

205

8.16 A histogram of the error in model calculation of L and Q at 2 GHz compared to HFSS for all of the inductors in the 2.5-turn and 4.5-turn libraries.
Inductance is always within 10% error and quality factor is within 12%
error 94% of the time. . . . . . . . . . . . . . . . . . . . . . . . . . . .

206

xxv

ABSTRACT
Allen, Wesley N. Ph.D., Purdue University, December 2014. Tunable Impedance
Matching Network Fundamental Limits and Practical Considerations. Major Professor: Dimitrios Peroulis.
As wireless devices continue to increase in utility while decreasing in dimension,
design of the RF front-end becomes more complex. It is common for a single handheld
device to operate on a plethora of frequency bands, utilize multiple antennae, and be
subjected to a variety of environments. One complexity in particular which arises from
these factors is that of impedance mismatch. Recently, tunable impedance matching
networks have begun to be implemented to address this problem.
This dissertation presents the ﬁrst in-depth study on the frequency tuning range
of tunable impedance matching networks. Both the fundamental limitations of ideal
networks as well as practical considerations for design and implementation are addressed. Speciﬁcally, distributed matching networks with a single tuning element are
investigated for use with parallel resistor-capacitor and series resistor-inductor loads.
Analytical formulas are developed to directly calculate the frequency tuning range
T R of ideal topologies. The theoretical limit of T R for these topologies is presented
and discussed. Additional formulas are developed which address limitations in transmission line characteristic impedance and varactor range. Equations to predict loss
due to varactor quality factor are demonstrated and the ability of parasitics to both
increase and decrease T R are shown. Measured results exemplify i) the potential
to develop matching networks with a small impact from parasitics, ii) the need for
accurate knowledge of parasitics when designing near transition points in optimal parameters, iii) the importance of using a transmission line with the right characteristic

xxvi
impedance, and iv) the ability to achieve extremely low loss at the design frequency
with a lossy varactor under the right conditions (measured loss of −0.07 dB).
In the area of application, tunable matching networks are designed and measured
for mobile handset antennas, demonstrating up to a 3 dB improvement in power
delivered to a planar inverted-F antenna and up to 4–5.6 dB improvement in power
delivered to the iPhoneTM antenna. Additionally, a single-varactor matching network
is measured to achieve greater tuning range than a two-varactor matching network
(> 824–960 MHz versus 850–915 MHz) and yield higher power handling. Addressing
miniaturization, an accurate model of metal loss in planar integrated inductors for
low-loss substrates is developed and demonstrated.
Finally, immediate future research directions are suggested: i) expanding the
topologies, tuning elements, and loads analyzed; ii) performing a deep study into
parasitics; and iii) investigating power handling with various varactor technologies.
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1. INTRODUCTION
1.1

Motivation
The past decade has seen mobile phones shift from bulky single-purpose devices to

sleek and aesthetic multi-functional devices. The increase in utility of mobile devices
as well as their international reach have added signiﬁcant complexity to the design
and implementation of radio frequency (RF) circuitry within the device. A modern
smart phone can include all of the following connectivity options or more in a single
handheld device [1]:
• Wi-Fi (802.11 a/b/g/n; 2.4 and 5 GHz)
• Bluetooth 4.0
• GPS and GLONASS
• Quad-band GSM/GPRS/EDGE (850, 900, 1800, 1900 MHz)
• Quad-band UMTS/HSDPA+/DC-HSDPA (850, 900, 1900, 2100 MHz)
• Tri-band 2G CDMA (800, 850, 1900 MHz)
• Dual-band 3G CDMA/EV-DO (850, 1900 MHz)
• Penta-band 4G LTE (2100, 1800, 850, 750, 1900 MHz)
The complexity of the mobile voice and data connectivity is exempliﬁed in modern
transceivers (Fig. 1.1).
In addition to the challenges brought about by a plethora of frequency bands and
modes, the added utility of smart phones means they are being utilized in an everchanging environment. Sometimes they will be in a pocket, sometimes on a table,
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Fig. 1.1.: A simpliﬁed block diagram of the RF front-end associated with Fujitsu’s
MB86L11A 2G/3G/4G LTE, multimode, multiband transceiver [3].

sometimes being held with two hands, sometimes one hand, sometimes up to the
head, etc. This dynamic environment causes changes in antenna impedance which
adversely aﬀects overall eﬃciency.
Due to the increasing ubiquity of smart phones, these challenges will become evermore complex. The current static front-end architectures are already beginning to be
replaced or supplemented by tunable solutions [2]. Given that (i) antenna impedance
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is dynamic, (ii) mobile devices and antennas are expected to work throughout a wide
frequency range, and (iii) tunable solutions are becoming acceptable to mobile handset
providers, it is of interest to the RF community to have a systematic study of the
frequency tuning range limitations of, and practical implementation considerations
for, tunable matching networks.

1.2

Foundations for Impedance Matching
In RF systems, electromagnetic signals are used to transmit information from one

location to another. This holds for both the large scale, such as with satellite communication, and the small, such as within an RF circuit. In the realm of an RF circuit,
when a signal is sent from one portion of the circuit to another some of the signal
is reﬂected back to the ﬁrst portion instead of being transmitted on. To understand
this phenomenon, in the following subsections we will review 1) the three quantities
which are used when discussing voltage-to-current ratios, 2) the mathematical basis
for reﬂection and how to minimize it, and 3) an example static matching network.

1.2.1

Review of Voltage-to-Current Ratios

There are three terms that are based on a ratio of voltage to current: resistance,
impedance, and characteristic impedance. These three terms are used to make it
easier to discuss, analyze, and design circuits, especially when doing so from a mathematical perspective. Though all are a ratio of some sort of voltage to current, the
speciﬁcs of their deﬁnitions are very diﬀerent and an understanding of how they diﬀer
is necessary before any proper discussion of the dissertation topic can begin.

Resistance
The concept of resistance is so fundamental to all of electrical engineering that it
behooves us to explore it brieﬂy to understand why it is insuﬃcient for our mathe-
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Fig. 1.2.: The resistance, R, of the block element is the ratio of v(t) to i(t).

matical understanding of RF circuits. When it is said a resistor has a resistance of
R, this means that for any given current through that resistor at time t, i(t), the
voltage drop across it in the direction of current ﬂow will be v(t) = Ri(t) (Fig. 1.2).
Resistance, then, is the ratio of the voltage drop across the resistor to the current
passing through the resistor at a point in time:
R=

v(t)
.
i(t)

(1.1)

When a circuit is made purely of ideal resistors, this ratio is suﬃcient to perform analysis on the circuit. When inductors and capacitors are added, however,
the voltage-to-current ratios throughout the circuit become more complicated. For
discussing resistance in this more general case, we can refer to equivalent resistance,
Req . A circuit block having an equivalent resistance of Req means that the whole
block can be equivalently replaced by a single resistor with resistance R = Req .
For example, given an ideal inductor of inductance L, the voltage drop across that
inductor in the direction of the current i(t) is
v(t) = L

di(t)
.
dt

(1.2)

If current is constant with time such that i(t) = I0 , the derivative of I0 is constant
and we can say the inductor has an equivalent resistance of
Req =

L dI0
v(t)
= dt = 0.
i(t)
I0

(1.3)

In other words, in the presence of a constant current, the inductor acts as a short.
If a time-varying current is applied, however, the derivative of current with respect
to time will not generally be constant, making analysis of the circuit using an equivalent resistance diﬃcult. This can be seen in the following example. If the current
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going into an inductor is a sinusoid with amplitude I0 and radial frequency ω, such
that i(t) = I0 cos (ωt), then the voltage across that inductor is
v(t) = L

di(t)
= −ωI0 L sin (ωt)
dt

(1.4)

which yields an equivalent resistance of
Req =

v(t)
−ωI0 L sin (ωt)
=
= −ωL tan (ωt).
i(t)
I0 cos (ωt)

(1.5)

This equivalent resistance is not constant with time. It is mathematically cumbersome to analyze a circuit with multiple time-dependent and trigonometric equivalent
resistances. Adding in the possibility for phase shifts, such as occur across a transmission line, only serves to increase the diﬃculty. To alleviate this problem, a separate
ratio is deﬁned which utilizes phasor-representation of voltage and current.

Impedance
Phasors are a mathematical representation of a sinusoidal wave. They are used
to simplify the mathematics of circuit analysis in the presence of sinusoidal signals.
By Euler’s formula, a sinusoid S, with magnitude S0 , radial frequency ω, and phase
ϕ is mathematically equal to
{
}
S = S0 cos (ωt + ϕ) = Re S0 eȷϕ eȷωt .

(1.6)

The phasor of S, S̃, is deﬁned as

so that

S̃ = S0 eȷϕ = sa + ȷsb

(1.7)

{
}
ȷωt
S = Re S̃e
.

(1.8)

Assuming linearity, a circuit analysis at a given frequency, ω, can be performed using
the phasor representation of the signal. Note that the frequency and time-dependence
of the signal is not explicit, but implied when using phasor notation. Due to this,
it is said that phasor analysis is performed in the frequency domain. To perform a
complete frequency-domain analysis, three steps are performed:
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1. Convert the sinusoidal signal to phasor notation.
2. Analyze the circuit using phasors.
3. Convert the results from phasors back to real signals.
Because the phasor itself contains the pertinent information about the signals magnitude and phase, results are often reported without performing the third step.
The equivalent of resistance in the frequency domain is impedance. The impedance
of a circuit block or element, Z, is deﬁned as the ratio of the voltage across that block
to the current through that block in phasor form:
Z=

Ṽ
I˜

(1.9)

where Ṽ is the voltage phasor and I˜ is the current phasor.
For the example case of a resistor, the impedance is equal to the resistance
Z=

Ṽ
RI˜
=
= R.
I˜
I˜

(1.10)

For an inductor,
{
}
{
}
di(t)
d ( ȷϕ ȷωt )
v(t) = L
= Re L
I0 e e
= Re ȷωLI0 eȷϕ eȷωt .
dt
dt

(1.11)

In phasor form, this can be written as
Ṽ = ȷωLI˜

(1.12)

which makes the impedance of the inductor
Z = ȷωL.

(1.13)

Thus, by operating in the frequency domain with phasors and impedance as opposed
to the time domain with sinusoids and resistance, mathematical manipulation with
time-dependent variables and trigonometric functions has been replaced with manipulations of constants. This greatly simpliﬁes the analysis process.
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Fig. 1.3.: A small section of transmission line can be represented by the resistor,
inductor, and capacitor ladder lumped-element model at right.

Characteristic Impedance
Characteristic impedance is a term reserved for transmission lines. It too is a
ratio of voltage to current in the frequency domain, but with these terms deﬁned
diﬀerently than the regular impedance deﬁnition. Each small section of transmission
line of length ∆z can be represented schematically as a ladder composed of resistors,
inductors, and capacitors as shown in Fig. 1.3. In the lumped-element model: R′ is
series resistance per unit length in Ω/m, L′ is series inductance per unit length in
H/m, C ′ is shunt capacitance per unit length in F/m, and G′ is shunt conductance
per unit length in S/m [5].
From elementary circuit analysis on the lumped element model, two frequencydomain equations can be written
˜ − ȷωL′ ∆z I(z)
˜
Ṽ (z + ∆z) − Ṽ (z) = −R′ ∆z I(z)
˜ + ∆z) − I(z)
˜ = −ȷωC ′ ∆z Ṽ (z) − G′ ∆z Ṽ (z).
I(z

(1.14)
(1.15)

Dividing these by ∆z, letting ∆z → 0, and rearranging gives two diﬀerential equations,
dṼ (z)
˜
= − (R′ + ȷωL′ ) I(z)
dz
˜
dI(z)
= − (G′ + ȷωC ′ ) Ṽ (z).
dz

(1.16)
(1.17)
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Taking the derivative with respect to z on each side and plugging the equations into
each other yields the second order wave equations for a transmission line’s voltage
and current phasors,
d2 Ṽ (z)
− (R′ + ȷωL′ ) (G′ + ȷωC ′ ) Ṽ = 0
dz 2
˜
d2 I(z)
− (R′ + ȷωL′ ) (G′ + ȷωC ′ ) I˜ = 0,
dz 2

(1.18)
(1.19)

which have solutions for Ṽ and I˜ of
Ṽ (z) = V0+ e−γz + V0− eγz
where
γ=

˜ = I + e−γz + I − eγz
I(z)
0
0

√
(R′ + ȷωL′ ) (G′ + ȷωC ′ ).

(1.20)

(1.21)

Investigating the solutions, the total phasor voltage (or current) at point z on the
transmission line is the sum of a wave traveling in the +z direction, V0+ e−γz (or
I0+ e−γz ), and one traveling in the −z direction , V0− eγz (or I0− eγz ).
The characteristic impedance, Z0 , of the transmission line is deﬁned from this
analysis as the ratio of the +z-propagating voltage wave to the +z-propagating current wave

V+
V−
Z0 = 0+ = − 0−
I0
I0

(

V ˜(z)
̸
=
˜
I(z)

)
.

˜ from 1.20 into 1.17 and solving for Ṽ (z),
Plugging I(z)
√
)
R′ + ȷωL′ ( + −γz
Ṽ (z) =
I0 e
− I0− eγz .
′
′
G + ȷωC

(1.22)

(1.23)

Thus, the characteristic impedance of a transmission line can be calculated from the
lumped element model parameters as
Z0 =

V0 +
=
I0 +

√

R′ + ȷωL′
.
G′ + ȷωC ′

(1.24)

Practically, this means characteristic impedance can be found by determining the
voltage-to-current ratio at a point in the transmission line when there is only a +ztraveling wave and no wave traveling in the −z direction. How to assure a wave
traveling in only one direction will be discussed in the next subsection.
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Table 1.1.: Summary of Voltage-to-Current Ratios

Name

Equation

Equivalent
Resistance

Req =

v(t)
i(t)

Domain

Number Set

Time

Real

Application
Resistors, Resistor
Networks
RF Networks, In-

Impedance

Z=

Ṽ
I˜

Frequency
Complex

ductors,

Capaci-

(phasor)
tors, Resistors

Characteristic
Impedance

Z0 =

V0+
I0+

Frequency

Complex,

Transmission

(wave)

Real (typical)

Lines

Table 1.1 shows a summary of the diﬀerent ratios as a quick reference. Throughout
this dissertation, the term “characteristic impedance” and “impedance” will be used
interchangeably when discussing transmission line properties. In such scenarios, both
terms are referring to the characteristic impedance of the line.

1.2.2

Reﬂection and Power Delivery

Transmission Line Reﬂection
As seen in the characteristic impedance discussion, a signal in the frequency domain at a particular point can be thought of as the sum of the waves propagating
in the forward (+z) and reverse (−z) directions. Fig. 1.4 shows a schematic representation of a transmission line of characteristic impedance Z0 with a load attached
to its end. When a signal source creates a wave propagating in the +z direction on
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Fig. 1.4.: Schematic representation of a transmission line attached to an arbitrary
load with equivalent impedance ZL .

a transmission line, both a voltage and a current wave are generated, V0+ e−ȷγ and
I0+ e−ȷγ , whose ratio is Z0 . That is,
V0+ = Z0 I0+ .

(1.25)

From the deﬁnition of impedance, when this signal reaches z = 0, the load, the
total phasor voltage across the load must be
ṼL = ZL I˜L .

(1.26)

Due to continuity, the phasor voltage and current of the transmission line at z = 0
must be likewise related:
˜
Ṽ (0) = ZL I(0).

(1.27)

For this to be the case, it is possible that a wave propagating in the −z direction must
be reﬂected back into the transmission line at the line-load interface. This reﬂection
is described by the reﬂection coeﬃcient,
Γ=

V0−
.
V0+

(1.28)
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Plugging 1.20 into 1.27 with z = 0 followed by substituting 1.22 yields the relation
(
)
V0+ + V0− = I0+ + I0− ZL
=

ZL V0+
Z0

−

ZL V0−
Z0

(1.29)
.

(1.30)

After some algebra steps it is found that the −z-propagating wave has
V0− = V0+

ZL − Z0
.
ZL + Z0

(1.31)

Thus, the reﬂection coeﬃcient is calculated to be
V0−
ZL − Z0
Γ= + =
.
ZL + Z0
V0

(1.32)

Note that this deﬁnition of reﬂection coeﬃcient, Γ, is often used as a mathematical construct, as deﬁned above, even when there is not a literal transmission line
physically present.
In order to ensure a transmission line has only a +z-propagating wave, no signal
should be reﬂected back from the load. That is, V0− must be 0. For that to occur,
Γ = 0, and so
ZL − Z0
=0
ZL + Z0
ZL = Z0 .

(1.33)
(1.34)

If the objective is to make sure no signal is reﬂected back into a transmission line
from a load, then the load impedance should be the same as the transmission line
characteristic impedance.

Maximum Power Delivery
A source delivering a signal to a system has a source impedance of ZS . That is,
the signal source can be modeled as an ideal voltage source of ṼIN connected in series
to an impedance, ZS (Fig. 1.5). The load to which the source is connected can be
modeled as a black box with an impedance of ZL . The power generated by the source
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Fig. 1.5.: Schematic representation of a source of impedance ZS connected to a load
with impedance ZL .

will be consumed either in the source impedance or load impedance. It is desirable
to deliver the maximum amount of power to the load as possible.
From voltage division, the voltage across the load is
ṼL = ṼIN

ZL
.
ZS + ZL

(1.35)

The current through the circuit is
I˜ =

ṼIN
.
ZS + ZL

(1.36)

With this information, the average power delivered to the load can be calculated by
{
}
1 ˜∗
PL = Re
ṼL I
(1.37)
2
{
}
2
1
ZL
= Re
ṼIN
(1.38)
2
(ZS + ZL ) (ZS + ZL )∗
{
}
2
1
RL + ȷXL
ṼIN
(1.39)
= Re
2
(RS + RL )2 + (XS + XL )2
2
RL
1
= ṼIN
(1.40)
2
2
(RS + RL ) + (XS + XL )2
where

∗

means complex conjugate and R and X represent the real and imaginary

parts of Z, respectively. That is,
ZL = RL + ȷXL

(1.41)

ZS = RS + ȷXS .

(1.42)
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Assuming a ﬁxed source impedance, to maximize the power delivered to the load, RL
and XL must be optimized. This is done by letting the derivative of PL with respect
to each of these be equal to 0.
(
d
1
0=
ṼIN
dRL 2
=

1
ṼIN
2

2

RL
2
(RS + RL ) + (XS + XL )2
(RS2 − RL2 ) + (XS + XL )2
]2
[
(RS + RL )2 + (XS + XL )2
2

)

RL2 = RS2 + (XS + XL )2
and

)
(
2
d
1
RL
0=
ṼIN
dXL 2
(RS + RL )2 + (XS + XL )2
2
1
−2RL (XS + XL )
= ṼIN [
]2
2
(RS + RL )2 + (XS + XL )2
XL = −XS .

(1.43)
(1.44)
(1.45)

(1.46)
(1.47)
(1.48)

Plugging the latter into the former and restricting RL , RS > 0, it is found that
maximum power will be delivered to the load when
RL = RS

(1.49)

XL = −XS

(1.50)

ZL = ZS∗ .

(1.51)

Thus it is shown that in order to deliver the maximum power from the source to
the load, their impedances should be the complex conjugate of one another. If this is
not the case, then the power delivered to the load is not optimized.
Using reﬂection coeﬃcient as the mathematical construct, as opposed to impedance,
the reﬂection coeﬃcient of the source in reference to Z0 is
ΓS =

ZS − Z0
.
ZS + Z0

(1.52)

Likewise, the load reﬂection coeﬃcient is
ΓL =

ZL − Z0
.
ZL + Z0

(1.53)
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Thus, in the optimum power delivery state when the source and load impedances are
complex conjugates and Z0 is real, the reﬂection coeﬃcients of the source and load
are also complex conjugates,
ΓL = Γ∗S .

1.3

(1.54)

Impedance Matching Networks

Fig. 1.6.: An impedance matching network is placed between a source and load to
present the desired impedance, ZIN , and reﬂection coeﬃcient, ΓIN , to the source.

The previous analysis leads to the question: “What can be done if the load
impedance is not the desirable one?” The answer is to put a circuit block between the
source and load which changes the impedance seen by the source, ZIN , from ZL to
the desired impedance (Fig. 1.6). This circuit block is called an impedance matching
network.

1.3.1

Static Impedance Matching

Traditionally, impedance matching networks have been static. That is, after fabrication, they are not modiﬁable in situ. There are two general classes of static
matching networks: 1) lumped element and 2) distributed element.
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Lumped Element Matching
Lumped element impedance matching is the utilization of discrete components
such as resistors, inductors, and capacitors in order to modify the impedance of a
circuit block. An example of such a matching network would be a series inductor
cascaded to a shunt capacitor. Implementation of this network could be done with
commercially available surface mount inductors and capacitors. Disadvantages of
lumped element matching are component parasitics, tolerance of discrete component
values, and their implementation diﬃculty at high frequencies.

Distributed Element Matching
Distributed element matching is the utilization of transmission lines or components
with wavelength-signiﬁcant dimensions for impedance modiﬁcation. Examples of this
type of static matching are single- and double-stub matching and λ/4-transformer
matching. Each of these use transmission lines with lengths comparable to at least
tenths of a wavelength. Disadvantages of distributed element matching are size and
diﬃculty of post-fabrication modiﬁcation.

Limitations
Designing and implementing static matching networks to correct an impedance
mismatch in an RF system is simple and eﬀective if:
1. the load and source impedances are well-known,
2. the load and source impedances do not change with respect to time or system
utilization, and
3. the frequency bandwidth of operation is minimal.
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If any one of these three traits is not characteristic of the RF system, however, using
static impedance matching to achieve the desired result becomes either, in the best
case, diﬃcult or, in the worst case, impossible.
If the load or source impedance is not well-known, the matching network can not
be designed in parallel with the rest of the system. Instead, the whole RF system may
need to be designed and fabricated all the way to the board level before impedance
matching is performed. Indeed, it is not uncommon for impedance matching to be
performed by designing spaces on an RF system board for many discrete components
and then populating or depopulating those spaces in a trial-and-error fashion until the
system meets the desired speciﬁcations. While this method ultimately achieves the
result of an RF system within speciﬁcations, it is resource, time, and cost-ineﬃcient.
For systems where the source or load impedance change depending on time or
utilization, a static matching network can not be designed to achieve optimal results
for each possible state of the source or load impedance. This scenario occurs, for
example, in mobile handsets where the location of the handset in relation to the
user’s body has a signiﬁcant eﬀect on the antenna impedance. The matching network designer must choose between minimizing mismatch for a single condition or
a weighted average of possible conditions. Whichever choice is made, the matching
network achieves sub-optimal impedance matching in some load or source states.
Finally, because impedances are not generally constant with respect to frequency,
there is a bandwidth limit to static matching networks. This bandwidth limitation for
lossless matching networks has been crystallized for some standard loads in what is
known as the Bode-Fano criterion. For example, if the load is a resistor, R, in parallel
with a capacitor, C, the Bode-Fano criterion says there is a limit on the reﬂection of
the system [5]

∫

∞

ln
0

π
1
dω ≤
|ΓIN (ω)|
RC

(1.55)
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where |ΓIN (ω)| is the magnitude of reﬂection seen looking into the matching network
at frequency ω. Thus, if one desires a maximum reﬂection magnitude of ΓM AX over
the frequency range ω1 to ω2 ,
∫ ω2
1
1
π
ln
,
dω = (ω2 − ω1 ) ln
≤
ΓM AX
ΓM AX
RC
ω1

(1.56)

and the maximum bandwidth achievable with a lossless static matching network is
max (ω2 − ω1 ) = −

π
.
RC ln ΓM AX

(1.57)

These limitations of static matching lead to less power-eﬃcient systems, increased
design time, additional design iterations, and more stringent requirements on other
aspects of the RF system.

1.3.2

Tunable Impedance Matching

Over the past two decades, radio frequency (RF) devices and systems have begun
to require impedance matching networks which surpass these limitations of static networks. For example, the transition from single-purpose cell phones to multi-functional
smart phones as well as their international reach has added signiﬁcant complexity to
the design and implementation of RF circuitry. In addition to the challenges of operating in dynamic environments, RF systems are being utilized across a wide range
of frequencies. The LTE bands alone cover from 700 MHz up to 3.8 GHz [6]. When
the frequency of operation varies, so too does the impedance of the RF system’s antenna, detrimentally aﬀecting system performance. In response to these frequency
bandwidth concerns, tunable architectures are beginning to supplement or supplant
static solutions.
Whereas static impedance matching has a long history and well-developed theory
and design procedures [7–10], signiﬁcant research on the design of tunable impedance
matching networks is a newer eﬀort. Due to these eﬀorts, we now have, for example,
design equations for the component values of tunable π and T matching networks
[11, 12] and we can determine the domain of impedances which can be matched by
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a tunable π network [13]. Additionally, a wide range of tuning technologies have
been implemented including varactor diodes [14], switched capacitors [15], RF microelectromechanical systems (RF-MEMS) [16], and barium strontium titanate (BST)
varactors [17, 18]. Exploring the capabilities of these technologies in a plethora of
matching network topologies, both lumped-element [17, 19–21] and distributed [22–
25], ranging from a single tuning element to 80 or more, has been a strong focus.
This push for implementing a wide range of technologies in an even wider range
of topologies has yielded useful designs. For example, impedance matching domains
covering 60–75% of Smith chart loads from 400 − −700 MHz with better than 10 dB
reﬂection have been realized [21]. It is also known that the more tunable elements
there are in the matching network, (i) the more complex it is to tune correctly, (ii)
the more lossy it is, and (iii) the more challenging it is to design for high linearity.
There are also economic costs to high tunable element counts.
For these reasons, matching networks should have the fewest tuning elements as
possible. Because the bandwidth demands in RF systems are increasing, it would be
valuable to know what frequency tuning ranges are possible for a matching network
with a single tuning element in the ideal case.
When a matching network is desired for a particular implementation or application, the load impedance and frequency criteria of the matching network become
well-deﬁned. In the case of static matching networks, engineers have long been able to
use the Bode-Fano criteria to evaluate the tenability of a given load and bandwidth.
Currently, however, there is no way of assessing the reasonability of a frequency tuning range constraint on a tunable matching network. It is unknown whether the
constraint is trivial, challenging, or literally impossible to meet.
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1.4

Dissertation Overview
We set out in this dissertation to present the ﬁrst systematic study of both the

frequency tuning range limitations of tunable impedance matching networks and considerations which should be taken into account in practical implementation.
To develop this foundation, we concentrate on distributed matching network
topologies with a single tuning element and simple resistor-capacitor and resistorinductor loads. This dissertation is organized as follows. Chapter 2 will present
how to visualize on the Smith chart the transmission line components of distributed
matching networks. Chapter 3 develops formulas for the frequency tuning range fundamental limits of four ideal tunable matching network topologies and investigates
their dependence on load, transmission line characteristic impedance, and reﬂection
threshold. Chapter 4 extends the study of these topologies by taking into account
practical concerns such as limitations on characteristic impedance and varactor range,
investigates loss and parasitics, and presents a design method. Measured results illustrate these considerations. Chapter 5 discusses a visual analysis software tool
developed for analyzing measured tunable matching networks. Chapter 6 applies
matching network design to a planar inverted-F antenna (PIFA) and the iPhoneTM
antenna. Chapter 7 compares single- and dual-tuning-element matching networks
designed for a PIFA. Chapter 8 addresses miniaturization by developing a model for
metal loss in planar integrated inductors on low-loss substrates. Finally, Chapter 9
summarizes the dissertation and proposes potential future avenues of study.
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2. VISUAL ANALYSIS OF TRANSMISSION LINES
Before addressing the tunable aspect of distributed matching networks, it is important
to have a method of visualizing the eﬀects of the transmission lines in those networks.
This chapter develops that visualization with a particular focus on frequency eﬀects.

2.1

Introduction
The Smith chart remains a critical learning tool in modern RF/microwave en-

gineering primarily because of its undisputed value in helping build intuition on
impedance matching concepts [5, 57, 58] by performing approximate yet insightful
graphical calculations. The Smith chart is often utilized to explain, among others,
the quarter-wave transformer, lumped-element matching networks, and stub-based
networks. A typical approach utilizes the Smith chart to illustrate the matching of
a load ZL to a desired impedance Z0 that is typically mapped to the center of the
Smith chart.
The simplest matching calculations using the Smith chart occur at a single frequency, which is typically the desired center frequency. The Smith chart, however, is
truly beneﬁcial in revealing the bandwidth of the considered network. Engineers can
readily grasp bandwidth limitations by observing the impedance locus as a function
of frequency. The farther the impedance moves from the Smith chart center, the
worse the matching becomes.
Bandwidth consideration is a particularly challenging topic to visualize on the
Smith chart when a non-Z0 transmission line is included. Speciﬁcally, to the best of
the author’s knowledge, there are no simple visual techniques in the general case where
Z1 ̸= Z0 (Fig. 2.1a). Relevant textbooks include only the well-known special case of
transforming a load ZL through a Z1 = Z0 transmission line on a Z0 -normalized Smith
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(a)

(b) Z0 -normalized

(c) Z1 -normalized

(d)

Fig. 2.1.: a) When Z0 ̸= Z1 , reﬂection bandwidth at the input of the transmission line
is dependent on Z1 . b) This graph shows how one can visualize the eﬀect of a non-Z0
transmission line on the input reﬂection coeﬃcient on a Z0 -normalized Smith chart. C
is the center of the locus and the squares on the locus are line length reference points.
One of the goals of this chapter is to help students understand and create such a
Smith chart. c) The same information is presented on a Z1 -normalized Smith chart
for comparison purposes. d) Depending on the value of ZL , choosing a transmission
line so as to obtain a match at f0 will yield diﬀerent bandwidths, even if the magnitude
of the load reﬂection coeﬃcient, |ΓL |, is the same. For |ΓL | = 0.35: the dotted line
is ZL = (1.2 − ȷ0.8)Z0 , dashed is ZL = 2.09Z0 , and solid is ZL = (1.2 + ȷ0.8)Z0 .
Understanding these bandwidth diﬀerences is one of the chapter goals.
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chart [5, 57, 58]. In this special case, the load ZL is moved along a constant SWR
circle whose center and radius are the center of the Smith chart and |ΓL | respectively.
As frequency is changing, you can readily shift the load ZL on this circle to ﬁnd the
new impedance. For example, λ/8, λ/4, and λ/2 shifts are represented by 90◦ , 180◦ ,
and 360◦ turns on this circle respectively. Similarly, [59] and [60] oﬀer visualization
techniques for single- and double-stub matching networks, but only for transmission
lines of Z0 characteristic impedance.
In this chapter we present for the ﬁrst time a systematic technique that treats
the general case (Z1 ̸= Z0 ) as well as an eﬀective tutorial approach that can be
employed in teaching bandwidth calculations to current and future engineers. The
key advantage of the presented technique is that it enables the student to graphically
calculate not only the center and radius of the appropriate circle on the Z0 -normalized
Smith chart, but also the angles that the load ZL must be shifted on the circle as
frequency is changing. Due to the fact that Z1 ̸= Z0 , these angles are not proportional
to frequency as shown in this work. The following additional questions are addressed
in the presented tutorial approach:
1. How can we graphically determine ZIN given ZL and Z1 ?
2. How does the selection of ZL , ZIN , and Z1 aﬀect bandwidth?
3. What combinations of ZL and ZIN are possible?
This chapter is organized as follows: Section II provides an overview of the approach presented. Sections III through V present the three steps of the visualization
process. Each of the steps is split into a Smith chart subsection and an analytical
approach subsection. They instruct on performing that step visually on the Smith
chart and then on investigating mathematically what is being visualized, respectively.
Section VI discusses applications of this approach as well as useful rules of thumb.
The material presented assumes the reader has prior knowledge of reﬂection coefﬁcients, impedance and admittance, characteristic impedance, and the Smith chart,
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as these topics are not dealt with in detail. When utilizing this visualization and
introducing it to others, you can tailor the material to the intended audience. For
undergraduate students, for example, you may concentrate on the visualization procedure and rules of thumb, only making note of the mathematics when necessary. If
the details and foundations of the visualization are important, the mathematics can
be presented with more rigor, and the you are encouraged to utilize the analytical
approach subsections to provide greater insight.

2.2

Transmission Lines and Bandwidth
The Smith chart is a visualization tool used to transform between an impedance,

Z, and reﬂection coeﬃcient, Γ. It is important to remember that data plotted on a
Smith chart are normalized to a particular impedance. In this chapter, when it is
said, for example, “normalized to Z0 ”, that means
Z − Z0
Z + Z0
z ≡ Z/Z0

Γ≡

(2.1)
(2.2)

and
y ≡ Y Z0 .

(2.3)

To simplify notation, non-primed variables, such as Γ, z, or y, will represent reﬂection,
impedance, or admittance normalized to Z0 , respectively; primed variables, such as
Γ′ , z ′ , or y ′ , will be used for Z1 normalizations.
With the Z0 -normalized Smith chart, one can suppose a load, ZL , cascaded to the
end of a transmission line of characteristic impedance, Z1 = Z0 . The Smith chart
makes it easy to see the eﬀect of frequency on the reﬂection, ΓIN , looking into the
transmission line. The magnitude stays the same while the phase of ΓIN changes
linearly with respect to frequency or electrical line length; doubling the frequency
will double the phase shift. Thus, ΓIN bandwidth can quickly be determined and
visualized [5].

24
The scenario being addressed in this chapter is an important generalization of this
simpler case. There are many times when the characteristic impedance of the line,
Z1 , is not the same as Z0 . One example would be a λ/4 transformer where Z0 is
√
the source impedance and Z1 = Z0 ZL . How can one obtain a similarly intuitive
understanding of the bandwidth eﬀects in such a system?
The approach taken in this chapter is to expand upon the method used in the
Z1 = Z0 case: plot the locus generated when sweeping electrical line length (not
the SWR circle, generally) and determine the change in position along that locus for
diﬀerent line lengths (not linear, generally). Like the simple case, it is desired to be
able to do this relatively quickly with minimal hand calculations.
This can be accomplished in three steps:
1. Find the λ/4 point.
2. Draw the locus.
3. Plot reference points on the locus.
Each step is separated into two parts, Smith chart visualization and analytical
approach. The Smith chart visualization sections describe how to perform that step
on the ﬂy on the Smith chart. The analytical approach sections give mathematical
insight into what is being visualized.

2.3

Step 1: λ/4 Point

2.3.1

Smith Chart Visualization

The objective here is to obtain the ubiquitous λ/4 reference point, that is to plot
ΓIN when the length of the Z1 line is a quarter of a wavelength. For the Z1 = Z0
case, one simply mirrors zL about the origin of the Smith chart. The procedure is
slightly diﬀerent for Z1 ̸= Z0 . Instead of mirroring zL , a slight modiﬁcation of zL is
mirrored.
Begin with a blank Z0 -normalized Smith chart and follow these steps:
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1. Plot the load, zL .
2. Calculate yλ/4 = zL /z12 and plot that point.
3. Mirror yλ/4 about the origin to obtain zλ/4 .
zλ/4 is the Z0 -normalized input impedance, zIN , when the line length is a quarter
of a wavelength.
Throughout this chapter the example case of zL = 1+ȷ1 and z1 = 0.5 will be used.
Plotting of the λ/4 point is shown in Fig. 2.2a. It is performed by ﬁrst calculating
yλ/4 =

1 + ȷ1
= 4 + ȷ4.
(0.5)2

(2.4)

Mirroring this point about the origin, it is graphically determined that
zλ/4 ≈ 0.13 − ȷ0.13

(2.5)

which is very close to the actual value of 0.125 − ȷ0.125.

2.3.2

Analytical Approach

Deriving the above is straight-forward. It is well-known that transforming zL′
through a λ/4 transmission line of characteristic impedance Z1 will yield an input
impedance of
′
zλ/4
= yL′ = 1/zL′ .

(2.6)

We know the Z0 -normalized value of Zλ/4 is
zλ/4 = Zλ/4 /Z0

(2.7)

and that
′
Z1
Zλ/4 = zλ/4
Z1
Z2
= ′ = 1.
zL
ZL

(2.8)
(2.9)
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(a) Z0 -normalized

(b) Z1 -normalized

Fig. 2.2.: The ﬁrst step in the visualization process is to ﬁnd the λ/4 point, that is,
the input reﬂection seen when the line is a quarter of a wavelength. For each step,
only the Z0 -normalized Smith chart is needed. The Z1 -normalized charts are provided
for additional insight.
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Combining these two,
Z12
ZL Z0
(z1 Z0 )2
=
(zL Z0 ) Z0
z12
=
zL

zλ/4 =

(2.10)
(2.11)
(2.12)

and
yλ/4 =

2.4

zL
.
z12

(2.13)

Step 2: Locus, Center, and Radius
Once the λ/4 point is found, it is time to determine the locus traced by the input

impedance of the line as line length is varied. Transforming a reﬂection coeﬃcient,
Γ′ , from Z1 -normalization to Z0 -normalization is accomplished through the following
equation
Γ = T (Γ′ , Γ1 ) =

Γ′ + Γ1
Γ′ Γ1 + 1

(2.14)

where
Γ1 =

Z1 − Z0
Z1 + Z0

(2.15)

which is derived in the appendix.
T (Γ′ , Γ1 ) is immediately identiﬁable as a Möbius transformation of Γ′ . Although
students may not know this concept, it is suﬃcient for them to accept that: a) this
transformation maps generalized circles (the set of circles and lines) to generalized
circles; b) if Γ′ and Γ1 are real then Γ is real; and c) a circle centered on the real axis
will still be centered on the real axis once transformed.
From this, it is known that the constant |Γ′IN | circle centered at the origin of the
Z1 -normalized Smith chart (Fig. 2.3b) will be transformed to a circle centered on the
real axis of the Z0 -normalized Smith chart. This circle is the desired locus.
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2.4.1

Smith Chart Visualization

With the above insights, the steps for determining the locus circle on the Z0 normalized Smith chart are simple since two points on the circle are known (zL and
zλ/4 ). First, the center and radius of the locus circle are found after which the locus
can be plotted. The steps are (Fig. 2.3a):
1. Find the point on the Smith chart real axis that is equidistant from zL and
zλ/4 . That point is the center of the locus circle. This can be done a variety of
ways. One way is to draw a line connecting zL and zλ/4 and then ﬁnd where
the perpendicular bisector of that line intersects the real axis.
2. With this information, the circle can now be easily plotted either with a compass
or approximately by hand.
In the example case, Fig. 2.3 shows the results of the above steps. The center of
the locus is found to be approximately at the point Γ = C = −0.21 (z = 0.65). The
radius is approximately R = 0.57 in units of Γ.

2.4.2

Analytical Approach

The Z1 -normalized reﬂection looking into a transmission line with a ZL load is
(Fig. 2.1a)
Γ′IN = Γ′L e−ȷ2βl

(2.16)

where β = 2π/λ, l is the line length, and
Γ′L =

ZL − Z1
.
ZL + Z1

(2.17)

Plugging this into (2.14) yields the input reﬂection normalized to Z0 ,
ΓIN = T
where Γ1 is deﬁned by (2.15).

(Γ′IN , Γ1 )

Γ′L e−ȷ2βl + Γ1
=
Γ1 Γ′L e−ȷ2βl + 1

(2.18)
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(a) Z0 -normalized

(b) Z1 -normalized

Fig. 2.3.: The second step is to ﬁnd the center of the locus, equidistant from zL and
zλ/4 on the real axis. Then the circular locus can be drawn.
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This equation provides an analytical method of determining the input reﬂection
normalized to Z0 of the schematic in Fig. 2.1a and is useful for calculator or computerbased calculations. The center and radius of the ΓIN circle can be determined as
follows.
The reﬂection normalized to Z1 is given by (2.16) whose locus is a circle centered
at the origin on the Z1 -normalized Smith chart. This circle will cross the real axis of
the Z1 -normalized Smith chart at two points (Fig. 2.3b):
Γ′+ = |Γ′L |

(2.19)

Γ′− = −|Γ′L | = −Γ′+ .

(2.20)

(2.14) can be used to transform these two points to Z0 -normalization. Since Z0 ,
Z1 , and the two points are all real, the mapped points will also lie on the real axis
(Fig. 2.3a).
Γ+ = T (Γ′+ , Γ1 )
= T (|Γ′L |, Γ1 )
Γ− = T (Γ′− , Γ1 )

(2.21)
(2.22)
(2.23)

= T (−|Γ′L |, Γ1 )

(2.24)

= −T (|Γ′L |, −Γ1 ).

(2.25)

Additionally, since the coeﬃcients of the Möbius transformation are real and the
Γ′IN circle is centered on the real axis, the ΓIN circle will also be centered on the
real axis. Thus, the center of the circle on the Z0 -normalized Smith chart will be the
midpoint between (2.22) and (2.25):
Γ+ + Γ−
2
T (|Γ′L |, Γ1 ) − T (|Γ′L |, −Γ1 )
=
2
1 − |Γ′L |2
= Γ1
1 − |Γ′L |2 Γ21

C=

(2.26)
(2.27)
(2.28)
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The radius of the circle on the Z0 -normalized Smith chart can then easily be found
as the diﬀerence between (2.22) and (2.28):
R = Γ+ − C
T (|Γ′L |, Γ1 ) + T (|Γ′L |, −Γ1 )
=
2
2
1
−
Γ
1
= |Γ′L |
1 − |Γ′L |2 Γ21

(2.29)
(2.30)
(2.31)

For the example circuit, the center and radius are calculated to three decimal
places to be C = −0.214 and R = 0.576, very close to that determined by the
visualization approach.

2.5

Step 3: Reference Points

2.5.1

Smith Chart Visualization

To ﬁnd the eﬀect of a change in frequency, one needs to know the eﬀect of a
change in the transmission line’s electrical length. Determination of zIN ’s movement
along the locus with a change in electrical length is done through the use of reference
points. These reference points allow us to visualize rate of change of angle along the
locus with respect to the electrical line length. Each reference point represents an
equal change in electrical line length. Thus, closer spaced reference points mean ΓIN
moves slowly about that region of the locus and sparser spacing means ΓIN moves
quicker through that region, with respect to βl. Remember, when Z1 = Z0 , there
is a simple linear relationship between line electrical length and ZIN position on the
circle: l of λ/8, λ/4, and λ/2 translate to rotations about the circle of π/2, π, and
2π, respectively. Thus, for this special case, the reference points would be evenly
distributed.
The determination of the reference points is broken up into two parts: coarse and
ﬁne. Coarse references points are separated by ∆l = λ/8. Fine reference points are
separated by ∆l = λ/16.
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(a) Z0 -normalized

(b) Z1 -normalized

Fig. 2.4.: The ﬁnal step is to plot line length reference points. First, four coarse
points are plotted as shown by the squares on the locus.
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(a) Z0 -normalized

(b) Z1 -normalized

Fig. 2.5.: For more granularity, ﬁne reference points are needed. These are pointed
to by (1) and (2). Once the ﬁne reference points are added, the distance between the
reference points is a λ/16 line.

34
Coarse
There are four coarse reference points. These points are λ/8 away from each other.
They can be plotted as follows (Fig. 2.4a):
1. Draw an arc on the Z0 Smith chart that connects +ȷz1 , z1 , and −ȷz1 .
2. Mark the four points where the locus intersects either the arc or the real axis.
These points are λ/8 apart from each other due to the fact that (i) the arc drawn
is the mapping of the imaginary axis of the Z1 -normalized Smith chart onto the Z0 normalized Smith chart, and (ii) the real axis of any Smith chart maps to the real
axis of any other Smith chart. Since the real and imaginary axes of the Z1 -normalized
Smith chart are λ/8 apart, their mappings to Z0 -normalization will be as well.
For the example, the coarse reference points are approximately
z = 2.1
z = 0.12
z = 0.22 − ȷ0.45
z = 0.22 + ȷ0.45.
These are shown in Fig. 2.4. Using only the coarse reference points one can determine
approximate rate of change of angle along the locus with respect to electrical length.
If, however, there is a desire to get a decent approximation of zIN , then ﬁne reference
points will be needed.

Fine
Up until this point, the visual representations have been mathematically accurate.
For the ﬁne reference points, however, approximations will be made. The location of
four additional reference points will be approximated, making each of the reference
points separated by λ/16. Again, this will be done in two steps.
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1. Add two reference points between the three coarse references located farthest
from the origin. They should be placed such that a/b ≈ d/e, where a, b, d, and
e are the lengths deﬁned in Fig. 2.5.
2. Likewise, add two reference points between the three coarse references located
closest to the origin. They should be placed such that a/b ≈ b/c, as deﬁned in
Fig. 2.5.
The ﬁne reference points are shown for the example in Fig. 2.5. Between these
reference points, one can approximate a linear shift about the arc for a change in
line length. Thus, one can visually estimate the position of ZIN given electrical line
length. Knowing that each reference point represents a line length of λ/16, the input
reﬂection can be approximated by linearly interpolating between the references along
the arc. For example, if the line length of the example system is λ/8, the input
impedance, zIN , would be approximately two reference points away from zL as shown
in Fig. 2.6. Indeed, the input impedance is visually approximated as zIN = 0.4 − ȷ0.7
which is the actual value of zIN for this system.
For reasonable values of z1 this approximation gives quite accurate results. Of
course, as with any visual method, if precise values are needed, then a Smith chart
approach will have to be supplemented by analytical or computer-based procedures.
However, even in that case the visual approach can provide a check on those solutions.

2.5.2

Analytical Approach

To ﬁnd at which angle ΓIN is on the locus, it is remembered that the locus is
simply a circle with its center on the real axis. Mathematically, this means
ΓIN − C = |ΓIN − C| eȷθ .

(2.32)

The complex argument of the locus oﬀset by its center yields the angle, θ. The
well-known tangent half-angle formula is
1
sin θ
tan θ =
.
2
1 + cos θ

(2.33)
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(a) Z0 -normalized

(b) Z1 -normalized

Fig. 2.6.: zIN and ΓIN can be approximated by linearly interpolating between the
reference points. In this plot, the eﬀect of a λ/8 transmission line on zL is shown.

37
Since
y
,
|x + ȷy|
x
cos θ =
|x + ȷy|
sin θ =

(2.34)
(2.35)

then,
θ = arg
 (ΓIN − C)

y

2 arctan
|x + ȷy| + x
=


π

(2.36)
x > 0 or y ̸= 0,
(2.37)
else

where
x = Re {ΓIN − C} ,

(2.38)

y = Im {ΓIN − C} = Im {ΓIN } .

(2.39)

Plugging in (2.18) and (2.28) for ΓIN and C, respectively, will give the angle of ΓIN
along its circular locus. If zL is real then a more simpliﬁed solution develops:

[
]
(1 − |Γ′L |Γ1 )2


2 arctan −
tan βl
zL > z 1 ,



1 − |Γ′L |2 Γ21


θ=
(2.40)


[
]

(

(1 − |Γ′L |Γ1 )2
π)


2
arctan
−
tan
βl
+
zL < z 1 .

1 − |Γ′L |2 Γ21
2
Note that for real loads in the traditional Z1 = Z0 case, Γ1 = 0 so θ is linearly related
to βl as is well-known:
θ=

2.6



−2βl

z L > z1 ,


−2βl − π

z L < z1 .

(2.41)

Discussion

2.6.1

Rules of Thumb

There are three rules of thumb to be remembered when drawing the circle of a
Z1 ̸= Z0 transmission line on a Z0 Smith chart.
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Fig. 2.7.: The ideally allowed values of zL (or zIN ) given zIN = 1 + ȷ1 (or zL = 1 + ȷ1)
and a single transmission line. Values inside the constant resistance circle XOR inside
the constant conductance circle are allowed.
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1. The center of the circle will always be on the real axis between the origin and
z1 . If zL is close to the edge of the Smith chart, the center of the locus is close
to the origin. If zL is close to z1 then the locus center is close to z1 .
2. Assuming a passive load, the locus will always be enclosed within the Smith
chart (within |Γ| = 1). This is due to the fact that a transmission line is not
an active element.
3. For a given z1 , unique loads will result in either a) the same circle or b) a unique
non-intersecting circle. If zL lies on a locus circle, it will result in that same
circle. Otherwise, it will result in a non-intersecting circle.

2.6.2

Transmission Line Characterization

With the understandings garnered through this visualization approach, we can
quickly characterize transmission lines on a network analyzer.
On the one hand, if the load impedance, zL , is relatively close to the line’s characteristic impedance, it will create a small circle on the Smith chart as frequency is
swept. What is the line’s characteristic impedance in such a case? From the ﬁrst
rule of thumb, the actual characteristic impedance is approximately the center of the
circle. The smaller the circle, the more accurate the estimation.
On the other hand, if the transmission line is terminated in a short (or an open),
the locus will be close to the edge of the Smith chart. If f1 is the frequency where the
short (open) ﬁrst appears as an open (short), then the characteristic impedance of the
line is approximately the magnitude of the reactance at f1 /2: z1 ≈ |Im {zIN }|. To
see this, note that f1 is the λ/4 point, so the λ/8 point will be at f1 /2. Referencing
Fig. 2.4a, the λ/8 point will be ∼ ±ȷz1 when the circle approaches the edge of the
Smith chart. The closer to the edge, the more accurate the estimation.
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Fig. 2.8.: Depending on the value of ZL , a single-transmission line matching network
will yield diﬀerent bandwidths, even if the magnitude of the load reﬂection coeﬃcient,
|ΓL |, is the same. |ΓIN | characteristics across a wide frequency range are shown. For
|ΓL | = 0.35: the dotted line is ZL = (1.2−ȷ0.8)Z0 , Z1 = 2.1Z0 ; dashed is ZL = 2.09Z0 ,
Z1 = 1.45Z0 ; and solid is ZL = (1.2 + ȷ0.8)Z0 , Z1 = 2.1Z0 .

2.6.3

Allowed zIN and zL

The ﬁrst and second rules of thumb limit the values of zIN achievable given zL .
Locus circles must be centered on the real axis, be enclosed within the Smith chart,
and pass through zL . In the ideal case, z1 can be any positive real value. For the
extreme values of z1 → 0 and z1 → ∞, the loci are the constant conductance and
constant resistance circles passing through zL . Thus, zIN is limited to the exclusive
disjunction (XOR) of the loads bound by these constant resistance and conductance
circles.
The corresponding result is true when zL and zIN are interchanged. Given zIN , zL
must be inside the resistance circle through zIN XOR inside the conductance circle
through zIN . Fig. 2.7 shows the allowed values of zIN (or zL ) when zL = 1 + ȷ1 (or
zIN = 1 + ȷ1).
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(a) zL = 1.2 + ȷ0.8

(b) zL = 2.09

(c) zL = 1.2 − ȷ0.8

Fig. 2.9.: The bandwidth of three loads being matched by single transmission lines
can be uniquely investigated and comprehended through the visual technique presented in this chapter. Though all loads have the same |ΓL | ≈ 0.35, their reﬂection
characteristics across frequency vary signiﬁcantly.
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2.6.4

Impedance Matching Bandwidth

Utilizing the visual approach, the bandwidth plot shown in Fig. 2.1d and expanded
upon in Fig. 2.8 can be better understood. Though all three loads have the same |ΓL |,
matching those loads to Z0 with a single transmission line results in very diﬀerent
bandwidth proﬁles. For zL = 1.2 + ȷ0.8: z1 = 2.1, the bandwidth is very narrow,
and the maximum |ΓIN | is large. For zL = 2.09: z1 = 1.45, the bandwidth is slightly
wider, and the maximum |ΓIN | is relatively small. zL = 1.2 − ȷ0.8 yields: z1 = 2.1, a
wide bandwidth, but a large maximum |ΓIN | like the conjugate load. These attributes
can be understood by plotting the appropriate locus circles and reference points on
Z0 -normalized Smith charts (Fig. 2.9).
First, the zL = 1.2 + ȷ0.8 and zL = 1.2 − ȷ0.8 loads can be compared. The loci
shown in Fig. 2.9a and Fig. 2.9c are identical. As frequency, or equivalently electrical
length, changes, the zIN positions will trace out the same path for either load. This
leads to the conclusion that the impedance matching for both loads will have the
same maximum |ΓIN | when assessed across a wide frequency range. How, then, does
one explain the bandwidth diﬀerence seen in Fig. 2.1d?
To answer this, one looks at how zIN moves as electrical length changes with
frequency. For zL = 1.2 + ȷ0.8, a transmission line of z1 = 2.1 is needed for a match
at the design frequency, f0 . A match is achieved when l is slightly less than 7λ/16
(Fig. 2.9a). At half the design frequency (f = f0 /2), the electrical length is cut in half
such that l is slightly greater than 3λ/16. This would place zIN outside the |Γ| = 0.35
circle such that |ΓIN | > |ΓL |. Similarly, at f = 1.5f0 , the line length would be about
10λ/16 which again places zIN outside the |Γ| = 0.35 circle.
Though zL = 1.2 − ȷ0.8 has the same |ΓL | and needs the same line impedance to
achieve a match as its conjugate, the length of the line and thus the rate of movement
of zIN as f is shifted from f0 are quite diﬀerent (Fig. 2.9c). For all frequencies below
f0 , the electrical line length is shorter than the match length (≈ λ/16) and zIN stays
within the |Γ| = 0.35 circle meaning |ΓIN | < |ΓL |. In fact, |ΓIN | < |ΓL | until f = 2f0
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and |ΓIN | doesn’t reach its maximum until after f = 4f0 . By looking at these two
cases visually, it is very clear why the zL = 1.2 − ȷ0.8 load has better bandwidth than
that of zL = 1.2 + ȷ0.8.
The third load, zL = 2.09 can now be compared with the others. Though |ΓL |
is the same, the transmission line’s characteristic impedance, length, and locus circle
√
are all diﬀerent. Because zL is real, the well-known equation z1 = z0 zL can be
used to determine the characteristic impedance of the matching line where l = λ/4
at f = f0 . This load is unique compared to the others in that the locus is contained
completely within the |Γ| = 0.35 circle. Thus, |ΓIN | is always ≤ |ΓL | no matter what
the frequency is. Comparing this to the complex loads, we can conclude that the
maximum |ΓIN | across a wide frequency range will be less for zL = 2.09 than the
others.
When comparing zL = 2.09 with zL = 1.2 − ȷ0.8 in Fig. 2.1d, it is the latter
which has the preferable bandwidth up to f = 2f0 . This can be elicited from the
visualization by looking at how directly zIN moves toward the center of the Smith
chart as frequency approaches f0 . Whereas zIN begins moving almost tangentially
to the constant |Γ| circle at low frequencies in the former, it begins moving almost
at a normal in the latter. Indeed, comparing the location of zIN at f = 0.25f0 and
f = 0.5f0 (i.e. moving about the locus a quarter and half the electrical length of
f0 , respectively) for the two loads, it is seen that zIN is closer to the origin when
zL = 1.2 − ȷ0.8. With the visualizations of Fig. 2.9, the general characteristics of the
bandwidth plots in Fig. 2.1d and Fig. 2.8 are comprehensible and predictable.

2.6.5

Open-Short Transformation Bandwidth

Another example which emphasizes the utility of the visual approach is a λ/4
transformer used to change an admittance to an impedance such as when transforming
an open to a short.
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(a) z1 = 0.4

(b) z1 = 2

Fig. 2.10.: By plotting the locus and reference points for an open, it can be seen that
creating a short from an open using a λ/4 transmission line with Z1 of a) 20 Ω is
better than b) 100 Ω in a 50 Ω system because it will have a wider bandwidth. The
opposite is true for converting a short to an open.
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(a) Open Load

(b) Short Load

Fig. 2.11.: Phase angle of ΓIN versus frequency for a) open load and b) short load.
Plots for Z1 = 20, 50, and 100 Ω with Z0 = 50 Ω are shown. Note that Z1 = 100 Ω
provides better bandwidth for transforming a short to an open and Z1 = 20 Ω provides
better bandwidth for transforming an open to a short.
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For the case of converting an open to a short, a λ/4 transmission line of any
characteristic impedance will provide the desired result. That is, when a transmission
line of length λ/4 is cascaded with an ideal open, the input impedance is a short.
Mathematically, this can be stated as ΓIN = −1 given ΓL = Γ′L = +1 for l = λ/4
with any Z1 .
Though any impedance of transmission line could be used for this purpose, by having a better understanding of non-Z0 transmission lines we know that a low-impedance
transmission line would provide a better short circuit over a broader bandwidth. This
can be seen from the reference points of the locus as shown in Fig. 2.10. With a transmission line electrical length change of ±λ/16, a 20 Ω impedance line will have an
input impedance of approximately 0 ± ȷ9 Ω while a 100 Ω line will have an input
impedance of approximately 0 ± ȷ40 Ω. Obviously, for the broadband scenario, a
20 Ω line would be much better than a 100 Ω line to transform an open to a short.
This can also be seen by looking at the angle, θ, of ΓIN across frequency (Fig. 2.11).
Converting an open to a short has a shallower slope around the design frequency, f0 ,
when the transmission line has a low impedance. The opposite is true for converting
a short to an open.

2.6.6

Computer-Aided Visual Analysis Tool

For students and educators, an interactive visualization tool has been developed
to provide a more intuitive understanding of non-Z0 transmission lines. The software
allows the student to investigate non-Z0 transmission lines without the need to handdraw Smith chart plots. This computer script has been written for MATLAB utilizing
the developments of the preceding sections. The visualizer plots the locus and location
of ΓIN for user-provided parameters. A user-friendly GUI is included. The code is
provided for use as an appendix to this dissertation as well as being available for
download online [61, 62].
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Fig. 2.12.: A screenshot of the computer-aided visual analysis tool. zL , z1 and l are
adjustable via mouse interaction or keyboard input.
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As an example application, take impedance matching. With this program, students can simply adjust the transmission line impedance with their mouse until the
locus crosses through the origin (or desired input impedance), drag the ΓIN point to
the origin on the locus, and then read oﬀ the value of l and z1 . This can be done
very quickly and provides the students with a feel for what is happening as opposed
to rote entry of parameters into an equation. Additionally, students can interactively
determine what values of zIN are achievable given zL and a single transmission line.
A screenshot of the interactive tool is shown in Fig. 2.12.

2.7

Conclusion
A visual approach to educating students, from undergraduate to graduate level,

on the bandwidth of non-Z0 characteristic impedance transmission lines has been
discussed. Previously non-intuitive problems, such as bandwidth considerations for
matching loads of constant ΓL with a transmission line, are explained and greater
insight into the problem is achieved utilizing this methodology. Both the in-practice
Smith chart procedure as well as further mathematical insight have been presented for
utilization in the classroom setting. This approach lays the foundational groundwork
for visualizing and understanding non-Z0 transmission lines. By incorporating this
material into an RF course, the instructor can better-prepare students to approach
complex problems in wideband multi-impedance systems.

2.8

Reﬂection Transformation Derivation
Given Γ′IN , the associated input impedance ZIN is
ZIN = Z1

1 + Γ′IN
.
1 − Γ′IN

(2.42)
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ΓIN , the input reﬂection normalized to Z0 , can be calculated from ZIN and simpliﬁed
by
ΓIN =
=
=
=

ZIN − Z0
ZIN + Z0
1+Γ′
Z1 1−ΓIN
− Z0
′
IN

1+Γ′
Z1 1−ΓIN
′
IN

(2.43)
(2.44)

+ Z0

(Z1 + Z0 )Γ′IN + (Z1 − Z0 )
(Z1 − Z0 )Γ′IN + (Z1 + Z0 )
0
Γ′IN + ZZ11 −Z
+Z0
Z1 −Z0 ′
Γ
Z1 +Z0 IN

+1

(2.45)
(2.46)

From this, a function can be deﬁned that transforms an arbitrary reﬂection coefﬁcient, Γ′ , from the Z1 - to the Z0 -normalized plane
T (Γ′ , Γ1 ) ≡

Γ′ + Γ1
Γ′ Γ1 + 1

(2.47)

where
Γ1 =

Z1 − Z0
.
Z1 + Z0

(2.48)
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3. FUNDAMENTAL LIMITS OF TUNABLE MATCHING
NETWORKS
With the previous chapter’s teachings on non-Z0 transmission lines, tunable distributed matching networks can now be addressed. In this chapter, the fundamental
frequency tuning range limits of four ideal matching network topologies are investigated. For this fundamental study, inﬁnitely tunable varactors are assumed, including negative capacitances. Analytical equations are developed to compute the
absolute tuning range limits for single-tuning-element distributed matching networks
with parallel-RC and series-RL loads. Speciﬁcally, the following questions are answered: (i) What is the maximum frequency tuning range of a tunable matching
network given a topology with a single inﬁnitely-tunable varactor, a load, and an
input reﬂection threshold? (ii) To achieve a match at the design frequency, what
limits are there on transmission line characteristic impedance, line length, and varactor capacitance? (iii) How does the optimal frequency tuning range vary with load,
characteristic impedance, and reﬂection threshold? (iv) Is a tunable network always
better than static? The next chapter will investigate practical limitations and present
example designs based on this optimization.

3.1

Single-Tuning-Element Distributed Matching Networks
We consider the problem of matching a load, ZL , that can be written as either
ZL = rL + ȷωlL , (series case)

(3.1)

or
YL =

1
+ ȷωcL , (parallel case)
rL

(3.2)
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Fig. 3.1.: The general schematic of a tunable impedance matching network. The
impedance matching network is inserted between a source, ZS , and load, ZL . Its
scattering parameters can be tuned in order to transfer as much power as possible
from source to load with as little reﬂection as possible.

Fig. 3.2.: The loads considered in this chapter are made up of either a resistor and
capacitor in parallel, or a resistor and inductor in series.
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(a) Topology A: a series varactor followed

(b) Topology B: a shunt varactor followed

by a transmission line

by a transmission line

(c) Topology C: a transmission Line fol-

(d) Topology D: a transmission line followed

lowed by a series varactor

by a shunt varactor

Fig. 3.3.: The four topologies possible with a single transmission line and singlevaractor are investigated: a) series varactor followed by transmission line; b) shunt
varactor followed by transmission line; c) transmission line followed by series varactor;
d) transmission line followed by shunt varactor.

where ZL and YL are load impedance and admittance at frequency ω, and rL , lL ,
and cL are the load resistance, inductance, and capacitance, respectively, as shown in
Fig. 3.2. The topologies considered in this work to match such loads include a single
transmission line and a single varactor. Four networks can be formed based on the
possible conﬁgurations of these two devices (Fig. 3.3).
If the source impedance in Fig. 3.1, ZS , is assumed to be real, maximum power
is delivered to the matching network when the input impedance ZIN = ZS or, equivalently, when |ΓIN |2 = 0. In the case of a lossless matching network, this condition
also delivers maximum power to the load.
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Due to the Bode-Fano criteria, it is known that a lossless static matching network
can only achieve |ΓIN |2 = 0 at discrete frequency points. However, if |ΓIN |2 is instead
bound to be less than some threshold, Γ2T H , it is possible to meet this condition across
an entire frequency range.
In a tunable matching network, the same trait applies to each of its states. Each
state potentially has a frequency range within which |ΓIN |2 is always less than Γ2T H .
Either variable inductors or variable capacitors could be used to tune this frequency
range. Because of their ubiquity in RF applications, this dissertation focuses on
varactors (tunable capacitors). That being said, there is nothing inherent in the
presented approach that limits it exclusively to varactors.
When one of the topologies of Fig. 3.3 is connected to a load at a design frequency
of ω0 (rad/s), its frequency range can be tuned. This tuning range is deﬁned by
TR =

ωmax − ωmin
ω0

(3.3)

when |ΓIN |2 < Γ2T H continuously from ωmin to ωmax and ωmin ≤ ω0 ≤ ωmax . For
each topology, the objective in this chapter is to determine the fundamental limit
of its frequency tuning range. That is, we want to know the maximum possible TR
under ideal conditions with ideal lossless components and an inﬁnite varactor range,
including both positive and negative varactor capacitances.
To simplify calculations, frequencies are normalized to
ω′ =

ω
ω0

so that ω0′ = 1, and impedances are normalized to an assumed source impedance of
ZS = 1 Ω. For each topology, the transmission line has length ℓT L and characteristic
impedance ZT L .

3.2

Tuning Range Fundamental Limits
In Fig. 3.4 we show the loci of ZIN for each of the matching network topologies

as a function of the varactor value cV and frequency. This ﬁgure illustrates that for
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(a)

Topology

A:

Series

Varactor-

(b)

Topology

B:

Shunt

Varactor-

Transmission Line

Transmission Line

(c) Topology C: Transmission Line-Series

(d) Topology D: Transmission Line-Shunt

Varactor

Varactor

Fig. 3.4.: Example of the range of ΓIN achievable with an inﬁnitely tunable varactor
′
′
for ZL0 = 0.2 − ȷ0.2. (a and b) ZT L = 1, (c and d) ZT L = 0.3.
, ω0′ , and ωmax
at ωmin
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′
a given threshold value ΓT H there exists minimum and maximum frequencies (ωmin
′
and ωmax
) beyond which no continuous matching can be achieved regardless of the

chosen cV value.
Speciﬁcally, for a given frequency ω ′ , the optimal varactor capacitance cv,opt yields
the minimum |ΓIN |2 . If
{
}
min |ΓIN |2 < Γ2T H
strictly, then there exist varactor capacitances both greater than and less than cv,opt
where |ΓIN |2 ≤ Γ2T H . In other words, at each frequency inside the frequency tuning
range, a range of varactor capacitances [cv,min , cv,max ] will give |ΓIN |2 ≤ Γ2T H .
′
′
If ω ′ is at the edge of the tunable frequency range (i.e. ω ′ = ωmin
or ω ′ = ωmax
),

then
{
}
min |ΓIN |2 = Γ2T H
and cv,min = cv,opt = cv,max (Fig. 3.4). Therefore, given equations for cv,min and
′
′
cv,max as a function of frequency, we can determine ωmin
and ωmax
by solving for the

frequencies where cv,min = cv,max .
This leads directly to the three steps for ﬁnding the fundamental limits of a matching network’s frequency tuning range:
Step 1 – Develop equations for cv,min and cv,max as functions of frequency.
Step 2 – Let cv,min = cv,max .
Step 3 – Solve for the frequencies greater than and less than ω0′ , closest to it.

3.2.1

Series Varactor Followed by Transmission Line

A tunable matching network made up of a series varactor cascaded with a transmission line will be used as a demonstration vehicle.
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Parallel RC Load
A parallel resistor-capacitor load of impedance ZL0 at ω0′ is assumed.
Step 1:
To ﬁnd analytical expressions for cv,min and cv,max , |ΓIN |2 is calculated, set equal
to Γ2T H , then solved for XV 0 (the varactor reactance at ω0′ ). To ﬁnd ΓIN , we work
our way from the load to the input of the matching network (Fig. 3.3a).
First, the load impedance is calculated as a function of frequency and the impedance
at ω0′ (ZL0 = RL0 + ȷXL0 ). Since the load impedance at ω ′ is ZL = RL + ȷXL ,
YL =
=

1
ZL
RL2

RL
−XL
+j 2
.
2
+ XL
RL + XL2

(3.4)

Comparing (3.4) with (3.2), we arrive at the load resistance and capacitance in reference to the load impedance at ω ′ = ω0′ = 1,
2
2
RL0
+ XL0
RL0
XL0
cL = − 2
.
2
RL0 + XL0

rL =

(3.5)
(3.6)

The load impedance is the reciprocal of (3.2),
ZL =
=

1
YL

rL
1 + (ω ′ rL cL )2
− jω ′ rL cL

rL
.
1 + (ω ′ rL cL )2

(3.7)
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By plugging (3.5) and (3.6) into (3.7), the real and imaginary portions of the load
impedance are found to be
RL =
=

rL
1 + (ω ′ rL cL )2
2 +X 2
RL0
L0
RL0

[
(
)]2
R2 +X 2
L0
1 + ω ′ L0RL0 L0 − R2 X+X
2
L0

L0

2
R2 + XL0
= RL0 2 L0
,
RL0 + (ω ′ XL0 )2
XL = −RL ω ′ rL cL
2
R2 + XL0
= ω ′ XL0 2 L0
.
RL0 + (ω ′ XL0 )2

(3.8)

(3.9)

Now that the load impedance is known as a function of frequency and ZL0 , the
impedance looking into the transmission line at ω ′ can be found by transforming the
load impedance through the transmission line
Z1 = ZT L

ZL + jZT L t
ZT L + jZL t

(3.10)

where
β = ω ′ β0
t = tan βℓT L
= tan ω ′ β0 ℓT L
with β0 being the wavenumber at ω0′ .
Plugging ZL = RL + jXL into (3.10) and splitting Z1 into its real and imaginary
components yields
RL + jXL + jZT L t
ZT L + j (RL + jXL ) t
RL + j (XL + ZT L t) ZT L − XL t − jRL t
×
= ZT L
ZT L − XL t + jRL t
ZT L − XL t − jRL t
[RL + j (XL + ZT L t)] (ZT L − XL t − jRL t)
= ZT L
(ZT L − XL t)2 + RL2 t2
= R1 + jX1

Z1 = ZT L

(3.11)
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where
RL (ZT L − XL t) + RL t (XL + ZT L t)
ZT2 L − 2XL ZT L t + XL2 t2 + RL2 t2
RL ZT L − RL XL t + RL XL t + RL ZT L t2
= ZT L
(RL2 + XL2 ) t2 − 2XL ZT L t + ZT2 L
RL ZT L (1 + t2 )
= ZT L
|ZL |2 t2 − 2XL ZT L t + ZT2 L

R1 = ZT L

and
(ZT L − XL t) (XL + ZT L t) − RL2 t
ZT2 L − 2XL ZT L t + XL2 t2 + RL2 t2
−XL ZT L t2 + (ZT2 L − RL2 − XL2 ) t + XL ZT L
= ZT L
(RL2 + XL2 ) t2 − 2XL ZT L t + ZT2 L
(
)
−XL ZT L t2 + ZT2 L − |ZL |2 t + XL ZT L
= ZT L
.
|ZL |2 t2 − 2XL ZT L t + ZT2 L

X1 = ZT L

Finally, including the series varactor, with a reactance of XV 0 at ω0′ , gives an input
impedance of
ZIN = Z1 − j

XV 0
′
(ω

XV 0
= R1 + j X1 − ′
ω
= RIN + jXIN

)
(3.12)
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where
RL ZT L (1 + t2 )
,
|ZL |2 t2 − 2XL ZT L t + ZT2 L
RL ZT L (1 + t2 )
),
= ω ′ ZT L (
ω ′ |ZL |2 t2 − 2XL ZT L t + ZT2 L
(
)
−XL ZT L t2 + ZT2 L − |ZL |2 t + XL ZT L
= ZT L
|ZL |2 t2 − 2XL ZT L t + ZT2 L
XV 0
− ′
ω
( 2
2)
2
−
|Z
|
t + XL ZT L
−X
Z
t
+
Z
L
L
T
L
T
L
(
)
= ω ′ ZT L
2 2
′
ω |ZL | t − 2XL ZT L t + ZT2 L
(
)
XV 0 |ZL |2 t2 − 2XL ZT L t + ZT2 L
(
)
−
ω ′ |ZL |2 t2 − 2XL ZT L t + ZT2 L
XIN,A t2 + XIN,B t + XIN,C
),
= (
ω ′ |ZL |2 t2 − 2XL ZT L t + ZT2 L
(
)
= − ω ′ XL ZT2 L + XV 0 |ZL |2 ,
(
)
= ω ′ ZT L ZT2 L − |ZL |2 + 2XV 0 XL ZT L
[ (
)
]
= ZT L ω ′ ZT2 L − |ZL |2 + 2XV 0 XL ,

RIN = ZT L

XIN

XIN,A
XIN,B

(3.13)

(3.14)

XIN,C = ω ′ XL ZT2 L − XV 0 ZT2 L
= ZT2 L (ω ′ XL − XV 0 ) .
Now that input impedance is known, the reﬂection seen at the input port is
calculated assuming all impedances have been normalized to ZS = 1:
ZIN − ZS
ZIN − 1
=
ZIN + ZS
ZIN + 1
RIN + 1 − jXIN
RIN − 1 + jXIN
=
×
RIN + 1 + jXIN
RIN + 1 − jXIN
2
(RIN − 1) (RIN + 1) + XIN
=
2
(RIN + 1)2 + XIN
XIN (RIN + 1) − XIN (RIN − 1)
+j
2
(RIN + 1)2 + XIN
R2 + X 2 − 1
= 2 IN 2 IN
RIN + XIN + 2RIN + 1
2XIN
+j 2
2
RIN + XIN
+ 2RIN + 1

ΓIN =

(3.15)
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and, thus,
|ΓIN |2 = Re{ΓIN }2 + Im{ΓIN }2
(
)2
2
2
RIN
+ XIN
−1
=
2
2
RIN
+ XIN
+ 2RIN + 1
(
)2
2XIN
+
2
2
RIN
+ XIN
+ 2RIN + 1
2
2
2
2
(RIN + XIN − 1) + 4XIN
=
2.
2
2
+ XIN
+ 2RIN + 1)
(RIN

(3.16)

We want to know when |ΓIN |2 is at the threshold Γ2T H , so we let
|ΓIN |2 = Γ2T H .

(3.17)

By plugging (3.13) and (3.14) into (3.16), substituting in (3.8), (3.9), and (3.17), and
rearranging, we arrive at a quadratic equation of XV 0 ,
0 = AXV2 0 + BXV 0 + C,
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with coeﬃcients
(

4
3
2
A = t2 XL0
− 2tω ′ XL0
ZT L − 2tω ′ RL0
XL0 ZT L
2
4
2
2
+ RL0
ZT2 L + t2 RL0
+ 2t2 RL0
XL0
)(
)
2
+ ω ′2 ZT2 L XL0
Γ2T H − 1 ,
(
2
2
2
3
B = −2ω ′ ZT L − tω ′2 ZT2 L XL0
+ 2tRL0
XL0
− ω ′ ZT L XL0
4
3
2
+ tXL0
ZT L XL0 + ω ′ t2 ZT L XL0
+ ω ′ t2 RL0
)
2
4
2
ZT2 L
− tRL0
ZT L XL0 + tRL0
− ω ′ RL0
(
)
× Γ2T H − 1
[
(
2
2
2
C = ZT2 L XL0
Γ2T H − ZT2 L XL0
+ Γ2T H XL0
ZT4 L
) ]
[
2
4
2
′4
2
2
− XL0 ZT L t ω + 2XL0 ZT L RL0
− 2RL0
ZT3 L XL0
( 2 3
3
3
+ 2XL0
ZT L + 2RL0
ZT L XL0 − 2XL0
ZT L
]
) 2
3
2
3
+ 2XL0
ZT3 L − 2XL0 ZT L RL0
ΓT H − 2XL0
ZT3 L tω ′3
{[
4
2
3
2
+
− RL0
+ 2ZT2 L XL0
RL0 + 2ZT2 L RL0
− RL0
ZT4 L

(3.18)

(3.19)

(
4
2
2
4
2
2
2
− XL0
− 2XL0
RL0
+ RL0
+ 2XL0
RL0
+ RL0
ZT4 L
]
)
4
2
3
2
2
2
+ XL0 + 2ZT L RL0 + 2ZT L XL0 RL0 ΓT H t2
3
4
2
2
+ 2ZT2 L RL0
− ZT2 L RL0
+ 2ZT2 L XL0
RL0 − RL0
ZT2 L
(
4
2
2
3
− XL0
ZT2 L − 2XL0
ZT2 L RL0
+ 2ZT2 L RL0
2
2
2
4
+ 2XL0
ZT2 L RL0
+ 2ZT2 L XL0
R + XL0
ZT2 L
} L0
)
4
2
+ ZT2 L RL0
+ RL0
ZT2 L Γ2T H ω ′2 .

(3.20)

For this topology, then, if given ZL0 , ℓT L , ZT L , and ΓT H , the valid varactor reactance
range at ω ′ is bound by
XV 0,min
XV 0,max

√
B 2 − 4AC
=
√2A
−B − B 2 − 4AC
=
.
2A
−B +

At ω ′ , |ΓIN |2 < Γ2T H only within these bounds.

(3.21)
(3.22)
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Step 2:
In this step, we ﬁnd when cv,min = cv,max , or equivalently, when XV 0,min =
XV 0,max . From (3.21) and (3.22), it is clear that XV 0,min = XV 0,max at ω ′ when
the discriminant, ∆, is zero. That is,
∆(ω ′ ) = B 2 − 4AC = 0.

(3.23)

The sign of ∆ gives information on the limits of the topology at frequency ω ′ . If
∆ > 0, then there is some real varactor capacitance which can achieve |ΓIN |2 < Γ2T H at
ω ′ . If ∆ < 0, no real capacitance, positive or negative, can satisfy the Γ2T H constraint
at that frequency. When ∆ = 0, there is exactly one capacitance at ω ′ which meets
the constraint, and meets it exactly: |ΓIN |2 = Γ2T H .
Step 3:
We want to solve (3.23) for ω ′ . Because (3.23) has ω ′ both within and outside
of tan functions, there is no analytical solution for the zeros of ∆(ω ′ ). The roots of
∆(ω ′ ) must be found numerically. MATLAB or another numerical solver can be used
for this.
Once the zeros are known, the frequency range bounds can be found. First,
′
′
in the trivial case of ∆ < 0 at ω ′ = 1, ωmin
and ωmax
are undeﬁnable. There is no

frequency tuning range because |ΓIN |2 is beyond the threshold at the design frequency
(ω ′ = ω0′ = 1).
If, on the other hand, ∆ ≥ 0 at ω ′ = 1, then the frequency tuning range is bound
by
′
ωmin
= the zero of ∆(ω ′ ) closest to but ≤ 1

(3.24)

′
ωmax
= the zero of ∆(ω ′ ) closest to but ≥ 1.

(3.25)

′
′
.
and ωmax
It should be noted that there can be more zeros of ∆(ω ′ ) than just ωmin

When that is the case, the topology has a multi-banded frequency tuning range.
There are multiple separate tuning ranges ideally achievable by this topology. For
the purposes of this chapter, however, we are only interested in the tuning range that
′
′
].
, ωmax
includes ω0′ —that is, the range bound by [ωmin
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Series RL Load
For the other loads and topologies, Step 1 is performed by the same approach
as just shown. Each yields unique expressions for A, B, and C. Step 2 and Step
3 are identical for all the topologies in this chapter. For the sake of brevity, only
the resulting A, B, and C from Step 1 of each topology are shown. Using these
expressions in (3.23), (3.24), and (3.25) will yield the tuning range for each of the
topologies and loads.
For a matching network comprising a series varactor followed by transmission line,
attached to a load of a resistor and inductor in series, the resulting coeﬃcients are

2
2 2
ω ′ t2
t + ZT2 L + XL0
Aa,RL = (Γ2T H − 1)(RL0
2

−2XL0 ZT L ω ′ t)

(3.26)

2
Ba,RL = −2ZT L ω ′ (Γ2T H − 1)(RL0
t − ZT2 L t
2
−XL0 ZT L ω ′ + XL0
ω ′ t + XL0 ZT L ω ′ t2 )
2

(3.27)

Ca,RL = ω ′ (Γ2T H (2XL0 tZT3 L − 2XL0 tZT L )
3

2 2
−2XL0 ZT3 L t + 2XL0 ZT L t) − ω ′ (XL0
t
4

2
2 2
2
−Γ2T H (XL0
ZT2 L + XL0
t ) + XL0
ZT2 L )
2 2
−ω ′ (RL0
t + ZT4 L t2 − 2RL0 ZT2 L + ZT2 L
2

2 2
−Γ2T H (RL0
t + ZT4 L t2 + 2RL0 ZT2 L + ZT2 L
2
2
+RL0
ZT2 L + 2RL0 ZT2 L t2 ) + RL0
ZT2 L

−2RL0 ZT2 L t2 )

3.2.2

(3.28)

Shunt Varactor-Transmission Line

For the topologies with a shunt varactor (b and d), instead of varactor reactance,
(3.21) and (3.22) are solved for varactor susceptance.
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Parallel RC Load
For the shunt varactor-transmission line topology with a parallel resistor-capacitor
load, the coeﬃcients for (3.23)–(3.25) are
(
)(
4
4
2
2
Ab,RC = ZT2 L ω ′2 Γ2T H − 1 RL0
+ XL0
+ 2RL0
XL0

Bb,RC

2
3
2
+ RL0
ZT2 L t2 + 2XL0
ZT L ω ′ t + XL0
ZT2 L ω ′2 t2
)
2
+ 2RL0
XL0 ZT L ω ′ t
(
)(
2
4
4
2
t + 2RL0
XL0
t
t + XL0
= 2ZT L ω ′ ΓT H 2 − 1 RL0
2
3
2
− RL0
ZT2 L t − XL0
ZT L ω ′ − RL0
XL0 ZT L ω ′

−

2
2
XL0
ZT2 L ω ′ t

(

Cb,RC = Γ2T H

+

3
XL0
Z T L ω ′ t2

+

2
RL0
XL0 ZT L ω ′ t2

(3.29)

)

)[
2
2
− 1 − ω ′ (−2tRL0
XL0 ZT3 L + 2tRL0
XL0 ZT L

(3.30)

3
3
4 2
4 2
−2tXL0
ZT3 L + 2tXL0
ZT L ) + RL0
t + XL0
t
2
2
2
4
+ω ′ (XL0
ZT4 L t2 + XL0
ZT2 L ) + RL0
ZT2 L + RL0
ZT2 L
2

4
2
2
2
2 2
+XL0
ZT2 L + 2RL0
XL0
ZT2 L + 2RL0
XL0
t
]
2
+RL0
ZT4 L t2
(
)
2
2
+ XL0
).
+2RL0 ZT2 L Γ2T H + 1 (t2 + 1)(RL0

(3.31)
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Series RL Load
For the shunt varactor-transmission line topology with a series resistor-inductor
load, the coeﬃcients for (3.23)–(3.25) are
2
2
Ab,RL = ZT2 L ω ′ (Γ2T H − 1)(ZT2 L t2 + RL0
+ XL0
ω′
2

2

+2XL0 ZT L ω ′ t)

(3.32)

2
Bb,RL = 2ZT L ω ′ (Γ2T H − 1)(RL0
t − ZT2 L t − XL0 ZT L ω ′
2
ω ′ t + XL0 ZT L ω ′ t2 )
+XL0
2

(3.33)

Cb,RL = ω ′ [Γ2T H (2XL0 tZT3 L − 2XL0 tZT L ) − 2XL0 ZT3 L t
2 2
+2XL0 ZT L t] − RL0
t − ZT4 L t2 + 2RL0 ZT2 L
2 2
2
2 2
−ω ′ [XL0
t − Γ2T H (XL0
ZT2 L + XL0
t)
2

2
2 2
+XL0
ZT2 L ] − ZT2 L + Γ2T H (RL0
t + ZT4 L t2
2
+2RL0 ZT2 L + ZT2 L + RL0
ZT2 L + 2RL0 ZT2 L t2 )
2
−RL0
ZT2 L + 2RL0 ZT2 L t2

3.2.3

(3.34)

Transmission Line-Series Varactor

Parallel RC Load
For the transmission line-series varactor topology with a parallel resistor-capacitor
load, the coeﬃcients for (3.23)–(3.25) are
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2
2
Ac,RC = (ZT2 + t2 )(Γ2T H − 1)(RL0
+ XL0
ω′ )
2

(3.35)

3
2
2
Bc,RC = 2ω ′ (Γ2T H − 1)(XL0
ZT2 ω ′ − RL0
ZT t + RL0
ZT3 t
3
2
2
+XL0
ω ′ t2 + XL0
ZT3 ω ′ t + RL0
XL0 ZT2 ω ′
2

2
2
+RL0
XL0 ω ′ t2 − XL0
ZT ω ′ t)
2

(3.36)

2
2
2
Cc,RC = −ω ′ [XL0
ZT2 − Γ2T H (XL0
ZT4 t2 + XL0
ZT2 )
4

2
4 2
4 2
2
+XL0
ZT4 t2 ] − ω ′ [RL0
t + XL0
t + RL0
ZT2
2

4 2
4
4
3
t
ZT2 + XL0
ZT2 − Γ2T H (RL0
−2RL0
ZT2 + RL0
4
4
3
2
4 2
ZT2
ZT2 + RL0
ZT2 + XL0
+XL0
t + RL0
ZT2 + 2RL0
2
2
2
2
2 2
+2RL0 XL0
ZT2 + 2RL0
XL0
ZT2 + 2RL0
XL0
t
3
2
2
+2RL0
ZT2 t2 + RL0
ZT4 t2 + 2RL0 XL0
ZT2 t2 )
2
2
2
2
2 2
−2RL0 XL0
ZT2 + 2RL0
XL0
ZT2 + 2RL0
XL0
t
3
2
2
−2RL0
ZT2 t2 + RL0
ZT4 t2 − 2RL0 XL0
ZT2 t2 ]
2
2
−ω ′ [Γ2T H (−2tRL0
XL0 ZT3 + 2tRL0
XL0 ZT
3

3
3
3
3
−2tXL0
ZT3 + 2tXL0
ZT ) − 2XL0
ZT t + 2XL0
ZT3 t
2
2
−2RL0
XL0 ZT t + 2RL0
XL0 ZT3 t]

(3.37)

Series RL Load
For the transmission line-series varactor topology with a series resistor-inductor
load, the coeﬃcients for (3.23)–(3.25) are
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Ac,RL = (Γ2T H − 1)(ZT2 L + t2 )

(3.38)

Bc,RL = 2ω ′ (Γ2T H − 1)(ZT3 L t − ZT L t + XL0 ω ′ t2
+XL0 ZT2 L ω ′ )

(3.39)

Cc,RL = ω ′ (Γ2T H (2XL0 tZT3 L − 2XL0 tZT L ) − 2XL0 ZT3 L t
3

2 2
2
+2XL0 ZT L t) − ω ′ (XL0
t − Γ2T H (XL0
ZT2 L
4

2 2
2
2 2
+XL0
t ) + XL0
ZT2 L ) − ω ′ (RL0
t + ZT4 L t2
2

2 2
t + ZT4 L t2
−2RL0 ZT2 L + ZT2 L − Γ2T H (RL0
2
ZT2 L + 2RL0 ZT2 L t2 )
+2RL0 ZT2 L + ZT2 L + RL0
2
+RL0
ZT2 L − 2RL0 ZT2 L t2 )

3.2.4

(3.40)

Transmission Line-Shunt Varactor

Parallel RC Load
For the transmission line-shunt varactor topology with a parallel resistor-capacitor
load, the coeﬃcients for (3.23)–(3.25) are

68

2
2 2
Ad,RC = ZT2 L ω ′ (ZT2 L t2 + 1)(Γ2T H − 1)(RL0
+ XL0
)
2

(3.41)

2
2
2
Bd,RC = −2ZT L ω ′ (Γ2T H − 1)(RL0
+ XL0
)(RL0
ZT2 L t
2
2
2
−XL0
t − RL0
t + XL0
ZT2 L t + XL0 ZT L ω ′

+XL0 ZT3 L ω ′ t2 )

(3.42)

3
2
2
Cd,RC = 2RL0
ZT2 L − ω ′ (XL0
ZT2 L − Γ2T H (XL0
ZT4 L t2
2

2
2
4 2
4 2
+XL0
ZT2 L ) + XL0
ZT4 L t2 ) − RL0
t − XL0
t
2
2
XL0 ZT3 L
−RL0
ZT2 L − ω ′ (Γ2T H (−2tRL0
3
3
2
ZT L )
+2tRL0
XL0 ZT L − 2tXL0
ZT3 L + 2tXL0
3
3
2
−2XL0
ZT L t + 2XL0
ZT3 L t − 2RL0
XL0 ZT L t
2
4
4
+2RL0
XL0 ZT3 L t) − RL0
ZT2 L − XL0
ZT2 L
4 2
4 2
2
3
+Γ2T H (RL0
t + XL0
t + RL0
ZT2 L + 2RL0
ZT2 L
4
4
2
+RL0
ZT2 L + XL0
ZT2 L + 2RL0 XL0
ZT2 L
2
2
2
2 2
3
+2RL0
XL0
ZT2 L + 2RL0
XL0
t + 2RL0
ZT2 L t2
2
2
2
+RL0
ZT4 L t2 + 2RL0 XL0
ZT2 L t2 ) + 2RL0 XL0
ZT2 L
2
2
2
2 2
3
−2RL0
XL0
ZT2 L − 2RL0
XL0
t + 2RL0
ZT2 L t2
2
2
−RL0
ZT4 L t2 + 2RL0 XL0
ZT2 L t2

(3.43)

Series RL Load
For the transmission line-shunt varactor topology with a series resistor-inductor
load, the coeﬃcients for (3.23)–(3.25) are
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2
Ad,RL = ZT2 L ω ′ (Γ2T H − 1)(ZT2 L t2 + 1)(RL0
2

2
+XL0
ω′ )
2

(3.44)

2
2
Bd,RL = −2ZT L ω ′ (Γ2T H − 1)(RL0
ZT2 L t − RL0
t
2
2
+XL0 ZT L ω ′ − XL0
ω ′ t + XL0
ZT2 L ω ′ t
2

2

+XL0 ZT3 L ω ′ t2 )

(3.45)

Cd,RL = ω ′ (Γ2T H (2XL0 tZT3 L − 2XL0 tZT L ) − 2XL0 ZT3 L t
2 2
+2XL0 ZT L t) − RL0
t − ZT4 L t2 + 2RL0 ZT2 L
2 2
2
2 2
t)
t − Γ2T H (XL0
ZT2 L + XL0
−ω ′ (XL0
2

2
2 2
+XL0
ZT2 L ) − ZT2 L + Γ2T H (RL0
t + ZT4 L t2
2
+2RL0 ZT2 L + ZT2 L + RL0
ZT2 L + 2RL0 ZT2 L t2 )
2
−RL0
ZT2 L + 2RL0 ZT2 L t2

3.3

(3.46)

Topology Parameters
For each of the topologies, a transmission line characteristic impedance and line

length must be chosen. Additionally, although the varactor is assumed to be inﬁnitely
tunable, it is interesting to know what varactor capacitance value achieves a perfect
match at ω0′ . On the one hand, assuming a perfect match at ω0′ is desired, ZT L can
be chosen freely within restricted ranges. On the other hand, the values of ℓT L and
the varactor capacitance to get a match at ω0′ are mathematically deﬁned and cannot
be chosen freely.

3.3.1

Transmission Line Characteristic Impedance

The equations presented in Section III do not inherently limit transmission line
characteristic impedance ZT L or length ℓT L . However, not all transmission lines will
yield ΓIN = 0 at ω0′ . It is assumed that a perfect match at ω0′ is desired.
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Fig. 3.5.: The valid values of ZT L that can yield a perfect match at ω0′ are limited
depending on the region of the Smith chart in which ZL falls and which topology is
chosen.
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For topologies A and B, the transmission line is directly connected to the load. ZT L
is constrained depending on the region of the Smith chart in which ΓL falls (Fig. 3.5).
For topology A (a series varactor on the source side), R1 must be 1 in order for the
series varactor to yield ZIN = 1. From [56] it is known that a transmission line of
arbitrary impedance will move ΓL along a circular locus centered on the real axis of
the Smith chart at

CLocus = ΓT L

1 − |Γ′L |2
1 − |Γ′L |2 Γ2T L

(3.47)

RLocus = |Γ′L |

1 − Γ2T L
1 − |Γ′L |2 Γ2T L

(3.48)

with a radius of

where
ZT L − 1
,
ZT L + 1
ZL − ZT L
.
Γ′L =
ZL + ZT L

ΓT L =

(3.49)
(3.50)

The locus of a smaller ZT L transmission line is centered farther to the left while
a larger ZT L is centered farther to the right. As ZT L approaches 0 or ∞, the locus is
a constant conductance circle or constant resistance circle, respectively.
If ΓL0 is in Region I then, for very small ZT L approaching 0, no value of ℓT L
will yield R1 = 1 at ω0′ . There is a minimum ZT L which can achieve the required
R1 = 1. This minimum ZT L corresponds to the transmission line whose locus crosses
the Smith chart origin (Z1 = 1). The characteristic impedance of a transmission line
that brings a terminating impedance (in this case, ZL0 ) to the origin of the Smith
chart is (from (3.75), derived as a note to this chapter)
√
RL0 − |ZL0 |2
ZT L,match =
.
1 − RL0

(3.51)

ZT L,match sets the minimum ZT L which can be used to achieve a match at ω0′ for loads
in Region I with Topology A.
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Similarly, with a load in Region III, for very large ZT L approaching inﬁnity there
is no value of ℓT L which will yield R1 = 1. For a load in Region III, the characteristic
impedance of the transmission line whose locus goes through the origin places a
maximum limit on ZT L (3.51).
On the other hand, when the load is in Region II or IV, there is always a transmission line length ℓT L which will yield R1 = 1 at ω0′ . This is the case for any value
of ZT L . Thus, there are no restrictions on ZT L when ZL0 is in Region II or IV.
Topology B has the same constraints as topology A. Thus, for Topologies A and
B, the transmission line characteristic impedances which can yield ΓIN = 0 at ω0′ are
√

RL0 −|ZL0 |2


< ZT L < ∞, if ZL0 in Region I

1−RL0


√
RL0 −|ZL0 |2
(3.52)
0
<
Z
<
, if ZL0 in Region III
T
L
1−RL0





0 < ZT L < ∞,
otherwise.
For Topology C, Z1 must be in Region I or III in order to achieve ΓIN = 0 [56].
The series varactor moves the load impedance along the constant resistance circle
such that R1 = RL0 . If a varactor value is chosen such that X1 = 0, ZT L,match is
maximized for ΓL0 in Region I, II, or IV and minimized for ΓL0 in Region III. This
can be seen by letting ZL = RL0 in (3.51). With Topology C, then,

√

0 < ZT L < RL0 , if ZL0 in Region I, II, or IV

√RL0 < ZT L < ∞, if ZL0 in Region III.

(3.53)

For Topology D, to achieve ΓIN = 0, Z1 must be in Region I or III. The shunt
varactor moves the load impedance along the constant conductance circle such that
G1 = GL0 . Replacing ZL with 1/Y1 in (3.51), the valid values of ZT L for Topology D
are found to be


√

1
0 < ZT L <
, if ZL0 in Region I
GL0
√

1

< ZT L < ∞, if ZL0 in Region II, III, or IV.
GL0

(3.54)
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3.3.2

Line Length and Varactor Value

Once a ZT L is chosen which meets the above criteria, the length of the transmission
line ℓT L can be calculated. Calculating ℓT L is demonstrated with Topology A.
At ω0′ ΓIN = 0 and ZIN = ZS = 1. Since Topology A’s series varactor adds a
reactance of XV 0 at ω0′ , the impedance looking to the right of the varactor must be
Z1 = 1 + jX1 in order for ZIN = 1. Thus, from (3.11), the necessary transmission
line length is found by rearranging
R1 = 1
(
)
RL0 ZT2 L 1 + t2 = |ZL0 |2 t2 − 2XL0 ZT L t + ZT2 L

(3.55)

At,a t2 + Bt,a t + Ct,a = 0
so that
t=

−Bt,a ±

√

2
Bt,a
− 4At,a Ct,a

2At,a

(3.56)

at ω0′ , where
At,a = RL0 ZT2 L − |ZL0 |2
Bt,a = 2XL0 ZT L

(3.57)

Ct,a = (RL0 − 1) ZT2 L .
Generally, two values of t are possible. There are two transmission line lengths (less
than λ/2) which can yield ΓIN = 0 at ω0′ , assuming positive and negative varactor
values are possible. Each length will transform ZL to a diﬀerent Z1 value. These
two Z1 values are complex conjugates of one another. The ± before the square root
decides which length of line to use and thus the sign of X1 .
Additionally, from (3.11), the varactor reactance which gives a perfect match at
ω0′ is
XV 0 = −X1
(
)
XL0 ZT L t2 − ZT2 L − |ZL0 |2 t − XL0 ZT L
= ZT L
|ZL0 |2 t2 − 2XL0 ZT L t + ZT2 L

(3.58)
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assuming the t of (3.56).
A similar procedure can be performed for all of the topologies to ﬁnd the transmission line length and varactor capacitance that provides ΓIN = 0 at ω0′ given ZL0
and ZT L .
For Topology B,
At,b = RL0 − ZT2 L
Bt,b = −2XL0 ZT L

(3.59)

2
2
Ct,b = RL0 − RL0
− XL0

and the varactor susceptance which yields a match at ω0′ is
BV 0

2
RL0
t − (ZT L − XL0 t) (XL0 + ZT L t)
]
[ 2
=−
.
ZT L RL0
+ (XL0 + ZT L t)2

(3.60)

For Topology C, ﬁrst the varactor reactance for a match at ω0′ is found to be
√
2
− 4AV,c CV,c
−BV,c ± BV,c
XV 0 =
(3.61)
2AV,c
1
AV,c =
RL0 − 1
2XL0
BV,c =
(3.62)
RL0 − 1
2
XL0
CV,c =
− ZT2 L + RL0 .
RL0 − 1
Again the ± of the square root eﬀects the sign of X1 . Then, tan βℓ for Topology C
at ω0′ is
t = −ZT L

RL0 − 1
.
XV 0 + XL0

Finally, for Topology D, varactor reactance is found ﬁrst,
√
2
−BV,d ± BV,d
− 4AV,d CV,d
XV 0 =
2AV,d
2
2
− ZT2 L (RL0 − 1)
AV,d = RL0 − RL0 + XL0
BV,d = 2XL0 ZT2 L
)
( 2
2
.
+ XL0
CV,d = ZT2 L RL0

(3.63)

(3.64)

(3.65)
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.6.: The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1 when ZT L = 0.4. The Smith chart is the impedance of the load at ω0′ , ZL0 .
The top half of the Smith chart represents series resistor-inductor loads. The bottom
half of the Smith chart represents parallel resistor-capacitor loads.
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Then, tan βℓ for Topology D at ω0′ is
t=

3.4

ZT L
XV 0 + XL0 − RL0 XV 0
+ ZT L 2
.
2
XV 0
RL0 + XL0
+ XV 0 XL0

(3.66)

Optimal Tuning Ranges
With the guidance provided in the previous sections, the optimal tuning range

can be calculated for any of the Topologies A–D, for any series resistor-inductor or
parallel resistor-capacitor load, and for any transmission line characteristic impedance
ZT L . In this section, we will look at the results of calculating optimal tuning range
for various loads and characteristic impedances.

3.4.1

Load Dependence

First, we investigate how tuning range is aﬀected by ZL0 . Given ZL0 , ZT L , and a
threshold ΓT H , T R can be calculated by plugging t into (3.23) and ﬁnding the zeros
closest to ω ′ = 1.
Fig. 3.6 shows an illustrative example of the theoretical maximum tuning range
T R for each load on the Smith chart when ZT L = 0.4 and Γ2T H = 0.1. The tuning
range is represented as a heat map overlaid on the Smith chart. The values of the
Smith chart itself represent ZL0 . Each of the four topologies is represented.
At ﬁrst glance, the trends of T R across the Smith chart seem haphazard. However,
most of the T R variations, both discontinuous jumps as well as gradual changes, can
be understood by one of three explanations.

ZT L validity
There are regions of the Smith chart for each topology that have no valid tuning
range because no match can be achieved at ω0′ . These are the loads which do not
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satisfy the ZT L conditions presented in Section IV. For Topologies A and B of Fig. 3.6,
these invalid loads are in Region I where
RL0 − |ZL0 |2
> 0.16.
1 − RL0

(3.67)

For Topology C, the invalid loads are where RL0 < 0.16 or RL0 > 1. For Topology
D, a large portion of the Smith chart is not matchable at ω0′ . The invalid loads have
GL0 < 1 or GL0 > 6.25. All of these regions are as anticipated based on (3.52)–(3.54).

Line length change
One contributor to T R is the length of the transmission line ℓT L . A long transmission line will move along its Smith chart locus more rapidly (with respect to
frequency) than a short transmission line [56].
The eﬀect of line length on T R is especially noticeable at some discontinuities
in Topologies A and B’s T R plots. In Topology A, the transmission line moves the
load impedance to Z1 = 1 + ȷX1 . Since transmission lines only move impedances
clockwise, there are T R discontinuities at the R = 1 constant resistance circle. A ZL0
immediately on one side of the R = 1 circle will have a vastly diﬀerent ℓT L compared
to a load immediately on the other side of that circle.
For example, if ZL0 = 0.8 + ȷ1, a very short transmission line will transform ZL0
to R1 = 1 in the positive reactance portion of the Smith chart. If on the other hand
ZL0 = 1.2 + ȷ1, a transmission line 8× longer will be needed to shift to R1 = 1 in the
negative reactance portion of the Smith chart (Fig. 3.7).
The discontinuities at the R = 1 constant resistance circle for Topology A and
G = 1 constant conductance circle for Topology B are caused by this transmission
line length change. This line length eﬀect can also cause gradual changes in T R as
ZL0 changes.
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Fig. 3.7.: With Topology A, the transmission line needed to reach R1 = 1 with ZT L =
0.4 is much longer when ZL0 = 1.2 + ȷ1 than when ZL0 = 0.8 + ȷ1. Transmission line
length can be a contributor to the limitation of T R. Topology A has discontinuities
in T R around the R = 1 constant resistance circle due to this.
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(a) Needed versus Realizable Z1

(b) min |ΓIN | versus Frequency

Fig. 3.8.: The discontinuity in the T R plot of Topology B near ZL0 = 0.3 + ȷ1 can be
understood by looking at (a) the value of Z1 across frequency compared to the value
of Z1 needed in order to maintain ΓIN < |ΓT H | for loads near the discontinuity. (b)
The value of ΓIN across frequency for two loads near the discontinuity. It is assumed
that the matching network is tuned to the best state at each frequency point.
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Needed versus realizable Z1
Finally, it can be beneﬁcial to look at the values of Z1 needed to meet the ΓT H
constraint compared to what is realizable.
For example, there is a discontinuity in Topology B’s T R plot near ZL0 = 0.3 + ȷ1.
This discontinuity, however, is not caused by a discontinuity in the ΓIN achievable
with loads on either side of that boundary. ΓIN changes smoothly as ZL0 changes.
The discontinuity occurs due to the realizable Z1 moving out of the needed Z1 region.
Fig. 3.8a shows the region of the Smith chart in which Z1 must fall in order to yield
|ΓIN |2 < 0.1. For Topology B, this region is the same for any ZL0 and any frequency
ω ′ . The actual values of Z1 as frequency is swept are then overlaid. Two loads are
shown, one on each side of the T R discontinuity: ZL0 = 0.25 + ȷ1 and ZL0 = 0.3 + ȷ1.
Whereas Z1 stays within the needed Z1 range down to ω ′ = 0.17 when ZL0 = 0.3 + ȷ1,
it leaves the needed Z1 range just slightly at ω ′ = 0.78 when ZL0 = 0.25 + ȷ1. There
′
is a discontinuity in ωmin
and, thus, in T R for these two loads.

If we choose the best varactor value at each frequency, the minimum ΓIN can be
plotted versus frequency (Fig. 3.8b). Again, it is seen that the discontinuity in T R is
an artifact of a hard ΓIN threshold.
This method can be used to understand trends and discontinuities in the T R plots
for each of the topologies. For some topologies and parameters the needed Z1 may vary
with frequency. Similarly, realizable Z1 may be multi-valued. In these situations, it is
beneﬁcial to generate multiple Needed vs Realizable Z1 plots at discrete frequencies.

3.4.2

ZT L Dependence

As transmission line characteristic impedance ZT L changes, so does the fundamental limit of T R for all the loads on the Smith chart. Fig. 3.9 and Fig. 3.10
present optimal T R across ZL0 for ZT L = 1 and ZT L = 2, respectively. Beginning by
addressing ZT L = 1, a few characteristics are worth mentioning.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.9.: The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1 when ZT L = 1. The Smith chart is the impedance of the load at ω0′ , ZL0 .
The top half of the Smith chart represents series resistor-inductor loads. The bottom
half of the Smith chart represents parallel resistor-capacitor loads.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.10.: The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1 when ZT L = 2. The Smith chart is the impedance of the load at ω0′ , ZL0 .
The top half of the Smith chart represents series resistor-inductor loads. The bottom
half of the Smith chart represents parallel resistor-capacitor loads.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.11.: The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.1. The best-case ZT L is chosen for each load so as to achieve the maximum
T R possible. The Smith chart is the impedance of the load at ω0′ , ZL0 . The top half
of the Smith chart represents series resistor-inductor loads. The bottom half of the
Smith chart represents parallel resistor-capacitor loads.

84

(a) Topology A: Series Varactor-Transmission Line(b) Topology B: Shunt Varactor-Transmission
Line

(c) Topology C: Transmission Line-Series Varactor(d) Topology D: Transmission Line-Shunt Varactor

Fig. 3.12.: The transmission line characteristic impedance for each topology that
yields the optimal T R for a threshold of Γ2T H = 0.1.

The Smith chart is the

impedance of the load at ω0′ , ZL0 . The top half of the Smith chart represents series resistor-inductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads.
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First, Topologies C and D don’t work when ZT L = 1. Mathematically, this is
because ZT L does not satisfy the validity equations of (3.53) and (3.54). A transmission line of characteristic impedance ZT L = 1 at the input port will only modify the
phase of ΓIN , not its magnitude. The varactor, then, must be able to bring ZL0 to
the origin of the Smith chart by itself. This cannot occur except in the trivial cases
of RL = 1 or GL = 1 exactly for Topologies C and D, respectively.
Second, while the area of the valid regions of the Smith chart are minimized
for Topologies C and D as ZT L approaches 1, they are maximized for Topologies A
and B. Any load can be transformed to the constant resistance R = 1 or constant
conductance G = 1 circles by a ZT L = 1 transmission line. In these topologies, (3.52)
is always satisﬁed.
Third, when ZT L = 1, T R for ΓL0 with Topology A is the same as for −ΓL0 with
Topology B. In fact, more generally, assuming an inﬁnitely tunable varactor that
can achieve negative capacitances, T R for ΓL0 with Topology A and a characteristic
impedance of ZT L is the same as T R for −ΓL0 with Topology B and a characteristic
impedance of 1/ZT L . The same relationship holds between Topologies C and D. In
other words the impedance Smith chart for Topology A is the admittance Smith
chart for Topology B with the reciprocal transmission line characteristic impedance.
Likewise, the impedance Smith chart for Topology C is the admittance Smith chart
for Topology D with the reciprocal transmission line characteristic impedance. Note
that the presented Smith charts assume a series resistor-inductor load when XL0 > 0
and a parallel resistor-capacitor load when XL0 < 0.
Under these conditions, the eﬀect of frequency on a series resistor-inductor load is
perfectly symmetric about the origin with a parallel resistor-capacitor load. The same
is true for transmission lines of reciprocal characteristic impedance. Though series
and shunt capacitances do not exhibit this relationship, series and shunt inﬁnitely
tunable varactors do.
Looking at the plots of T R for ZT L = 2 in Fig. 3.10, they can be compared to
the plots for ZT L = 0.4 (Fig. 3.6). Fig. 3.10a is only slightly diﬀerent than Fig. 3.6b
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mirrored about the origin. This is because Fig. 3.10a is the same as the plot of T R
for Topology B would be with ZT L = 0.5 and a load of −ΓL0 .
Because of the eﬀects of i) ZT L validity, ii) line length, and iii) needed versus
realizable Z1 on T R as previously discussed, the optimal ZT L is dependent on ZL0 . By
sweeping through ZT L values, the optimal characteristic impedance can be chosen for
each load. Fig. 3.11 displays the results of such a sweep. The optimal T R achievable
with any transmission line is presented. The characteristic impedances which yield
those tuning ranges are shown in Fig. 3.12.
Again, due to their duality, Topologies A and B of Fig. 3.11 are mirrors about
the origin of each other, as are Topologies C and D. Likewise, Topologies A and B of
Fig. 3.12 are mirrors about the origin of the reciprocals of each other, as are Topologies
C and D. The discontinuities and trends present in the plots can be attributed to the
same three categories as the plots of T R for a single value of ZT L .
To achieve the optimal T R for many loads, transmission lines with extremely
large or extremely small characteristic impedance are needed. To achieve the optimal
T R for very high quality factor loads (close to the edge of the Smith chart), for
example, ZT L approaches inﬁnity or 0. Just as limitations on the varactor tuning
range will aﬀect the achievable T R, so too will limitations on realizable ZT L . These
practical considerations will be addressed in the following article [4]. Fundamentally,
however, Topologies C and D have a much less stringent T R limit for most loads
when compared to Topologies A and B.
Fig. 3.11 can provide valuable ﬁrst-pass insight for matching network designers.
If they were, for example, designing a tunable matching network for a series resistorinductor load with ZL0 = 0.2 + ȷ1, desiring a T R of 2 when Γ2T H = 0.1, Topology A
would be a bad choice. It fundamentally cannot meet those speciﬁcations.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.13.: The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.25 when ZT L = 1. The Smith chart is the impedance of the load at ω0′ , ZL0 .
The top half of the Smith chart represents series resistor-inductor loads. The bottom
half of the Smith chart represents parallel resistor-capacitor loads.

88

(a) ΓIN and Optimal −XV 0

(b) Optimal ΓIN

Fig. 3.14.: Analysis of varactor values and input reﬂection for Topology A when
ZL0 = 0.2 − ȷ0.2. (a) A contour plot of the achieved value of ΓIN at each frequency
for each varactor value −XV 0 . The green line highlights the −XV 0 which yields the
smallest |ΓIN | at each frequency. (b) A plot of the ΓIN that results when the optimal
−XV 0 is chosen at each frequency. If Γ2T H = 0.25, the tuning range is signiﬁcantly
improved compared to Γ2T H = 0.1.
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(a) ΓIN and Optimal BV 0 , ZL0 = 0.2 + ȷ0.41

(b) ΓIN and Optimal BV 0 , ZL0 = 0.2 + ȷ0.39

(c) Optimal ΓIN

Fig. 3.15.: Comparison of varactor values and input reﬂection for Topology B when
ZL0 = 0.2 + ȷ0.41 or ZL0 = 0.2 + ȷ0.39. (a and b) A contour plot of the achieved
value of ΓIN at each frequency for each varactor value BV 0 . The green line highlights
the BV 0 which yields the smallest |ΓIN | at each frequency. (c) A plot of the ΓIN that
results when the optimal BV 0 is chosen at each frequency. Adjusting Γ2T H from 0.1
to 0.25 does not get rid of the T R discontinuity around ZL0 = 0.2 + ȷ0.4.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.16.: The optimal frequency tuning range for each topology for a threshold of
Γ2T H = 0.25. The best-case ZT L is chosen for each load so as to achieve the maximum
T R possible. The Smith chart is the impedance of the load at ω0′ , ZL0 . The top half
of the Smith chart represents series resistor-inductor loads. The bottom half of the
Smith chart represents parallel resistor-capacitor loads.
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(a) Topology A: Series Varactor-Transmission Line(b) Topology B: Shunt Varactor-Transmission
Line

(c) Topology C: Transmission Line-Series Varactor(d) Topology D: Transmission Line-Shunt Varactor

Fig. 3.17.: The transmission line characteristic impedance for each topology that
yields the optimal T R for a threshold of Γ2T H = 0.25. The Smith chart is the
impedance of the load at ω0′ , ZL0 . The top half of the Smith chart represents series resistor-inductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads.
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3.4.3

ΓT H Dependence

Adjusting the reﬂection threshold will change T R. It will not necessarily, however,
change the location of discontinuities in T R on the Smith chart. Discontinuities
caused by ZT L validity or line length changes will not change locations on the Smith
chart when ΓT H is changed. If the discontinuity is attributable to needed versus
realizable Z1 , however, changing ΓT H could shift its location.
Fig. 3.13 shows the plot of T R for all loads on the Smith chart with ZT L = 1 and
Γ2T H = 0.25. By increasing the threshold, T R for ZL0 = 0.2 − ȷ0.2 with Topology A
is signiﬁcantly increased because it is on the opposite side of the T R discontinuity
compared to Fig. 3.9a.
One way of assessing how ΓT H aﬀects T R is to plot contours of ΓIN versus frequency and varactor value. Such a plot is shown in Fig. 3.14a for Topology A and
ZL0 = 0.2−ȷ0.2. The rings of the contour plot represent successive 5 dB improvements
to ΓIN . Overlaid on top of the contour plot is a green line highlighting the optimal
varactor value at each frequency. This visualization method is valuable because it
shows four characteristics of the tunable matching network on a single plot:
1. the tuning range achievable at a given ΓT H ;
2. the varactor range needed in order to yield the desired tuning range;
3. the eﬀect of changing ΓT H ; and
4. the eﬀect of increasing, decreasing, or adjusting the varactor range.
To assess the fundamental limit of tuning range at a given ΓT H , look at the minimum and maximum ω ′ for that ΓT H contour. For example, the −10 dB contour goes
′
′
= 1.12. It is also of interest to note that this visualization
= 0.78 to ωmax
from ωmin

shows the potential multi-banded nature of this topology. For the −10 dB contour
for instance, two bands are shown: [0.78, 1.12] and [1.46, 1.62].
To determine the varactor range needed to achieve T R, it is noted that each
frequency within the tuning range has two values of XV 0 which yield |ΓIN | = ΓT H :
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XV 0,Upper and XV 0,Lower where XV 0,Upper > XV 0,Lower . The minimum varactor range
needed to achieve the tuning range is
[min {XV 0,Upper }, max {XV 0,Lower }]

(3.68)

where the minimum and maximum are taken across the tuning range. For example,
with the −10 dB threshold contour, the XV 0 range needed to achieve the maximum
tuning range is [−3.0, −0.8].
If the reﬂection threshold were to change, the new T R and needed varactor range
can be quickly determined in the same manner. In the example of ZL0 = 0.2−ȷ0.2 for
Topology A with ZT L = 1, we see very quickly that moving dB (ΓT H ) from −20 dB to
−15 dB to −10 dB yields small incremental increases in T R. However, when moved
′
from −10 dB to −5 dB, there is a very large jump in T R. ωmin
stretches to ω ′ = 0.

If the varactor range needed for T R is not practically implementable, this visualization allows a quick understanding of how much T R will be aﬀected by adjusting
the varactor range. Once the varactor range is decided, T R is limited to where the
ΓT H contour hits the maximum and minimum of that range.
Figure 3.14b shows explicitly the achieved tuning range of Topology A with ZL0 =
0.2 − ȷ0.2 and ZT L = 1. If Γ2T H = 0.1 the tuning range is seen to be T R = 0.34, from
′
′
ωmin
= 0.78 to ωmax
= 1.12. When Γ2T H = 0.25 the tuning range is T R = 1.18, from
′
′
ωmin
= 0 to ωmax
= 1.18.

As mentioned above, changing ΓT H does not aﬀect the location of the discontinuities based on ZT L validity. As such, Topologies C and D do not work across the
Smith chart, no matter the value of ΓT H . Likewise, the discontinuities in T R associated with discontinuities in line length are also unaﬀected by ΓT H . This is seen in
Fig. 3.13 for Topologies A and B when looking at the discontinuities at the constant
resistance R = 1 and constant conductance G = 1 circles, respectively.
Fig. 3.15 shows the contour plots of ΓIN for ZL0 = 0.2+ȷ0.41 and ZL0 = 0.2+ȷ0.39
for Topology B with ZT L = 1. These loads are immediately on either side of the
constant G = 1 circle. Because they require completely diﬀerent transmission line
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lengths in order to achieve a perfect match at ω0′ , their ΓIN contours are not similar.
Thus, their plots of optimal ΓIN versus frequency are not similar either and adjusting
ΓT H does not get rid of the discontinuity (Fig. 3.15c).
Performing a sweep of ZT L and optimizing with Γ2T H = 0.25 results in T R plots
for each topology that have increased the area of their large-T R regions compared to
Γ2T H = 0.1 (Fig. 3.16). This is especially noticeable when looking at loads very close
to the real axis with |ΓL0 | < ΓT H . Fig. 3.17 shows the associated transmission line
characteristic impedances.

3.4.4

Tunable Versus Static

Because including tunability adds additional complexity and loss to RF circuits
compared to static networks, it is valuable to know what beneﬁts are gained by their
inclusion.
Figures 3.18–3.22 present the optimal tuning ranges T R which result when static
capacitors are used instead of a tunable varactors for each of the topologies for various
transmission line parameters. The static capacitance value is chosen to yield a perfect
match at ω0′ . As with the tunable varactor versions of the topologies, optimal T R is
calculated for ZT L of 0.4, 1, and 2, with Γ2T H = 0.1. Figure 3.21 shows T R for each
topology when the best ZT L for use with a static capacitor is chosen at each ZL0 .
Again, this is determined by sweeping through ZT L values and selecting the one with
the greatest T R for each load (Fig. 3.22).

Symmetry
The previous symmetry about the origin for dual networks with reciprocal transmission line characteristic impedances is no longer applicable. The dual of a capacitor
is an inductor, not a capacitor, so Topologies A and B (or C and D) are not in reality duals of one another. Their dual behaviour in the inﬁnitely tunable topologies
occurred only because they were inﬁnitely tunable. An inﬁnitely tunable capacitor
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.18.: The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L = 0.4 and the varactor is replaced by a static capacitor. The Smith chart
is the impedance of the load at ω0′ , ZL0 . The top half of the Smith chart represents
series resistor-inductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.19.: The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L = 1 and the varactor is replaced by a static capacitor. The Smith chart
is the impedance of the load at ω0′ , ZL0 . The top half of the Smith chart represents
series resistor-inductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.20.: The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L = 2 and the varactor is replaced by a static capacitor. The Smith chart
is the impedance of the load at ω0′ , ZL0 . The top half of the Smith chart represents
series resistor-inductor loads. The bottom half of the Smith chart represents parallel
resistor-capacitor loads.

98

(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 3.21.: The optimal frequency range for each topology for a threshold of Γ2T H = 0.1
when ZT L is chosen optimally and the varactor is replaced by a static capacitor. The
Smith chart is the impedance of the load at ω0′ , ZL0 . The top half of the Smith
chart represents series resistor-inductor loads. The bottom half of the Smith chart
represents parallel resistor-capacitor loads.
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(a) Topology A: Series Varactor-Transmission Line(b) Topology B: Shunt Varactor-Transmission
Line

(c) Topology C: Transmission Line-Series Varactor(d) Topology D: Transmission Line-Shunt Varactor

Fig. 3.22.: The optimal transmission line characteristic impedance for each topology
for a threshold of Γ2T H = 0.1 when the varactor is replaced by a static capacitor.
The Smith chart is the impedance of the load at ω0′ , ZL0 . The top half of the Smith
chart represents series resistor-inductor loads. The bottom half of the Smith chart
represents parallel resistor-capacitor loads.
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(a) ΓIN and Optimal BV 0

(b) Optimal ΓIN

Fig. 3.23.: Analysis of varactor values and input reﬂection for Topology B when
ZL0 = 0.5−ȷ0.2. (a) A contour plot of the achieved value of ΓIN at each frequency for
each varactor value BV 0 . The green line highlights the BV 0 which yields the smallest
|ΓIN | at each frequency. The blue line highlights the BV 0 of a static capacitor network.
(c) A plot of the ΓIN that results when the optimal BV 0 is chosen at each frequency
(green) or the static capacitor is utilized (blue). The tunable varactor provides only
a 10% improvement to T R.
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has the same impedance range as an inﬁnitely tunable inductor at any frequency. In
the static case, however, an inductor and capacitor can be chosen to have the same
impedance at one frequency, but away from that frequency their impedances will be
diﬀerent.

Some small T R improvements
There are some loads on the Smith chart which do not yield a very large improvement in T R for a topology at a set ZT L by implementing a tunable varactor instead
of a static capacitor. For example, Topology B with ZT L = 2, ZL0 = 0.5 − ȷ0.2, and
Γ2T H = 0.1 has T R = 1.36 with a static capacitor (Fig. 3.20b) and T R = 1.50 with an
inﬁnitely tunable varactor (Fig. 3.10b), a 10% improvement in T R. To see why this is
so, Fig. 3.23a shows the ΓIN contours and Fig. 3.23b the optimal ΓIN values for both
the static capacitor and the tunable varactor. There is very little of the optimal BV 0
curve which stays within the −10 dB threshold while the static BV 0 curve does not.
In fact, it can be seen from Fig. 3.23a that if the static capacitor was not constrained
to yield a perfect match at ω0′ , BV 0 could be decreased (from 0.95 to 0.59) and achieve
the exact same frequency range with |ΓIN | < ΓT H as the tunable varactor.

Optimal ZT L
Whereas when ZT L is constrained, the tunable networks may be limited to only
a small improvement in T R versus the static networks, if ZT L is optimized, the
fundamental limits of T R for tunable networks are generally much higher than their
static counterparts. This can be seen by comparing Fig. 3.11 (tunable) to Fig. 3.21
(static), representing Γ2T H = 0.1.
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3.5

Conclusion
We have presented the fundamental limits of the frequency tuning range of single-

tuning-element distributed matching networks. By ﬁnding the zeros of an analytical
formula, the theoretical limit of the frequency tuning range for any of the four presented topologies with series resistor-inductor or parallel resistor-capacitor loads can
be calculated very quickly. As eﬀorts are made toward improving real-world matching
network frequency tuning ranges, the presented methodology and results provide hard
bounds on what is theoretically possible with a single tuning element in a distributed
network under ideal conditions. In the next chapter, we will explore some practical
considerations when implementing these tunable topologies with realistic limitations.

3.6

Chapter Note: Transmission Line Transformer
A single transmission line can be used to transform a load impedance ZL to an

input impedance ZIN . It is well-known that if ZL and ZIN are real, a transmission
line that performs this transformation has a length of ℓ = λ/4 and a characteristic
√
impedance of ZT L = ZL ZIN . This speciﬁc case of real input and load impedances
can be extended to the general case of complex input and load impedances. In the
general case, there is a closed-form solution for ZT L and tan βℓ given ZL and ZIN
which is derived as follows.
The input impedance of a transmission line is
ZIN = ZT L

ZL + ȷZT L t
ZT L + ȷZL t

(3.69)

where
t = tan βℓ.

(3.70)

ZIN ZT L + ȷZIN ZL t = ZT L ZL + ȷZT2 L t.

(3.71)

This formula can be manipulated as

103
Setting the real part of the left and right side of (3.71) equal yields
RIN ZT L − RIN XL t − XIN RL t = RL ZT L

(3.72)

where ZIN = RIN + ȷXIN and ZL = RL + ȷXL . Solving for ZT L (assumed real),
ZT L =

RIN XL + XIN RL
t.
RIN − RL

(3.73)

Similarly, setting the imaginary part of the left and right side of (3.71) equal and
solving for t gives
t=

ZT2 L

XIN − XL
ZT L .
− RIN RL + XIN XL

Plugging (3.74) into (3.73) and rearranging gives the solution for ZT L ,
[
ZT L = (RIN RL − XIN XL )
]1/2
XIN − XL
+ (RIN XL + XIN RL )
RIN − RL
√
|ZIN |2 RL − |ZL |2 RIN
=
.
RIN − RL
Plugging (3.75) into (3.74) gives the value of tan βℓ,
√
RIN − RL
|ZIN |2 RL − |ZL |2 RIN
t=
.
RIN XL + XIN RL
RIN − RL
Note that if XL = XIN = 0 then ZT L =

(3.74)

(3.75)

(3.76)

√
RIN RL and tan βℓ = ±∞ as expected.
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4. PRACTICAL DESIGN AND IMPLEMENTATION
4.1

Introduction
In the previous chapter, we explored the fundamental limits of idealized tunable

distributed matching networks. In this chapter, we augment that exploration by
looking into some practical considerations for real-world implementation. For example, in the previous chapter it was assumed that the varactor could be tuned from
−∞ to +∞. In this chapter we put constraints on the varactor range. The speciﬁc
questions addressed are: (i) How do practical limitations in transmission line characteristic impedance, purely positive capacitances, and varactor range limits aﬀect
optimal frequency tuning range and parameter choice? (ii) How do these limitations
change which loads can be matched at the design frequency? (iii) How does varactor
loss aﬀect the way matching networks are analyzed? (iv) What eﬀect does that loss
have on network performance? (v) How sensitive are matching networks to varactor
parasitics? (vi) What is the voltage across the varactor? (vii) What design procedure
can be followed to realize a matching network which meets design criteria? (viii) How
well do measurements match with simulation?
Discussions addressing these questions and measured results that validate the
ﬁndings are presented in the following sections. While parameter limitations and nonidealities aﬀect the attainable tuning ranges presented in the previous chapter, it is of
interest to note that the limits of that chapter still act as a ceiling, its visualizations
provide great insight into the aﬀect of these limitations, and the framework previously
developed for understanding tuning range dependencies still applies. It is assumed
that the reader is familiar with the previous chapter. To limit repetition, the variables
and topologies deﬁned in Chapter 3 will be utilized in the following discussions and
analyses.
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4.2

Implementation Limitations
There are limitations to what can be fabricated or manufactured in radio frequency

(RF) systems. As technologies improve, these limitations become less stringent. Even
so, two major limitations continue to exist: the achievable transmission line characteristic impedance and the range of capacitance values achievable by a tunable capacitor
(varactor).
With reference to the four topologies (Topologies A–D), these implementation
limitations are represented by placing limits on the topology parameters.

4.2.1

ZT L Limitations

When addressing the question of fundamental limits, we assumed the transmission line characteristic impedance could be any positive value. Not all characteristic
impedances, however, can be fabricated. For example, loss and/or extreme dimensions
(both large and small) make realizing very large and very small ZT L either challenging
or impossible. In practice, therefore, ZT L is bound by ZT L,min and ZT L,max . There
are three major implications of being limited in choice of ZT L .

ZL0 Validity
When transmission line characteristic impedance can be freely chosen from 0 <
ZT L < ∞, any load can be matched (ΓIN = 0) at ω0′ with all of the topologies.
However, if ZT L is limited to ZT L,min ≤ ZT L ≤ ZT L,max , the valid ZL0 for which a
match can be provided at ω0′ are restricted. This is the case for each topology even if
ZT L can be freely chosen in that range.
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 4.1.: Optimal tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when the
transmission line impedance is limited to between ZT L,min = 0.4 and ZT L,max = 2.0.
Optimization assumes a reﬂection threshold of Γ2T H = 0.1. The Smith chart is the
impedance of the load at ω0′ , ZL0 . Contours of the load quality factors are overlaid
as dashed lines.
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(a) Topology A: Series Varactor-Transmission Line(b) Topology B: Shunt Varactor-Transmission
Line

(c) Topology C: Transmission Line-Series Varactor(d) Topology D: Transmission Line-Shunt Varactor

Fig. 4.2.: The transmission line characteristic impedance ZT L which yields the optimal
tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when ZT L is limited to
between ZT L = 0.4 and ZT L = 2.0. Optimization assumes a reﬂection threshold of
Γ2T H = 0.1. The Smith chart is the impedance of the load at ω0′ , ZL0 . Contours of
the load quality factors are overlaid as dashed lines.
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From (3.52) it is seen that for Topologies A and B, the loads which could be
matched at ω0′ , assuming ZT L can be freely chosen between ZT L,min and ZT L,max ,
must satisfy


X2


RL0 + RL0L0−1 < ZT2 L,max , if ZL0 in Region I



X2
RL0 + RL0L0−1 > ZT2 L,min , if ZL0 in Region III





any ZL0 ,
otherwise.
It should be noted that RL0 +

2
XL0
RL0 −1

(4.1)

is always less than 1 in Region I and always

greater than 1 in Region III. Thus, if ZT L,min ≤ 1 ≤ ZT L,max then all loads on the
Smith chart are valid for Topologies A and B.
With a range of ZT L from which to choose, the valid loads for Topology C can be
determined from (3.53). The valid loads are those where


RL0 > Z 2
if ZL0 in Region I, II, or IV
T L,min ,

RL0 < Z 2
T L,max , if ZL0 in Region III.
Similarly, for Topology D, from (3.54),


 1 > Z2
if ZL0 in Region I
T L,min ,
GL0



1
GL0

(4.2)

(4.3)

< ZT2 L,max , if ZL0 in Region II, III, or IV.

In Fig. 4.1, the optimal frequency tuning range of each of the topologies for each
load on the Smith chart is shown when ZT L is restricted to between ZT L,min = 0.4
and ZT L,max = 2, Γ2T H = 0.1, and the varactor is inﬁnitely tunable.

Because

[ZT L,min , ZT L,max ] contains 1, all ZL0 are valid for Topologies A and B as expected.
For Topologies C and D, however, the valid ZL0 are restricted as described above:
RL0 > 0.16 and RL0 < 4 in Regions I, II, or IV and Region III, respectively, for Topology C;

1
GL0

> 0.16 and

for Topology D.

1
GL0

< 4 in Region I and Regions II, III, or IV, respectively,
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(a) ΓIN and Optimal BV 0 , ZT L = 0.1

(b) ΓIN and Optimal BV 0 , ZT L = 0.4

(c) Optimal ΓIN

Fig. 4.3.: Comparison of varactor values and input reﬂection for Topology B with a
load of ZL0 = 0.5 + ȷ1. (a and b) A contour plot of the achieved value of ΓIN at
each frequency for each varactor value BV 0 when (a) ZT L = 0.1 and (b) ZT L = 0.4.
The green and blue lines highlight the BV 0 which yield the smallest |ΓIN | at each
frequency. (c) A plot of the ΓIN that results when the optimal BV 0 is chosen at each
frequency. When ZT L is restricted to [0.4, 2], the optimal ZT L increases to 0.4 and
the optimal T R decreases.
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(a) ΓIN and Optimal BV 0 , ZT L = 4

(b) ΓIN and Optimal BV 0 , ZT L = 2

(c) Optimal ΓIN

Fig. 4.4.: Comparison of varactor values and input reﬂection for Topology B with a
load of ZL0 = 0.4 − ȷ1. (a and b) A contour plot of the achieved value of ΓIN at each
frequency for each varactor value BV 0 when (a) ZT L = 8 and (b) ZT L = 2. The green
and blue lines highlight the BV 0 which yield the smallest |ΓIN | at each frequency.
(c) A plot of the ΓIN that results when the optimal BV 0 is chosen at each frequency.
When ZT L is restricted to [0.4, 2], decreasing ZT L to 2 signiﬁcantly decreases T R; the
optimal ZT L in this case is not 2.
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Optimal ZT L Landscape
In addition to aﬀecting which ZL0 are valid, restrictions in ZT L also change the
optimal ZT L landscape across the Smith chart loads. In the previous chapter, the
optimal ZT L are found without restriction. We refer to these unbound optimal ZT L
as ZT′ L . In portions of the Smith chart where those ZT′ L are within [ZT L,min , ZT L,max ],
the restrictions have no impact: the bound optimal ZT L = ZT′ L . However where
the ZT′ L are outside of [ZT L,min , ZT L,max ], the bound optimal ZT L will be diﬀerent:
ZT L ̸= ZT′ L .
There are two ways which ZT L could diﬀer from ZT′ L . First, ZT L,max and ZT L,min
could simply act as a cap and ﬂoor. That is, the optimal bounded ZT L for load ZL0
could be ZT L (ZL0 ) = min {ZT L,max , max {ZT L,min , ZT′ L (ZL0 )}}. This is often the case
for ZL0 away from ZT′ L discontinuities. Second, the locations of the discontinuities of
the bounded optimal ZT L will diﬀer from those of ZT′ L . Both transmission line length
and realizable Z1 are impacted by ZT L which change the locations of the discontinuities. Loads which are aﬀected by this discontinuity shift will not be optimized by
simply capping or ﬂooring ZT′ L .
Fig. 4.2 shows the optimal ZT L for each load on the Smith chart for Γ2T H = 0.1
when ZT L,min = 0.4 and ZT L,max = 2. That ﬁgure can be compared to Fig. 3.12
which has no restrictions on ZT′ L . The two eﬀects of limiting ZT L are exempliﬁed in
Topology B of these ﬁgures.
On the one hand, at ZL0 = 0.5 + ȷ1, the optimal ZT L simply increases to ZT L,min .
Fig. 4.3 shows comparisons of the ΓIN contours and the optimal ΓIN versus frequency
when ZT L = 0.1 and when ZT L = 0.4. Increasing the transmission line characteristic
impedance to ZT L,min decreases T R slightly, but is still the optimal ZT L .
On the other hand, at ZL0 = 0.4 − ȷ1, the optimal ZT L shifts dramatically when
ZT L is limited to [0.4, 2]. In fact, the location of the optimal ZT L discontinuity on
the Smith chart moves when the restriction is in place. The reason for this can be
seen in Fig. 4.4. When ZT L = 4, the reﬂection mid-band (near ω ′ = 0.8) stays below
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the threshold. However, when ZT L is decreased to 2, that reﬂection is pushed above
the threshold, signiﬁcantly decreasing T R and forcing a change in optimal ZT L for
ZL0 = 0.4 − ȷ1. This eﬀect could also be seen by looking at needed versus realizable
Z1 .

Optimal T R Landscape
Just as the optimal ZT L landscape on the Smith chart changes when ZT L is restricted, so too does the optimal T R landscape . This can be seen by comparing
Fig. 3.11 and Fig. 4.1. If ZT L = ZT′ L for a particular ZL0 , then T R does not change
for that load. If, however, ZT L ̸= ZT′ L , then the T R landscape can change. T R can
decrease and the locations of T R discontinuities on the Smith chart can move.

4.2.2

Varactor Limitations

When studying the fundamental limits of the topologies, inﬁnitely tunable varactors were assumed (−∞ < CV < ∞). In practice, varactor ranges are limited in two
ways, both of which aﬀect the implementation of tunable matching networks.

Positive Capacitance Limitation
Though eﬀective negative capacitances can be realized with active circuitry, such
as a negative impedance converter, passive varactor technologies are limited to positive capacitances. This restriction has four results.
First, the domain of valid ZL0 is further restricted for Topologies C and D. For
Topology C, when capacitance is unlimited, at ω0′ X1 = Im {Z1 } can be chosen freely
with the varactor. However, if capacitance is positive then X1 ≤ XL . Additionally,
to achieve a match at ω0′ , Z1 must lie on the circular locus associated with the transmission line of ZT L which passes through the Smith chart origin (i.e. a transmission
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(a) Topology A: Series Varactor-Transmission(b) Topology B: Shunt Varactor-Transmission
Line

Line

(c) Topology C: Transmission Line-Series Varac-(d) Topology D: Transmission Line-Shunt Vartor

actor

Fig. 4.5.: Optimal tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when
the transmission line impedance is limited to between ZT L = 0.4 and ZT L = 2.0 and
the varactor range is limited to 4 : 1. Optimization assumes a reﬂection threshold of
Γ2T H = 0.1. The Smith chart is the impedance of the load at ω0′ , ZL0 . Contours of
the load quality factors are overlaid as dashed lines.
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(a) Topology A: Series Varactor-Transmission Line(b) Topology B: Shunt Varactor-Transmission
Line

(c) Topology C: Transmission Line-Series Varactor(d) Topology D: Transmission Line-Shunt Varactor

Fig. 4.6.: The transmission line characteristic impedance ZT L which yields the optimal
tuning range for Topologies (a) A, (b) B, (c) C, and (d) D when ZT L is limited
to between ZT L = 0.4 and ZT L = 2.0 and the varactor range is limited to 4 : 1.
Optimization assumes a reﬂection threshold of Γ2T H = 0.1. The Smith chart is the
impedance of the load at ω0′ , ZL0 . Contours of the load quality factors are overlaid
as dashed lines.
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line of characteristic impedance ZT L must be able to transform Z1 to ZS = 1). That
circular locus has a center (CLocus ) and radius (RLocus ) in the Γ-domain of
ΓT L
1 + Γ2T L
RLocus (ΓT L ) = |CLocus |
CLocus (ΓT L ) =

(4.4)
(4.5)

where
ΓT L =

ZT L − 1
.
ZT L + 1

(4.6)

The equation of this circular locus in the ZL0 -domain is
( 2
(
)2
)2
ZT2 L + 1
ZT L − 1
2
+ XL0 =
.
RL0 −
2
2

(4.7)

Because of this, for Topology C, the validity test for ZL0 with only positive capacitances is
XL0 > −

√(
)
RL0 − ZT2 L,min (1 − RL0 )

(4.8)

if ZL0 is in Region I or II, and
XL0 > −

√(

)
RL0 − ZT2 L,max (1 − RL0 )

(4.9)

if ZL0 is in Region III. All ZL0 in Region IV are invalid.
Similarly, for Topology D, ZL0 is valid when
v(
)
u
u
1
BL0 < t GL0 − 2
(1 − GL0 )
ZT L,min
if ZL0 is in Region I, and
BL0

v(
u
u
< t GL0 −

1
ZT2 L,max

(4.10)

)
(1 − GL0 )

(4.11)

if ZL0 is in Region II or III. All ZL0 in Region IV are invalid.
Note that with Topologies A and B, the sign limitation on CV doesn’t pose any
new restrictions on ZL0 validity. The transmission line length can be adjusted to
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make X1 or B1 the correct sign to achieve a match at ω0′ with a positive CV . Thus
for Topologies A and B the valid ZL0 are the same with the positive capacitance
limitation as with no limitation as shown in (4.1).
Second, allowing only positive varactor capacitances can yield fewer options for
the capacitance and transmission line length parameters needed to achieve a match
at ω0′ . In Topologies A and B, the transmission line transforms ZL0 to R1 = 1 and
G1 = 1, respectively. With only positive varactor capacitance, the line length for
these topologies must be chosen such that X1 > 0 at ω0′ even if that means a worse
T R. Thus, only one sign of the square root in (3.56), (3.58), and (3.60) is valid—the
one which yields XV 0 < 0 or BV 0 > 0 in (3.59) or (3.60), respectively.
In Topologies C and D, the varactor modiﬁes ZL0 such that Z1 lies on the circular
transmission line locus on the Smith chart as discussed above. Generally, there are two
potential values of Z1 , each complex conjugates of one another. When ZL0 is outside
the circle (and valid), both Z1 are achievable with a positive varactor capacitance. If
ZL0 is inside the locus circle, however, only one of the Z1 is achievable. In this case
a positive restriction on varactor capacitance limits Z1 to X1 < 0 (B1 > 0) on the
circle. XV 0 must be < 0 in (3.63) and (3.66).
Third, in each of the topologies, for a given load and set of transmission line
parameters, a positive varactor capacitance can increase the optimal |ΓIN | across
frequency (i.e. make it worse). If the optimal BV 0 or XV 0 at a frequency ω ′ in
the |ΓIN | contour plot is negative or positive, respectively, then a positive varactor
capacitance limitation will decrease the optimal |ΓIN | at ω ′ . For example, in Fig. 4.4a
and Fig. 4.4b the optimal BV 0 is less than 0 for ω ′ below approximately 0.8. For
′
ZT L = 4 this means ωmin
increases from 0.4 to 0.5, decreasing its T R. For ZT L = 2,
′
is already > 0.8 even with negative varactor capacitances)
T R is not aﬀected (ωmin

but the optimal ΓIN is now always worse than −10 dB for ω ′ < 0.9. There is no
second band of dB (ΓIN ) < −10 between ω ′ = 0.37 and ω ′ = 0.72.
Fourth, as a ﬁnal note, without negative varactor capacitances, the varactor can
not be an eﬀective inductor. Thus, the duality of the series and shunt varactor
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networks no longer applies. There is no symmetry in the optimal T R and ZT L plots
between Topologies A and B and Topologies C and D when their ZT L are reciprocal,
as there is if the varactor can achieve negative capacitance.

Limited Varactor Range
In addition to being limited to positive varactor capacitances, in practice varactors are not inﬁnitely tunable. The range of any particular varactor is limited to
[Cmin , Cmax ]. This limit in varactor range can decrease the frequency tuning range of
′
′
the matching network. ωmin
and ωmax
can be determined as follows.

For Topology A and C with series varactors, let XV 0,min (ω ′ ) and XV 0,max (ω ′ )
be the ω0′ reactance of the varactor capacitances which would yield |ΓIN | = ΓT H at
frequency ω ′ ((3.21) and (3.22)). For the matching network to yield |ΓIN | ≤ ΓT H at
]
[
1
1
′
ω , [XV 0,min , XV 0,max ] and − Cmin , − Cmax must intersect. That is, the following two
conditions must hold:
XV 0,min (ω ′ ) ≤ −

1

Cmax
1
XV 0,max (ω ′ ) ≥ −
.
Cmin

(4.12)
(4.13)

The bounds of where these conditions hold true are the zeros of
ζ1 (ω ′ ) = XV 0,min (ω ′ ) +

1

Cmax
1
ζ2 (ω ′ ) = XV 0,max (ω ′ ) +
Cmin

(4.14)
(4.15)

with respect to ω ′ . Thus,
′
= the zero of ∆ (ω ′ ) , ζ1 (ω ′ ) , or ζ2 (ω ′ )
ωmin

(4.16)

closest to but ≤ 1
′
= the zero of ∆ (ω ′ ) , ζ1 (ω ′ ) , or ζ2 (ω ′ )
ωmax

closest to but ≥ 1
where ∆ (ω ′ ) is deﬁned by (3.23).

(4.17)
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(a) ΓIN and Optimal −XV 0

(b) Optimal ΓIN

Fig. 4.7.: Comparison of varactor values and input reﬂection for Topology C with a
load of ZL0 = 0.8 + ȷ0.5 when ZT L = 0.4. (a) A contour plot of the achieved value
of ΓIN at each frequency for each varactor value −XV 0 . The solid lines highlight
the −XV 0 which yield the smallest |ΓIN | at each frequency when −∞ < XV 0 < ∞
(green) and −0.57 ≤ XV 0 ≤ −0.14 (blue). (b) A plot of the ΓIN that results when
the optimal −XV 0 is chosen at each frequency. Restricting the capacitance range of
the varactor decreases the frequency tuning range of the matching network.
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For Topology B and D with a shunt varactor
ζ1 (ω ′ ) = BV 0,min (ω ′ ) − Cmax

(4.18)

ζ2 (ω ′ ) = BV 0,max (ω ′ ) − Cmin

(4.19)

where BV 0,min (ω ′ ) and BV 0,max (ω ′ ) are the ω0′ susceptance of the varactor capacitances which would yield |ΓIN | = ΓT H at frequency ω ′ and BV 0,min ≤ BV 0,max .
The frequency tuning range with a limited varactor range can also be visually
determined using the ΓIN contour plot. For example, Fig. 4.7a shows the ΓIN contours
for Topology C designed for ZL0 = 0.8 + ȷ0.5 with ZT L = 0.4. If the varactor range
is limited to −0.57 ≤ XV 0 ≤ −0.14 (a 4 : 1 varactor range) T R can be calculated
′
′
from ωmin
and ωmax
determined from the plot. The green curve shows the optimal

−XV 0 if varactor capacitance is unlimited. The blue line limits the optimal −XV 0
′
′
to the varactor range. ωmin
and ωmax
are where this capacitance-restricted optimal

−XV 0 curve crosses out of the −10 dB ΓIN contour less than and greater than ω ′ = 1,
′
′
respectively. In this example, ωmin
≈ 0.25 and ωmax
≈ 2. T R = 1.75 compared to

T R = 2.47 with an inﬁnitely tunable varactor.
The eﬀects of limiting ZT L and the varactor range are shown in Fig. 4.5 and
Fig. 4.6 for example limitations of 0.4 ≤ ZT L ≤ 2 and a varactor range of 4 : 1. Note
the valid ZL0 agree with the above and T R is often less than Fig. 4.1 due to the
varactor range limitation.

4.3

Eﬀects of Non-Idealities
In addition to the preceding limitations on the parameters of the topologies, the

topologies themselves are idealized versions of fabricated matching networks. To take
into account loss and parasitics of real devices and circuits, we must add and/or
modify circuit elements in the topologies. The non-idealities we will investigate in
this section are the varactor quality factor (loss) and varactor parasitics. We will also
present a brief analysis of the voltage across the varactor which has implications for
power handling and linearity.
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Fig. 4.8.: An example of a circuit that has outstanding ΓIN performance but would
not be a good matching network.

4.3.1

Varactor Quality Factor

Up to this point, the matching networks have been assumed to be lossless. A variety of loss mechanisms, however, exist in implementation including ohmic, dielectric,
and radiation losses. Including loss has an impact on both analysis methodology as
well as matching network performance.

Analysis Methodology Eﬀect
When analyzing a matching network for comparison to other matching networks,
if the networks are all lossless, then minimizing |ΓIN | maximizes power transfer to
the load given a source ZS = 1. The circuit that yields the smallest |ΓIN | at ω ′ will
deliver the maximum power to the load at that frequency. However, when comparing
lossy matching networks, this isn’t necessarily the case. As an extreme example,
the matching network of Fig. 4.8 has outstanding performance with respect to |ΓIN |.
However, no power is actually delivered to the load. When matching networks are
lossy, |ΓIN | is not a good metric for judging performance (in fact, because bandwidth
increases with decreasing quality factor, looking just at the frequency range of |ΓIN |
could lead to favoring the lossiest network!).
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Fig. 4.9.: The eﬀect of the varactor’s eﬀective series resistance on GT for Topology
A at a frequency where ΓIN = 0 before adding the resistor. Topology A is unique
in that the eﬀect of Rseries is not dependent on the varactor capacitance or the load.
The resistor contributes both reﬂection (blue) and ohmic loss (red) to the matching
network causing a net decrease in GT (green).

For this reason, when analyzing lossy matching networks, transducer gain (GT )
is used. Transducer gain is the power delivered to the load divided by the power
available from the source and is calculated by [5]
GT =

2
1 − |ΓS |2
2 1 − |ΓL |
|S
|
21
|1 − ΓIN ΓS |2
|1 − S22 ΓL |2

(4.20)

where ΓS is the reﬂection coeﬃcient of the source and Smn are the matching network
scattering parameters. With a normalized ZS = 1, ΓS = 0.
Note that if the matching network is in fact lossless, then
GT = 1 − |ΓIN |2 .

(4.21)

For analysis of lossy networks, GT,T H (the GT threshold) will be utilized instead of
ΓT H . Instead of |ΓT H |2 = 0.1, for example, we will use GT,T H = 0.9 (−0.458 dB).

122

(a) Topology A, ZL0 = 0.5 − ȷ1

(b) T R vs Rseries

Fig. 4.10.: Simulations of Topology A when a resistance of Rseries is included in series
with the varactor. The topology parameters are chosen by optimizing for ZL0 =
0.5 − ȷ1 with the limitation of 0.4 ≤ ZT L ≤ 2 and a varactor range of 4 : 1, resulting
in ZT L = 2 and −2.35 ≤ XV 0 ≤ −0.59. (a) The optimal transducer gain at each
frequency. Normalized Rseries of 0, 1/50, 2/50, 3/50, 4/50, and 5/50 are shown. (b)
The eﬀect of varactor series resistance on the matching network’s frequency tuning
range.
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(a) Topology D, ZL0 = 2 + ȷ1

(b) T R vs Rseries

Fig. 4.11.: Simulations of Topology D when a resistance of Rseries is included in series
with the varactor. The topology parameters are chosen by optimizing for ZL0 = 2+ȷ1
with the limitation of 0.4 ≤ ZT L ≤ 2 and a varactor range of 4 : 1, resulting in
ZT L = 2 and 0.125 ≤ BV 0 ≤ 0.5. (a) The optimal transducer gain at each frequency.
Normalized Rseries of 0, 1/50, 2/50, 3/50, 4/50, and 5/50 are shown. (b) The eﬀect of
varactor series resistance on the matching network’s frequency tuning range.
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Performance Eﬀect
Loss in the varactor can be modeled as a resistor (Rseries ) in series with the tunable
capacitor. With this model, the varactor quality factor at ω ′ for each CV state is
QV =

1
ω ′ Rseries CV

.

(4.22)

Depending on the topology, load, transmission line, and resistance, the resistor can
have very signiﬁcant or negligible impact on the tuning range. The resistor impacts
GT both by changing ΓIN and by adding loss to the network. The ratio of the power
consumed by the resistor versus the power delivered to the matching network can be
calculated as follows.
Power that is delivered to the matching network (as opposed to reﬂected) will
either be consumed by Rseries or by the load. For Topology A, the voltage across the
resistor is
VR = VIN

Rseries
ZIN

(4.23)

where VIN is the total voltage at the input of the matching network (assumed as 0
phase for simplicity). The average power consumed by the resistor then is
1 |VR |2
PR =
2 Rseries
V 2 Rseries
= IN
.
2 |ZIN |2
The total power consumed by the matching network and load is
{
}
2
VIN
1
PIN =
Re
2
ZIN
2
V Re {ZIN }
= IN
.
2 |ZIN |2

(4.24)
(4.25)

(4.26)
(4.27)

The ratio of PR to PIN for Topology A is
PR
Rseries
=
.
PIN
Re {ZIN }

(4.28)
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Note that if Topology A is perfectly matched then

PR
PIN

= Rseries and if it was perfectly

matched before the resistor was added then
Rseries
PR
=
.
PIN
1 + Rseries

(4.29)

With Topology A, the eﬀect of Rseries on GT can be determined without reference to
the load or the varactor capacitance. A plot of this eﬀect for Rseries up to 1 is shown
in Fig. 4.9.
Similar analyses can be performed for the other topologies. For Topology B,
PR
|ZIN |2 Rseries
=
PIN
|ZV |2 Re {ZIN }

(4.30)

where the impedance of the varactor with the series resistor is
ZV = Rseries − ȷ

1
ω ′ CV

.

(4.31)

Topology C has a ratio of
PR
Rseries
=
.
PIN
Rseries + RL

(4.32)

PR
Rseries
=
2 .
V|
PIN
Rseries + RL |Z
2
|Z |

(4.33)

Finally, for Topology D,

L

In addition to the loss contributed by the resistor, it also changes ZIN . Both of these
aspects contribute to decreasing GT .
It is valuable to note that these loss equations are not limited to these topologies.
They are valid for any (otherwise loss-less) matching network that has a single lossy
varactor in series at the source (4.28), in shunt at the source (4.30), in series at the
load (4.32), or in shunt at the load (4.33).
To show the eﬀect of the eﬀective series resistance on GT and T R, two examples are
discussed. First, Fig. 4.10a shows the simulated GT of Topology A for ZL0 = 0.5 − ȷ1
with a variety of series resistances. The topology parameters are chosen by ﬁrst
assuming it is lossless and optimizing for Γ2T H = 0.1 with 0.4 ≤ ZT L ≤ 2 and a varactor
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Fig. 4.12.: The contribution of the ohmic loss of the varactor’s eﬀective series resistance on GT for Topology D at a frequency where ΓIN = 0 before adding the
resistor. This curve is good for any frequency of a Topology D matching network
with ZL = 2 + ȷ1 and BV = 0.44.

Table 4.1.: Decreasing Varactor Ohmic Loss
Topology

To Decrease PR /PIN

Parameter

Any

Decrease

Rseries

A

Increase

Re {ZIN }

B

Increase

GIN

B

Decrease

BV

C

Increase

RL

D

Increase

GL

D

Decrease

BV
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range of 4 : 1 (maximum). Once the parameters are chosen, a series resistance is added
to the varactor and the optimal GT is calculated at each frequency. When there is
no loss, the tuning range for GT,T H = 0.9 is simulated to be T R = 0.43. As Rseries
increases (Fig. 4.10b), T R slowly decreases until Rseries ≈ 0.06 at which point T R
drops oﬀ quickly. Two factors contribute to the eﬀect of Rseries on T R: i) the added
loss from the resistor and ii) the shape of the GT curve. At ω0′ with Rseries = 0.1, the
R
= −0.414 dB. An
added loss from the resistor is calculated from (4.28) to be 1 − PPIN

additional hit on GT comes from the increased reﬂection (1 − |ΓIN |2 = −0.010 dB).
The simulated value of GT (ω0′ ) = −0.424 dB matches up with these calculated values.
Second, Fig. 4.11a shows GT from Topology D with ZL0 = 2 + ȷ1 for a range of
Rseries . The topology is optimized for Γ2T H = 0.1, 0.4 ≤ ZT L ≤ 2, a maximum varactor
range of 4 : 1, and assuming Rseries . The plot shows GT as Rseries is increased but
all other parameters remain the same. For the same range of Rseries , GT and T R are
not aﬀected nearly as much as the previous example, with T R staying near 2 and GT
dropping less than a quarter of a dB even with Rseries = 0.1. Again, this matches
up with (4.33) for Rseries = 0.1 which gives 1 −

PR
PIN

= −0.205 dB. Combining this

with the reﬂection eﬀect on GT (1 − |ΓIN | = −0.026 dB), yields the simulated GT
2

at ω0′ of −0.231 dB. Fig. 4.12 shows the ohmic loss eﬀect of Rseries at ω0′ for this
particular matching network. T R for this matching network performs better because
GT is less aﬀected by Rseries and because the GT proﬁle (Fig. 4.11a) is more conducive
to maintaining T R even if GT,T H is raised.
Finally, it is important to point out when the ohmic loss of the varactor will be
very small. These conclusions are observed by assessing the PR /PIN equations of
each topology. For Topology A, loss is small when Re {ZIN } is large. For Topology
B, a large GIN or a small varactor capacitance would yield smaller varactor loss
(note: Re {ZIN }/ |ZIN |2 = Re {1/ZIN }). At extreme values of ZIN , however, |ΓIN | is
obviously large which detrimentally aﬀects GT . For Topology C, large RL corresponds
to small loss. For Topology D, it is large GL or small varactor capacitance which
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Fig. 4.13.: The model used to analyze the eﬀect of parasitics on GT and T R. The
diode model includes the series resistance internally. Parasitic inductance (lP ) and
capacitance (cP ) are shown external of the diode model.

Table 4.2.: Diode Model Parameters
Parameter
Is

Value Description
1 × 10−12 A

Rs

1.7 Ω

N

1.65

Tt

10 × 10−9 s

Cj0

24.5 pF

Saturation Current
Ohmic Resistance
Emission Coeﬃcient
Transit Time
Zero-bias Junction Cap.

Vj

0.6 V

Junction Potential

M

0.46

Grading Coeﬃcient

Bv

60 V

Reverse Breakdown Volt.

Eg

1.12 eV

Energy Gap

results in small Rseries loss. Finally, decreasing Rseries is always beneﬁcial for any of
the topologies. These results are summarized in Table 4.1.

4.3.2

Varactor Parasitics

In addition to resistive elements, a packaged varactor attached to an RF board
will exhibit parasitics. These parasitics have eﬀects on the performance of the match-
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(a) Fixed cP = 0 pF

(b) Fixed lP = 1 nH

Fig. 4.14.: The optimal GT achievable across frequency with the parasitics model of
the varactor for Topology C with ZL0 = 0.5 − ȷ0.2, ZT L = 0.5, and ω0 = 2π × (2.4 ×
109 ) rad/s. The varactor is tuned by an ideal bias voltage of 0–60 V. (a) Each curve
represents a diﬀerent value of lP while cP = 0 pF. For this case, parasitic inductance
has a strong impact on the GT curve. (b) Each curve represents a diﬀerent value of
cP while lP = 1 nH.
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ing network frequency response which then aﬀects T R. To see how the varactor
non-idealities aﬀect T R, we will look at a varactor model which uses a diode for
capacitance tuning with Rseries built in and has parasitic inductance lP and capacitance cP (Fig. 4.13). The diode model contains parameters as shown in Table 4.2 and
is implemented in Agilent Advanced Design System 2013.06. These diode model parameters are based on the Aeroﬂex MTV4060 series Silicon Abrupt Tuning Varactors.
The analyses are performed at ω0 = (2π)(2.4 × 109 ) rad/s with ZS = 50 Ω.
Topology C with ZL0 = 0.5 − ȷ0.2 and ZT L = 0.5 will be used as a demonstration
of the potential eﬀects of parasitics. It is noted that the ohmic loss (from Rseries =
1.7/50) will cause a change in GT at ω0′ of −0.29 dB.
First, sweeping lP from 0 to 1 nH while keeping cP ﬁxed at 0 pF results in some
rather dramatic changes in the optimal GT achievable across frequency (Fig. 4.14a).
For example, a shift in parasitic inductance from lP = 0 nH to lP = 1 nH (lP reactance
at ω0′ from Xlp0 = 0 to Xlp0 = 0.3) can change GT from less than −2 dB up to greater
than −0.5 dB at ω ′ = 1.6.
Second, lP is kept constant at 1 nH and cP is swept from 0 to 1 pF. This corresponds to sweeping the ω0′ susceptance of the parasitic capacitor from Bcp0 = 0 to
Bcp0 = 0.75. The resulting optimal GT at each frequency is shown in Fig. 4.14b. cP
has a slight eﬀect on GT around ω ′ = 1 and ω ′ = 1.8.
These two examples highlight two important conclusions regarding these lossless
parasitics. First, the sensitivity of the matching network’s GT and T R to its parasitics
is dependent on the topology, the load, the transmission line, the frequency, and the
varactor capacitance range. The parasitics of a varactor may not be known precisely
before manufacturing of the matching network. In fact, due to variations in processing
and fabrication, each instance of a matching network could have slightly diﬀerent
parasitics. This sensitivity should be taken into account when meeting speciﬁcations.
Second, of particular interest is that the parasitics can sometimes have a beneficial
eﬀect on GT and T R. For the demonstration circuit, if GT,T H = −1 dB, the circuit
with lP = 1 nH signiﬁcantly outperforms the circuit with lP = 0 nH. The ﬁnal realized
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circuit with parasitics is not the idealized circuit, and in some cases, the parasitics
will allow it to operate beyond the T R limits of the ideal topologies.

4.3.3

Varactor Voltage

The RF voltage across the varactor has implications for linearity and power handling. Because those attributes are ultimately dependent on the varactor technology,
a full analysis is beyond the scope of this chapter. That said, the following results
provide a foundation for future exploration into that topic.
The voltage across the varactor in each of the topologies can be determined
through simple voltage division or, in the case of Topology C, current continuity.
The RF varactor voltage VV,T , where T is the topology, for each topology is
|XV |
|ZIN |
1
|VV,B | = |VIN |
BV |ZV |
|XV |
|VV,C | = |VL |
|ZL |
1
|VV,D | = |VL |
BV |ZV |
|VV,A | = |VIN |

(4.34)
(4.35)
(4.36)
(4.37)

where VIN is the voltage at the input of the matching network, VL is the voltage
across the load, and it is assumed cP is very small.
If the matching network is additionally assumed lossless, then PL = PIN where
PL is the power consumed by the load. Thus,
{ }
{
}
1
1
2
2
|VL | Re
= |VIN | Re
.
ZL
ZIN

(4.38)

After some algebra,
|VL |
=
|VIN |

√

RIN |ZL |
RL |ZIN |

where RIN = Re {ZIN } which can be used to determine |VL | given |VIN |.

(4.39)
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4.4

Design Procedure
Given the previous discussions, the following design procedure can be followed.

1. Specify matching network criteria: ZL0 , ΓT H , ZT L,min , ZT L,max , varactor range,
potential topologies.
2. Calculate T R for the range of topologies and parameters that meet the criteria. Select the parameters and topology that provide the needed T R. Scale
parameters to actual ω0 and ZS .
3. Simulate the chosen network with parasitics and loss to determine sensitivity
to parasitics.
4. If parasitics sensitivity meets design needs, fabricate this matching network.
Otherwise, select another topology or parameter set which also yields a suﬃcient
T R and return to step 3.
5. Measure matching network performance.
This baseline design procedure can be adjusted to take into account other consid′
′
erations. For example, during step 2, there may be a speciﬁc ωmin
and ωmax
which

are being targeted. If that is the case, the optimized T R will yield a maximum value
′
′
for what ωmax
− ωmin
can be. Assuming the needed T R is feasible, you would want
′
to simulate the potential topologies and parameters with a restriction on ωmin
and
′
ωmax
to narrow down the selection.

4.5

Measured Tunable Matching Networks
A range of matching networks have been designed and fabricated for operation at

ω0 = 2π(2.4×109 ) rad/s. They were fabricated on Rogers 4003C substrate and utilize
Aeroﬂex MTV4060 series varactors. Once fabricated, small-signal measurements were
performed using a programmable network analyzer in order to obtain the matching
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(a) Optimal GT

(b) Measured and Simulated S11

(c) Measured and Simulated S21

Fig. 4.15.: Measured results for Topology B with ZL0 = 0.5 − ȷ0.5 and ZT L = 0.7. (a)
Maximum GT versus frequency for the best matching network state at each frequency.
Measured results are compared to simulations with an ideal varactor (blue) and a
varactor with parasitics (red). (b) S11 and (c) S21 for a sweep of varactor bias voltages
(0–60 V) when the matching network’s source and load impedances are both 50 Ω.
Measurements are compared to simulations including varactor parasitics.
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network’s scattering parameters. An external DC bias of 0-60 V on the signal line
was used to adjust the diode capacitance. These scattering parameters are compared
directly with simulation. Additionally, the measured scattering parameters are inserted into (4.20) and GT is calculated from those measured results and a calculated
ΓL . We refer to this as the measured GT . It too is compared with simulation. Four
sets of design, fabrication, and measurement are performed to highlight the design
procedure and the practical considerations discussed.

4.5.1

Small Parasitic Impact

First, we investigate a matching network that is minimally aﬀected by parasitics
near its frequency tuning range. A Topology B matching network is designed for
ZL0 = 0.5 − ȷ0.5, ZT L = 0.7, which necessitates a transmission line length of 90.8◦ at
2.4 GHz. An MTV4060-02 was used for the varactor. The diode parameters used for
simulation in this (and all the following) design are as shown in Table 4.2 except for
Cj0 . In this case, Cj0 = 2.45 pF.
When simulated with parasitics of lp = 0.95 nH and cP = 0.09 pF (a reasonable
expectation for this varactor based on the datasheet and prior measurements), the
GT proﬁle within and near the matching network’s tuning range is largely similar to
the ideal simulation’s. If GT,T H is reasonable (e.g., greater than −2 dB), the impact
of parasitics is limited to slightly decreasing ωmax .
Results of this measured matching network are shown in Fig. 4.15. From the plot
of optimal GT versus frequency, it is seen that the parasitics do not have a signiﬁcant
eﬀect on the curve of GT , in simulation or in measurement. The loss of the varactor,
however does aﬀect T R. With a threshold of GT,T H = 0.9, the measured tuning range
is T R = 0.356 versus the ideal of T R = 0.456 and the simulation with parasitics of
T R = 0.396.
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In this matching network, as predicted, the parasitics do not strongly aﬀect the
matching network GT proﬁle. However, even when the proﬁle of GT is minimally
changed by parasitics, T R is still aﬀected by ohmic loss.

4.5.2

Optimal ZT L Boundaries

Next, we follow the design procedure for a load that is close to a boundary in
optimal ZT L on the Smith chart. In such scenarios, because of the nature of the
boundaries (see the previous chapter) in step 3 it is important to look at matching
networks with ZT L from both sides of the boundary. To highlight this, we present
a Topology A matching network designed for ZL0 = 1 − ȷ0.35 which is near a ZT L
boundary. The constraints of Figures 4.5 and 4.6 on ZT L and the varactor are assumed. For Γ2T H = 0.1, there are two sets of parameters that achieve very high ideal
T R’s: 1.70 and 1.68. The optimal former uses ZT L = 2 while the latter has ZT L = 1.
When parasitics are included, however, the ZT L = 2 circuit’s T R decreases while
the ZT L = 1 circuit’s T R increases. So, though the circuit without parasitics at this
boundary with ZT L = 2 provides a slightly better T R, it is anticipated that due to
parasitics the circuit with ZT L = 1 will have the larger measured T R. Note that the
parasitics model modiﬁes the reactance of the varactor so the fundamental limits of
the previous chapter, where the varactor can be tuned inﬁnitely, should still apply.
Both circuits are fabricated to conﬁrm.
For fabrication, the ZT L = 2 circuit uses an MTV4060-06 varactor while the
ZT L = 1 circuit uses an MTV4060-14 varactor, with Cj0 = 4.41 pF and Cj0 =
16.66 pF, respectively. Measured results are shown in Fig. 4.16 and Fig. 4.17. The
frequency tuning range of the measured GT when GT,T H = 0.9 for the ZT L = 2 circuit
is 1.52. As expected, this is less than when ZT L = 1 where the measured T R = 1.71.
Both topologies, as expected yield T R less than the fundamental limit of tuning range
calculated for an inﬁnitely tunable varactor: T R = 3.1 for ZT L = 2 and T R = 2.1 for
ZT L = 1. Given these varactors as options, then, Topology A with ZT L = 1 would
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(a) Optimal GT

(b) Measured and Simulated S11

(c) Measured and Simulated S21

Fig. 4.16.: Measured results for Topology A with ZL0 = 1 − ȷ0.35 and ZT L = 2.0. (a)
Maximum GT versus frequency for the best matching network state at each frequency.
Measured results are compared to simulations with an ideal varactor (blue) and a
varactor with parasitics (red). (b) S11 and (c) S21 for a sweep of varactor bias voltages
(0–60 V) when the matching network’s source and load impedances are both 50 Ω.
Measurements are compared to simulations including varactor parasitics.
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(a) Optimal GT

(b) Measured and Simulated S11

(c) Measured and Simulated S21

Fig. 4.17.: Measured results for Topology A with ZL0 = 1 − ȷ0.35 and ZT L = 1.0. (a)
Maximum GT versus frequency for the best matching network state at each frequency.
Measured results are compared to simulations with an ideal varactor (blue) and a
varactor with parasitics (red). (b) S11 and (c) S21 for a sweep of varactor bias voltages
(0–60 V) when the matching network’s source and load impedances are both 50 Ω.
Measurements are compared to simulations including varactor parasitics.
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be the preferred Topology A matching network for a parallel resistor-capacitor load
of ZL0 = 1 − ȷ0.35. Near a ZT L boundary, it is important to investigate matching
networks based on ZT L from both sides of that boundary.

4.5.3

Small ZT L Changes

Next we look into the impact of small changes in ZT L . Two matching networks
of Topology C with the same constraints except for ZT L are designed. The networks
are designed for ZL0 = 0.5 − ȷ0.2 with ZT L and varactor constraints as in Figures 4.5
and 4.6. The ideal optimal ZT L = 0.6 for this topology from those ﬁgures is.
One network is designed for ZT L = 0.6 and a second for ZT L = 0.5. In the 50 Ω
system, this is only a 5 Ω diﬀerence. Their corresponding transmission line lengths
are about 10% diﬀerent: 131.4◦ at ω0 for ZT L = 0.6 versus 144.7◦ for ZT L = 0.5. To
achieve the varactor range with the maximum T R, the former uses an MTV406018 varactor with Cj0 = 36.76 while the latter uses an MTV4060-16 varactor with
Cj0 = 24.5. Both matching networks are impacted by parasitics (see Fig. 4.14 for the
sensitivity of the ZT L = 0.5 network).
Simulated and measured results from the two matching networks are shown in
Figures 4.18 and 4.19. For ZT L = 0.6, the optimal GT is higher than simulated below
about 1.8 GHz and between about 3.2 and 4.9 GHz. This simulation-to-measurement
discrepancy is likely due to additional parasitic inductance (Fig. 4.14 shows similar
trends in GT sensitivity to lP for ZT L = 0.5). Due to the increased optimal GT at lower
frequencies, the simulated T R with parasitics of 0.47 is increased to T R = 0.78 in
the measurements. The ZT L = 0.5 network, on the other hand, matches its simulated
GT curve well. Measured T R = 0.22 for ZT L = 0.5 versus T R = 0.27 simulated.
As expected, ZT L = 0.6 outperforms ZT L = 0.5 in T R, both in simulation and
measurement. From this comparison, it is seen that a small change in ZT L can have
a large impact on T R and that controlling parasitics will be an important step in
ensuring fabricated networks perform as designed.
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(a) Optimal GT

(b) Measured and Simulated S11

(c) Measured and Simulated S21

Fig. 4.18.: Measured results for Topology C with ZL0 = 0.5 − ȷ0.2 and ZT L = 0.6. (a)
Maximum GT versus frequency for the best matching network state at each frequency.
Measured results are compared to simulations with an ideal varactor (blue) and a
varactor with parasitics (red). (b) S11 and (c) S21 for a sweep of varactor bias voltages
(0–60 V) when the matching network’s source and load impedances are both 50 Ω.
Measurements are compared to simulations including varactor parasitics.
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(a) Optimal GT

(b) Measured and Simulated S11

(c) Measured and Simulated S21

Fig. 4.19.: Measured results for Topology C with ZL0 = 0.5 − ȷ0.2 and ZT L = 0.5. (a)
Maximum GT versus frequency for the best matching network state at each frequency.
Measured results are compared to simulations with an ideal varactor (blue) and a
varactor with parasitics (red). (b) S11 and (c) S21 for a sweep of varactor bias voltages
(0–60 V) when the matching network’s source and load impedances are both 50 Ω.
Measurements are compared to simulations including varactor parasitics.
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(a) Optimal GT

(b) Measured and Simulated S11

(c) Measured and Simulated S21

Fig. 4.20.: Measured results for Topology D with ZL0 = 0.5 − ȷ0.2 and ZT L = 0.5. (a)
Maximum GT versus frequency for the best matching network state at each frequency.
Measured results are compared to simulations with an ideal varactor (blue) and a
varactor with parasitics (red). (b) S11 and (c) S21 for a sweep of varactor bias voltages
(0–60 V) when the matching network’s source and load impedances are both 50 Ω.
Measurements are compared to simulations including varactor parasitics.

4.5.4

Extremely Low Loss at ω0

Finally, we investigate the desire to have extremely low loss at the design frequency, ω0 . This would apply in situations where tuning is important but achieving
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the highest GT possible at the design frequency is heavily weight as well. In the
previous designs for ZL0 = 0.5 − ȷ0.2 with Topology C, for example, the varactor
contributed close to −0.3 dB in ohmic loss to GT at ω0 .
Comparing (4.33) to (4.32), if |ZV | > |ZL | then Topology D should result in less
loss for the same load given the same Rseries . To achieve a match at ω0′ with Topology
D when ZL0 = 0.5 − ȷ0.2 and ZT L = 0.5, BV 0 = 0.594 and the transmission line is
131.6◦ . If Rseries = 1.7 Ω then |ZV 0 | = 3.13 |ZL0 |. In fact, the ohmic loss from the
varactor is only 1 − PR /PIN = −0.03 dB.
The Topology D matching network was fabricated with an MTV4060-02 varactor
of Cj0 = 2.45 pF. Measured GT and scattering parameters are presented in Fig. 4.20.
At ω0 , measured GT = −0.07. From ideal simulations, Topology D for this load
with ZT L = 0.5 outperforms Topology C for this load with ZT L = 0.5, T R = 0.44
compared to T R = 0.39. That outperformance is enhanced in practice due to the
outstanding loss characteristics of the former. Topology D improves measured T R
by 55% over Topology C for this load when both have ZT L = 0.5. In practice, very
low varactor losses can be achieved given the right conditions, as discussed in Section
4.3.1.

4.6

Conclusion
We have presented in this chapter a thorough discussion of the practical consid-

erations for implementing a tunable matching network. The networks investigated
consist of a single varactor capacitor and a transmission line and are designed for series
resistor-inductor and parallel resistor-capacitor loads. With the equations provided,
the frequency tuning range of the matching networks can be quickly calculated, even
when transmission line characteristic impedance and varactor range are restricted.
Additionally, loss due to varactor quality factor can now be predicted, and the need
for control, or at least foreknowledge, of varactor parasitics has been demonstrated.
Finally, we gave a systematic method for the design of real-world matching net-
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works. Given the increasing ubiquity of tunable matching networks, we hope these
discussions and results will provide greater clarity and eﬃciency to the design and
implementation of future RF systems and guidance to future research eﬀorts in this
ﬁeld.
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5. TUNABLE MATCHING NETWORK ANALYSIS TOOL
Analyzing optimal GT from multiple measurements is not a standard part of RF
software packages, but it is needed for tunable matching network analysis. In this
chapter, a visual analysis tool for tunable impedance matching networks is presented:
Tunable Impedance Matching Visual Analysis Tool (TIMVAT). TIMVAT provides
the RF engineer, for the ﬁrst time, the ability to calculate and visualize maximum
transducer gain of tunable impedance matching networks across all possible source
and load impedances, to visualize transducer gain across the frequency bandwidth
of interest, and to interactively adjust the visualizations to quickly provide insight
into the impedance matching network. An example utilization of the tool is provided
showing the great value of having a visual analysis system over traditional numerical
analysis methods.

5.1

Introduction
If you are reading this chapter isolated from the rest of this dissertation, it is

important to point out that impedance matching is a process done in all radio frequency (RF) systems such as cell phones, satellites, radios, and WiFi devices. By
using an impedance matching network to adjust the impedance of a load (for example, an antenna), more power is transmitted from the antenna. The design of static
impedance matching networks is well-known and has a rich history. Unfortunately,
in modern communication devices, the impedance of an antenna is not constant. For
example, the iPhone 4TM received a lot of negative press due to the fact that signal
strength greatly degrades when the user holds the phone in a certain way. This is due
to the fact that the impedance of the antenna changes drastically [25]. To alleviate
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(a)

(b)
Fig. 5.1.: (a) Transducer gain of a matching network (in dB) plotted as a heat-map
on top of a Smith chart representing variation in load reﬂection (ΓL ) while holding
source impedance constant. [25] has added a black outline to highlight a certain area
of the plot. (b) The Smith chart is a nomogram used by RF and microwave engineers
to visually transform a value between reﬂection (Γ) and impedance (Z). In this case,
a Smith chart is drawn with the complex Γ axes shown in blue. Constant values of
the real and imaginary parts of Z are green circles and red arcs, respectively.

this problem, impedance matching networks which are tunable on-the-ﬂy are of great
interest.
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Due to the relative infancy of the ﬁeld, consensus is just starting to be reached
on the best metrics for these tunable matching networks. With the RF community
coalescing on these metrics, it becomes paramount that a method of analyzing and
designing the tunable matching networks be developed based on these metrics. In
the author’s recent publication [25], static heat-map plots of transducer gain (power
delivered to a load) are shown overlayed on a Smith chart, which has become a popular
method of presenting these metrics (Figure 5.1).
In this chapter, the author seeks to expand on this visualization method by making an interactive tool useful for analysis and design of tunable matching networks.
Speciﬁcally, the tool presented:
1. allows the user to import simulated or measured matching network data and
automatically implement algorithms on that data necessary for a) determining
best-case transducer gain and b) generating the desired visualizations
2. provides interactive transducer gain plots which will give the user the ability to
see the eﬀect of changing source or load impedance on the ﬂy as well as assess
frequency eﬀects
3. presents interactive bandwidth plots to the user so intelligent tradeoﬀs can be
made in regard to bandwidth and transducer gain.
To the author’s knowledge, this will be the ﬁrst time a tool will provide any of
these features. These features will greatly assist the design and analysis of tunable
matching networks, making the process quicker and more intuitive for an engineer.

5.2

Related Work
The Smith chart (Figure 5.1) is a visualization tool which continues to be used

in the ﬁeld of microwave engineering. It is a nomogram used to quickly and visually
transform between electrical impedance and reﬂection in RF circuits. Smith charts
remain in widespread use among the radio frequency (RF) and microwave designer
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Fig. 5.2.: TIMVAT is split into three visualization windows. Source Smith Chart
(left): Network transducer gain plotted on a Smith chart where the Smith chart
represents variation in source impedance while load impedance is constant. Load
Smith Chart (middle): Network transducer gain plotted on a Smith chart representing
variation in load impedance. The source impedance remains constant. Frequency Plot
(right): A plot of transducer gain versus frequency. For this plot, source and load
impedances are single-valued functions of frequency.

148
community due to their unparalleled ability to give engineers an intuitive visual understanding of system performance and characteristics. Even with the advent of computers capable of performing complex algebraic manipulations extremely quickly, the
Smith chart is still taught in schools and is the preferred schema for thinking about
and presenting electrical impedance and reﬂection coeﬃcient data with practicing
engineers [5].
One application for which the Smith chart is particularly suited is the process of
impedance matching. There have been many interactive visual software tools written
to assist in the development of matching networks utilizing a Smith chart [26–31].
One of the more popular RF circuit suites in use is Agilent’s Advanced Design System
(ADS). One of the valuable tools in the ADS package is the Smith Chart Utility [28].
The ADS Smith Chart Utility is an interactive enhanced Smith chart. It allows the
user to create an impedance matching network via mouse control, specifying source
and load impedance, as well as matching network components and values by clicking
on the Smith chart itself. In the process of creating the matching network, graphical
annotations are automatically added to the Smith chart to help inform the designer
and lead to quicker design decisions. For the design of traditional static impedance
matching networks, this visual analysis utility yields valuable data intuitively and
graphically to the user that would otherwise have to be calculated separately.
In addition to the design and analysis software, there are also interactive educational tools [4, 32]. These tools enable students to visually learn and gain greater
insight into impedance matching. [4] provides students with a more intuitive understanding of transmission lines. The software allows the student to investigate
transmission lines without the need to hand-draw Smith chart plots. This computer
script has been written for MATLAB and implements novel visual and mathematical
manipulations in a user-friendly graphical user interface (GUI).
This tool can be utilized to investigate impedance matching with a transmission
line. With this program, students can simply adjust the transmission line impedance
and input impedance with their mouse until an impedance match is achieved, and

149
then read oﬀ the value of parameters of the transmission line. This can be done very
quickly and provides the students with a feel for what is happening as opposed to
rote entry of parameters into an equation.
As demonstrated by the demand for the aforementioned applications, the RF
community ﬁnds great value in these tools. Unfortunately, the tools that are currently
available are not capable of designing and analyzing tunable (as opposed to static)
matching networks. Though they share similarities, the metrics and analysis approach
of tunable matching networks are not the same as for static networks [16, 20, 25]. As
such, the current method of analyzing and comparing tunable matching networks
involves tediously writing scripts to manipulate data and provide static results either
graphically or textually. There is a need for powerful visual analysis tools designed
with tunable impedance matching networks in mind.
When moving from static to tunable matching networks, the analysis becomes
more complicated due to their multi-dimensional nature. Circuit states are varied,
load and source impedances are varied, and frequency is varied. To analyze all of
these dimensions, unique visualization methodologies will be needed. Experts in the
ﬁeld of tunable impedance matching have begun to converge on the type of static
imagery desirable for presentation to the community [16, 20, 25, 33]. The details of
the presentation are still being worked out and how to implement these images into
an interactive analysis interface needs investigated.
The implementation of a interactive graphical analysis tool can leverage previous
research in the visual analytics ﬁeld. From an interaction standpoint, the ability to
probe and directly manipulate the visual representation of data has proven useful in
multidimensional data analysis [34].
In regard to presentation, choice of colors and quantities is important [35–37].
By limiting the number of chunks of graphical information presented to the user
to at most seven, the user can process what they are seeing easier. Additionally,
it is important to choose color schemes that convey the underlying data properly.
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For example, if frequency will be represented by colors, then the colors ought to be
continuous as frequency is continuous (as opposed to discrete).
From the historical popularity of impedance matching network visual analysis
tools and the growing interest in tunable matching networks, it appears there is an
open need for a visual analysis tool for tunable matching networks that takes into
account the learnings of the visual analytics ﬁeld and provides RF engineers a method
of quickly and conﬁdently analyzing designs.

5.3

Implementation
Figure 5.2 shows a screenshot of the Tunable Impedance Matching Visual Analysis

Tool (TIMVAT). TIMVAT loads three windows as the GUI, the source Smith chart,
load Smith chart, and frequency plot. When the tool is run, the user imports measured
data of a tunable impedance matching network. For example, measured data from
the tunable impedance matching network from [25] is shown throughout this chapter.
The data are pulled from Touchstone ﬁles (more commonly known as .s2p ﬁles) which
is a standard data storage format for RF measurements and simulations. Due to the
matching network’s reconﬁgurable nature, each of the diﬀerent states is stored in
a separate ﬁle within one directory. Once TIMVAT is pointed to the appropriate
directory, it imports all *.s2p ﬁles from that directory.
The imported data is, in essence, two-dimensional. One dimension is the matching
network state and the other is the system frequency of the measurement. Each datapoint in this 2-D dataset contains four scattering parameters (S11 , S12 , S21 , and S22 ).
These data-point parameters represent the performance of the matching network
when the matching network is placed within a particular system, speciﬁcally one
with a source and load impedance of 50 Ω each.
The data can be used to plot the performance of the matching network in a system
with any arbitrary source and load impedance by calculating transducer gain (GT )
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Fig. 5.3.: The Load Smith Chart window shows a heat-map of GT versus ΓL , the
selected ΓL for use in all other plots at this frequency, the change in ΓL as frequency
changes across the bandwidth of interest, and the change in the GT threshold outline
across the bandwidth of interest.

from the matching network scattering parameters and the load and source reﬂection,
ΓL and ΓS , respectively:
GT =

2
1 − |ΓS |2
2 1 − |ΓL |
|S
|
21
|1 − ΓIN ΓS |2
|1 − S22 ΓL |2

where
ΓIN = S11 +

5.3.1

S21 S12 ΓL
.
1 − S22 ΓL

Visualization

The visualization of TIMVAT is split into three windows. There is a Source Smith
Chart window, Load Smith Chart window, and Frequency Plot window.
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Fig. 5.4.: The Frequency Plot window shows a plot of maximum GT versus frequency,
the selected frequency for use in all other plots, the bandwidth of interest, and the
context frequency range.

Each location on the load and source Smith charts represent various values of ΓL
and ΓS (complex). In the load Smith chart, the tool calculates the GT values for all
values of ΓL and all states of the matching network for a static, constant, speciﬁc ΓS
and frequency. The chosen frequency is represented in the frequency plot by a red
line while the chosen ΓS value is represented in the source Smith chart by a black
“X”. For each ΓL in the load Smith chart, the matching network state that provides
the maximum (i.e. best) GT is selected and those GT are presented as a heat-map in
dB. The heat-map only shows GT above a certain threshold.
The same process is performed for the source Smith chart, but oppositely. Namely,
TIMVAT calculates GT across all values of ΓS on the Smith chart for all states of
the matching network given a static, constant, speciﬁc ΓL and frequency. The chosen
ΓL is represented in the load Smith chart by a black “X”. For each ΓS in the source
Smith chart, the matching network state that provides the best GT is presented in a
heat-map.
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In addition to the heat-maps on the Smith charts, ΓL and ΓS information is shown.
At the selected frequency, as mentioned previously, an “X” shows the current ΓL and
ΓS on the load and source Smith charts, respectively. Additionally, if the values of ΓL
or ΓS vary with frequency, a line is drawn on the appropriate Smith chart representing
how the reﬂection varies with frequency across the bandwidth of interest.
Finally, there is an option to display outlines of the transducer gain threshold on
the Smith charts for three frequency values within the bandwidth of interest: at maximum frequency, minimum frequency, and the frequency midpoint. Low frequency is
blue (“cold”), midpoint is yellow-orange (“warm”), and high frequency is red (“hot”).
As with the heat-map, these contours are updated on the ﬂy during any interaction
with source or load impedance, bandwidth, or transducer gain threshold.
In the frequency plot window, GT is calculated for each frequency of the imported
data utilizing the ΓL and ΓS values selected in the Smith chart plots, represented
by “X”s. Again, the optimal matching network state is chosen for each frequency
and the corresponding transducer gain is then plotted versus frequency in decibels.
The same GT threshold (i.e. y-axis limit) is used as in the two Smith chart plots.
The frequency of interest being investigated in the Smith chart plots is represented
by a vertical red line at that frequency. Additionally, the bandwidth of interest is
highlighted by shading the frequency range out of that band. An example of the
Frequency Plot window is shown in Figure 5.4.

5.3.2

Interaction

The tool starts with a default selected source reﬂection, load reﬂection, frequency,
and GT threshold, as well as bandwidth of interest, source and load type, and threshold display status. These defaults are shown in a fourth Control Panel window allowing the user to both view and manually adjust numeric values of parameters via
keyboard entry. This control panel is shown in Figure 5.5.
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Fig. 5.5.: The Control Panel window allows the user to see numeric values of parameters, adjust those parameters via keyboard input, and change visualization and
analysis options.

In addition to keyboard entry, the parameters can be adjusted on-the-ﬂy via interaction with the visualization windows. All of the visualization windows are linked
together so modifying an attribute in one aﬀects all of the other windows appropriately. Interaction features are enumerated below.
1. By left-clicking on the either of the Smith charts, source or load, the respective
selected ΓS or ΓL is changed to the current mouse pointer location. The user
may drag with the mouse to gain great insight into the aﬀect of a change in
that reﬂection as all the plots will be updated as the dragging occurs.
2. Right-clicking on the Smith charts adjusts the GT threshold of the visualizations.
The new threshold is set to the transducer gain value at the mouse pointer
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location in the Smith chart plot, whether or not it is greater than the previous
threshold.
3. In the frequency plot, left-clicking changes the selected frequency of the Smith
chart plots. By dragging the frequency, the user can quickly visualize how a
change in frequency aﬀects the response of the matching network under analysis.
The selected frequency is automatically bounded by the bandwidth of interest so
that the user can quickly and easily analyze the extreme ends of that bandwidth.
4. The user can interactively adjust the bandwidth of interest by right-clicking
on the transducer gain versus frequency plot. This allows the user to visually
section oﬀ a frequency range of interest while at the same time adjusting the
transducer gain threshold outlines which are shown on the source and load plots.
Clicking to the right of the selected frequency modiﬁes the upper-limit of the
bandwidth while clicking to the left modiﬁes the lower-limit.
5. The frequency plot allows the user to zoom in and out using the mouse wheel.
Zooming in intelligently goes from a full-data-view down to the bandwidth
of interest. The minimum and maximum of the context frequency range are
linearly modiﬁed between these two extremes when the mouse wheel is utilized.
This allows the user to quickly investigate details of the transducer gain plot
and the context of those details.

5.3.3

Additional Features

In addition to these specialized interaction and visualization features, there are
other features of TIMVAT. As mentioned above, the tool can accommodate sources
and loads which vary with frequency. The transducer gain versus frequency plotting
as well as contour and heat-map plots provide accurate calculations and visualizations
for arbitrarily complex sources and loads with respect to frequency. Some are provided
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built-in to the system, including static, series resistor-inductor, and shunt resistorcapacitor sources and loads.
Beyond these built-in loads, the user can deﬁne their own custom source or load
as a MATLAB function which returns ΓL (or ΓS ) given a frequency and seed reﬂection/frequency pair. The user must simply include the function in their MATLAB
path and then it can be used as a source or load. This feature greatly expands the
potential for analyzing matching networks for use with non-ideal real-world sources
and loads.
Finally, it should not be overlooked that TIMVAT is implemented in the MATLAB
environment. Thus, all the standard MATLAB features are available for modiﬁcation
of these plots including: annotation with text and simple graphics, lasso zooming, 3-D
rotation of heat-map plots, adjusting the colormap, modifying plot element colors, and
copying, saving, and exporting plots, among many others. TIMVAT has the ability
to interface very well with any RF scripting already implemented by the designer in
MATLAB.

5.4

Example Analysis
As mentioned previously, a mobile handset antenna’s electrical impedance can

vary greatly across a frequency bandwidth and depending on the way a user holds
the device. Figure 5.6 shows the results of actual measured antenna impedances
across a relatively small bandwidth. A tunable matching network was designed in an
attempt to alleviate the impedance mismatch issues associated with this antenna [25].
TIMVAT can be used to quickly analyze how well the designed matching network
would work with this load.
First, the matching network is fabricated and measured using a vector network
analyzer in order to obtain its scattering parameters as a function of frequency for a
50 Ω source and load impedance. These scattering parameters are then saved into a
Touchstone ﬁle and imported into TIMVAT.
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(a) 824-894 MHz

(b) 880-960 MHz

Fig. 5.6.: Possible input impedance of a mobile handset antenna as measured. Thin,
colored lines of the same colors and the thick black line represent similar hand locations (from [48]). The thick red line is the impedance of an antenna model used for
matching network design.

Fig. 5.7.: Adjust bandwidth of interest.

We then adjust the bandwidth of interest in the Frequency Plot window to roughly
align to our antenna bandwidth (824-960 MHz). To be more accurate, we can zoom
in with the mouse scroll wheel (Figure 5.7). Once the bandwidth is set, we can
immediately drag the set frequency across the frequency range to quickly determine
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Fig. 5.8.: Smith chart transducer gain coverage of matching network at 890 MHz.

Fig. 5.9.: Transducer gain is optimized within the bandwidth of interest.

that this matching network is generally matching the right areas of the Smith chart
(i.e. the areas of best GT for the matching network seem to be same areas covered
by the antenna impedance). See Figure 5.8.
Next, we can see how well our matching network design worked by setting the
load to that used for the matching network optimization. A simple 11-line function
was created in MATLAB for this purpose. Setting the load type to this funciton and
zooming out on the Frequency Plot window allows us to see visually that our measured
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Fig. 5.10.: Smith chart coverage does not change much in our bandwidth of interest.

results indeed optimized transducer gain for within the bandwidth of interest. We see
that the upper-end of the frequency band has the worst performance (Figure 5.9).
To investigate this further, we drag the set frequency to the top of the bandwidth
of interest and then right-click on the set ΓL location to set the transducer gain
threshold to the GT value at that point. Doing so, we determine that the worst-case
GT for our design optimization load is −0.63 dB. This is very good and well above
our design speciﬁcation of −1 dB.
Finally, we turn on transducer gain threshold outlines and see that the area of the
Smith chart covered does not change very much within the bandwidth of interest no
matter the frequency (Figure 5.10). Thus, in future designs, for the ﬁrst pass, we can
simply design for Smith chart coverage of a single frequency within our bandwidth of
interest without having to add the complexity of optimizing across the whole band.
This will save us a great deal of design and optimization time as well as simplifying
the procedure.
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This whole visual analysis took under ﬁve minutes and provided us with much
greater insight than any traditional numerical analysis could provide. The value of
TIMVAT is self-evident in these results.

5.5

Conclusion
TIMVAT is a powerful visual tool for use by RF engineers in their analysis of

tunable impedance matching networks. It provides, for the ﬁrst time, the ability to
calculate and visualize optimal transducer gain for an arbitrary tunable impedance
matching network across all possible source and load impedances, to visualize transducer gain across a frequency bandwidth of interest, and to interactively modify these
visualizations robustly and on the ﬂy. It has been shown how such a tool can greatly
improve the analysis of tunable impedance matching networks by the RF engineer.
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6. SINGLE-TUNING-ELEMENT MATCHING FOR
MOBILE ANTENNAS
This chapter presents a single-tuning-element matching network that is optimized for
the GSM850 and GSM900 bands. It is designed to counteract the detuning of mobile
handset antennas by optimizing the transducer gain of the network. A simple model
that emulates the antenna detuning eﬀects based on extensive measurements from the
literature is ﬁrst presented. Based on this model it is shown that a matching network
with a single tunable element suﬃces to cover the two aforementioned bands. Implementations for a planar inverted-F antenna (PIFA) as well as a proof-of-concept for
the iPhone 4TM antenna are presented. The measured results, in good agreement with
the modeled data, indicate that transducer gain improvements of up to 3.5 dB (53%)
and 5.6 dB (57%) can be obtained for the PIFA and iPhone 4TM implementations,
respectively.

6.1

Introduction
Planar antennas such as the planar inverted-F antenna (PIFA) are often imple-

mented inside mobile handsets [49, 51]. More recently, the iPhone 4TM included a
unique antenna integrated directly into the housing of the device itself [52].
The near-ﬁeld environment of these antennas is neither void nor constant from user
to user. The impedance seen looking into the antenna is highly dependent on how the
users hold the handset and even on which hand they use [47, 48]. To provide optimal
range and battery life in modern mobile devices, dynamic matching schemes have
been researched to counteract this detuning [15, 49, 50]. Matching network control
schemes with both hand-detection and reﬂected power detection schemes have also
been proposed [15, 53].
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This chapter presents for the ﬁrst time a unique tuning scheme that counteracts
antenna detuning by a single tuning element, minimizing the incurred loss from the
network and simplifying the control scheme. Moreover, the proposed matching network is optimal in the sense that it provides the best bandwidth in the GSM850 and
GSM900 bands for a multi-band PIFA antenna. Huang and Boyle have investigated
the eﬀect of user interaction on antenna impedance in multi-band PIFA systems [48].
Additionally, this chapter presents preliminary measurements and a matching network for the iPhone 4TM antenna.

6.2

Design

6.2.1

Matching Network Transducer gain

In the context of mobile device antennas, the objective of impedance matching is
to deliver as much power as possible to the antenna for radiation. In other words, the
matching network should maximize the ratio of power delivered to the load divided
by power provided by the source. This is a well-known metric in ampliﬁer design,
transducer gain,
GT =

2
1 − |ΓS |2
2 1 − |ΓL |
|S
|
21
|1 − ΓIN ΓS |2
|1 − S22 ΓL |2

(6.1)

where ΓIN is the reﬂection seen looking into the matching network, ΓS is the source
reﬂection coeﬃcient, ΓL is the load reﬂection coeﬃcient, and Smn are the scattering
parameters of the matching network [5].
Transducer gain takes into account both lossy components and mismatch reﬂection
making it a much better metric than a matching network’s S11 or ΓIN . Due to its
appropriateness, GT is the metric utilized in the following designs.

6.2.2

Matching Network for Multi-band PIFA

The ﬁrst antenna for which a matching network is being designed is a multi-band
PIFA presented in [48]. The antenna operates in the GSM850, GSM900, GSM1800,
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(a) Tunable Matching Network Topology

(b) Simplified Antenna Circuit Model

(c) 824-894 MHz

(d) 880-960 MHz

Fig. 6.1.: a) Schematic of the single-tunable-element matching network utilizing a
series varactor. b) The simpliﬁed antenna model circuit. c) and d) The measured
input impedance of a multi-band PIFA. Thin, colored lines of the same colors and
the thick black line represent similar hand locations (from [48]). The thick red line is
the impedance of the antenna model.
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Table 6.1.: Antenna Model Parameters

Antenna

ZA

lA

LA

RA

(824-960 MHz)

(Ω)

(◦ at 890 MHz)

(nH)

(Ω)

111.25

464

22.28

300

33.0

144.5

24.5

50

Multi-band PIFA
iPhoneTM with Finger

GSM1900, and UMTS2100 bands. Three steps were followed during the design of the
matching network. They are presented below.

Model the antenna impedance
In [48], Huang and Boyle present the eﬀect users’ hands have on the impedance
of multiple mobile antennas. Particularly, they measured the input impedance of a
multi-band PIFA style antenna while being held. As can be seen in Fig. 6.1, the
antenna impedance in the GSM850 and GSM900 bands is highly dependent on the
users’ hand placement. Looking at [48], however, the GSM1800, GSM1900, and
UMTS2100 bands are relatively well-matched independent of hand location. Because
of this, the tunable matching network is only needed for, and thus is designed for,
operation in the lower bands, from 824 to 960 MHz.
For matching network optimization purposes, an antenna model is needed that
both emulates the measured impedances at the edges of the frequency range (at 824
and 960 MHz) and follows the general trend of the measured impedances through
the range. The simple schematic in Fig. 6.1b with the values shown in Table 6.1 was
chosen for these reasons. The antenna model’s impedance is overlaid on Fig. 6.1.
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(a) 824 MHz

(b) 880 MHz

(c) 894 MHz

(d) 960 MHz

Fig. 6.2.: Simulated transducer gain for the PIFA matching network where the Smith
chart represents ΓL . PIFA impedances are enclosed in thick black lines at each frequency. Only loads with better than −1 dB transducer gain are shown.
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Choose a topology
In order to minimize loss, a matching network with a single tunable element is
chosen. Because high quality factor tunable inductors are commercially unavailable,
varactors are chosen as the tuning element. The reactance of the antenna model increases with frequency. The obvious method of counteracting an increase in reactance
is a series varactor. Thus, the topology in Fig. 6.1a was chosen.

Optimize the matching network
Since the antenna model includes a transmission line, that line was absorbed into
the matching network schematic such that Z2 = ZA and l2 = lA . A computer-aided
optimization was then run to calculate the other parameters of the matching network.
The optimization routine found the parameters which provide the best frequency
bandwidth for ΓIN in the 824 to 960 MHz range. Constraints provided include ΓL ,
Z2 , and l2 based on the antenna model; a maximum varactor tuning range of 8:1; and
a maximum acceptable ΓIN of −10 dB. It should be noted that since the optimizer
assumes ideal lossless components, minimizing ΓIN is equivalent to maximizing GT .

6.2.3

Matching Network for iPhone 4TM Antenna

The second matching network was designed as a proof-of-concept for the housingintegrated antenna on the iPhone 4TM . This antenna has received recent attention
for the quirks elicited during interaction with a user’s hand. Indeed, preliminary
measurements show that a single ﬁnger placed sub-optimally can increase antenna
reﬂection from −15.8 dB to −1.1 dB in the GSM850 band.

Model the antenna impedance
A network analyzer was connected to the coaxial cable attached to the iPhoneTM antenna. Impedance measurements were taken of the antenna in two states: with the
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(a) iPhoneTM with Finger

(b) Measured Impedance

Fig. 6.3.: The ﬁnger location for iPhoneTM with Finger measurements and the measured input impedance of the iPhoneTM antenna with (black) and without (blue) a
ﬁnger from 824-960 MHz. The antenna model impedance for the same frequency
range is shown in thick red.

Table 6.2.: Optimized Matching Network Parameters

Parameter Multi-band PIFA iPhoneTM with Finger
Topology

Series Varactor

Series Varactor

l1

2.7◦ at 890 MHz

90◦ at 890 MHz

Z1

1200 Ω

19.0 Ω

C

1.6 pF to 7.4 pF

3.8 pF to 10.8 pF

l2 = lA

464◦ at 890 MHz

144.5◦ at 890 MHz

Z2 = ZA

111.25 Ω

33 Ω
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phone lying on a table without any human interaction and while a ﬁnger was touching
the antenna as shown in Fig. 6.3. Without a ﬁnger the antenna is matched quite well
in these bands. With a ﬁnger, however, the antenna becomes highly detuned. Due to
this, the ﬁnger-detuned state is to be corrected with the tunable matching network.
As with the PIFA, the iPhoneTM with Finger can be modeled with the schematic
of Fig. 6.1b. With the values shown in Table 6.1, the model’s impedance looks
appropriately like the antenna’s when a ﬁnger is applied as displayed in Fig. 6.3.

Choose a topology
Again, since the antenna model is inductive, the series varactor topology was
chosen (Fig. 6.1a).

Optimize the matching network
Like the PIFA, the iPhoneTM with Finger model contains a transmission line which
was absorbed into the matching network topology by letting Z2 = ZA and l2 = lA .
The optimizer was run with the same restraints as the PIFA: ΓL , Z2 , and l2 based
on the antenna model; a maximum varactor tuning range of 8:1; and a maximum
acceptable ΓIN of −10 dB. The optimized parameters are shown in Table 6.2.

6.2.4

Power Handling

Along with bandwidth optimization, power handling of the PIFA matching network was investigated. From [54] we know that the power handling of a varactor-based
circuit will be limited by the varactor diode either turning on or reaching its breakdown voltage. To assess the power handling of the PIFA matching network, large
signal simulations were performed and GT was calculated. Fig. 6.4 shows results from
these simulations. Transducer gain starts to degrade for source power levels above
25 dBm and becomes seriously degraded above 30 dBm. Thus, the matching network
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(a) 20 dBm

(b) 25 dBm

(c) 30 dBm

(d) 35 dBm

Fig. 6.4.: Simulated 894 MHz transducer gain for the PIFA matching network at
various source powers levels. Only transducer gains above −1 dB are shown. Above
30 dBm, transducer gain degrades rapidly.

is expected to operate up to 1 W source power with optimal performance below 0.5
W. Replacing the low-breakdown voltage (24 V) single varactor with back-to-back
ones with higher breakdown voltage would greatly improve power handling [54].
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(a) PIFA Network

(b) iPhoneTM with Finger Network

Fig. 6.5.: Pictures of the fabricated matching networks.

6.3

Measured Results

6.3.1

PIFA

The matching network’s short high impedance transmission line is impractical to
fabricate. Thus it was replaced and emulated by an inductor [5]. A 9.5 nH inductor
was chosen so that when varactor parasitics were added, total inductance would be
the 10.0 nH needed to replace the transmission line.
The circuit was fabricated on Rogers 4350B with a Skyworks SMV1281 varactor
and a Coilcraft 0603HP-9N5 inductor. A picture of the fabricated circuit is shown in
Fig. 6.5.
Scattering parameters from the matching network were measured on a network
analyzer for bias voltages from 0 to 20 V. Best-case GT was then calculated via (6.1)
for all passive loads on the Smith chart. Results with a transducer gain greater than
−1 dB are shown in Fig. 6.6 for four frequencies within the desired range. Overlaid
on top of the transducer gain is an outline of the approximate antenna impedance
area.
Measured transducer gain correlates with simulated results as can be seen in
Table 6.3. The matching network performs well for the intended antenna. For the
impedances of interest, this matching network provides a GT of −0.7 to −0.2 dB
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(a) 824 MHz

(b) 880 MHz

(c) 894 MHz

(d) 960 MHz

Fig. 6.6.: Measured transducer gain for the PIFA matching network where the Smith
chart represents ΓL . PIFA impedances are enclosed in thick black lines at each frequency. Only loads with better than −1 dB transducer gain are shown.

across the frequency spectrum. 85-95% of the power provided by the source will
be delivered to the antenna no matter how the user holds the device. Without the
tunable matching network, GT would be between about −3.7 and 0 dB (42-100%)
depending on the user’s hand placement. By taking a small 5% hit at the upper end
of eﬃciency, a 43% improvement is obtained at the lower end, and the range of power
delivered to the antenna is decreased.
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Table 6.3.: PIFA Matching Network Results

Without

PIFA

PIFA

Matching Simulated Measured
824 MHz

21.0%

39.6%

35.2%

covered

880 MHz

21.0%

39.9%

35.8%

(GT >

894 MHz

21.0%

39.9%

36.0%

960 MHz

21.0%

40.1%

36.4%

Min

−3.7 dB

−0.7 dB

−0.7 dB

Transducer

Max

0 dB

−0.01 dB

−0.2 dB

Gain

Min

42%

85%

85%

Max

100%

> 99%

95%

Smith chart

−1 dB)
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iPhoneTM with Finger

6.3.2

The matching network for the iPhoneTM with Finger was also fabricated on Rogers
4350B utilizing a Skyworks SMV1281 varactor and is pictured in Fig. 6.5. Due to
fabrication issues the transmission line was limited to a characteristic impedance of
20 Ω as a microstrip line. If this matching network were to be embedded in a mobile
device, one would likely need to consider non-50 Ω impedance coaxial such as is
available from [55]. It should be noted that though a 90◦ line may seem long, the
iPhone 4TM already uses a coaxial line of approximately this length in its current
design.
Optimum measured GT of the iPhoneTM matching network is shown in Fig. 6.7
for the extremes of the frequency range. Frequencies between these extremes have
similar looking transducer gain plots. GT is measured to be −2 to −1 dB for the
antenna load (63-79% power delivered to antenna from the source). This compares to
−6.6 to −6.0 dB (22-25%) without the tunable matching network. A lower impedance
transmission line would provide even better transducer gain results beyond the 4 to
5.6 dB improvement presented here.

6.4

Conclusion
Single-tunable-element matching networks, being optimized for transducer gain

based on simple antenna models, have been presented which cover antenna impedances
for the GSM850 and GSM900 bands. Networks were presented for a PIFA and a proofof-concept design for the iPhone 4TM antenna which correct for the detuning eﬀects of
users’ hands. Signiﬁcant measured transducer gain improvements have been shown of
up to 3.5 and 5.6 dB for the PIFA and iPhoneTM , respectively, which agree well with
simulation. The simulated power handling of 25-30 dBm could be improved by using
antiseries varactors. Alongside a hand detection or reﬂected power control scheme,
these networks would be excellent candidates for implementation into mobile devices.
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(a) 824 MHz

(b) 960 MHz

Fig. 6.7.: Measured transducer gain for the iPhoneTM with Finger matching network
with the Smith chart representing ΓL . Measured iPhoneTM with Finger impedances
are marked with an ×. Only loads with better than −3 dB transducer gain are shown.
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7. COMPARISON OF SINGLE- AND DUAL-ELEMENT
TUNABLE MATCHING NETWORKS
This chapter presents wideband reconﬁgurable matching networks operating in the
GSM850 and GSM900 bands for counteracting detuning of mobile handset antennas
by user interaction at high power. High breakdown voltage varactor diodes are used
as tuning elements. Single-diode, shunt-series diode, and two-diode topologies are
investigated for power handling and the eﬀect of input power on matching network
transducer gain, GT , is studied. Results show that a shunt-series diode topology can
handle input powers of up to 36 dBm while maintaining GT degradation of less than
0.1 dB.

7.1

Introduction
Modern mobile handset utility continues to increase. Due to this increase in

utility, user interaction makes it much more diﬃcult to know the impedance of the
mobile antennae. Indeed, the antenna impedance has been shown to vary considerably
depending on how the user is holding the device [47, 48]. For this reason, there has
been great interest in implementing reconﬁgurable matching into mobile handsets
[15, 16, 20, 49, 50]. Additionally, various control schemes have been studied, whether
based on external sensors or internal power measurements [15, 53].
Current reconﬁgurable networks based on varactor diodes are often limited in
power handling. In fact, power handling is often not reported in the literature for
such circuits. [54] reports a single-frequency PA matching network capable of greater
than 5 W power. The previous chapter reported results of wideband matching networks designed to counteract mobile handset detuning in the GSM850/900 bands.
This chapter builds on these by presenting, for the ﬁrst time, a matching network
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(a) Single-Varactor Topology

(c) 824-894 MHz

(b) Two-Varactor Topology

(d) 880-960 MHz

Fig. 7.1.: a) and b) The schematics of the two matching network topologies optimized for the 824-960 MHz frequency range. c) and d) The input impedance of a
mobile antenna varies. Diﬀerent lines and colors represent diﬀerent users holding the
device (from [48]). The impedance of the antenna model used for matching network
optimization is shown in thick red.

to counteract mobile handset detuning based on solid state varactor diodes which
functions at greater than 36 dBm input power. The networks are designed for the
GSM850 and GSM900 bands. Additionally, the eﬀect of topology on power handling
and matching network loss is investigated.

7.2

Design
The objective of matching network design is to deliver as much power as possible

from the source to the load. The best metric for such an objective is transducer gain,
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deﬁned as the ratio of power delivered the load divided by the power provided from
the source. Mathematically, it is
GT =

2
1 − |ΓS |2
2 1 − |ΓL |
|S
|
21
|1 − ΓIN ΓS |2
|1 − S22 ΓL |2

(7.1)

where ΓS is the source reﬂection, ΓL is the load reﬂection, Smn are the scattering
parameters of the matching network, and ΓIN is the input reﬂection to the network
when cascaded with the load.
The previous chapter presents a bandwidth-optimized matching network for the
GSM850/900 bands of the antenna impedances measured in [48] (see antenna impedance
in Fig. 7.1). In that matching network, a low breakdown voltage varactor diode was
utilized which yielded simulated power handling of less than 1 W. In order to optimize
power handling, three avenues of investigation were undertaken:
1. Utilize a varactor diode with higher breakdown voltage.
2. Implement the varactor with four diodes in series-shunt conﬁguration.
3. Use a two-tunable-element matching network topology.

7.2.1

Bandwidth Optimization

A single-diode, series-shunt diode, and two-diode matching network were designed
based on two matching network topologies. The single-diode and series-shunt networks were designed using the single-varactor topology shown in Fig. 7.1a. Optimization of this topology for the bandwidth of interest was presented in the previous
chapter. As such, the network parameters remain the same except the varactor is
replaced by either a single high break down voltage varactor diode or four of these
diodes in antiseries-shunt conﬁguration (see Fig. 7.2a and 7.2b).
The two-diode matching network topology was optimized for bandwidth via computeraided design software to achieve the best GT across the 824–960 MHz frequency range.
Restraint was made to use the same high breakdown voltage diode as the single-diode
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(a) Single-diode Matching Network

(b) Series-shunt Matching Network

(c) Two-diode Matching Network

Fig. 7.2.: The three matching networks were fabricated and measured: (a) Singlediode, (b) Series-shunt, and (c) Two-diode. Simpliﬁed schematics of the fabricated
networks are shown after optimization. At the right are measured small-signal transducer gain plots versus load impedance for 890 MHz.
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network. Optimization was based on the load circuit shown subset in Fig. 7.4a. Load
parameters were lA = 464◦ at 890 MHz, ZA = 111.25 Ω, LA = 22.28 nH, and RA = 300
Ω. Optimization results for the networks are shown in Table 7.1.

7.2.2

Fabrication Tenability

Due to the untenable nature of some of the optimized parameters, adjustments
were made to obtain the same characteristics within the bandwidth of interest. In
particular, two adjustments were made. In the single-diode and series-shunt diode networks, the extremely short and high impedance transmission lines (see l1 and Z1 ) were
replaced by a 9.5 nH inductor. For the two-diode network, the high-impedance transmission line (Z2 = 175 Ω) was replaced by a transmission line-inductor-transmission
line cascade as shown in Fig. 7.2c. The line lengths were both l2 = 5.4◦ at 890 MHz,
line impedances were Z0 = 50 Ω, and the inductor value was 17 nH.
With these modiﬁcations, simulations were performed to assess the circuit linearities. Simulated IIP3 results for each of the matching networks at 890 MHz and biased
for a 50 Ohm load are shown in Fig. 7.3. The single-diode network has the lowest
IIP3 of 52 dBm. By changing the topology to a two-diode network, the IIP3 increases
to 58 dBm while the series-shunt network gives the best simulated IIP3 results of 61
dBm.

7.3

Measured Results
The three matching networks were fabricated on Rogers TMM 3. The diode uti-

lized was Micrometrics’ MTV4060-09-19, an abrupt junction silicon varactor. These
diodes have a good breakdown voltage of 60 V, good tuning range of 1.25–10 pF,
and decent quality factor. The inductors are Coilcraft 0603HP.
First, small-signal scattering parameters of each network were measured on a
network analyzer, biasing the diodes between 0 and 60 V. These measured scattering
parameters were used to calculate the transducer gain, GT , for all loads on the Smith
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(a) Single-diode Network

(b) Series-shunt Network

(c) Two-diode Network

Fig. 7.3.: Simulated IIP3 for each of the matching networks.

Table 7.1.: Optimized Matching Network Parameters

Network

Single-diode

Parameter

& Series-shunt Two-diode

l1 [◦ at 890 MHz]

2.7

10.6

Z1 [Ω]

1200

26.4

C1 [pF]

1.6–7.4

1.25–10

l2 [◦ at 890 MHz]

–

36.2

Z2 [Ω]

–
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C2 [pF]

–

1.25–10
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(a)

(b)

Fig. 7.4.: a) Measured small-signal transducer gain versus frequency for the optimization antenna load. b) Measured transducer gain versus matching network input
power for 890 MHz and a 50 Ω load.
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chart by (7.1). The best-case transducer gain for the matching networks at 890 MHz
is shown in Fig. 7.2; only GT > −1 dB are shown. The single-diode network performs
best in the small-signal realm, yielding a GT of about 0.2 dB for some loads of interest.
The series-shunt matching network performs slightly worse, taking an approximately 0.2 dB hit in GT across the Smith chart. It is suspected that this is mostly
due to the biasing network as the upper limit of GT is highly aﬀected by the biasing
structure in simulations.
The worst performer at small-signal is the two-diode network. Intuitively, one
would think that the additional tuning element would yield better Smith chart coverage. Unfortunately, for a threshold of GT > −1 dB, the extra loss associated with
adding a second tuning element counteracts the benefits of an additional degree of freedom. As shown in Fig. 7.2c, load coverage is about the same but average transducer
gain is much worse.
This general trend holds true across the bandwidth of interest. Using the measured
matching networks’ scattering parameters, the optimization load is virtually attached
and transducer gain is calculated across the 824–960 MHz bandwidth (Fig. 7.4a). The
single-diode provides a better GT for the antenna load than the series-shunt network
which, except for a small anomaly at 860 MHz, performs better than the two-diode
network.
To assess power handling, the matching networks are attached to a high-power
source and the output is observed on a spectrum analyzer. Input power is swept until
the transducer gain decreases below the −1 dB threshold. Measured results are shown
in Fig. 7.4b and compared to simulation. For a 50 Ω load, the two-diode matching
network breaks the threshold at 26 dBm. The single-diode network performs better
at higher power, staying above GT = −1 dB until 34 dBm. The series-shunt diode has
the best high-power performance, maintaining a gain within 0.1 dB of its small-signal
characteristics up to 36 dBm input power, and maintaining > −1 dB transducer gain
to almost 38 dBm.
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7.4

Conclusion
Three tunable matching networks for the GSM850 and GSM900 bands have been

presented which utilize high breakdown voltage varactor diodes for tuning. Both
single- and two-tuning-element networks have been investigated and small signal and
high power performance have been discussed. It was seen that any advantages of the
two-diode matching network in load coverage and power handling are counteracted by
the additional loss from the second tuning element. Furthermore, it has been shown
that a wideband series-shunt diode matching network for GSM850 and GSM900 can
operate well up to over 36 dBm input power.
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8. LOSS IN INTEGRATED PLANAR INDUCTORS
Due to the physical size of distributed matching networks, there are many instances
when lumped-element networks are preferred. To yield small dimensions with high
quality factor, matching networks can be implemented on low-loss substrates to form
integrated passive devices (IPD). This chapter presents an inductor model for planar
inductors on low-loss substrates.

8.1

Introduction
A method of calculating inductance of a structure that has been used for a long

time is the method of partial inductances [63]. The total inductance, L, of an octagonal inductor can be found by splitting it up into its edges (LA–LI). Each edge
has a self-inductance with itself and a mutual inductance between itself and each of
the other edges (Fig. 8.1). The total inductance of the structure can be found by
summing the self- and mutual-inductances of the individual elements
L = LA + LB + . . . ± 2MAB ± 2MAC ± . . .

(8.1)

The mutual inductance of two elements can be calculated by a method popularized
by Rosa and Grover [63,64]. Current distributions which are uniformly spread across a
cross-section can treated as current ﬁlaments. The placement of the current ﬁlaments
is decided by calculating the geometric mean distance between the two cross-sections.
Biot-Savart law can then be used to calculate the mutual inductance of the two
ﬁlaments. Self-inductance is calculated in the same way but with the “two” crosssections being the same.
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Fig. 8.1.: Each edge of an octagonal inductor has a self-inductance L and is mutually
coupled to all the other edges. The mutual inductances between edge A and the other
edges is represented.

Fig. 8.2.: The rectangular cross-sections of uniform current density can be replaced
by current ﬁlaments separated by the geometric mean distance between the crosssections.
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For example, the mutual inductance of two parallel conductors of rectangular
cross-section, both of length l is found as follows: the conductors are replaced by
current elements of length l, separated by R, where R is deﬁned by
log R = log p + log k

(8.2)

where p is the distance between the center of the two cross-sections and k is a function
of B, C, and p and can be found in Grover’s inductor calculation handbook [64]. Note
that in this instance, R is not resistance but an eﬀective distance. Mutual inductance
is then given by [64]
[
M = 0.002l log

(

l
+
R

√

l2
1+ 2
R

)

]
R2 R
1+ 2 +
.
l
l

√
−

(8.3)

For low frequencies, where inter-turn or conductor-to-conductor capacitance are
negligible, this can provide a good approximation of inductance. However, as frequency increases, capacitances as well as current distributions have an increasing eﬀect
on the inductor characteristics. To properly account for these frequency-dependent
eﬀects, a more thorough model than a simple lumped inductor is needed.
Koutsoyannopoulos and Papananos have developed a model to address the capacitive coupling at higher frequencies [65]. Their model is very similar except it
adds
1. capacitive coupling to adjacent conductors
2. coupling to the substrate
3. resistive losses.
The circuit diagram in Fig. 8.3 represents one edge of the inductor. L and K
are self-inductance and coupling coeﬃcient to each of the other edges of the inductor,
respectively. Cp is coupling through the SiO2 insulator, Cs is the substrate capacitance
to the back-side ground, Gs is the substrate loss to the backside ground and Rsub is
the substrate loss from the input of the element to its output. Cf 1 and Cf 2 represent
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Fig. 8.3.: The low-resistivity substrate model proposed by Koutsoyannopoulos and
Papananos, after [65].
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the capacitive coupling between adjacent inductor elements. Finally, R represents
metal loss.
Because this model was developed for inductors on low-resistivity substrate, substrate losses dominate. Thus, a rough estimate of R based on uniformly-distributed
current is good enough to get good model-to-hardware correlation of quality factor
for these low-Q devices. Similarly, for low-Q devices (up to Q of approximately 5),
a compact physics-based model is also available [67]. [68] gives a good review of the
design and modeling of spiral inductors when a lossy semiconducting substrate is
utilized.
When moving to a high-resistivity substrate, however, substrate losses are much
less signiﬁcant and the metal losses will dominate. In such a situation, to calculate
quality factor it is vitally important to have a better estimate of metal loss. Depending
on frequency and conductivity, current distribution will be eﬀected by eddy currents
as well as skin depth. To properly model inductors on high-resistivity substrates,
especially to predict quality factor, knowledge of current distribution is needed.
Changing magnetic ﬁelds cause currents to ﬂow within an conductor. These
magnetic-ﬁeld-induced currents, called eddy currents, change the net current distribution so that it is no longer uniform. Kuhn and Ibrahim have looked into the eddy
currents generated in spiral inductors [66]. They make the following simpliﬁcations
for their analysis:
• the magnetic ﬁeld is constant across each turn of the inductor
• the magnetic ﬁeld increases linearly is you approach the middle of the inductor
• the excitation current of the inductor is uniformly distributed.
These simpliﬁcations aren’t ideal but provide a good ﬁrst-pass analysis of the
situation. The result of their study was to develop a framework for thinking about
this issue and ﬁnd trends and general approximations. They do not, however calculate
exact values across a wide range of situations and parameters. For example, values
in their magnetic ﬁeld equation are at least geometry-dependent and they provide no
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Fig. 8.4.: A 4.5-turn octagonal inductor on a loss-less substrate. This inductor will
be used to motivate the model.

insight into ﬁnding these values, and the B0 value (ﬁeld strength at the center of the
inductor) is claimed to be “reasonably accurate” with no guidance on applicability.
The aim of this chapter is to combine the inductive and capacitive accuracy of
an edge-by-edge model of a planar inductor with the resistance accuracy achievable
by assessing current distributions within the metal edges. To isolate the metal loss,
this model will be developed speciﬁcally for high resistivity substrates. Ultimately,
the inductor model will be shown to calculate inductance and quality factor across a
wide range of frequencies in sub-second speed.

8.2

Modeling Overview
The model will be developed for a multi-turn octagonal planar inductor on a loss-

less substrate. Speciﬁcally, the 4.5-turn inductor shown in Fig. 8.4 will be used to
motivate the model.
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Fig. 8.5.: The circuit model for one edge of the inductor.
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The modeling procedure is based on the elementary circuit block shown in Fig. 8.5.
Nodes are where two edges connect (“corners” of the inductor) or the end of a dangling
edge. Cx,y is the capacitance between node x and node y , Ln is the self-inductance of
the edge connecting node n to node n + 1, Mn is the total mutual inductance between
the edge connecting node n to node n + 1 and all the other edges, and Rn is the
eﬀective series resistance between node n and node n + 1. A mesh of interconnected
elementary blocks constitutes the full inductor model.
Using this model, inductance and quality factor can be calculated through the
following steps:
1. Determine the self- and mutual-inductance of and between each side of each
turn (Ln and Mn for all n), the node-to-node and node-to-ground capacitance
matrix for each node of the inductor, and the current distribution for each
inductor edge.
2. Generate a node-to-node admittance matrix for this mesh of parameters.
3. Calculate nodal voltages from the admittance matrix and use these voltages to
determine inductor characteristics (inductance and quality factor).

8.3

Inductance, Capacitance, and Current Density

8.3.1

Inductance Calculation

Self- and mutual-inductance can be computed for each of the edges of the inductor using the method described previously and found in Grover [64]. To simplify
computation, net current is assumed to be the same for all edges, which permits
the mutual inductance to be modeled as an inductor, Mn , in series with the edge’s
self-inductance, Ln , as shown in the elementary block, Fig. 8.5.

192

Fig. 8.6.: During DC capacitance simulation, in order to ensure that the nodes are
not shorted together, two separate models are simulated: the even nodes (left) and
the odd nodes (right).

Fig. 8.7.: The ground current is not symmetric in the ground ring. The side of the
inductor with the additional half-turn contains most of the current. Thus, the ground
capacitance of the inductor at RF is about half its DC capacitance.
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Fig. 8.8.: The current density along the length of an edge of the inductor is not
uniform. Sampling across the entire volume of each edge is needed to account for this
non-uniformity.

8.3.2

Capacitance Matrix

Node-to-node and node-to-ground capacitance matrices are determined by simulating the inductor in Maxwell 3D, a DC capacitance simulator. If the entire inductor
is simulated, the nodes are shorted together and all DC capacitances between each of
the nodes are incorrect. To overcome this, the inductor model is split into two, one of
the even nodes and one of the odd nodes, so that two capacitance matrices are found:
an even node matrix and an odd node matrix (Fig. 8.6). Capacitances between the
even and odd nodes are assumed to be zero.
This simulation of capacitance also yields node to ground capacitance. However, because the current density in the ground ring for half-turn inductors is heavily
weighted toward one side of the ground ring, the DC capacitance of the inductor is
about twice what it is at RF (see Fig. 8.7).
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Fig. 8.9.: To ensure eﬀective resistance calculation accuracy, current density is sampled at over 22,000 points for each edge of the inductor. Each blue dot represents a
sampling point.
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8.3.3

Current Density

Current densities within the inductor’s conductors are determined through simulation in Ansys HFSS. Current density is not uniform along the length of an edge
(Fig. 8.8). In order to get an accurate representation of the current density, sampling
must be performed through the entire edge volume. Fig. 8.9 shows the 3D sampling
points used to extract current densities throughout a 4.5 turn inductor. Each edge is
sampled at over 22,000 points. The entire 4.5 turn inductor is sampled at more than
830,000 points.

8.4

Calculating Inductance and Quality Factor
To calculate the inductance and quality factor of the inductor at a frequency ω,

the admittance between each node is needed. The inductance and capacitances are
already calculated. However, the eﬀective resistance Rn needs to be calculated from
current density.

8.4.1

Eﬀective Resistance

Frequency Multiplier Equation
The eﬀective resistance of edge, e, of the inductor at frequency ω is a multiple
mRF,e of its DC resistance such that
Ref f,e (ω) = RDC mRF,e (ω).

(8.4)

For Ref f to be accurate, it must consume the same amount of power assuming a
uniform current density as the actual edge does with its non-uniform current density.
To calculate mRF,e , then, we look at the power consumed in a conductor with
resistivity ρN , the actual resistivity of the conductor, and a non-uniform current
distribution of Jv,N (x, y, z). That power is compared to a conductor with eﬀective
resistivity ρU and a uniform (i.e. constant) current distribution Jv,U . ρU is then
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Fig. 8.10.: An arbitrary volume of conductor with current density Jv passing through
it. Assuming the conductor has resistivity ρ > 0, power will be consumed.
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calculated such that it yields the same power consumption as the non-uniform current
in ρN when the net current through its cross-section is the same.
First, we start with a block of conductor of dimensions ∆x × ∆y × ∆z (Fig. 8.10).
The power consumed in that volume by a current density Jv (x, y, z), assumed in
the +z direction, is the volume integral of the power consumed in each inﬁnitesimal
volume dx × dy × dz
1
P =
2

∫ ∫ ∫
|Jv |2 ρdxdydz

(8.5)

where ρ is the resistivity of the conductor.
For the case of a non-uniform current density Jv,N (x, y, z) in a conductor of resistivity ρN , the power consumed in the block is
∫ ∫ ∫
1
PN = ρN
|Jv,N (x, y, z)|2 dxdydz.
2

(8.6)

The net non-uniform current passing through a cross-section of the volume at z is
∫ ∫
Itot,N (z) =
Jv,N (x, y, z)dxdy.
(8.7)
For the case of a constant, uniform, current density with respect to position, Jv,U ,
and eﬀective resistivity ρU , the power consumed in the block of conductor is
PU =

1
|Jv,U |2 ρU ∆x∆y∆z.
2

(8.8)

The net uniform current passing through a cross-section of the volume at any z is
∫ ∫
Itot,U =
Jv,U dxdy = Jv,U ∆x∆y.
(8.9)
Assuming Itot,N (z) is constant with respect to z, then in order for the uniform
distribution to have the same net current (i.e., Itot,N = Itot,U ),
Jv,U =

Itot,N
.
∆x∆y

(8.10)

Setting (8.8) equal to (8.6),

∫ ∫ ∫
1
1
2
|Jv,N (x, y, z)|2 dxdydz
|Jv,U | ρU ∆x∆y∆z = ρN
2
2
∫∫∫
|Jv,N (x, y, z)|2 dxdydz
ρU = ρN
|Jv,U |2 ∆x∆y∆z

(8.11)
(8.12)
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where Jv,U is deﬁned by (8.10). ρU in this case is an eﬀective resistivity and ρN is the
actual resistivity. Thus,
ρU
mRF,e (ω) =
= mean
ρN

{(

|Jv,N (x, y, z)|
|Jv,U |

)2 }
(8.13)

where the mean is taken over the volume of edge e at frequency ω.

Frequency Multiplier Across Frequency
In order to determine what mRF,e (ω) is across frequency, a second-order polynomial is generated for mRF,e with respect to frequency
mRF,e = p2,e ω 2 + p1,e ω + p0,e

(8.14)

and best-ﬁt coeﬃcients p2,e , p1,e , p0,e are calculated for each edge based on current
densities simulated at ﬁve frequency points in Ansys HFSS. In this way, mRF,e can
be found for any arbitrary frequency. As long as ω is not close to the inductor
self-resonance, this second-order ﬁt has shown to be accurate. Fig. 8.11 shows a comparison between this polynomial version of mRF,e and values of mRF,e extracted from
HFSS across a wide frequency range for a sample planar inductor. It demonstrates
the second-order nature of mRF,e .

Frequency Multiplier Across Geometry Speciﬁcations
To allow freedom in geometry speciﬁcations, a range of inductor geometry parameters are simulated and the p coeﬃcients themselves are made to be functions of
inductor line width, w, and spacing, s
p2,e = a5,e w2 + a4,e s2 + a3,e ws + a2,e w + a1,e s + a0.e

(8.15)

p1,e = b5,e w2 + b4,e s2 + b3,e ws + b2,e w + b1,e s + b0.e

(8.16)

p0,e = 1.

(8.17)

The a-coeﬃcients correspond to p2,e and the b-coeﬃcients correspond to p1,e . Thus we
arrive at the values which are used to calculate the resistance of each edge, coeﬃcients
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Fig. 8.11.: mRF,e ﬁts to a second-order polynomial with respect to ω for each edge e.
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ai,e and bi,e for i = {1, 2, 3, 4, 5}. In order to determine these coeﬃcients, a wide range
of inductors are simulated and their current densities extracted. mRF,e is calculated
for each edge of each inductor and then p-coeﬃcients are determined which best-ﬁt.
Finally, ai,e and bi,e are determined for best-ﬁt.
To model an inductor of arbitrary line width or spacing, w and s are plugged
into (8.15) and (8.16) to calculate the p-coeﬃcients which are in turn plugged into
(8.14) to calculate mRF,e at each frequency. As an example, a library of 4.5-turn and
2.5-turn inductors with diameters of 390 µm were simulated to extract their a- and
b-coeﬃcients. The range of model parameters simulated are shown in Fig. 8.12. This
range of parameters was chosen because they yield inductances on the order of nH’s
in the low GHz frequencies with self-resonant frequencies beyond 5 GHz and a small
inductor footprint, desirable traits for many applications such as matching networks
for mobile devices. The parameter range is also limited by physical realizability. For
example, a turn width of w = 32 µm and turn spacing of s = 20 µm is not possible
with a 4.5-turn inductor of diameter l = 390 µm.
Figure 8.13 shows the error in the p-coeﬃcients for this library. First, the pcoeﬃcients are calculated by best-ﬁtting (8.14) to the individually simulated inductors. Next, a- and b-coeﬃcients are determined for the inductor library as a whole.
The p-coeﬃcients based on (8.15) and (8.16) are then compared to the ﬁrst individually best-ﬁt p-coeﬃcients. A histogram of the error of these p-coeﬃcients for
all the library inductors is what is shown in Fig. 8.13. Calculating p-coeﬃcients for
arbitrary geometry parameters via (8.15) and (8.16) yields good results compared
to p-coeﬃcients calculated straight from simulation: p2,e within an absolute error of
0.01, and p1,e within a relative error of 10%, 95% of the time.

8.4.2

Admittance Matrix

Now that the self- and mutual-inductances, capacitances, and resistances are calculated between the nodes, to calculate the total eﬀective inductor inductance and
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Fig. 8.12.: The library of inductor parameters simulated. The chosen library of
parameters yields inductors on the order of nH’s in the GHz frequency range.

Fig. 8.13.: The error in the best-ﬁt p-coeﬃcients using a- and b-coeﬃcients versus the
p-coeﬃcients calculated directly from the simulated current density of each inductor.
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quality factor, voltages are determined at each node of the inductor. To do this,
at each frequency, equations for the current entering each node of the inductor are
written (the sum for each node must be 0). When placed in matrix form, a matrix
of admittances results as described below.
The admittance matrix is formed from the elementary circuit block for each node.
Nodes connected by an edge are connected by Ln , Mn , and Rn = Ref f,n while nodes
not connected by an edge are connected by Cn,m such that


V1
1
0
···
0
0




 Y2,1
Y2,2 · · · Y2,N −1
Y2,N   V2


..
..
..
..
  ..

..
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 .
.
.
.
.




 YN −1,1 YN −1,2 · · · YN −1,N −1 YN −1,N   VN −1


VN
0
0
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0
1
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0
..
.
0












(8.18)

0

where Ym,n is the admittance between nodes m and n when m ̸= n and
Ym,m = −

m−1
∑

Ym,j −

j=1

N
∑

Ym,j

(8.19)

j=m+1

when m = n. Node n = 1 is the source node with a source voltage magnitude V1 = 1,
and node n = N is ground with voltage of VN = 0.

8.4.3

Voltage Calculation

Inverting the admittance matrix and multiplying by the right-hand-side of (8.18)
gives the node voltages (Vn ) for the circuit. Node-to-node current can be determined
from the node voltages and node admittances.
By changing (8.18) appropriately, a complete nodal analysis of three scenarios can
be performed: (i) a shorted load ZL = 0, (ii) a 50 Ω load, and (iii) an inversion of
input and output with a shorted input. These three cases make it possible to ﬁnd
the Z-parameters of the inductor, Z11 , Z22 , and Z12 Z21 . These Z-parameters can be
used to calculate the Y-parameter Y11 by [5]
Y11 =

Z22
.
Z11 Z22 − Z12 Z21

(8.20)
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Y11 can then be used to calculate inductance and quality factor from the well-known
equations
{
}
1
1
L = Im
ω
Y
{ }11
Im Y111
{ }.
Q=
Re Y111
8.5

(8.21)

(8.22)

Modeling Results
The library of 2.5-turn and 4.5-turn inductors was simulated in HFSS and Maxwell

3D to obtain capacitance and the a-coeﬃcients and b-coeﬃcients. The model was then
used to calculate L and Q of the inductors across frequency.
Resulting L and Q of four inductors at the edges of the parameter range for the
4.5-turn library are shown in Fig. 8.14. As can be seen, the model matches very well
to HFSS even at the corners of the library’s geometry parameter range. Similarly,
model versus HFSS comparison for 2.5-turn inductors is shown in Fig. 8.15 yielding
similarly good results. A histogram of the L and Q error for all inductors in the
libraries is presented in Fig. 8.16. All inductances are calculated to within 10% of the
HFSS value at 2 GHz and 94% of the quality factors are calculated to within 12% of
HFSS at 2 GHz.

8.6

Conclusion
A method of modeling a planar inductor which accurately takes into account metal

losses has been presented. The metal loss is modeled as a resistor with a resistance
based on the distribution of current density. Using this model to simulate L and Q
of inductors yields L within 10% and Q within 12% of the HFSS values at 2 GHz
for almost all inductor geometries examined. Once an inductor library is developed,
utilizing this model in inductor design can allow quick geometry optimization without the need to resimulate each parameter combination in a full-wave simulator. The
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Fig. 8.14.: A comparison of the presented model versus HFSS simulation for inductor
L and Q across frequency for four diﬀerent inductor geometries with t = 4.5 turns.
Line width w, line spacing s, and inductor diameter l are all listed in µm above their
corresponding plots.

model can accurately calculate inductance and quality factor across GHz-range frequencies at sub-second speeds compared to full-wave simulations which take on the
order of hours for each parameter variation. Fast and accurate modeling of metal
loss could lead to better inductor design on low-loss substrates, improving the performance of integrated passive devices such as matching networks, power combiners,
and transformers.
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Fig. 8.15.: A comparison of the presented model versus HFSS simulation for inductor
L and Q across frequency for four diﬀerent inductor geometries with t = 2.5 turns.
Line width w, line spacing s, and inductor diameter l are all listed in µm above their
corresponding plots.
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Fig. 8.16.: A histogram of the error in model calculation of L and Q at 2 GHz
compared to HFSS for all of the inductors in the 2.5-turn and 4.5-turn libraries.
Inductance is always within 10% error and quality factor is within 12% error 94% of
the time.
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9. THE FUTURE OF TUNABLE MATCHING
NETWORKS
9.1

Summary
Tunable impedance matching networks have been shown to be vitally necessary for

modern and future RF systems. This dissertation has presented the ﬁrst systematic
analysis of the frequency tuning range of tunable impedance matching networks. In
particular, formulas to calculate the fundamental limits in frequency tuning range
and load validity of ideal single-varactor distributed matching networks with parallel
resistor-capacitor or series resistor-inductor loads were developed, as well as design
equations for the transmission line’s characteristic impedance and length and the
varactor. The reason one load would have a better or worse performance than another
load right next to it on the Smith chart was found to be either ZT L validity, line length
change, or needed versus realizable Z1 .
Additionally, real-world implementation considerations were presented. The impact of limiting characteristic impedance and varactor range were taken into account
and updated frequency tuning range equations were provided. Vitally, it was shown
that varactor parasitics can have a signiﬁcant eﬀect on the GT proﬁle, both positively
and negatively on the order of multiple dB, and there are conditions which yield extremely low loss even with a lossy varactor. Tunable matching networks were applied
to mobile antennas yielding 3–5.6 dB improvements in GT and power handling in a
varactor-diode system of 36 dBm.
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9.2

Contributions
This work’s contributions to the ﬁeld of matching network theory, design, and

implementation are summarized.
Chapter 2 For the ﬁrst time, a visual approach to investigating non-Z0 transmission
lines was shown. A particular emphasis was placed on bandwidth considerations. The visual approach can be performed with a single Smith chart and
back-of-the-envelope calculations. Three rules of thumb for Smith chart transmission line loci give simple guidance to previously nonintuitive plots.
Chapter 3 The ﬁrst analytical equations for the frequency tuning range of a tunable
matching network were developed. A framework for the theory, analysis, and
presentation of tunable matching network frequency tuning range was presented.
For four topologies, the constraints on ZT L due to ZL0 were derived. Design
equations to calculate all parameters of the four topologies for any given ZL0
and ZT L were given. For the ﬁrst time, the root cause of frequency tuning
range limits of a distributed tunable matching network were explained, leading
to understanding of the load-, ZT L -, and ΓT H -dependence of T R. A single plot
was presented which clearly explains (i) the tuning range achievable at a given
ΓT H , (ii) the varactor range needed in order to yield a desired tuning range,
(iii) the eﬀect of changing ΓT H , and (iv) the eﬀect of increasing, decreasing, or
adjusting the varactor range. It was shown that there are some circumstances
when a tunable matching network will not perform better than a static network.
Chapter 4 Equation-based solutions to the impact of limits in either or both ZT L
and varactor range were derived, both for the validity of ZL0 and frequency
tuning range. Simple equations were presented which calculate the loss from a
varactor for any matching network topology if the varactor is at the source or
load. Minimizing that loss to a measured −0.07 dB was shown. Formulas are
calculated for determining the voltage across the varactor, which can be used
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for linearity and power handling analyses. A design procedure was presented.
Measurements conﬁrmed potential for small parasitic impact, the necessity for
careful design around ZT L boundaries, and the importance of ZT L choice.
Chapter 5 For the ﬁrst time, RF software designed speciﬁcally for analyzing tunable
matching networks was developed. The tool (i) allows importing simulated or
measured data, (ii) automatically generates optimal GT plots, (iii) and provides
interactive plots that let the user change source and load impedance on the ﬂy
and visualize frequency eﬀects.
Chapter 6 A matching network was shown to achieve GT improvements of up to
3.5 dB and 5.6 dB for PIFA and iPhone 4TM antennas across the GSM850GSM900 bands, utilizing only a single tuning element. This is the ﬁrst publicly
announced tunable matching network designed speciﬁcally to solved the iPhone
4TM antenna problem.
Chapter 7 A shunt-series diode-tuned matching network for a PIFA was fabricated
which handled input powers of up to 36 dBm while maintaining GT degradation
of less than 1 dB. Additionally, it was shown that the tradeoﬀ between additional
tunability and increased loss when increasing the number of tuning elements can
actually decrease the coverage of Smith chart loads given a set GT threshold.
Chapter 8 An inductor model that can calculate L and Q into the GHz range with
comparable accuracy to full-wave simulation at sub-second speeds was presented
and developed for a library of planar inductors. Speciﬁcally, metal loss was
accurately determined by taking into account non-uniform current distribution.
HFSS-to-model error was under 10% for L for all the geometries tested, and
under 12% for Q for 94% of the geometries tested at 2 GHz.
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9.3

Future Research
There are multiple areas on which future research eﬀorts could focus. However,

three rise to the top as the most important extensions of the contributions of this
work.

9.3.1

Expanding to Other Topologies

There are a wide range of potential matching network topologies. Some of the more
ubiquitous ones that would beneﬁt from a detailed analysis of their frequency tuning
range are the π and T matching network. Expanding the analysis performed in this
work to those networks would be beneﬁcial for two reasons: 1) because they are used
so heavily, a deep theoretical understanding of their behavior would have widespread
beneﬁt to the RF community; 2) as lumped-element matching networks, they oﬀer
miniaturized solutions for the ever-increasing restrictions on physical dimensions.

9.3.2

Deep Parasitics Analysis

As highlighted in this work, varactor parasitics can have a signiﬁcant eﬀect on the
performance of the matching network. It would be valuable to take parasitics into
account from the beginning of the design process. This would require understanding
the stochastic nature of parasitics as well as developing design equations for matching
networks that include parasitics inherently in their topologies.

9.3.3

Power Handling

Power handling was addressed brieﬂy in this work, but a much more thorough
analysis would be valuable to matching network designers. For example, understanding the tradeoﬀs between power handling, loss, and frequency tuning range for a
range of varactor technologies would assist in choosing the correct technology for a
particular application.
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