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Planned the study with co-authors. Created the simulated population with the buffer zone. Developed the R-code for the simulator. Carried out the literature review and wrote the major part of the manuscript. Was responsible for the responses to Reviewers. Forest resources are required for an increasing number of purposes globally, including wood-and fiber-based raw materials, the maintenance of biodiversity, and the mitigation of climate change (Mery et al. 2005) . As a consequence, the demands for information derived from forests are steadily increasing (Tomppo 2006; Cienciala et al. 2008; UNECE and FAO 2011) . National forest inventories (NFIs) have been established for a long time in many countries (e.g., Tomppo et al. 2010) . Normally, they are based on statistical samples consisting of field plots (McRoberts et al. 2009 Woodall et al. 2009; Ståhl et al. 2012 ) as a means for ensuring trustworthy information, i.e. information derived from estimators that are unbiased and which have high precision. Field-based forest inventories have many advantages. However, they become expensive when a large sample size is required to reach the needed levels of precision. Furthermore, sparse road networks or other conditions in a country may prevent easy access to the plots. Also, NFI information from field plots alone often leads to imprecise estimates for small regions within a country, due to rather small plot sample sizes and highly variable populations of interest. This has stimulated the development of solutions where field plots and remotely sensed (RS) data are combined in order to provide the required information (Holmström et al. 2001; Maltamo et al. 2007; Naesset et al. 2004) .
Lately, the REDD+ mechanism (reducing emissions from deforestation and forest degradation; Angelsen and Brockhaus (2009)), which has been developed under the United Nations' Framework Convention on Climate Change, has led to an even stronger focus on forest information and NFIs, and on how remote sensing within NFIs is utilized, especially in countries with poor infrastructure conditions. Several approaches based on remote sensing have been developed and demonstrated (e.g., Naesset et al. 2006; Gobakken et al. 2012; Nelson et al. 2008 Nelson et al. , 2009 ). However, inventories that make use of auxiliary information from remote sensing are not only relevant for developing countries and REDD+ (e.g., Asner 2009; Saatchi et al. 2011 ), but also for remote areas in developed countries such as Siberia and Alaska (e.g., Andersen et al. 2009 Andersen et al. , 2012 Nelson et al. 2009; Ene et al. 2012a) . Furthermore, in countries with well-established field-based NFIs, sample-based combinations of field and RS data may offer new possibilities to make inventories more cost-efficient.
The problems involved in reaching good inventory solutions include the variable and sometimes limited information in RS data, the need to combine remote sensing with field information in order to obtain reliable results, the lack of adequate field samples, the need to apply advanced statistical methods, and the challenge to make the solutions straightforward enough so that they can be easily employed in practice. Different inferential frameworks are available for the combination of field and RS data. A well-known approach is to use RS data only for stratification and post-stratification (e.g., McRoberts et al. 2002; Nilsson et al. 2003; Saarela et al. 2012 ). More advanced, and currently rather intensively studied methods include design-based model-assisted and model-based estimations approaches (e.g., Opsomer et al. 2007; Baffetta et al. 2009; Gregoire et al. 2011; Ståhl et al. 2011; Breidenbach and Astrup 2002; Naesset et al. 2013a ).
Two general philosophies of inference -model-based and design-based
NFIs and other large-scale forest surveys are normally based on design-based inference, i.e. the populations of trees and other elements of interest within a country are considered as fixed, and thus there exist fixed but unknown population totals and means that can be estimated from sample data. Estimates of population parameters are random variables due to random selection of population elements into the sample (e.g., Särndal et al. 1992; Gregoire 1998) . Design-based inference at least dates back to Neyman (1934) . This paper shaped the domination of an inferential framework wherein inference is independent from any assumptions about population structure and distribution (Gregoire 1998) . However, at the time Neyman published his paper, design-based inference had already been applied in forest surveys for more than a decade in the Nordic countries. Some key assumptions underlying designbased inference are (i) the values that are linked to the population elements are fixed (ii) the population parameters about which we wish to infer information are also fixed, (iii) estimates of the parameters are random because a random sample is selected according to some design such as simple random sampling, and (iv) the probability of obtaining different samples can be deduced and used for the inference.
However, design-based sampling is not the only inferential mode that can be applied in survey sampling. Since Matérn (1960) presented his influential paper on model-based inference within forest surveys, there has been a dispute around whether or not classical design-based inference can be replaced by model-based inference (Cassel et al. 1977; Särndal 1978; Gregoire 1998; McRoberts 2010a) . The assumption underlying model-based inference is that there is a model which generates random values of the population elements. This model is often known as a superpopulation model from which the actual population is a realisation (Cassel et al. 1977; Särndal 1978; Gregoire 1998; McRoberts 2010a) . Since the individual values of population elements are random variables, the population total and mean are also random variables. Estimates (sometimes termed as predicted values in the case of modelbased inference) are random variables, even if the sample is selected by following non-random principles. A detailed description of model-based inference can be found in Cassel et al. (1977) . Several studies discuss the potential advantages of model-based inference in survey sampling (e.g., Cassel et al. 1977; Särndal 1978; Gregoire 1998; McRoberts 2010a) . In forest surveys, model-based estimation has advantages in small-area estimation (e.g., Prasad and Rao 1990; Lappi 2001; Breidenbach and Astrup 2012) in which case it is typically called synthetic estimation. Synthetic estimators are based on models developed outside the target area, which is straightforward in cases such as when NFI data are applied for developing models that are applied within single stands (Breidenbach and Astrup 2012) . The model-based estimation approach can also be useful for surveys of remote areas, where remotely sensed data can be combined with a small sample of purposively selected field plots (McRoberts 2006; Ståhl et al. 2011; Corona et al. 2014a; McRoberts et al. 2014) . Some key assumptions underlying model-based inference are (i) the values linked to population elements are random variables, (ii) since the individual values are random variables, so is the population total or mean that we wish to predict, (iii) a model for the relationship between the target variable and some auxiliary variable(s) exist, (iv) auxiliary data are available for all population elements, and (v) after having selected a sample -that need not be random -for estimating the model parameters, we apply the estimated model for predicting the target population quantity.
Hybrid inference
Auxiliary data may not always be available prior to a forest survey and it may be very expensive to collect for all units in a population, in order to fulfil the standard assumption for model-based inference. In such cases, a sample of auxiliary data can be acquired upon which the population total of the auxiliary variable is estimated based on design-based inference. A model is applied for the relationship between the study variable and the sampled auxiliary variables, and thus model-based inference can be applied once the auxiliary variable totals (or means) have been estimated through design-based inference. This approach was termed as a hybrid inference by Corona et al. (2014b) . In a previous study by Mandallaz (2014) it was termed as pseudo-synthetic estimation, in the context of small-area estimation. Previous studies by Ståhl et al. (2011) and Ståhl et al. (2014) proposed the same approach, but did not suggest any specific nomenclature other than model-based inference. The basic approach in all these studies is that the expected value of an estimator is evaluated over both the model and the design. Likewise, the variance of the estimator is obtained through a conditioning approach, and typically includes one component due to the sampling error and one component due to the model error.
Remotely sensed data for forest surveys
Nowadays several kinds of RS data are available from almost all parts of the world. These include spectral satellite data with low, medium and high resolution (e.g., Hill et al. 1999; Hansen et al. 2008; Tomppo et al. 2008) , radar satellite data such as InSAR (e.g., Naesset et al. 2011) , Light Detection And Ranging (LiDAR) data from airborne profilers and scanners (e.g., Nelson et al. 1988 Nelson et al. , 1997 Naesset 1997; Hyyppä and Inkinen 1999) , and traditional air photos which are becoming increasingly important due to novel uses of 3D point-cloud techniques (Leberl et al. 2010; Bohlin et al. 2012; Breidenbach and Astrup 2012) . In principle, the usefulness of the different image sources depends on what correlations can be obtained between the target forest variables and the different metrics that can be derived from the images, the availability of images, the acquisition costs, and the possibility to link the image metrics to some appropriate source of field data. Statistical linkages of remote sensing metrics with ground-truth field data typically are conducted using various types of parametric or non-parametric regression techniques (Tomppo et al. 2011) , as well as different types of classification schemes such as logistic regression and discriminant analysis. Opsomer et al. (2007) and Baffetta et al. (2009) were first to introduce model-assisted estimation in the realm of coupling RS digital imagery data with field forest inventory data.
LiDAR data are known to provide auxiliary data that are highly correlated with growing stock volume, biomass and aboveground carbon in forests (Nelson et al. 1988; Naesset 1997; Hyyppä and Inkinen 1999; Hyyppä et al. 2008; Maltamo 2009; Naesset 2009 Naesset , 2011 Gobakken 2012; Naesset et al. 2013b ). In many applications, LiDAR data have been acquired wall-to-wall over the target forest areas, and stand-level estimates have been derived either based on the area method (Naesset, 2002) or based on the identification of individual trees (Hyyppä et al. 2001) . For applications over large areas, such as countries, the acquisition of LiDAR data is prohibitively expensive; however, the data acquisition can be carried out as part of a sampling scheme to improve the precision of estimation. For example, Nelson et al. (2008) used a profiling LiDAR to estimate the forest resources of Delaware, and Andersen et al. (2009) used data from an airborne laser scanner to estimate forest resources within a region of Alaska.
Over the last decade several studies have been conducted where remotely sensed and field data have been combined in order to enhance the precision of large-scale field based inventories, or to make forest surveys feasible in remote areas where field sampling is very costly. Important studies of this kind include Nelson et al. (2009 ), McRoberts (2010b , Andersen (2009), Gregoire et al. (2011 and Naesset et al. (2013a) .
In this thesis, two different sources of RS auxiliary information were analysed within design-based and modelbased survey sampling frameworks. The two data sources were airborne LiDAR and Landsat 7 Enhanced Thematic Mapper Plus (ETM+) data.
OBJECTIVES
The overall objective of the studies was to evaluate how RS auxiliary data could be used to improve the precision of estimators in large-area forest inventories carried out through probability sampling of field plots. Two different inferential frameworks were evaluated and compared for growing stock volume estimation: model-based inference and design-based inference, mostly through model-assisted estimators.
The specific objectives of the different papers included in the thesis were to I. introduce spatially balanced sampling (spreading in auxiliary space) in order to evaluate if and how much this design and the use of auxiliary RS data would improve the precision of estimation; II.
evaluate what improvements in precision of model-assisted estimators of growing stock volume could be obtained using different combinations of RS data sources as auxiliary information; III.
analyze the impacts of sample size and model form on the precision of model-based prediction with different kinds of RS auxiliary data; IV.
compare the performance of model-assisted estimation and model-based prediction in cases where RS and field data are geographically mismatched.
MATERIAL AND METHODS
In this chapter the study area and data are described, as well as the methods used in the different studies. In Paper II real data were used in the analyses, whereas in Papers I, III and IV simulated populations were used. The simulated populations were created using a multivariate probability distribution technique.
Kuortane study area
All four studies involved data acquired from the Kuortane study area (300 km 2 ). This area is located in western Finland, in the Southern Osthrobotnia region. It is covered mainly by middle aged boreal forest in the Suomenselkä watershed area. It is dominated by Scots pine (Pinus sylvestris L.) which covers over 80% of forest area, whereas Norway spruce (Picea abies) and deciduous trees, mainly birches, usually occur as admixtures. The landscape is dominated by pine forests growing on mineral soil, peatlands drained for forestry, open peatlands (mires), and agricultural fields at lower elevations. Terrain depressions are covered by lakes, the largest being Kuortanejärvi. In 2006, the area was chosen for a pilot research project studying LiDAR applications for forest inventories. The entire area was tessellated into 16 m x 16 m grid cells. Only grid cells which were located in the land use class forest were used. Other cells were masked out using digital map data provided by the Natural Resources Institute Finland (LUKE) . Overall, the forested parts of Kuortane comprise about 818000 grid cells, summing up to 210 km 2 of forest. Figure 1 presents an overview of the Kuortane study area. 
Field data
Field data were collected using a modified version of the Finnish NFI measuring system. The Finnish NFI is based on a systematic cluster sampling design. L-shaped clusters of sample plots are located 7 km apart from each other in Central Finland, which includes the Kuortane region. But as the study area was rather small, the NFI sampling design was intensified for the purposes of this project. This was done by increasing the number of plots in a cluster to 18 to double the intensity of plots. The plots in a cluster were located along a rectangular tract, 300 m apart (see Figure 1 ). Overall, 39 clusters were laid out in the study area, and the total number of plots in the land use category forest was 441. Each plot was measured both as a truncated angle count sample plot and as a fixed area plot with a 9 m radius. In the studies included in this thesis, only the fixed area plots were used. The size of the grid cells was chosen to correspond to the size of the field plots (~255 m   2 ). An overview of the field data is provided in Table 1 .
LiDAR data
The LiDAR data were collected on 28 th July 2006 with an Optech 3100 laser scanning system operated at an altitude of 2000 m above ground level, using a half-angle of 15º and a side overlap of about 20%. This resulted in a swath width of 1070 m. The divergence of the laser beam (1064 nm) was 0.3 mrad, which produced a footprint of 60 cm at ground level. Altogether 21 laser strips were measured, of which 2 were used for calibration purposes. The Optech 3100 laser scanning system produces four types of echoes (only, first, last, intermediate) which were reclassified into first and last pulse data. First returns were used for the digital surface model (DSM) creation and last returns for the digital elevation model (DEM), using the OPALS (Orientation and Processing of Airborne Laser scanning data) software (Kraus and Pfeifer 2001) . The DEM was used to extract the point cloud of returns corresponding to the vegetation -the digital vegetation model (DVM). An upper threshold of 35 m height was used for the DVM (Lindberg et al. 2012) , and no lower threshold was applied. In this research, an area-based approach (Naesset 2002 ) was used. Twenty-six LiDAR metrics were extracted from the DVM for each grid cell and field plot using FUSION software (McGaughey 2012) . The metrics were maximum height (h max ), minimum height, mean height (h mean ), standard deviation, variance, coefficient of variation, skewness, kurtosis (a measure of whether the data are peaked or flat relative to a normal distribution), P01, P05, P10, P20, P25, P30, P40, P50, P60, P70, P75, P80, P90, P95, P99 (heights at different percentiles of the DVM), canopy relief ratio (CRR), and percentage of first returns above 2 m (p veg ) as a crown cover estimate. For details see Table A2 in Appendix A of Paper II.
Landsat 7 ETM + data
The Landsat 7 ETM+ data were acquired in June 2006 (path 190 and row 16). The orthorectified (L1T) imagery data were downloaded from the U.S. Geological Survey server (accessed in 2011). Landsat 7 ETM+ has 8 bands of different spatial resolutions. For Paper I and II, bands 1 to 5 and 7 corresponding to blue, green, red, near infra-red (NIR), and two shortwave infra-red (SWIR) bands with a spatial resolution of 30 m were used. For Paper III and IV, only bands 2, 3 and 5 were used. The image was geo-referenced to the ETRS35-FIN metric coordinate system, and the pixel size was re-sampled to 16 m × 16 m using the nearest neighbour re-sampling method in ArcGIS 10 (ESRI 2011). Spectral values were extracted for each 16 m × 16 m grid cell and for each circular field plot.
Simulated populations
To create simulated study populations resembling the Kuortane study area, the copula technique (Nelsen 2006 ) was applied. A copula is a multivariate probability distribution for which the marginal probability distribution of each variable is uniform. It is a popular tool in actuarial sciences and recently it has been used in forestry applications for multivariate modelling of tree diameters, heights and volumes (Wang et al. 2008 (Wang et al. , 2010 , stochastic modelling of regeneration (Miina and Heinonen 2008) , simulation of forest stand structures (Kershaw et al. 2010) , estimating shrub cover in riparian forests (Eskelson et al. 2011) , improving inference based on nearest neighbour imputation (Ene et al. 2012b) , and for generating ground-truth populations in simulation studies related to large-area LiDARbased biomass surveys (Ene et al. 2012a (Ene et al. , 2013 . The approach applied in this thesis was based on the methods developed by Ene et al. (2012a) .
The empirical dataset used for constructing the simulated population in Paper I contains plot-level information regarding the field-based volume estimates, a selection of LiDAR-derived variables (h mean , CRR, the 20%, 50%, and 95% height percentiles from the DVM (called h 20 , h 50 and h 95 ), and the spectral information of the Landsat bands 1-5 and 7 (called B10-B50 and B70). For Papers III and IV the set consists of h max , the height of the 80 th percentile of the DVM distribution (h 80 ), CRR, and p veg , and Landsat spectral values of green (B20), red (B30) and shortwave infra-red (B50) bands. In Papers III and IV, only plots with non-zero values of growing stock volume were used for the creation of the simulated copula population. Furthermore, in Paper IV a buffer zone was created to ensure that each unit of the population had eight neighbours in order to handle geographical mismatches. The grid cells in the buffer were randomly sampled from the entire population of grid cells in the study area.
The vine copula estimation was performed using the "VineCopula" package (Schepsmeier et al. 2013) in R (R Development Core Team 2013). A copula population of 3000000 observations was created and then a sample of about 818000 observations was extracted using nearest neighbour imputation across the entire Kuortane study area. This sample has become the simulated population resembling the Kuortane study area conditions (Figure 1 ).
Statistical approaches
In this section the main statistical approaches used in the thesis are described. One important method applied is spatially balanced sampling, (Grafström and Lundström 2013) in which auxiliary data are used to ensure that a probability sample is well spread in the space of the auxiliary variables, whereby precise estimators are obtained due to the low variability between different feasible samples. Another method that is frequently applied in this thesis is model-assisted estimation, in which auxiliary data are applied in the estimation stage rather than the sampling stage. Model-assisted estimation relies on probability sampling, and thus the mode of inference is designbased (Gregoire 1998) . Design-based inference typically assumes a finite population, with fixed quantities of interest (such as the volume of a tree) linked to each element, from which random samples are selected. Estimators of population parameters are random variables due to the probability-based inclusion of population elements into the sample (Särndal et al. 1992 ).
Contrary to design-based inference, model-based inference assumes the quantities of interest linked to population elements to be random variables (Gregoire 1998) . Thus, target variables of interest such as population totals and means are also random variables. Model-based inference is thus founded on different assumptions than design-based sampling. In this thesis, model-based inference was applied in two of the studies; in one case it is combined with probability sampling of the auxiliary variables and thus the approach can be considered as a hybrid between model-based and design-based inference (Corona et al. 2014) .
In the following sections, balanced sampling, model-assisted estimation and model-based prediction are described in more detail. In addition, it describes what regression models were applied in the model-assisted estimation and model-based prediction, as well as how sampling simulation was applied to facilitate comparisons between different sampling strategies.
Balanced sampling
In this study the estimated characteristic was the population total of growing stock volume. Two estimators were used: a design-based unbiased Horvitz-Thompson (HT) estimator (Horvitz and Thompson 1952) = (1) and a nonparametric NN estimator
where is a number of population units that are closer to the sample unit k than to any other sample unit. As usual, y k is the variable of interest for the k th sampled unit and is the probability of inclusion of this unit. S is the set of elements in the sample. The approximate variance estimator for HT and NN estimators under a spatially balanced design where the target variable y is well approximated by a smooth function of the variables in which the sample is well spread:
where LPM denotes the local pivotal method, introduced by Grafström et al. (2012) , is the nearest neighbour to k in the space in which the design is spatially balanced. Spatially balanced samples in x provides an approximate balance on smooth functions f(x), which means that ( ) ( ) , where U is the set of elements from entire population. Thus if is close to ( ) , t h e n = for every sample (Grafström and Lundström 2013) .
Three different auxiliary spaces for sample selection and NN estimation were utilized. The spaces are 1. Geographical coordinates; 2. Landsat spectral values; 3. LiDAR metrics.
The following sampling designs were compared: SRS, which is mostly a baseline against which other equal probability designs can be compared. For SRS, NN estimation is performed with the three auxiliary spaces. LPM, which is used with equal probabilities and the three different auxiliary spaces. LPM with auxiliary space 1 corresponds to equal probability samples that are well spread geographically. RSY 3 * , systematic ps sampling with initial randomization of the order of the units. This design is a baseline for unequal probabilities. Because the unequal probabilities are connected to auxiliary space 3, this design only uses that space for NN estimation (using the other spaces for NN estimation could potentially lead to a massive bias of the NN estimation). LPM 3 * , which is used with unequal probabilities and auxiliary space 3.
Model-assisted estimation
Model-assisted (MA) estimation was applied in Papers II, III and IV. It assumes a probability sample to be available from the target population. Further, auxiliary data are either available from all population units or from a sample of units. The general structure of a model-assisted estimator in case auxiliary data available from all population elements is:
Thus, the estimator is composed of a sum of model-predictions ( )for all population elements, plus a correction term which can be interpreted as an estimator of the population total of the deviations between the true element values and the corresponding predictions obtained using the model. This estimator can be shown to be unbiased in the case where an external model is used, or approximately unbiased if a model developed from the sample is applied (Särndal et al. 1992) .
In Paper II, model-assisted estimation was applied. The population of grid cells is denoted by U. The total = of the growing stock volume was estimated, where is the true value of growing stock volume for unit k. The first phase sample was a sample of n out of N strips, denoted as . Thus, contains all grid cells in the n selected strips. The second phase sample of field plots corresponded to sampled grid cells within selected strips. Thus, the second phase sample is seen as a subset of the strip sample ( ). Five cases were evaluated: A. Estimation based on the field plots belonging to the sample S. To enable a comparison with the strip sampling designs, field plots from within sampled strips were utilised. The population total = of the growing stock volume for a finite population of grid cells was estimated (Särndal et al. 1992 , Eq. 9.3.5, p. 348) by:
where A denotes "Case A", is the probability of inclusion obtained by a conditioning approach; the corresponding variance estimator (Särndal et al. 1992, Eq. 9.3.7, p. 348 9.3.7, p. 348). The :s are known as the covariances of the inclusion indicators. Details can be found in Table 2 .
B. Two-phase model-assisted estimation with data from LiDAR strips as the first phase sample , and field plot data as the second phase sample . Only field plots within sampled LiDAR strips were utilised in the estimation. For this case, the population total and its variance estimator are estimated by (Särndal et al. 1992 , Eq. 9.6.13 and Eq. 9.6.16, p. 358), where B denotes "Case B":
C. Model-assisted estimation with full cover Landsat data and field plots (sample ). In order to make straightforward comparisons with the other alternatives, the field plots were selected only from within strips corresponding to the LiDAR samples. For this case, the population total estimator and the corresponding variance estimator (Särndal et al. 1992 , Eq. 9.6.12, p. 358) are; where C denotes "Case C" = +
D. Two-phase model-assisted estimation, with full cover of Landsat data, using a LiDAR strip sample as the first phase of sampling, and field plot data as the second phase sample . Population total estimator and the corresponding variance estimator (Särndal et al. 1992 , Eq. 9.6.8 and Eq. 9.6.10, p. 357) are; where D denotes "Case D"
E. Model-assisted (MA) estimation with full cover of Landsat and LiDAR data, and field plots (sample ).
As for the other cases, only the field plots within sample strips were utilized in the estimation. For this case, the population total and its variance estimators are estimated by (Särndal et al. 1992, Eq. 9.6.12, p. 358) ; where E denotes "Case E" = +
In addition to the five cases, the performance of simple random sampling without replacement of strips (SI,SI) was evaluated with a case where strips were selected proportionally to their size ( ps,SI). Details of the inclusion probabilities can be found in Table 2 . Table 2 : First and second order probabilities of inclusion and covariances of inclusion indicators for the two design approaches, with simple random sampling in the first phase of selecting strips and simple random sampling of plots beneath the strips (SI,SI), and probability-proportional-to-size sampling in the first phase and simple random sampling in the second ( ps,SI) (Paper II).
Term SI,SI ps,SI Description
( ) The probability that unit k included in .
( | )
The conditional probability that unit k included in , given that .
The second order inclusion probability of units k and l included in .
The conditional second order inclusion probability of units k and l included in , given that , .
| |
The probability that unit k included in .
The second order probability of units k and l included in .
The covariance of inclusion indicator conditional to .
The covariance of inclusion indicator.
In Paper III, a model-assisted estimator was applied as a baseline method for comparison with the model-based prediction. In this case a ratio estimator was applied (Särndal et al. 1992 
where | is the conditional probability that grid cell t is included in the second phase sample given that the strip is included, is the second phase sample size within strip, and M i is the total number of grid cells in strip i.
In Paper IV, model-assisted estimation (Eq. 17) following simple random sampling of population elements and complete cover of auxiliary data was applied to evaluate the effects in case data with positional errors was applied (Särndal et al. 1992 , Eq. 6.3.4 and Eq. 6.3.6, p. 222-223):
where M is a total number of grid cells in population U, m is the selected number of grid cells in sample S, and MA denotes "model-assisted". There are no selected strips in the sampling design, hence no sample .
Model-based prediction
Model-based prediction was applied in Papers III and IV. In Paper III, a hybrid between model-based and designbased inference was applied, since the auxiliary data were assumed to be collected through probability sampling. The estimator for the population mean value was:
where MB denotes "model-based", strip totals = , = , and , is a function to predict y for t th grid cell. This ratio estimator was applied since strips varied considerably in size. The variance of can be estimated as (Ståhl et al. 2011, Eq. 15, p. 101) :
where n is a number of selected strips out of N as the first phase sample, is the first phase sample mean of the , (p+1) is the number of model parameters (including the constant), , is the estimated covariance between the parameter estimates and , = , , and , is the derivative of , with respect to the model parameter. As can be seen, the covariances of the model parameter estimates play an important role in the model-based variance estimator.
Four different estimators of the covariance matrix were investigated in Paper III, the ordinary and nonlinear least squares (OLS and NLS) and the heteroskedasticity-consistent for linear and nonlinear regression (HC and NHC). The least squares (OLS and NLS) covariance matrix estimator is: The HC and NHC covariance matrices are estimated as (White 1980 ):
In Paper IV, the target parameter was the population mean , of growing stock volume. The estimators used for the model-based inference were:
where M is the total number of grid cells in population U and is estimated as
Five cases of positional errors were evaluated in Paper IV: A. Perfect positions (denoted perfect), where reference plot data and RS auxiliary data always coincided perfectly, i.e. were taken from the same grid cells. B. Fair positions (denoted fair), in which case for 50 % of the positions -for randomly selected plotscoincided perfectly. For the remaining 50 % of plots, RS data were retrieved from a neighbouring grid cell, selected in a random direction (including diagonal grid cells). C. Poor positions (denoted poor), in which case for 100 % of the positions, RS data were retrieved from a neighbouring grid-cell, selected in a random direction (including diagonal grid cells). D. Fair positions with perfect models (denoted semi fair); models from Case A were in this case applied to RS data from grid cells of fair positioning quality. E. Poor positions with perfect models (denoted semi poor); models developed in Case A were in this case applied to RS data from grid cells of poor positioning quality.
Regression models
Regression modelling is an important basis for both model-based prediction and model-assisted estimation. In this section the main model types used in the studies are described. The following regression model forms were used in the studies: 1. The linear regression model, denoted "LINEAR"
2. The multiplicative regression model
which can be linearized by taking the natural logarithm of both sides (denoted "LOG-LOG") ln = + ln + ln + ln +
3. The model of the following type
which is linearized through a square root transformation of the vector of responses (denoted "SQRT")
4. Nonparametric regression denoted "NN".
In Papers II and IV the "SQRT" model form was applied, in Paper III the models "LINEAR", "LOG-LOG" and "SQRT" were investigated, and in Paper I the "NN" model form was applied.
Sampling simulation
In studies I, III and IV, Monte Carlo sampling simulation with 10000 repetitions was performed, but in study II only 1000 iterations were applied. Based on the outcome of the simulations, the empirical variance was estimated as:
Where R is the number of repetitions, is an arbitrary estimator, is the estimated value after iteration i, is the mean value of estimated values over all R repetitions. This variance was taken as the "true" variance of an estimator and was also compared with the average of the variance estimators.
The bias of the estimator was estimated as:
where is the true parameter value, which was known only in Papers I, III and IV, where simulated populations were used; the relative bias is:
The relative bias of the variance estimator was estimated as: 
RESULTS
In Paper I, the results show that spreading the sample geographically didn't improve the precision of estimation. Interestingly, it can be seen that for the HT estimator, the local pivotal method (LPM 3 ) used in the auxiliary space of LiDAR metrics performed much better than simple random sampling without replacement (SRS), e.g. LPM 3 with a sample size of 100 performed better than SRS with a sample size of 480. It would appear that great savings on improved precision by selecting a field sample with a more sophisticated design can be achieved. From Figure 2 , it can be seen that the design effects for the HT estimator are rather stable and the same order of the designs for all sample sizes is achieved. All of the designs seem to show the general pattern that if the sample size is increased by a factor of 4, then the RRMSE decreases by about a factor of 2. There is a similar pattern for the NN estimator, but the order of designs change. The NN estimator becomes more efficient with unequal probabilities compared with equal probabilities when the sample size increases, and this effect comes at a smaller sample size for LPM 3 * versus LPM 3 , than for RSY 3 * versus SRS 3 .
In Paper II, the standard errors (the square root of the estimated variances) of the growing stock volumes were found to decrease with increasing LiDAR sample size (Figure 3) . Furthermore, the introduction of additional auxiliary data clearly improved the precision of the estimators, i.e. adding Landsat wall-to-wall data improved the precision of the LiDAR strip-based model-assisted estimators (compare case B to case D in Figure 3 ). The designs with probability-proportional-to-size sampling in the first phase always resulted in a lower relative standard error than their counterparts, based on simple random sampling. As expected, case E -the combination of all available auxiliary data -was the most precise strategy. Studying the SI,SI design approach, the results show how the precision of estimates increases from Case A to Case E, i.e. when additional auxiliary information is added. However, the standard errors are fairly large. For a given case and sample size, the design approach ps,SI considerably increased the precision when compared to SI,SI. However, the trend with increased precision from Case A to Case E is not as clear for ps,SI, and LiDAR sample data performed better than wall-to-wall Landsat data in this case. Very high precision was attained for the ps,SI two-phase sampling strategy in moderate and large LiDAR strip sample sizes. A -design-based estimation based on field plots only; B -two-phase model-assisted estimation with data from LiDAR strips as the first phase and field plot data as the second phase; C -model-assisted estimation with wall-to-wall data and field plots; D -twophase model-assisted estimation with wall-to-wall Landsat data, a LiDAR strip sample as the first phase of sampling, and field plot data as the second phase; E -model-assisted estimation with wall-to-wall Landsat and LiDAR data and field plots (1-SI,SI, and 2-ps,SI). In Paper III, the performances of the OLS, NLS, NC and NHC covariance matrix estimators in the model-based variance estimator Eq. (20) with wall-to-wall first phase data were compared. For each estimated variance, an absolute difference from the corresponding empirical variance was estimated and is presented in Table 3 and Table  4 (denoted as "diff"). Similar magnitudes of variance were obtained, but the NLS estimator resulted in the smallest variance. LiDAR models always led to more precise results. Comparing the performances of different models, the square-root transformed models resulted in the smallest variances. Regarding the comparison of the model-based and model-assisted estimators' performance [Eq. (19) and Eq. (15)], their empirical variances estimated by Eq. (31) were compared. Figure 4 shows the relative difference estimated by Eq. (35) as a function of strip sample size for "SQRT" models.
In Paper IV, substantial differences in the effect of positional errors can be observed between the use of LiDAR and Landsat auxiliary data. With LiDAR data, the difference between using perfectly and poorly geo-located data is very large, whilst this is not the case when Landsat data are applied ( Figure 5 ). Comparing the two inferential approaches, model-based estimation often resulted in higher precision than model-assisted estimation. Figure 6 shows the relative bias obtained in the different cases. In terms of comparison of estimated variances, it can be seen from Figure 7 that the variance estimators in the case of the model-based prediction were almost always substantially less biased than the variance estimators for model-assisted estimation. 
DISCUSSION
This thesis investigates the usefulness of RS auxiliary data in a series of design-based sampling studies. In Paper I, it was shown that the use of RS data improved the precision of estimators in a newly developed balanced sampling design (Grafström et al. 2012; Grafström and Lundström 2013) . Through this design, the samples will always be well spread in the space of auxiliary data. Also, when the auxiliary data -as in the case of Paper I -are well correlated with the target variable, different samples will yield similar estimates and thus the estimator has high precision. Similar results have been reported by Grafström and Ringvall (2013) for a design resembling that studied in Paper I. In Paper II it was shown that Landsat and LiDAR auxiliary data improved the precision of model-assisted estimation compared to using field data alone. Use of LiDAR data lead to the largest increase in precision, however, use of Landsat data in addition to LiDAR data lead to further improvements of the precision. Similar results using LiDAR auxiliary data have been reported by Ene et al. (2012a) from a sampling simulation study based on data obtained from Hedmark in Norway, and also by Gobakken et al. (2012) . A special feature of Paper II was the use of probability-proportional-to-size sampling of LiDAR strips as a means to address the problem of variable flight-line length, which inflates the variance of estimators in cases where simple random sampling is applied. As expected, higher precision was obtained (Paper II) when strips were selected by a probabilityproportional-to-size procedure, using Landsat data for a preliminary estimate of growing stock volume in each strip. An alternative way to handle the issue of variable strip length could have been to apply a ratio estimator (Särndal et al. 1992) .
In Paper III, as expected, using LiDAR data in the model-based prediction of growing stock volume lead to more precise results than using Landsat data. The reason for this is that LiDAR data are strongly related to variables such as growing stock volume and biomass (Naesset 2002) . Although no major differences were found between the models evaluated, the "SQRT" model (i.e. a model that is linearized through a square root transformation of the vector of responses) led to slightly more precise results than the other models evaluated in the study. This is in line with several other studies , Naesset 2011 where this model has been suggested for biomass prediction based on RS data. The "SQRT" model fitted our data well, and thus the variances of the model parameter estimates were lower when compared to using other models. Furthermore, Paper III investigated the choice of covariance matrix estimator, since the covariances of the model parameter estimates affect the model-based variance estimators. One important issue in connection with this is whether or not the variance of the residual terms is homogeneous (e.g., Davidson and MacKinnon 1993) . Often it is not, and thus alternative estimators should be applied. In general the best results were obtained when the NLS covariance matrix estimator was applied. However, for moderate to large sample sizes no major differences between the different estimators were observed, and thus the results of Paper III suggest that the choice of covariance matrix estimator is not a crucial part of model-based inference of growing stock volume based on RS data. Still, as pointed out by White (1980) , in the case of nonhomogeneous data and large sample sizes it might be advisable not to use the standard outputs from regression software, but rather to apply covariance matrix estimators that are adapted to this case.
In studying different sample sizes, expected results in terms of decreased standard errors over increasing sample sizes were obtained. However, an interesting feature of model-based prediction is that the magnitude of the model error variance component will remain approximately the same, regardless of the sample size. Thus, at a certain point the variance of estimators can only be negligibly decreased by increasing the sample size. Interestingly however, a slight tendency of decreased model error variance with increasing (first phase) sample size was observed. This was most likely due to the second phase sample being more evenly spread across the population, and thus the model parameters were more precisely estimated.
Model-based prediction for large-area surveys has been addressed in many recent studies. For example, McRoberts (2006 and applied model-based inference for estimating forest area based on combinations of Landsat data and field plots. Ståhl et al. (2011) applied model-based estimation in a study area in Norway, and the basic set of estimators from that study was applied in Paper III of this thesis. Magnussen (2015) presents some case examples and argues that model-based inference has several advantages over traditional design-based inference. Among others, Breidenbach and Astrup (2012) and Mandallaz (2014) have demonstrated the potential of modelbased inference in small-area estimation. However, Paper III appears to be the first article in the context of applications in forest surveys that has addressed details linked to the choice of models and to model parameter estimation on the precision of estimators.
In Paper IV, the effects of positioning mismatches between field and RS data were studied. When such mismatches are present, the models developed for model-based prediction and model-assisted estimation will not be as good as when they are developed from perfectly matched data. Furthermore, the mismatches are likely to inflate the variance of model-assisted estimators since the differences between the actual state and the model estimation will normally increase, and a study by McRoberts (2010b) reports that positioning mismatches can often be substantial.
The results showed that the precision of estimation in both model-based prediction and model-assisted estimation decreased when the magnitude of the positional errors increased. In cases where the models were both developed from and applied to the same set of data, with positional errors, model-based prediction and modelassisted estimation were seen to be about equally prone to positional errors. The reason is that the correction term of the model-assisted estimator will always be zero (for a certain set of models; see Särndal et al. 1992) , and thus the model-based and the model-assisted estimators will always lead to similar results. However, the model-based variance estimators in this case were less biased than the model-assisted variance estimators. In cases where the models were developed from an external set of data (without positional errors) but applied to a set of data with positional errors, the model-based prediction was superior to model-assisted estimation. The reason for this is that RS positional errors in this case will not affect the predicted model-based totals and means, but they will affect the correction terms employed in the model-assisted estimators.
Methodologically, it may be argued that a model-based prediction and model-assisted estimation cannot be compared through sampling simulation using a fixed study population, and this was seen to be the case in Papers III and IV. The reason is that model-based inference assumes the values of individual population elements to be random variables, and thus the population total and mean are also random variables. In principle, such comparisons should be based on the generation of multiple random populations over which the average performance of modelbased prediction and model-assisted estimation is assessed. This approach was not used in the presented studies. However, since a large population was studied, the relative differences between the different possible outcomes of random population totals and means would be very small and thus the difference in results between the approach (using a single population for the simulations) and an alternative approach (using multiple random populations) should be small. Instead, the main elements contributing to the variability within a given sampling strategy is the random selection of sampling units and the model parameter estimation errors. Also, Breidenbach et al. (2014) showed that the influence of random components linked to each element is typically negligible when surveys are conducted over large regions. Thus, as an approximation and simplification, a fixed population was assumed, and the fact that population totals and means are random variables in model-based inference was not accounted for. In this thesis, comparisons between different sampling strategies were made mainly through the precision of estimators. Costs were not explicitly considered. However, in designing forest inventories in general, costs are an important factor to consider. One approach to include costs is to search for the sampling strategy that maximises precision given the inventory budget (Cochran 1977) . Another is to search for the sampling strategy that minimises the inventory cost, plus the expected loss due to non-optimal decisions (Ståhl et al. 1994 ). However, in the different sampling strategies assessed in this thesis, all of the alternatives involving a certain source of auxiliary data at a certain sample size would be of similar cost.
Considering the use of models in the estimation phase rather than in the design phase, at least three main approaches can be identified. These are:
1. Use of models in the context of design-based inference through model-assisted estimation. 2. Use of models in the context of model-based inference through model-based prediction.
3. Used of models in the context of hybrid inference. The third approach might be considered a special case of model-based inference that can be applied in cases where auxiliary data are not available wall-to-wall, but must be acquired in the first phase of sampling. In this thesis, all three approaches were used and evaluated. An advantage of the hybrid approach is that it does not require auxiliary data to be available for all population elements. However, a disadvantage of all of the model-based approaches is the reliance on a model which may be incorrect.
Through the use of models in connection with model-assisted estimation, we stand by design-based inference, which is often considered to be an objective approach since the estimators will be (almost) design-unbiased, and thus on average the estimated value will (almost) coincide with the true value. Thus we do not take the risk that a poor model would make the estimator biased.
CONCLUSIONS
A general conclusion from this thesis is that RS auxiliary data can be used for improving the precision of estimators using field data from probability sample surveys for growing stock volume estimation. The use of LiDAR auxiliary data led to improvements, but it was shown that a combination of LiDAR and Landsat auxiliary data was superior to using LiDAR data alone.
Several comparisons of design-based inference using model-assisted estimators and model-based inference for large-area forest surveys were conducted. Yet, no general recommendation about what mode of inference is best suited for large-area forest surveys can be made. Model-assisted estimation can be safely applied even if the model relationship between the target and auxiliary variables is poor. In a worst case scenario where there is no relationship, the precision of the model-assisted estimation will be about the same as estimations that do not involve auxiliary data but employ only field data. Under favourable conditions the model-assisted estimators perform very well. Such conditions are characterised by a high correlation between the target variable and the auxiliary variable(s), the availability of a probability field sample, and no positional mismatches between the data sources. In the case where there are positional mismatches, the variance estimators may be severely biased, and may thus mislead the users of the survey results.
While model-assisted estimation has many advantages, so has model-based prediction. Especially, this is the case when there is a high correlation between the target and the auxiliary variable(s) and when access to the forest for field sampling is expensive. Regarding the effects of positional errors, model-based prediction appears to perform slightly better than model-assisted estimation. However, model-based prediction relies on the availability of a good model, and if no such model can be constructed, then model-based prediction is a poor alternative. Although this aspect is not specifically studied in this thesis, this would be the case for a large number of parameters that are traditionally assessed in national forest inventories, such as tree species composition, site quality, soil condition and forest floor vegetation. Thus, the usefulness of model-based inference based on nondesign-based field samples should be restricted to variables that are known to be highly correlated with RS data, such as growing stock volume and biomass.
However, in the case that a probability-based field sample is available and used for constructing the models, then model-based prediction and model-assisted estimation will in many cases lead to similar results in terms of bias and the precision of estimators, if the summed estimated regression model residuals divided by corresponding inclusion probabilities is equal zero, e.g. =0 (Särndal et al. 1992, p. 231-232) .
