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Abstract
Many day-to-day tasks involve processing of complex visual information in a
continuous stream. While much of our knowledge on visual processing has been established
from reductionist approaches in lab-controlled settings, very little is known about the
processing of complex dynamic stimuli experienced in everyday scenarios. Traditional
investigations employ event-related paradigms that involve presentation of simple stimuli at
select locations in visual space and discrete moments in time. In contrast, visual stimuli in reallife are highly dynamic, spatially-heterogeneous, and semantically rich. Moreover, traditional
experiments impose unnatural task constraints (e.g., inhibited saccades), thus, it is unclear
whether theories developed under the reductionist approach apply in naturalistic settings.
Given these limitations, alternative experimental paradigms and analysis methods are
necessary. Here, we introduce a new approach for investigating visual processing, applying the
system identification (SI) framework. We investigate the modulation of stimulus-evoked
responses during a naturalistic task (i.e., kart race game) using non-invasive scalp recordings.
In recent years, multivariate modeling approaches have become increasingly popular
for assessing neural response to naturalistic stimuli. Encoding models use stimulus patterns to
predict brain responses and decoding models use patterns of brain responses to predict stimulus
that drove these responses. In this dissertation, we employ a hybrid method that “encodes” the
stimulus to predict “decoded” brain responses. Using this approach, we measure the stimulusresponse correlation (SRC), i.e. temporal correlation of neural response and dynamic stimulus.
This SRC can be used to assess the strength of stimulus-evoked activity to uniquely
experienced naturalistic stimulus. To demonstrate this, we measured the SRC during a kart race
videogame. We find that SRC increased with active play of the game, suggesting that stimulusevoked activity is modulated by the visual task demands. Furthermore, we analyzed the
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selectivity of neural response across the visual space. While it is well-established that neural
response is spatially selective to discrete stimulus, it is unclear whether this is true during
naturalistic stimulus presentation. To assess this, we measured the correlation of neural
response with optical flow magnitude at individual locations on the screen during the
videogame. We find that the SRC is greater for locations in space that are task-relevant,
enhancing during active play. Moreover, the spatial selectivity differs across scalp locations,
which suggest that individual brain regions are spatially selective to different visual dynamics.
In summary, we leverage the SI framework to investigate visual processing during a
naturalistic stimulus presentation, extending visual research to ecologically valid paradigms.
Moreover, we demonstrate spatial selectivity of neural response that are task-relevant. Overall,
our findings shed new insights about the stimulus-evoked neural response to visual dynamics
during a uniquely experienced naturalistic visual task. Taken together, this dissertation work
makes a significant contribution towards understanding how visual dynamics and task behavior
affects neural responses in naturalistic conditions.
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Introduction
Consider driving a car on a highway, which entails precise maneuvering of a vehicle
thru traffic—weaving in and out of the lanes. Visually, translation of the vehicle creates optical
flow, which increases radially. The objects in the visual field (e.g., surrounding buildings,
landscapes, traffic signs, demarcations on the road, etc.) expand outwards as it comes closer
into the proximity of the moving vehicle. Perceptually, the radial flow created by the translation
of the moving vehicle informs the driver of self-motion (Warren et al., 1988). The driver must
attend to select locations in the visual field relevant to the control of the vehicle. The driver’s
gaze is focused on the curvature of the road ahead—collecting information about the turn angle
for precise steering (Land & Lee, 1994). Simultaneously, the driver is orienting attention to the
nearby vehicles and obstacles that come into view to avoid collisions. Overall, the task goal
and visual input from the environment play an important role in perceiving and processing
visual information. Similar to driving, visual experience and task in our day-to-day experiences
involve a multitude of functions that work concurrently.
While real-life tasks are complex and multi-faceted, much of our understanding of
visual processing is established with more simplistic tasks that involve a presentation of
discrete stimuli in space and time (e.g., visual cueing paradigms). Thus, it is unclear exactly
how the human brain functions during naturalistic visual experiences. Like many other
scientific disciplines, neuroscience research often employs reductionist paradigms. The notion
is that perceptual processes can be best explained by breaking down a highly complex system
into simpler sub-parts. Although understanding simple behaviors may explain larger, complex
behaviors, it does not account for processes outside of the investigational constraints.
Moreover, many important phenomena that occur in natural contexts are ignored.
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In naturalistic settings, neural response to visual stimuli can be influenced by various
behavioral and contextual factors. For example, neural responses in visual cortices are
enhanced by non-visual factors such as arousal (Lee et al., 2014; Vinck et al., 2015),
anticipation (Bressler et al., 2008; Keller et al., 2012), motor planning (Sober & Sabes, 2003),
locomotion (Niell & Stryker, 2010; Cao & Händel, 2019), etc. Physically identical stimuli can
undergo completely different processing, depending on the context (Albright & Stoner, 2002).
Given the multitude of behavioral factors that can occur in naturalistic conditions, new
strategies for investigating sensory processing are necessary.
Recently, many studies have adapted ecologically valid paradigms to investigate neural
processes in naturalistic conditions (Bartels & Zeki, 2004; Hasson et al., 2004; Vanderwal et
al., 2017). These investigations utilize naturalistic stimuli (e.g., movies, music, audio narrative,
videogames, etc.) to study the brain during complex tasks (Bartels et al., 2008; Hasson,
Landesman, et al., 2008; Dmochowski et al., 2012; Dikker et al., 2017; Matusz et al., 2019).
Naturalistic paradigms allow investigators to study the ongoing changes in the brain in dynamic
scenarios. Moreover, by employing semantically rich stimuli, researchers can expand
investigations to probe high-level stimulus processes such as engagement (to movies, lectures,
audio narratives, etc.) or tasks that involve complex executive control, episodic memory, social
cognition, etc. (Jääskeläinen et al., 2008; Kauppi et al., 2010; Dmochowski et al., 2012;
Lahnakoski et al., 2012; Cohen & Parra, 2016; Dikker et al., 2017; Vanderwal et al., 2017).
One popular approach to assess neural processes with continuous dynamic stimulus
presentation is Inter-Subject Correlation (ISC) (Hasson et al., 2004; Hasson, Furman, et al.,
2008). ISC measures the temporal correlation of neural response to identically presented
stimulus across viewers. One of the main findings of ISC investigation is that during a
presentation of a naturalistic stimulus (e.g., movies or audio narratives), neural responses
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become more reliable across viewers (Hasson et al., 2004; Jääskeläinen et al., 2008).
Semantically rich and visually dynamic movies elicit more reliable responses across subjects
than video clips of mundane scenes (e.g., pedestrians in the street) or contrast fluctuations
(Hasson et al., 2010). Conversely, neural responses become less reliable when the stimulus is
scrambled or reversed in time (breaking the semantic structure) (Hasson, Yang, et al., 2008;
Dmochowski et al., 2012), or when attention is broken by a distractor task (e.g., counting
backward in the head) (Ki et al., 2016). The reliability of neural activity is not only isolated in
early sensory areas, but it extends to ventral-dorsal cortex areas and functionally specialized
non-visual areas such as frontal and posterior regions that are associated with higher-order
information processing (Hasson, Furman, et al., 2008; Jääskeläinen et al., 2008; Kauppi et al.,
2010; Lahnakoski et al., 2012).
While the use of complex stimuli and ecologically valid experimental paradigms have
led to novel insights about naturalistic visual processing, it is not without its set of challenges.
A major drawback of naturalistic investigations involves numerous stimulus factors. Visual
input in the natural environment is high-dimensional, dynamic, and semantically rich. Given
the complexity, it is difficult to isolate the interaction between observed responses to a desired
sensory processing. For example, while ISC is enhanced by cognitive processes related to
naturalistic stimuli, it is unclear which property of the stimulus is specifically driving the
reliable neural response. There is no “one signal” that can be read with this approach. Thus, it
can lead to ambiguous interpretation of the results (Naselaris & Kay, 2015).
One way to address this is to explicitly map a specific portion or features of the stimulus
to the evoked neural responses. This is referred as System Identification (SI), which is an
analysis framework that has grown in popularity for assessing neural activity to complex
stimuli (Wu et al., 2006; Gallant et al., 2012). Classically, sensory processes are assessed by

14

measuring neural response to simple stimulus in which the visual properties of interest have
been isolated. In contrast, SI investigations employ complex naturalistic stimuli that model
neural response to any desired stimulus property.
In the SI framework, the sensory process is defined by some linear relationship of the
stimulus feature and observed response. This relationship can be either described by an
encoding model, which uses stimulus patterns to estimate observed brain responses or a
decoding model, which uses patterns of brain responses to estimate the stimulus that drove
these responses (Naselaris et al., 2011; Holdgraf et al., 2017; Wen et al., 2018). The model is
estimated using statistical optimization technique, which finds the model coefficients that
maximize the correlation between input and output. The main advantage of the SI approach is
that it allows the researcher to probe a specific feature of the stimulus (e.g., spatial, motion,
orientation, semantic) that is driving the brain by explicitly modeling their relationship at the
cortical regions or signals of interest (Gallant et al., 2012). In theory, an infinite number of
parameters can be drawn from the feature space of the stimulus—allowing the researcher to
investigate different hypotheses.
In visual neuroscience research, it is well established that the primate brain encodes
different visual properties of retinal input in different cortical areas (Felleman & Van, 1991).
The cortical regions of visual pathways are hierarchically organized where low-level visual
properties (e.g., lines, orientation) elicit a response at early visual areas, and high-level
semantic or object structures (e.g., category-specific images) elicit responses at the ventral
areas (Konen & Kastner, 2008). Much of our understanding of visual representation has been
established from investigations that use rely on simple stimulus. In recent years, studies have
employed SI approach to investigate visual representation using complex naturalistic images
or short movies (Kay et al., 2008; Naselaris et al., 2009; Yamins & DiCarlo, 2016; Wen et al.,
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2018). For example, Kay et al., 2008 extract low-level orientation and spatial features (e.g.,
Gabor-wavelets) of an image to estimate hemodynamic response at individual voxel region at
V1 and extra-striate areas. The observed neural response can be accurately estimated from the
low-level features of a complex image. Population hemodynamic response at the early areas
exhibits receptive-field-like characteristics, established in early studies (Hubel & Wiesel,
1959). On the other hand, using decoding models, response patterns of individual voxels can
be used to identify the category and reconstruct the observed images (Kay et al., 2008;
Nishimoto et al., 2011; Naselaris & Kay, 2015; Wen et al., 2018).
Additionally, the estimated response accuracy increased at higher visual areas and
category-specific regions such as face fusiform and visual word form areas during
categorization tasks (Yamins et al., 2014; Kay & Yeatman, 2017), which suggests that the
encoding process is enhanced with select attention. Moreover, with recent advances in
computing power and machine learning, researchers have employed deep convolutional neural
networks to generate multi-layered visual features that are hierarchically organized (Yamins &
DiCarlo, 2016; Wen et al., 2018). Similar to the hierarchical organization of the visual cortex,
the artificial neural network is organized in similar ways. The early layers of the network are
strongly correlated to response at early visual areas, and later layers correspond with later areas
such as the inferior temporal cortex (Yamins et al., 2014).
In summary, we point out the importance of employing naturalistic stimuli to
investigate visual processing. By employing naturalistic stimuli, we can gain new insights into
information processing during naturalistic sensory experiences and extend our knowledge
beyond the confined lab-controlled settings. Although assessing neural response to a complex
naturalistic stimulus is difficult, the SI approach allows one to measure stimulus-evoked neural
responses that are specific to individual properties of the stimulus.
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Dissertation Summary
In this dissertation work, we examine stimulus-evoked neural responses during the
presentation of continuous dynamic stimuli and assess the effects of active task engagement.
We employ the SI approach to map features of a dynamic visual stimulus to neural responses
during a videogame. Specifically, we measure the temporal correlation of scalp potentials to
the optical flow of a kart-race game. Classical ERP studies with a discrete presentation of
simple stimuli have established that neural response is enhanced with tasks that require
attention to specific objects or locations in the visual space (Mangun, 1995; Luck et al., 1997;
Hillyard & Anllo-Vento, 1998). However, less is known about neural response to highly
dynamic, spatially-heterogeneous, and semantically rich stimuli. The goal of this investigation
is to shed new insights into neural processes during ecologically valid scenarios by employing
a complex video game with naturalistic visual dynamics.
To assess neural response to a dynamic stimulus, we estimate the temporal response of
neural activity to the optical flow of the video game. Commonly known as temporal response
function (TRF, Lalor, et al., 2006), TRF models the temporal relationship of stimulus and
response where the output (response) is a simple linear convolution of the input (stimulus)
(Crosse et al., 2016). In visual research, this analysis has been used to estimate the temporal
response patterns to global contrast with EEG (Lalor et al., 2006; Gonçalves et al., 2014).
Additionally, we employ a spatially resolved analysis to assess the stimulus-evoked neural
response across the visual space. Previously, a similar approach has been used to estimate
hemodynamic response to various visual motion features of movies (Bartels et al., 2008). This
study showed that neural response at the population response exhibit selectivity to local
contrast and global motion at different cortical areas. Here, we hypothesized that neural
response during a kart race game is selective to different visual dynamics that are task-relevant.
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In Chapter 1, we provide an overview on neural response during visual selection from
classical literature on visual attention. The first part of this chapter provides a primer on visual
attention from psychophysics and neurophysiology studies, and the later part reviews classical
ERP studies on the effects of visual attention from human scalp recordings.
In Chapter 2, we introduce a hybrid approach that “encodes” the stimulus to predict
“decoded” brain responses. This approach, based on canonical correlation analysis (CCA),
decomposes neural activity into multiple spatial components, each correlating with a temporal
component of the stimulus (Dmochowski et al., 2018). Employing the hybrid approach, we
measure the stimulus-response correlation (SRC, i.e., temporal correlation of EEG and
dynamic low-level feature of the stimulus).
The primary aim of this chapter is to better understand what is driving encephalographic
neural responses during naturalistic stimulus presentation. We hypothesized that neural
responses during naturalistic stimulus presentation is modulated by temporal fluctuation of
visual contrast and sound. To assess this, we analyzed the data collected in previous studies in
which subjects are presented with identically auditory and audiovisual narratives (Dmochowski
et al., 2012; Ki et al., 2016). Here, we extracted various dynamic visual and auditory features
of the naturalistic narrative stimuli and measured the SRC. The results show that the dynamic
visual features of the stimulus are highly correlated with encephalographic responses to a level
comparable if not stronger than sound envelope. While it is well-established that naturalistic
speech elicit reliable stimulus-evoked response (Lalor & Foxe, 2010; Ding & Simon, 2012a,
2012b; Power et al., 2012; Golumbic et al., 2013; Di Liberto et al., 2015), our findings shows
that dynamic visual features of naturalistic stimuli elicit reliable neural responses as well.
Next, we compare the SRC analysis with other analysis methods., namely, ISC: Inter
Subject Correlation. ISC measures the temporal correlation of neural response across subjects,
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and it has been shown to reflect high-level processing during naturalistic stimulus presentation.
We hypothesized that there would be a correspondence between the correlation of responses
across subjects (ISC) with the strength of correlation between stimulus features and neural
response (SRC). Indeed, we observed that SRC of relatively simple unimodal features (e.g.,
sound envelope and optical flow magnitude) explain a significant portion of the ISC measured
across subjects, which shows that much of neural activity observed in shared response measure
across subjects is driven by low-level features of audio-visual stimulus.
Taking the findings from the SRC approach, we asked whether the strength of stimulusevoked activity is modulated with task-driven effects. Our large goal in the lab is to develop
cognitive tool for assessing stimulus-driven neural response during a uniquely experienced
naturalistic stimulus. To investigate the task driven effects, we measured the SRC during a kart
race video game. We hypothesized that neural response to visual dynamics is affected by task
demands of the videogame. To test this, we measured the reliability of neural responses to the
visual dynamics of the video game under different difficulty levels and game modes. Indeed,
we observed that SRC varied with game difficulty and the presence of a dual-task. This
suggests that stimulus-evoked activity is modulated by task demands associated with the game.
However, it is not exactly clear whether SRC is increased with overall attentional enhancement
or task-related processing such as active visuo-motor control.
In Chapter 3, we probe further into the effects of task behavior during the videogame.
Specifically, we ask whether neural processing of visual stimuli is modulated by motor
engagement. We hypothesized that visually evoked responses are enhanced when engaged in
a motor task that depends on the visual stimulus. To test this, we employed a new gameplay
condition, which was aimed at engaging the motor system while avoiding evoked responses
related to actual movement or somatosensation. In this condition, we told participants that their
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brain activity was controlling a video game; when in fact, they were presented with the
playback of a prerecorded game (Ki et al., 2020). In other conditions, subjects actively played
the game with keyboard control or passively watched a playback. Our results showed that SRC
is decreased during passive viewing, but no difference was found between active and sham
play. To account for the potential increase of attention during gameplay, we conducted a second
study with subjects counting screen items during viewing. We again found a high correlation
during sham play but no difference between counting and passive viewing. While we cannot
fully rule out the involvement of attention, our findings demonstrate an enhancement of
visually evoked responses with active engagement.
In Chapter 4, we expand the SRC analysis to investigate the selectivity of neural
response across the visual space. In Chapter 2 and 3, we only consider stimulus-driven response
to global contrast change using frame-wise averaged dynamic visual features. While it is well
established (from traditional visual-spatial attention schemes) that neural response is
selectively enhanced at a given location at discrete moments in time, we have not considered
the spatial-selectivity of neural response. Here, we hypothesized that stimulus-evoked neural
responses are driven by visual properties of the video-game that are location dependent. Given
that individual brain regions are retinotopic and spatially selective, it is possible that the SRC
is stronger for certain parts of the screen. To test this, we measure the correlation of EEG with
optical flow magnitude at individual locations on the screen during the videogame, resolving
the stimulus-response correlation (SRC) across the visual space (Ki et al., 2021).
Employing the spatially-resolved SRC analysis, we find that stimulus-evoked neural
response is enhanced at select locations in the visual field, which corresponds with different
types of visual dynamics associated with the game. The spatial selectivity differs across the
scalp, yielding unique spatial patterns for different EEG electrodes. The stimulus-evoked
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responses were most robust on the road, and this enhancement was specific to parietal and
central electrodes with response occurring faster in peripheral as compared to central vision.
Additionally, while the driver's gaze is focused upon the heading direction at the center of the
screen, the strength of SRC was robust at select areas (e.g., horizon of the road). Moreover,
stimulus-evoked response is enhanced with active gameplay at select areas in the visual space.
While the overall gaze fixation and saccade velocity remained the same between the condition,
the strength of SRC is enhanced at the horizon of the road. Overall, we demonstrate that by
spatially resolving SRC at the pixel-level, we can uncover the selectivity of neural response
from a low-SNR EEG.
In summary, the findings of this research shed new insights about the stimulus-evoked
neural response to visual dynamics during a uniquely experienced naturalistic visual task. In
the future, by further probing other spatial and temporal dimensions of the stimuli (beyond
optical flow), we may gain new insights into how neural signals convey visual processing
during dynamic natural visual experiences.
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Neural Responses to Visual Selection: a review of classical visual
attention literature.

1.1

Introduction
The classical theory on visual representation states that visual information is processed

in a hierarchical manner in which retinal input is processed in multiple stages at different
cortical regions (Felleman & Van, 1991). The early areas encode low-level visual properties
such as contrast, orientation, color, and the higher areas (e.g., parietal and temporal cortex)
encodes semantic level information (Ungerleider & Haxby, 1994). While individual properties
of the visual input are expressed in multi-stage, it is not exactly clear how relevant information
is processed given the richness of the stimulus.
One of the fundamental questions in neuroscience is: How does the brain select relevant
visual information? What are the processing steps involved? The natural environment contains
a multitude of stimuli that are competing for our attention. Despite the computational
complexity of selective processing, the human visual system effortlessly selects and filters
relevant information from irrelevant information. While many studies have attempted to
address this question using simple visual events, it remains a mystery how visual processing
occurs in a complex dynamic environment
Conventionally, the visual selection process is distinguished into two processes. 1) topdown control: a selection process that is largely controlled by the observer’s immediate
behavioral goals, and 2) bottom-up control: selection process that is dependent on the
properties of the stimulus that orients the observer’s focus. These processes are overlapping,
and when combined, they form the basis of our perceptual experience (Katsuki &
Constantinidis, 2014).
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Top-down control is defined as a volitional selection of sensory input. Top-down
control allows us to make choices on what and where to attend to, and these decisions are based
on some context or task goals. With top-down attention, neural activity is enhanced for the
particular location, feature, or object of interest compared to stimuli that are irrelevant to
behavior. Generally, the neural mechanism of top-down control is generally associated with
enhanced neural responses at dorsal posterior parietal and frontal regions (Corbetta et al., 2000;
Behrmann et al., 2004), but other evidences have demonstrated that neural response is
enhanced in the lateral geniculate nucleus (McAdams & Maunsell, 1999) and throughout the
ventral visual cortical pathways (Buffalo et al., 2010). It has been theorized that top-down
effects are associated with re-entrant connections. This means that sensory information that is
processed in the high-order areas exerts signals back to the lower sensory areas, resulting in a
feedforward and feedback information transfer process (Gilbert & Li, 2013).
On the other hand, involuntary selection of stimuli is referred to as bottom-up control.
Generally, bottom-up control is responsible for the involuntary orientation of gaze to salient or
oddball stimulus. It is suggested that there is an internal saliency map in the visual cortex that
is triggered by particular visual properties or visual dynamics (Li, 2002). Generally, the
bottom-up control of attention is mediated by two separate networks in the dorsal frontal and
ventral lateral regions (Corbetta et al., 2000). The dorsal frontoparietal network combines
bottom-up with top-down information during a visual search that is activated by a specific
salience feature of stimulus, but similar activation has been demonstrated in other areas in V4
and ventral regions (Fries et al., 2001; Mazer & Gallant, 2003).
In this chapter, we primarily focus on visual selection related to top-down control. We
review findings on neural response to visual attention during a conventional visual task (e.g.,
Posner visual cueing paradigm, Posner, 1980). While our work investigates neural response to
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a naturalistic stimulus, here, we describe a few general findings from classical literature on
visual attention that rely on a reductionist approach. These studies provide a general
background on how neural response is modulated with visual attention. The work on visual
attention is prolific with long extended history. The review provided in this chapter is only the
very tip of the iceberg.

1.2

Visual attention: Psychophysics and Neurophysiology
Conventional studies employ visual cueing paradigms to investigate the behavioral

changes with visual attention. In visual cueing experiments, the subject's gaze is fixed at a cue
location and subjects are asked to covertly attend to an area in the visual space (e.g., left and
right hemifield). Subjects are instructed to respond to the target presentation with
corresponding button presses. Generally, the button press time or target detection performance
is used to assess processing speed or perceptual changes. The behavioral responses are
generally affected by either attention to a specific stimulus or attention to select locations in
the visual space, which suggests changes in perceptual processing with attention (Posner, 1980;
Posner et al., 1980).
In classical literature, visual attention is divided into three types. One, spatial attention
(i.e., where in visual space we attend to), which can be either overt or covert attention (Luck et
al., 1997). Two, feature-based attention, which can be deployed covertly to specific aspects of
the visual input (e.g., orientation, color, or motion direction), regardless of the presented
location (Rossi & Paradiso, 1995). Three, object-based attention, where attention is influenced
or guided by object structure (Mishkin et al., 1983).
It has been shown that directing attention to a specific location in space leads to faster
and more accurate detection of stimuli appearing at that location (even without eye movement)
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(Bashinski & Bacharach, 1980; Posner, 1980; Handy et al., 2003). Moreover, attending to a
select location improves the ability to resolve details and increases contrast sensitivity
(Yeshurun & Carrasco, 1998; Carrasco et al., 2000). During feature-based attention tasks,
selectively focusing on specific features or components of an image improves the ability of the
observer to dissociate objects in a complex and cluttered visual scene much better (Rossi &
Paradiso, 1995; Kumada, 2001; Saenz et al., 2002). Overall, psychophysics experiments have
shown that visual attention alters the subjective appearance of the presented stimuli and
improves the performance of detecting changes in the visual field.
Similarly, neurophysiological studies apply visual cueing paradigms to measure the
effects of visual attention on neural responses in macaques. Generally, attention increases
neuronal activity at both individual and population neuron levels, where the firing rate is
increased by some multiplicative scale with attention (Hillyard et al., 1998; Treue & Trujillo,
1999). In single-cell recordings of macaque, it has been shown that neurons whose receptive
field overlaps the location of attended stimulus exhibit increased response (Luck et al., 1997;
Reynolds & Chelazzi, 2004). Visual-spatial attentional tasks modulate neural response at every
level of the visual pathway from V1- V4, MT, as well as in higher areas in the parietal and
temporal lobe (Motter, 1993; Luck et al., 1997; Roelfsema et al., 1998; McAdams & Maunsell,
1999; Reynolds & Desimone, 2003). The variability of attentional modulation increases
moving up the visual hierarchy (Montijn et al., 2012). With feature and object-based attention,
neurons become selective only to task-relevant stimuli in the visual field, which results in a
increased sensitivity of neuronal firing to that specific input (Kumada, 2001). Generally, neural
responses become tuned to the stimulus at select regions in the brain. One theory of increased
sensitivity is that non-sensory related signals are suppressed when attending to task-relevant
objects, which allows more efficient processing of the select stimulus (Ling et al., 2009).
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From a neural mechanism perspective, a number of investigators have theorized that
the increased firing rate observed during visual attention tasks acts to improve the signal-tonoise ratio by reducing overall response variability across nearby neurons (Maunsell & Cook,
2002; Mitchell et al., 2007). For example, Mitchell and colleagues reported that the response
variability of neurons that represented an attended stimulus was lower than of neurons coding
for unattended stimuli (Mitchell et al., 2009). The reduced variability across the population is
related to the increased sensitivity of a neuron to a specific stimulus, as overall noise and
redundancy of signals are decreased (Mazza et al., 2009).
Additionally, selective visual attention exhibits rhythmic synchronization to the
attended sensory input (Noudoost et al., 2010). When attending to a select stimulus, neurons
in V4 exhibit synchronization at gamma frequency (35 to 90 hertz), and desynchronization at
lower frequency decreases (<17 hertz) (Fries et al., 2001). It is theorized that the coherence (as
measured by local field potential: LFP) of a population of neurons exhibits phase-locking
between different neuronal groups, which facilitates communication mechanisms (Fries, 2005).
The phase synchronization of rhythmic activities of neuronal groups enables neuronal groups
to readily transfer information with each other (Womelsdorf & Fries, 2007).

1.3

Visual attention: Human ERP studies
In this dissertation, we deal specifically with scalp measurement of neural response or

electroencephalograph (EEG). The scalp EEG measurement provides a safe and non-invasive
approach to investigate the effects of cognitive processes in humans. In EEG studies, a common
approach for characterizing visual processes is to measure the event-related potential (ERP).
ERPs are measured by averaging the electrical potential of time-locked events that are recorded
over multiple trials (Sur & Sinha, 2009). The ERP patterns reveal temporal characteristics of
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information processing that are time-locked to a sensory, motor, or cognitive event. While the
exact association of scalp ERP and cortical response is unknown, it is generally believed that
ERPs represent summed activity of postsynaptic potentials produced by cortical pyramidal
neurons (in the order of thousands or millions) that fire in synchrony (Peterson et al., 1995).
In this section, we provide a condensed background on spatial-selectivity of neural
responses and the effects of attention (or selection) of stimulus across the visual space from
EEG literatures. First, we describe the retinotopic distribution of scalp potential and second,
we outline the effects of spatial attention during conventional cueing paradigms.

Retinotopy of Scalp Potential
The neurons in V1 are arranged so that their receptive fields map visual space in a
retinotopic map. That is, individual areas the visual cortex represents retinal input at different
locations in the visual field (Tootell et al., 1988). Neural response of visual input coming from
the foveal region of the retina is concentrated at V1, and the response expands outwards in to
higher visual areas (V2, V3) as visual input is presented in the peripheral areas of the retina
(Dougherty et al., 2003). While the precision of retinotopic map is well-established in fMRI,
the morphology of ERP components of EEG across the spatial location is not as pronounced.
In EEG, Jeffreys and Axford originally derived the cruciform model, assigning scalp
potential distributions to the retinotopic organization in the scalp (Jeffreys & Axford, 1972).
They have systematically examined the distribution of scalp potential by assigning EEG
components to location of presented stimuli at full-field, half-field, quadrant and octant
locations. The retinotopic variations of ERPS is assigned to C1 components (50-80ms)
(Jeffreys & Axford, 1972; Clark et al., 1994). The C1 has been shown to change its topography
and polarity as a function of stimulus position, which seems to be consistent with the
retinotopic organization of the visual cortex. A number of investigators have created detailed
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models for mapping scalp components with their cortical locations to show the retinotopic
similarity of scalp potential with visual cortex (Di Russo et al., 2003; Hagler et al., 2009) with
debates on the exact details of the source estimation (Ales et al., 2010; Kelly et al., 2013). Other
studies have shown that retinotopic mapping of visual ERPs are not limited to C1 but to other
components such as N1 and P1, which has varying amplitude and latency (Capilla et al., 2016).
While a number of studies have investigated retinotopy components of scalp potential,
the spatial resolution of EEG is limited. New approaches and methods are required for
determining optimal stimulus locations and component mapping that will enhance spatial
resolution in EEG. In Chapter 4, we introduce a spatially-resolved approach for estimating the
strength of stimulus-evoked response.

Visual-Spatial Attention
In ERP literature, one of the fundamental questions that researchers try to answer is:
How does the brain respond to information processing at a sensory stage or at a later stage? In
ERP analysis, the time points at which the waveforms shift in polarity provide an insight into
the effect of attention on the processing of the stimulus.
Generally, ERPs are divided into two categories. The early waveforms generally appear
within 100ms after the onset of stimulus presentation. These waveforms are referred as
‘sensory’ or ‘exogenous’ responses as they depend largely on the physical parameters of the
stimulus. The ERPs generated in the later time (after 100ms) reflect cognitive demand
associated with attention or task demands, and it reflects high-level information processing
(Sur & Sinha, 2009).
In the early section of this chapter, we established that shift of attention from locationto-location or object-to-object elicit changes to our perceptual abilities. Similarly, ERP studies
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ask how visual attention affects the time course of neural response. The selection based on nonspatial information (e.g., color) has completely different ERP pattern than those on the basis of
spatial information (e.g., location in space, motion direction), which indicates that cortical
mechanism based on spatial is qualitatively different than stimulus property alone (Hillyard &
Münte, 1984; Anllo-Vento & Hillyard, 1996). To assess the effects of visual selection on the
visual response, researchers employ visual cueing paradigms and assess the change in ERP
with attention to a given stimulus or visual location (Luck et al., 2000). With visual spatial
attention, it has been shown that when subjects covertly attend to a select location, later ERP
response are enhanced, especially at select scalp regions (Hillyard & Anllo-Vento, 1998).
Specifically, neural responses are enhanced over the occipital region that is contralateral to the
hemifield in which the stimulus is presented (Mangun, 1995; Hillyard & Anllo-Vento, 1998).
Visual-spatial attention elicits an enlarged positive response (P1), occurring 80-130ms after the
onset, and a negative response (N2), occurring 150-200ms, which has been commonly known
as N2pc component (Eimer, 1996). It is named for its polarity, latency, and topography
(posterior contralateral negativity in the latency of the N2 component). Specifically, the N2pc
is described by enhanced negative voltage at scalp region contralateral to an attended stimulus
than at scalp region ipsilateral to that stimulus. This component is affected by a number of
factors, and are particularly sensitive to the presence of distractor stimulus, exhibiting
suppression of the response to stimuli that are irrelevant or unattended (Mazza et al., 2009).

Influence of Bottom-up selection
Thus far, we have described event-related potential studies of top–down selection
process, which is performed by endogenous cueing task. However, visual selection is also
determined by the properties of the visual features present in the environment (also referred to
as bottom-up processing). According to the biased competition account of visual selective
attention, top‐down and bottom-up selection work together in a common processing stage
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which facilitates distinction of various competing information (Desimone & Duncan, 1995). In
other studies, it has been argued that visual selection is completely driven by the properties of
the stimulus field (Theeuwes, 2010). Volitional control of visual selection (top–down control)
happens through a recurrent feedback processing, which is based on expectancy and goal bias.
Traditionally, bottom–up selection is associated with salience which is dependent on
visual attributes of incoming stimulus at a locality that is significantly differ from the
surrounding attributes. Generally, to investigate bottom–up selection, one has to ensure that
the bottom–up and top–down processes are pitted against each other. The study should be
designed such that the subject involuntarily selects visually salient item in favor of the item
that is instructed to be attended towards. For example, when instructed to search for a red item
among green items, the investigation should guide subjects’ attention towards the red item even
though observers actively try to select green diamond (Theeuwes, 1992).
As previously discussed, the N2pc has been linked specifically to the deployment of
attention in visual space. Even though many have suggested that the occurrence of N2pc
reflects the actual capture of attention to a location in space, other studies have suggested that
the N2pc reflects attentional processing that is dependent on visual salience of the stimulus at
the given location. For example, Hickey et al. 2006 has shown that attentional signal is
enhanced by distractor stimulus, which suggests that attention is captured by the most salient
element in the visual field rather than where attention is located at (Hickey et al., 2006).
Schneider et al has shown that that the ERP associated with task-driven (top-down) selection
proceeds activation induced by distractor (bottom-up process) (Schneider et al., 2012). It is
possible that before top–down influences process the visual field, the visual system is biased
towards salient stimuli that based on bottom–up processing of competing inputs (Theeuwes,
2010). Overall, these processes may explain how the visual bias towards salient stimulus that
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stands out from the background regardless of our attention goal.

1.4

Neural Response to Optical Flow during Self Motion
In Chapter 4, we analyze the spatial selectivity of neural response to visual motion. The

visual dynamics of the stimulus used in this study (i.e., kart race game) produces a distinct
motion, e.g., optical flow created by translation motion of the race kart. In the following portion
of the background, we provide a brief background on the visual system physiology on self and
global-motion processing and retinotopic mapping of visual event-related potentials.
There are multiple visual elements in the game environment. but the overall visual
dynamic here is divided into global self-motion (optical flow created by the translation of the
kart), and object motion (other vehicles in the race). The acceleration of the vehicle creates
radial optical flow from the heading direction that increases in the periphery as objects coming
close accelerates laterally in the visual field. Optical flow formed during self-movement
contains information the structure of the environment (Gibson, 1954). Our visual system
utilizes optical flow created during translation to estimate the direction and speed of selfmotion (Warren & Hannon, 1988). Moreover, the optical flow of self-movement guides retinal
motion, which facilitates detection and estimation of other moving objects in the environment
(Rushton & Warren, 2005).
Although several brain areas play important contributions to visual motion processing,
one area that has received considerable attention is the medial superior temporal (MST) area.
The MST area is part of the vestibular system, which plays a crucial role for detecting
translational movement (Duffy, 1998). The MST neurons have large receptive fields that are
directionally selective for moving visual stimuli, prefer the motion of large fields over small
spot (Duffy & Wurtz, 1991). MST, along with other visual motion areas, are selective for both
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optic flow and vestibular inputs that guides heading direction (Gu et al., 2006). Neuronal
recordings of macaque have shown that neurons at different regions of MST is thought to
disassociate global and local motion as well as parsing of retinal motion (Logan & Duffy, 2006;
Sato et al., 2010). Moreover, by combining visual input and vestibular signals, the MST
neurons facilitate the separability of object motion and self-motion (Sasaki et al., 2017).
While a number of processes related to self-motion perception has been linked with
MST, little is known about naturalistic combinations of object motion and self-motion in
humans in naturalistic environments. Bartels et al., 2008 have shown that cortical responses
viewed during natural scenes, due observer motion (global flow fields) and object motion (local
motion) could cortically differentiated (Bartels et al., 2008). A recent study have suggested
that, in the context of natural vision, the brain exhibits a fundamentally different patterns of
global motion, as these are contribution reafferent signal created by self-generated motion
(Russ et al., 2016). In EEG, Vilhelmsen et al., 2015 investigated how speed differences in
forward virtual motion affect visual evoked potentials (Vilhelmsen et al., 2015). They showed
that peak latency increased while amplitude decreased with increased speed, which suggests
that high visual speeds are more demanding thus exhibiting longer latency.
In this background section, we have described the fundamentals of visual processing
related to visual-spatial selection. The primate visual system employs various strategies for
digesting a task-relevant stimulus amongst multiple competing stimuli in the visual space. And
this selection process becomes increasingly complex in a dynamic visual environment. While
it is unclear whether neural response to discrete visual attention task mirrors selection
mechanism during naturalistic visual experience, the earlier findings provide great insight on
neural mechanism of visual selection.
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Extracting multidimensional stimulus-response correlations
using hybrid encoding-decoding of neural activity

2.1

Abstract
In neuroscience, stimulus-response relationships have traditionally been analyzed using

either encoding or decoding models. Here we propose a hybrid approach that decomposes
neural activity into multiple components, each representing a portion of the stimulus. The
technique is implemented via canonical correlation analysis (CCA) by temporally filtering the
stimulus (encoding) and spatially filtering the neural responses (decoding) such that the
resulting components are maximally correlated. In contrast to existing methods, this approach
recovers multiple correlated stimulus-response pairs, and thus affords a richer,
multidimensional analysis of neural representations. We first validated the technique’s ability
to recover multiple stimulus-driven components using electroencephalographic (EEG) data
simulated with a finite element model of the head. We then applied the technique to real EEG
responses to auditory and audiovisual narratives experienced identically across subjects, as
well as uniquely experienced video game play. During narratives, both auditory and visual
stimulus-response correlations (SRC) were modulated by attention and tracked inter-subject
correlations. During video game play, SRC varied with game difficulty and the presence of a
dual task. Interestingly, the strongest component extracted for visual and auditory features of
film clips had nearly identical spatial distributions, suggesting that the predominant
encephalographic response to naturalistic stimuli is supramodal. The diversity of these findings
demonstrates the utility of measuring multidimensional SRC via hybrid encoding-decoding.

2.2

Background
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Understanding the relationship between a sensory stimulus and the resulting neural
response is a fundamental goal of neuroscience. Two distinct paradigms have shaped the
pursuit of the neural code. The encoding approach attempts to explain neural responses from
features of the stimulus, typically via linear filtering (Dayan & Abbott, 2001). Examples
include receptive fields and spike-triggered averages in single-unit electrophysiology (Dayan
& Abbott, 2001) , the generalized linear model (GLM) in functional magnetic resonance
imaging (fMRI) (Friston et al., 1994; Monti, 2011), spectrotemporal response functions
(STRF) in electrocorticograms (Ding & Simon, 2012a), and temporal response functions in
encephalographic recordings (Lalor et al., 2006; Lalor & Foxe, 2010; Di Liberto et al., 2015).
In contrast to encoding, the decoding approach is to predict the stimulus by filtering over an
array of neural responses. Decoding techniques have been shown to reconstruct experienced
stimuli in a large number of findings spanning animal (Bialek et al., 1991; Warland et al., 1997;
Stanley et al., 1999; Butts et al., 2007) and human investigations of both visual (Norman et al.,
2006; Thirion et al., 2006; Kay et al., 2008; Miyawaki et al., 2008; Nishimoto et al., 2011;
Horikawa et al., 2013) and auditory stimuli (Luo & Poeppel, 2007; Mesgarani & Chang, 2012;
Pasley et al., 2012; Mesgarani et al., 2014; O’Sullivan et al., 2014).
The encoding and decoding approaches possess contrasting strengths and weaknesses:
whereas encoding models operate on the stimulus and are thus easily interpretable (Nishimoto
et al., 2011), they generally predict the responses of individual data channels (i.e, neurons,
voxels, or electrodes) and do not efficiently recover distributed neural representations.
Decoding techniques filter neural activity over multiple channels and are therefore naturally
suited to capturing distributed representations, but at the expense of models that are often
difficult to interpret and prone to overfitting. Therefore, an approach that efficiently captures
distributed neural representations and is readily interpretable in the stimulus space is lacking.
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Here we propose a hybrid approach that combines the strengths of encoding and
decoding. The technique integrates neural responses across space while filtering the stimulus
in time, i.e. it “decodes” neural activity to recover an “encoded” version of the stimulus. By
jointly learning decoding and encoding models, distributed neural representations are identified
and explicitly linked to portions of the stimulus. In contrast to existing paradigms, this approach
decomposes the neural representation of stimuli into multiple dimensions, with each dimension
defined by a (spatial) response component and a (temporal) stimulus component.
To validate the ability of the proposed technique to recover multiple simultaneous
stimulus-driven components, we first conducted a simulation study using data generated from
a finite element model (FEM) of the head. The recovered components matched the groundtruth activations in both spatial topography and time course. We then evaluated the technique
on recordings of neural activity in response to various naturalistic audiovisual stimuli and found
multiple significant dimensions of stimulus-response correlation (SRC) for both auditory and
visual features. These multiple dimensions were modulated by the attentional state of the
observer. Interestingly, we found that independent visual and auditory features possessed a
common response component, suggesting that the dominant EEG response to natural stimuli is
supramodal.
Inter-subject correlations (ISC) of neural responses to natural stimuli have recently been
shown to reflect a variety of behaviors (Hasson, Furman, et al., 2008, 2008; Stephens et al.,
2010; Dmochowski et al., 2012, 2014; Lahnakoski et al., 2014; Wang et al., 2015). We
reasoned that stimulus responses would be similar across subjects and thus predicted that SRC
would track ISC; indeed, SRC covaried with ISC for both auditory and visual features. In
contrast to ISC and event-related potentials, however, the proposed method does not require
repeated exposures to the stimulus and is thus applicable to the study of unique stimuli. We
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therefore studied neural activity during video game play and identified SRCs that reflected both
the game difficulty and attentional state of the player. The variety of novel findings attests to
the utility of the hybrid encoding-decoding approach.
We develop the proposed technique by relating it to the two predominant approaches
for the analysis of neural signals: predicting the neural response from the stimulus (encoding),
and recovering the stimulus from the neural response (decoding).

Encoding: modeling the mapping from stimulus to response
Consider a stimulus whose time-varying features are encapsulated by signal 𝑠(𝑡). For
an auditory stimulus, the values of s(t) may represent the sound pressure envelope. For a visual
stimulus, 𝑠(𝑡) may represent the luminance. The stimulus is presented to an observer,
generating a neural response 𝑟𝑖 (𝑡) in the 𝑖-th data channel (for example, an electrode in a
microelectrode or EEG array, or a voxel in fMRI). Encoding seeks to identify the mapping
from 𝑠(𝑡) to 𝑟𝑖 (𝑡). This is conventionally performed by filtering 𝑠(𝑡) to produce an estimated
neural response 𝑟̂𝑖 (𝑡) for each channel:
𝑟̂𝑖 (𝑡) = ℎ𝑖 (𝑡) ∗ 𝑠(𝑡).

(1)

For EEG, the filters ℎ𝑖 (𝑡) represent the evoked response for each electrode 𝑖 (Lalor et
al., 2006; Lalor & Foxe, 2010). Encoding filters ℎ𝑖 (𝑡) are generally found by maximizing the
correlation between the observed neural response 𝑟𝑖 (𝑡) and the estimated neural
response 𝑟̂𝑖 (𝑡) (or a convolved version of 𝑟̂𝑖 (𝑡)in the case of generalized linear models used in
fMRI (Friston et al., 1994). Here the symbol ∗ denotes temporal convolution, such that ℎ(𝑡) ∗
𝑠(𝑡) = ∑𝑇𝜏 ℎ(𝜏) 𝑠(𝑡‐ 𝜏), but it could also represent spatial convolution to model visual receptive
fields (Dayan & Abbott, 2001). Note that this optimization problem is generally solved
separately for each channel 𝑖 = 1, … , 𝐷 . Thus, the encoding approach does not leverage
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potentially distributed representations where the stimulus elicits correlated responses across
multiple channels. In particular, if the response magnitude in a given channel is below
statistical detection thresholds, it may be missed by an encoding approach.

Decoding: recovering the stimulus from the response
To remedy this, decoding techniques combine the neural responses of multiple channels
and aim to reconstruct the stimulus (e.g. (Friston et al., 1994; Mesgarani & Chang, 2012)):
𝑠̂ (𝑡) = ∑𝐷
𝑖=1 𝑤𝑖 (𝑡) ⋆ 𝑟𝑖 (𝑡).

(2)

The decoding weights 𝑤𝑖 (𝑡) perform both spatial and temporal filtering and are found
by maximizing the correlation between the observed stimulus 𝑠(𝑡) and the estimated stimulus
𝑠̂ (𝑡). Here the symbol ⋆ denotes temporal correlation, such that 𝑤(𝑡) ⋆ 𝑟(𝑡) = ∑𝑇𝜏 𝑤(𝜏) 𝑟(𝑡 +
𝜏), captures the response after stimulus presentation at time t. Note that the responses of
multiple channels are linearly combined to recover a single stimulus feature, and that the model
parameters are now optimized jointly. However, one limitation of this technique is that it is
difficult to directly interpret the decoding coefficients 𝑤𝑖 (𝑡) (Haufe et al., 2014). Moreover, in
cases with many channels and long temporal apertures, conventional decoding techniques are
prone to over-fitting and thus require careful model regularization (Miyawaki et al., 2008;
Pereira et al., 2009; Pasley et al., 2012; Haxby et al., 2014).
It should be noted that both encoding and decoding techniques can be inverted (to
become decoders or encoders) if the unconditional distributions of the stimulus or the response,
respectively, are available (Naselaris et al., 2009, 2011; Nishimoto et al., 2011). While the
statistics of the stimulus may be readily estimated, it may be more challenging to estimate the
statistics of the response independently of the stimulus.
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Hybrid encoding and decoding
Here we propose a combination of the encoding and decoding approaches by
simultaneously filtering the stimulus in time and the neural responses in space:
𝑢̂(𝑡) = ℎ(𝑡) ∗ s(t).

(3)

𝑣̂(𝑡) = ∑𝐷
𝑖=1 𝑤𝑖 𝑟𝑖 (𝑡).

(4)

The encoder ℎ(𝑡)and decoder 𝑤𝑖 are found by maximizing the correlation between the
encoded stimulus 𝑢̂(𝑡) and the decoded response 𝑣̂(𝑡). Note that the decoding is now purely
spatial (accounting for distributed neural representations), while the encoding is purely
temporal (capturing only the relevant portions of the stimulus). It is straightforward to expand
both filtering operations to become spatiotemporal, at the cost of increased dimensionality. The
proposed approach is depicted diagrammatically in Figure 2.1.

Figure 2.1: Schematic view of the proposed technique.
A stimulus impinges on the observer, generating a set of neural responses 𝑟𝑖 (𝑡). The relevant
features of the stimulus (for example, the time-varying luminance or sound envelope) are
extracted, resulting in a time series 𝑠(𝑡). An optimization procedure implemented here via
canonical correlation analysis, then computes spatial filters 𝑤𝑘 to apply to the neural responses
and temporal filters ℎ𝑘 (𝑡)to apply to the stimulus features such that the resulting filter outputs
are maximally correlated in time. The result is a set of multiple stimulus and response
components whose activities track each other.
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We summarize the three approaches here so that the analogies can be more clearly
identified:
𝑟𝑖 (𝑡) ~ 𝑠(𝑡) ∗ ℎ𝑖 (𝑡) (Encoding)
∑𝐷
𝑖=1 𝑤𝑖 (𝑡) ⋆ 𝑟𝑖 (𝑡) ~ s(𝑡)

(5)

(Decoding)

∑𝐷
𝑖=1 𝑤𝑖 𝑟𝑖 (𝑡) ~ 𝑠(𝑡) ∗ ℎ(𝑡) (Hybrid)

(6)

(7)

where, 𝑢(𝑡) ~ 𝑣(𝑡) indicates that model parameters are selected to maximize the correlation
between the signals, 𝑢(𝑡) and 𝑣(𝑡):

𝑝(𝑢, 𝑣) =

∑𝑡 u(𝑡)𝑣(𝑡)
√∑𝑡 𝑢2 (𝑡) ∑𝑡 𝑣 2 (𝑡)

,

(8)

and where zero-mean has been assumed for u and v. Model parameters that maximize
correlation in (5) and (6) are unique and can be found with conventional least-squares
optimization, arguably leading to the popularity of the conventional encoding and decoding
approaches.
Optimizing the parameters of the hybrid technique (7) is performed by Canonical
Correlation Analysis (CCA) (Hotelling, 1936), which provides multiple independent
dimensions, or “components” of the correlation between the stimulus and the response.
Specifically, each dimension 𝑘 = 1, … , 𝐾. is defined by an encoder ℎ𝑘 (𝑡) and decoder 𝑤𝑘𝑖 .
Each encoding/decoding dimension 𝑘 captures in 𝑣̂𝑘 (𝑡)a spatial component of the neural
activity and in 𝑢̂𝑘 (𝑡) a temporal component of the stimulus. The SRC of dimension 𝑘 is then
defined according to:
𝑝(𝑣̂𝑘 , 𝑢̂𝑘 ),
with

𝑝1 > 𝑝2 > ⋯ > 𝑝𝑘

and
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(9)
zero

cross-correlation

across

components, 𝑝(𝑢̂𝑘 (𝑡), 𝑣̂𝑙 (𝑡)) = 0 for 𝑘 ≠ 𝑙 (this is approximately true also in the case of
regularization, as demonstrated in the Results). Thus, different components capture genuinely
different aspects of the stimulus-response relationship. Note that this multidimensional
representation cannot be recovered with the either the encoding approach (5) or the decoding
approach (6), as they inherently yield only one dimension of the SRC. Some have used
principal components analysis (PCA) as a post-processing of encoding models to capture
components of distributed representations (Huth et al., 2012, 2016). However, PCA enforces
orthogonality on the weights of the spatial (or temporal when performing temporal component
analysis) filters. In contrast, CCA only requires temporally uncorrelated filter outputs, and
spatial filters wi are not required to be orthogonal. We also note that CCA has been previously
used to measure correlation between stimuli and MEG responses using purely temporal filters
(Koskinen et al., 2013) without capturing distributed responses.
There are two conceptual differences between the hybrid approach (7) and conventional
encoding or decoding (5)-(6). First, the hybrid approach captures distributed representations
while providing readily interpretable stimulus response models. Second, the neural responses
are separated into components k that are uncorrelated from each-other. In total, the neural
responses to the stimulus are implicitly modeled as:
𝑟̂𝑖 (𝑡) = ∑𝑘 𝑎𝑘𝑖 ℎ𝑘 (𝑡) ∗ 𝑠(𝑡).

(10)

Here the “temporal response” ℎ𝑘 (𝑡) represents the time course of neural activity
evoked by the stimulus for component k. These temporal responses are spatially-independent.
The factor 𝑎𝑘𝑖 , which varies with electrode 𝑖, reflects how strong (and with which sign) the
neural response is expressed across space. It thus captures the “spatial response”. As with other
decoding and source separation methods, it is easier to interpret the spatial responses 𝑎𝑘𝑖 than
the spatial filter weights 𝑤𝑖𝑘 (Haufe et al., 2014). Differences between filter weights at low-
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variance or noisy electrodes do not indicate genuine differences in neural responses to the
stimulus. On the other hand, the spatial response captures the distribution of stimulus-related
activity that is extracted by the spatial filter (see Appendix A).
Note that in the traditional encoding and decoding approaches (5), (6), the number of
free parameters is QD, with Q representing the length of the temporal aperture and D denoting
the number of neural data channels. On the other hand, the hybrid method as formulated here
leads to simpler models with (Q + D) free parameters. Typically, the total correlation is
contained within a few components 𝐾 (e.g., 5 or less) while D and 𝑄 often span hundreds of
parameters. We thus expect the new technique to be less susceptible to overfitting the data.

2.3

Experimental methods

The proposed technique was evaluated using both simulated data as well as multiple real EEG
data sets collected in various settings.
Simulation study
We conducted a simulation study of the proposed technique using a FEM of the segmented
human head (Huang et al., 2016). The model included 10,000 EEG sources arranged along the
grey matter surface and 230 electrodes placed on the scalp following an extended 10/5 scheme
(Huang et al., 2016). The stimulus was extracted as the optical flow time series from a clip of
the film “Dog Day Afternoon” (duration 325 s, 24 frames/s). This stimulus was encoded by
two brain regions: the primary visual cortex (V1; coordinates in the head model −0.0078,
−0.10,0.0028), whose temporal response to the stimulus was given by an impulse response
shaped according to the Cauchy probability density function (PDF) with a peak at 167ms and
a scale parameter of 0.5. Visual area V4 (coordinates −0.026, −0.10, −0.0048) also represented
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the optical flow stimulus with an impulse response shaped according to a Cauchy PDF with a
peak at 500ms and a scale parameter of 1. Both temporal responses were normalized to
unit L2 norm, and are shown in Figure 2.2A. A third brain region modeled here as the inferior
temporal cortex (ITC; coordinates −0.062, −0.035, −0.028), generated a stimulus-independent
white noise waveform with a standard deviation of twice that of the stimulus-driven sources.
Each source consisted of 40 vertices closest to the manually identified region coordinates. The
three source activations were projected onto the scalp electrodes using the head model’s lead
field matrix and superimposed. Spatially white Gaussian noise was then added to the electrodes
such that the signal-to-noise ratio (SNR) was 0.3 (−10 dB). The scalp projections (i.e., spatial
responses) from the three modeled brain regions are shown in Figure 2.2. To evaluate the effect
of regularization on the recovered sources and the SRC, we varied the strength of regularization
(i.e., the number of principal components retained in the covariance matrices of the stimulus
feature and EEG response; see Regularization in Appendix A) from 5% to 100% in 20 equally
spaced intervals. The first 300 s of the stimulus and simulated EEG response were used to learn
the model parameters, while the last 25 s served as the test set where performance was
evaluated. We measured the SRC, the correlation between the recovered and actual spatial
response, and the correlation between the recovered and actual spatial temporal response, all
averaged over the first two components.
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Figure 2.2: Hybrid encoding-decoding recovers multiple dimensions of SRC.
Simulated activations of the primary visual cortex and visual area V4 followed the optical
flow of a film clip with temporal responses depicted in (A) and spatial responses depicted in
(B). A source in the inferior temporal cortex (ITC) was uncorrelated with the stimulus. The
hybrid technique recovered the temporal (C) and spatial (D) responses of the V4 source in
component 1, and the V1 source in component 2, respectively, with correlations between the
estimated and true responses being r>0.99 (spatial) and r>0.68 (temporal). (E) Regularization
was performed here by truncating the eigenvalue spectrum of the stimulus (temporal) and
response (spatial) covariance. Peak SRC was attained with a 9-dimensional stimulus
covariance and a full (230) dimensional EEG covariance. The accuracy of the estimated spatial
and temporal responses was relatively insensitive to regularization, potentially due to the
presence of spatially white noise added to the EEG which effectively regularized the data.

2.4

Results

Hybrid encoding-decoding recovers multidimensional SRC
To verify that the proposed hybrid technique can recover multidimensional SRC, we
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conducted a simulation study in which two visual brain regions represented the optical flow of
a film stimulus with differing delays. The temporal responses of the primary visual cortex (V1)
and visual area V4 are shown in Figure 2.2A, along with the response of the inferior temporal
cortex (ITC) whose activation was uncorrelated with the stimulus waveform. The spatial
responses of these activations are shown in Figure 2.2B and represent the projections of the
activated brain regions on the scalp. We expected that the topographies of the stimulus-driven
sources would be recovered by the proposed technique, but not the topography of the stimulusunrelated source.
The first component recovered by the hybrid technique closely matched the V4
activation in both temporal response (Figure 2.2C, ρ=0.99, N = 25 with no regularization) and
spatial response (Figure 2.2D, ρ=0.99, N=230 with no regularization). The second recovered
component matched the V1 activation (temporal response: ρ=0.93, spatial response: ρ=0.68).
As expected, the spatial response of the stimulus-independent source was not recovered. To
evaluate the effect of regularization on the recovered sources and SRCs, we repeated the
analysis at different levels of regularization, measured here as the number of principal
component dimensions retained in the covariance matrices of the stimulus feature and EEG
response. For each regularization level, we quantified the accuracy of the recovered spatial
responses by computing the correlation with the actual projections from the cortical sources to
the scalp. Similarly, we measured the correlation between the true temporal responses and the
recovered ones. In each case, we averaged the correlations among the first two components.
The SRC peaked when retaining 9 (of a possible 25) temporal stimulus components and all 230
spatial EEG dimensions (Figure 2.2E). The accuracies of the temporal and spatial responses
were highest for a stimulus dimensionality of 14 and 8, respectively, with regularization of the
EEG failing to improve the accuracy of the recovered components. This could be due to the
fact that spatially white noise was added to the simulated EEG, thus effectively regularizing
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the covariance.
Note that there is an inherent sign ambiguity in the recovered spatial and temporal
responses: each can be negated without altering the value of the resulting SRC. Therefore,
in Figure 2.2 (e.g., component 2) and throughout, we have in some cases inverted the polarity
of the recovered topographies and associated time courses to match the ground-truth or a
component from another condition (e.g., feature).
In the following, we demonstrate the utility of hybrid encoding-decoding by applying
the technique to real EEG responses evoked by naturalistic audiovisual stimuli.

Dynamic visual features elicit strong multidimensional SRC
We first sought to determine which features of naturalistic stimuli evoke the strongest
SRC. For a popular film clip during which we recorded the evoked scalp potentials of N = 30
viewers, we extracted a set of visual and auditory features including optical flow, visual
temporal contrast, sound amplitude envelope, luminance, and spatial contrast (see Methods).
Applying these derived features and neural responses to the hybrid encoding-decoding scheme
led to a range of SRC values (Figure 2.3A). We found statistically significant correlations along
multiple dimensions (i.e., component pairs) for four of the five features (all p<0.05, computed
using phase-randomized surrogate data). SRCs of different component pairs are shown
cumulatively, as each pair captures a different dimension in the data with uncorrelated activity.
The strongest SRCs were exhibited by temporal contrast and optical flow, exceeding the
correlations with sound envelope (paired t-test for sound envelope with temporal
contrast, t(29)=5.7, p=4×10−6, and with optical flow t(29)=4.7, p=5×10−5, both N = 20).
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Figure 2.3: Neural responses to a film clip track dynamic visual feature.
A) SRC computed for various auditory and visual features of a clip from “Dog Day Afternoon”.
Significant correlations were detected along multiple dimensions for 4 of the 5 features
considered (p<0.05, permutation test using surrogate data, and indicated by ‘*’ with color
indicating the component tested). Correlations with temporal contrast and optical flow, features
that differentiated pixel values across frames, exceeded those with the sound envelope (p<0.04,
paired t-test, N=30). Error bars denote the standard errors of the mean (SEM) across
subjects. B) Spatial responses convey the topography of neural activity that best expressed the
stimulus features. Temporal responses reflect the delays between stimulus and neural response.
While the topographies of the first response components (left panels in top row) were congruent
for all features, the temporal responses varied with the particular feature used.
By construction, the response components recovered by CCA are temporally
uncorrelated with one another. However, when regularizing covariance as was performed here
(see Methods), the response components may exhibit some level of correlation. Thus, to
confirm that regularization did not introduce “cross-talk”, we also measured the correlation
between mismatched stimulus and response components (e.g. the correlation between stimulus
component 1 and response component 2). These correlations were found to be very low
(mean ± standard deviation across all features and component pairs: 0.0005±0.003).
Comparing this to the SRC measured within matched component pairs (as high as 0.1 for
temporal contrast), it is clear that the multiple response components detected by the hybrid
technique were distinct.

Similar spatial responses to auditory and visual stimuli
The

hybrid

technique

correlates
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spatial response

components with

temporal stimulus components. Response components are characterized by a topography,
termed a spatial response, that conveys the spatial distribution of the decoded neural activity.
Stimulus components are extracted by a temporal filter that conveys a temporal response.
Together, the spatial and temporal responses fully convey the mapping between original
stimulus and evoked neural response (see Methods for details). Interestingly, the spatial
responses of the first component were similar for all features (Figure 2.3B).
While the finding of congruent spatial responses was expected for the two dynamic
visual features which were strongly correlated (correlation between optical flow and temporal
contrast: r = 0.96), we did not expect to find such similar topographies for weakly correlated
auditory and visual features (correlation between sound envelope and temporal contrast: r =
0.067). To rule out that the similarity of the auditory and visual spatial responses was due to
this small correlation, we subtracted from the temporal contrast the fraction that was explained
by the sound envelope, and vice versa. In doing so we generated orthogonal time series for
temporal contrast and sound envelope. The spatial responses of the first component for these
uncorrelated visual and auditory features still had nearly identical distributions on the scalp
(Figure 2.4, left; correlation between spatial responses of sound envelope and temporal
contrast: r = 0.99). The associated temporal responses (filters) showed opposing polarities of
the responses to visual and auditory features (￼, right). We checked whether these temporal
filters introduced a correlation between the two features and found only a weak negative
correlation of r=−0.14 between filtered visual and auditory features. We also investigated
whether

the

regularization

added

to

the

computation

of

the

filter

weights

(see Regularization in Appendix A) may have led to the similarity of the spatial responses.
After repeating the analysis but without regularization, we once again found that the spatial
responses were highly similar for auditory and visual features (r = 0.97). Therefore, one
possible interpretation of similar spatial responses to visual and auditory stimuli is that the
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dominant EEG response to natural stimuli is supramodal (however, see Discussion)., right).
We checked whether these temporal filters introduced a correlation between the two features
and found only a weak negative correlation of r=−0.14 between filtered visual and auditory
features. We also investigated whether the regularization added to the computation of the filter
weights (see Regularization in Appendix A) may have led to the similarity of the spatial
responses. After repeating the analysis but without regularization, we once again found that the
spatial responses were highly similar for auditory and visual features (r = 0.97). Therefore, one
possible interpretation of similar spatial responses to visual and auditory stimuli is that the
dominant EEG response to natural stimuli is supramodal (however, see Discussion).

Figure 2.4: Visual and auditory features evoke similar spatial responses.
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The spatial responses of the first component for visual temporal contrast and sound envelope,
which depict where on the scalp these stimuli were expressed, were highly similar (left
column, r = 0.99), even though the features were decorrelated (r=0). However, the associated
temporal responses were inversely related (right column, r=−0.83), suggesting that the evoked
responses to visual and auditory stimuli drove the EEG with opposing polarity. All values have
arbitrary units as SRC is independent of scale.
SRC tracks Inter-Subject Correlation (ISC)
A number of reports have shown that dynamic natural stimuli elicit similar responses
across subjects in fMRI, EEG and MEG (Hasson, Furman, et al., 2008; Dmochowski et al.,
2014; Lankinen et al., 2014). For responses to be reproducible across subjects, the responses
should also be reliably evoked by the stimulus within subjects. Therefore, we hypothesized that
there would be a correspondence between how strongly the stimulus drove individual neural
responses and how similar the responses were across subjects. To test this, we computed a timeresolved measure of the SRC (by summing across the first three component pairs of the hybrid
technique) for the temporal contrast and sound envelope of the same film clip. Similarly, we
also measured the time-resolved ISC (by summing across the three components maximizing
correlation across subjects) experienced during the same stimulus (see Methods). In line with
our hypothesis, a significant portion of the variability in the ISC time series could be explained
from both visual and auditory SRC (Figure 2.5A, temporal contrast: r = 0.59, p=3×10−31, N =
321; B, sound envelope: r = 0.34, p=3×10−10, N = 321). While these correlations are not large,
it is still remarkable that the responses to simple unimodal stimulus features can explain a
significant portion of the ISC variability.
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Figure 2.5: SRC tracks the inter-subject correlation (ISC) of neural responses to
naturalistic stimuli.
A) The time course of the SRC, as computed on the temporal contrast of a film clip, explains
34% of the variability in the ISC time course (r = 0.59, p<10−5, N = 321, permutation test).
This suggests that the exogenous drive provided by the common stimulus underlies the
reliability of neural responses across subjects as measured by the ISC. B) Same as A but now
for the envelope of the film’s soundtrack. The SRC accounts for approximately 12% of the
variability in the ISC (r = 0.34, p = 0.001, N = 321, permutation test). Shading indicates the
SEM across subjects (for SRC) or subject pairs (for ISC).
Attentional modulation of SRC
Given the long-standing evidence showing that attention modulates evoked responses
(e.g. (Picton & Hillyard, 1974), we hypothesized that the SRC would decrease when the level
of attention directed to the stimulus was reduced. To test this, we reanalyzed previous data
recorded in two attentional conditions (Ki et al., 2016): subjects either naturally attended to the
stimulus or performed a counting task, intended to distract viewers from the stimulus. Two film
clips (“Bang! You’re Dead” and “The Good, The Bad, and the Ugly”) and one narrated
audiobook (“Pie Man”) were considered for this analysis. All subjects were presented the same
stimuli under both conditions (i.e., we took repeated measures). We investigated whether SRC
was modulated by attention (attend vs count) and if this was specific to particular stimuli or
component pairs. We first analyzed the SRC using the sound envelope. A three-way, repeated-
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measures ANOVA with component, attention and stimulus as factors identified main effects
of attention (F(1)=7.48, p =0.008) and stimulus (F(1)=29.17, p=1.82×10−9) and an interaction
between

component

and

stimulus

(F(2)=14.15, p=1.02×10−5).

Follow-up

pairwise

comparisons showed that the reduction in SRC for the “count” condition was driven by the two
stimuli containing speech (Figure 2.6A). In contrast, the “The Good, the Bad, and the Ugly”
had minimal speech content and elicited weak SRC that was not modulated by attention. This
suggests that the effect of attention on auditory EEG responses may be specific to speech. For
the two audiovisual clips, we measured SRC using the optical flow and again performed a
three-way, repeated-measures ANOVA with attention, stimulus and component as factors.
There was again a strong main effect of attention (F(1)=34.6, p=10−5), with reduced SRC in
the “count” condition (Figure 2.6A). An interaction between attention and stimulus
(F(1)=12.2, p = 0.002) was also found. Specifically, SRC during the suspenseful “Bang!
You’re Dead” was more robustly modulated by attention, consistent with results reported in Ki
et al. (2016).

Figure 2.6: Multidimensional SRC is modulated by the level of attention directed to the
stimulus.
Subjects viewed film clips or listened to an audiobook while either naturally attending to the
stimulus (‘attend’) or performing a counting task (‘count’). A SRC as measured for the sound
envelope of two audiovisual and one auditory stimulus. Repeated measures ANOVA showed
a significant effect of attention (F(1)=7.48, p = 0.008). Follow-up comparisons indicated that
SRC was modulated by attention in the first component but only for the stimuli that contained
speech (t-test, BYD: p=0.021 and PM: p = 0.044, both N = 20). B Repeated measures ANOVA
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on the SRC with optical flow also found a main effect of attention (F(1)=34.6, p=10−5).
Follow-up comparisons indicated that this effect was robust in the first component for BYD (ttest: p=0.002, N = 20), and in the second component for both audiovisual stimuli (t-test,
BYD: p = 0.0011 and GBU: p = 0.0036, both N = 20). Error bars denote SEM across subjects.
SRC during interactive stimuli
To demonstrate that the proposed technique can capture SRC elicited by uniquely
experienced stimuli, we recorded scalp potentials from N = 5 subjects while playing a carracing video game (Fig 7A). The ongoing feedback between player and game meant that every
race was perceptually unique. After reconstructing the optical flow of the video game display
during each race, the stimulus time series and neural responses were used to measure SRC with
the hybrid technique.

Figure 2.7: SRC with optical flow measured during video game play is modulated by
game difficulty and attention to a secondary task.
A Neural activity was recorded while subjects played a car-racing video game under two
difficulty levels and with some of the races containing an additional cognitive task. B The
hybrid technique resolved five significant components, with the strongest component showing
a parietal spatial response and an early temporal response (150 ms). C Repeated measures
ANOVA showed main effects of difficulty (F(1)=4.58, p = 0.035, asterisk displayed over bars
in the ’attend’ condition), attention (F(1)=3.97, p = 0.05), and component (F(4)=29.15, p = 0
to numerical precision). SRC was increased during difficult runs, while decreasing when the
player’s attention was divided between the game and a secondary task. Error bars denote the
SEM across subjects.
We found 5 statistically significant components whose spatial and temporal responses
are illustrated in Figure 2.7B. Note that the spatial response of the first component was focused
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over parietal electrodes, and the associated temporal response had an early peak (i.e.,
150 ms, SRC with optical flow measured during video game play is modulated by game
difficulty and attention to a secondary task. B). This is in contrast to the first component
observed during film viewing (see Figure 2.3B). A component with a similar spatial but not
temporal response as this “film” component was observed more weakly during video game
play (Figure 2.7B, component 4). The discrepancy between film and video game components
may indicate that when actively engaged with natural stimuli, distinct neural circuits are
recruited. An alternative interpretation is that somatosensory and motor activity correlated with
optical flow as players controlled the speed and direction with right-hand key-presses. In this
case, however, one would have expected a more central spatial response.

SRC is modulated by difficulty and presence of dual-task
The video game consisted of a car race with obstacles and competing drivers. Players
experienced two levels of race difficulty by varying the number and skill of competing drivers.
The game also included a divided-attention condition which required players to simultaneously
attend to the top center of the screen (Figure 2.7A), where items were presented for selection
(Gerson et al., 2006). We predicted that players would devote more resources to the driving
task during difficult races, resulting in higher SRC. In contrast, during periods of divided
attention to a secondary task, SRC would be reduced. Repeated measures ANOVA with
difficulty, attention, and component as factors revealed main effects of difficulty
(F(1)=4.58, p = 0.035), attention (F(1)=3.97, p = 0.050), and component (F(4)=29.15, p = 0 to
numerical precision), with correlations increasing during difficult races and decreasing during
the divided attention task, as predicted. It is important to note that the stimuli differed with
game difficulty, and thus one cannot rule out that the effects are a result of varying stimuli and
not of varying neural responses.
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2.5

Discussion

Here we have developed a hybrid technique for learning the mapping between a dynamic
stimulus and the corresponding neural response. By simultaneously encoding the stimulus and
decoding the neural response, the proposed approach recovers multiple dimensions of SRC via
the canonical correlation analysis formalism. We employed the technique to show that the
brain’s dominant response to visual and auditory stimuli had a common spatial response, even
after removing all correlation between the film’s soundtrack and visual features. Moreover, the
dimensions of the SRC were modulated by the viewer’s attentional state. The SRC was also
shown to track the ISC of neural responses that have recently been employed to decode a
variety of cognitive states. In contrast to the ISC, however, the multidimensional SRC does not
require multiple subjects to experience the same stimulus. The technique is thus applicable to
the study of interactive stimuli, as was demonstrated here for video game play, where both
attentional and task demands were shown to modulate the SRC.

EEG tracks dynamic visual features.
While there have been multiple reports of EEG responses tracking auditory features, in
particular the envelope (Lalor & Foxe, 2010; Ding & Simon, 2012a, 2012b; Power et al., 2012;
Golumbic et al., 2013; Di Liberto et al., 2015), relatively little comparable findings exist for
visual stimuli (see (Groen et al., 2013) for an exception). The hybrid technique developed here
demonstrated that dynamic visual features were correlated with encephalographic responses to
a level comparable if not stronger than the well-studied auditory envelope.

Supramodal component.
The supramodal component identified here bears some resemblance to the component that was
previously found to maximize the ISC of EEG responses to video (Dmochowski et al., 2012,
2014) and auditory narratives (Cohen & Parra, 2016; Ki et al., 2016). In these earlier studies,
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the supramodality was obscured as the ISC approach is blind to which features of the stimulus
drive reliable responses. Here we demonstrated that both auditory and visual features correlated
with this component. It is thus possible that this component is selective to integrated
audiovisual activity, as has been observed in temporal cortex during presentation of speech
(Callan et al., 2001) as well as individual letters (Raij et al., 2000). Alternatively, the activity
may be related to attentional networks that are entrained by the stimulus regardless of modality
(Lakatos et al., 2009; Walz et al., 2013). It is also possible that the similarity of the spatial
responses resulted from the correlation between auditory and visual features after temporal
filtering (encoding). While this is unlikely as the correlation between filtered features was
found here to be small, additional experiments are required to rule out this possible confound.

Distributed stimulus representations.
A basic premise of the proposed approach is that stimulus features are represented by
distributed rather than local neural responses. This is particularly true for EEG where the
activity from a localized neural population can be detected at multiple electrodes. The encoding
approach, conventionally used for analyzing spiking activity (Dayan & Abbott, 2001), fMRI
(Friston et al., 1994) and recently also EEG(Lalor et al., 2006), models neural responses at
individual channels (electrodes, voxels), and does not directly leverage such distributed
activity. Decoding approaches, in contrast, can combine responses that are distributed and
appear only weakly in individual channels (Kamitani & Tong, 2005; Norman et al., 2006).
While encoding models are sometimes reversed to provide decoding (Nishimoto et al., 2011),
such an approach often ignores the correlated nature of neural responses (Eyherabide &
Samengo, 2013). The hybrid encoding-decoding technique captures distributed representations
as components of the neural response. These components are linked to temporal components
of the stimulus and are thus readily interpretable.
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Separating multiple dimensions of SRC.
An important aspect of the proposed technique is its ability to extract multiple, independent
dimensions of SRC. These multiple dimensions allow one to more finely probe the effects of
experimental manipulations. For example, consider the effect of attention on SRC during film
viewing (Figure 2.6). For the sound envelope, only the correlation of the first component was
modulated by altering attentional state. Conversely, for optical flow, the modulation was
strongest in the space of the second component. Thus, the multidimensional nature of the
proposed approach allows one to identify the neural circuits driven by experimental variables.
The challenge of any decomposition technique, including principal, independent or correlated
component analysis (Parra et al., 2005; Dmochowski et al., 2012; de Cheveigné & Parra, 2014),
is to identify the functional significance of the extracted components. One approach is to
manipulate the stimulus, task, or cognitive state of the subjects (as we have done here), and
determine how the different components respond to such manipulations. Additionally, one can
interpret the spatial response by comparing it against known functional anatomy (in the case of
EEG/MEG, the spatial response can be projected onto cortex via an appropriate inverse model),
or by comparing the delays in the temporal response with what is known about neural
representation.

Relation to Inter-Subject Correlations.
The SRC was shown to temporally covary with the ISC of neural responses to the stimulus.
This is consistent with the idea that the common stimulus “synchronizes” the neural responses
of multiple viewers. In principle, the ISC can be driven by any property of the stimulus,
including high-level semantic features. Here we found that a significant fraction of the ISC
fluctuation was explained by relatively simple unimodal features such as temporal contrast (r =
0.59) and sound envelope (r = 0.34). This result is significant because unlike the ISC approach,
SRC may be measured with only one subject and one exposure to a stimulus. There are several
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recent examples of the ISC reflecting behavioral outcomes. For instance, ISC predicts
subsequent memory of the stimulus (Hasson, Furman, et al., 2008), is indicative of viewer
engagement (Dmochowski et al., 2012, 2014), correlates with the effectiveness of
communication between individuals (Stephens et al., 2010; Silbert et al., 2014), and reveals
the time scale of information integration for narratives (Hasson, Furman, et al., 2008). With
the proposed technique, many of these studies can now potentially be conducted in the context
of interactive stimuli. This is particularly useful with video game play, which is adaptive to
user behavior and thus results in a different stimulus for every rendition of the game. Whether
or not the SRC is also predictive of complex behaviors remains an empirical question. Our
preliminary findings showing that attentional and task-demands modulate the SRC suggest that
this is indeed the case.

Attentional modulation of evoked activity.
Manipulating attentional state has been previously shown to strongly affect the ISC of
the encephalogram (Ki et al., 2016), and preliminary evidence (Poulsen et al., 2017) suggests
that this may partly result from varying evoked response magnitude, which is known to be
affected by attentional state. We thus reanalyzed the data from (Ki et al., 2016) and found that
both auditory and visual SRC were indeed reduced when directing attention away from the
stimulus (Figure 2.6). Modulation of SRC with attentional tasks has been previously
demonstrated for the cocktail party problem (i.e., attend to the voice of speaker A vs speaker
B when both are simultaneously speaking). Both decoding (Mesgarani & Chang, 2012;
Golumbic et al., 2013; Di Liberto et al., 2015) and encoding approaches (Ding & Simon,
2012a) have been used in this context. It is interesting that the attentional modulation of the
SRC with sound envelope was found here only for stimuli that contained speech, indicating
that the modulation was not due to generic sound-evoked responses. We also found a robust
modulation of SRC for the visual feature, but this too depended on the specific stimulus. Once
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again, this suggests that attentional modulation may not be a general property of evoked
responses, and may explain the mixed results found in studies of task-related visual attention
(O’Connell et al., 2009; Saupe et al., 2009).
The video-game experiment was designed to test the hypothesis that a more challenging
game would also be more engaging. This would presumably increase the attentional focus of
the player on the stimulus, resulting in an increase of SRC. In contrast, the distracting
secondary task would reduce attention from the primary visual stimulus and thus reduce SRC.
The modulations of SRC observed with task difficulty and presence of the dual task (Figure
2.7) were consistent with this hypothesis. However, we cannot rule out that the effects on SRC
were due to variability in the stimulus itself, which also changed along with the manipulations
to attention and difficulty.

Interpreting video game activity.
We found that the neural response to optical flow differed both spatially and temporally
depending on whether the subject was passively observing or actively engaged with the
stimulus. During active play of a video game, a response component with a parietal topography
and an early time course emerged. This was in contrast to the slower supramodal component
that was found to best correlate with optical flow during passive film viewing. While it is
tempting to speculate that this result is evidence of mode-dependent visual processing, we
cannot rule out alternative explanations that involve the effects of motor actions on the EEG:
during video game play, subjects continually pressed keyboard buttons to control the game.
Even though the observed spatial response is not consistent with a motor topography, there is
evidence

that

button

presses

alter

the

task-evoked

topographies

of oddball

paradigms (Salisbury et al., 2001). Further manipulations that control for the effects of key
presses are needed to pin down the source of the response component recovered during video
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game play.
Owing to the similarities between film and video game stimuli, one may have expected
to find the supramodal “film” component in the video game data. Indeed, we found that a
spatially similar component emerged more weakly in the video game analysis (i.e., component
4). Note that while CCA does not impose orthogonality between spatial filters, it does require
the activity of the various components to be uncorrelated. This decorrelation constraint
complicates the comparison of components across different experiments (i.e., it is not
straightforward to relate component 4 in the video game analysis to the supramodal component
in the film experiments).
Comparing hybrid approach to encoding or decoding alone. One may naturally be
tempted to compare the correlations achieved by the three general approaches (encoding,
decoding, hybrid) on common data sets to determine which method works “best”. However,
these three approaches operate on different spaces: encoding correlates neural responses,
decoding correlates stimuli, while the hybrid approach correlates filtered stimuli with filtered
responses. As stimulus features and brain signals generally possess distinct noise
characteristics, high correlation values do not necessarily indicate that one approach captures
more of the relationship between stimulus and response than the others. For example, the
hybrid approach may achieve a high correlation between stimulus and response components
that contribute little to the variance in the overall stimulus and response. Therefore, a direct
comparison of the correlations achieved by the three approaches would be difficult to interpret.
Moreover, the choice of which approach to adopt will likely be guided by the particular
application being considered.

Previous uses of CCA in neuroimaging.
CCA has been used extensively to relate neural activity between several subjects or between
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different imaging modalities, but there are only isolated efforts aiming to capture stimulusresponse relationships. Fujiwara et al. (2013) uses CCA to extracts patterns of activity in a
local neighborhood of an fMRI voxel to correspond to linear combination of pixel intensities
in a visual stimulus (Fujiwara et al., 2013). This is very similar in spirit to the present work and
captures responses that are distributed in space. However, their approach does not capture
temporal responses as we have done here, nor can their formulation be readily expressed as a
multidimensional, spatio-temporal encoding model – equations (10), (16). Other related
multivariate methods have been used to capture a distributed representation in the fMRI while
at the same time linearly combining stimulus features (e.g. (Worsley et al., 1997; Friman et al.,
2001; Nandy & Cordes, 2003; Kriegeskorte et al., 2006), summarized in (Friston et al., 2008)),
but they suffer from the same limitations, namely, no temporally delayed response is captured
and it is not clear how to express the resulting model as a multidimensional encoding model.

Extensions to non-linear architectures and microelectrode arrays.
Our ability to uncover the principles of sensory representation goes hand in hand with the
ability to explain variance in the neural response. Here the relationship between stimulus and
response was constrained to multiple linear mappings. It is expected that the incorporation of
more sophisticated architectures that capture non-linear mappings will increase the magnitude
of observed SRC. For example, deep neural networks that can synthesize complex functions
and account for higher-order correlations may be implemented in a regression. A deep-learning
extension of classical CCA has recently been formulated (Andrew et al., 2013; Wang et al.,
2015). Kernel methods that exhibit robustness to overfitting may also prove useful (Akaho,
2001; Bießmann et al., 2010). Finally, we note that the formalism presented here is equally
applicable to other types of neural data including magnetoencephalography (MEG), fMRI, and
multi-unit activity.
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2.6

Methods

Subjects
All participants provided written informed consent in accordance with the procedures
approved by the Western Institutional Review Board (Puyallup, WA). 30 healthy human
subjects (15 females, median age 23) participated in the main experiment, during which they
freely viewed a clip from the film “Dog Day Afternoon” (duration 325 s, 24 frames/s; this clip
was first analyzed in Honey et al. (2012) using fMRI) while their EEG was recorded. An
additional 5 healthy human subjects (2 females, median age 21) were recruited for the video
game study, where EEG was collected while subjects played the car-racing video game
“SuperTuxKart” (variable duration, 60 frames/s).
SuperTux Kart Experiment
Subjects controlled the vehicle using their right hand, via keyboard directional arrows
- left/right keys- controlled steering, while up/down controlled acceleration. The video game
study also included a “divided-attention” condition during which participants performed a
concurrent rapid-serial-visual-presentation (RSVP) task (Gerson et al., 2006) to earn various
“items” which gave players a temporary competitive advantage against the other racers. For
this condition, a square black panel was superimposed on the screen with objects rapidly
flashed (i.e., 5 Hz) inside the square. Subjects were instructed to attend (while maintaining eye
gaze on their vehicle and race track) to a particular object of the RSVP display. Players could
redeem their selected items by pressing the space bar with the left hand. Two levels of race
difficulty were tested: “easy” and “hard”. The easy condition consisted of slow driving speed
against 3 simulated race competitors, tuned to allow the subject ample opportunity to win the
race. In the hard condition, the driving speed increased, as well as the number (i.e., 7) and
performance of the simulated race competitors. This resulted in more obstacles, crashes, and
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aggressive driving. In both experiments, sound was delivered via Sony MDR-7506 headphones
adjusted by each subject to a comfortable listening volume prior to the experiment.
Existing data
To evaluate the effect of attention (see Figure 2.6), we reanalyzed the EEG data from (Ki et
al., 2016). In that study, EEG was collected during passive viewing/listening of the following
popular stimuli: “Bang! You’re Dead” (N = 20, 8 females, median age 20, duration 372 s, 25
frames/s) (Hasson et al., 2008c), “The Good, the Bad, and the Ugly” (same subject pool,
duration 388 s, 30 frames/s) (Hasson et al., 2004), and “Pie Man” (recorded on a separate N =
20 subjects, 7 females, median age 21, duration 360 s, 30 frames/s, (Lerner et al., 2011),
although this audio narration only showed a fixation cross on the screen). There were two
experimental conditions (each with N = 20): in the “attend” condition, subjects were instructed
to normally attend to the stimuli. To emulate the inattentive state, in the “count” condition
subjects were instructed to mentally count backwards in steps of 7 during viewing/listening.
EEG collection and pre-processing
Subjects were fitted with a 32-electrode cap placed on the scalp according to a modified 10/10
scheme for EEG, which was recorded with a BioSemi ActiveTwo system (BioSemi,
Amsterdam, Netherlands) at a sampling frequency of 2048 Hz and 24 bits per sample. Fourchannel electrooculogram (EOG) recordings were collected from electrodes below and
adjacent to each eye. EEG pre-processing was performed automatically and offline in the
MATLAB software (MathWorks, Natick, MA). The signals were high-pass filtered at 1 Hz,
notch filtered at 60 Hz, and then downsampled to 256 Hz. To remove the contribution of eye
movements from the EEG, the four EOG channels were linearly regressed out of the 32-channel
EEG. Artifactual channels and data samples were identified and replaced with zeros when their
respective power exceeded the mean power by 4 standard deviations. The EEG was further
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downsampled to the frame rate of the stimulus prior to analysis.
Stimulus feature extraction
All stimuli were loaded into the MATLAB software to extract the video frames and audio
samples comprising the stimulus. The color video frames were converted to grayscale, resulting
in intensity values 𝐼𝑝 (𝑡) for pixel 𝑝 at frame time 𝑡. The luminance at each frame was then
1

computed as the mean intensity across pixels: 𝐿(𝑡) = 〈𝐼𝑝 (𝑡)〉𝑝 = 𝑃 ∑𝑃𝑝 𝐼𝑝 (𝑡) . Similarly,
temporal contrast was derived as the mean temporal derivative of intensity changes, 𝐿(𝑡) =
〈|𝛿𝑙𝑝 (𝑡)/𝛿|〉𝑝 (i.e., unsigned frame to frame changes in intensity). Local contrast was
computed following (Groen et al., 2013): 〈|𝑙𝑝 (𝑡) − 𝐻𝑝 ∗ 𝑙𝑝 (𝑡)|〉𝑝 , where ∗ indicates a 2dimensional spatial convolution, here with uniform point-spread function Hp with a 30×30
region-of-support. Optical flow was estimated from the frame sequence using the Horn-Schunk
method (Horn & Schunck, 1981) via the MATLAB Computer Vision System Toolbox. The
sound envelope was computed as the squared magnitude of the Hilbert transform of the sound
pressure amplitude, and then downsampled to the frame rate of the accompanying video. Prior
to processing, all features were high-pass filtered at 1 Hz (to match the neural response and
remove slow drifts) and z-scored.
Cross-validation and statistical significance
When learning the optimal hybrid model parameters, we performed leave-one-out crossvalidation along the subject dimension. In particular, we held out one subject at a time, learning
the encoding (ℎ𝑘 (𝑡)) and decoding filters (𝑤𝑘𝑖 ) on the data pooled from the remaining subjects.
The resulting model parameters were then applied to the held-out subject to measure the SRC
on “unseen” data.
Cross-validation was not performed for the SRC-ISC comparison (Fig 5) due to the fact

65

that the goal of the analysis was to measure the correspondence between SRC and ISC: any
spurious model fits would not be expected to produce SRCs that covary with the ISC.
In order to determine statistical significance of the SRC at each learned component pair
(𝑝𝑘 > 0), we formed (𝑁 = 1000)surrogate data records in which the phase spectrum of the
EEG was randomized following (Theiler et al., 1992). This procedure preserved the
autocorrelation structure of the EEG while disrupting the temporal relationship between the
stimulus and neural activity. SRC computed with the permuted data records defined the null
distribution from which p-values were estimated.
SRC-ISC comparison
When comparing SRC with ISC (Figure 2.5), we learned the encoding and decoding filters
separately for each individual subject (i.e., no pooling of subjects’ EEG was conducted for this
analysis). This was performed in order to ensure that the computation of SRC-maximizing
filters would not be biased towards picking up patterns of activity that were common across
subjects, thus confounding the SRC-ISC relationship. For each subject, their SRC-maximizing
spatial filter was applied to their EEG record, and the resulting EEG components were then
correlated with their corresponding optimally filtered stimulus feature. The correlation was
computed in a time-resolved fashion using windows of 5-second length and 80% overlap across
successive windows. At each window, the SRC was uniformly summed across the first three
components in order to reduce the dimensionality of the comparison. To compute ISCs of the
neural responses, we followed the procedure of (Dmochowski et al., 2012). The subjectindependent spatial filters that maximized ISC across the subject pool were learned and then
applied onto each subject’s data before computing pairwise ISCs and then summing across
all N×(N−1)/2=435 subject pairs. As with the SRC, the ISC was computed across 5 s windows
and uniformly summed across the first three components.
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To test for statistical significance of the correlation between ISC and SRC, we
performed a permutation test where the phase-spectrum of the ISC time series was randomized
(Theiler et al., 1992). By preserving the magnitude spectrum, this procedure maintains the
autocorrelation of the ISC signal. The permuted ISC was then correlated with the SRC, and the
procedure was repeated 100,000 times. The p-value was then estimated from the proportion of
iterations in which the mock correlation exceeded the true one
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Visually evoked responses are enhanced when engaging in a
video game

3.1

Abstract
While it is well known that vision guides movement, less appreciated is that the motor

cortex also provides input to the visual system. Here we asked whether neural processing of
visual stimuli is acutely modulated during motor activity, hypothesizing that visual evoked
responses are enhanced when engaged in a motor task that depends on the visual stimulus. To
test this, we told participants that their brain activity was controlling a video game that was in
fact the playback of a prerecorded game. The deception, which was effective in half of
participants, aimed to engage the motor system while avoiding evoked responses related to
actual movement or somatosensation. In other trials, subjects actively played the game with
keyboard control or passively watched a playback. The strength of visually evoked responses
was measured as the temporal correlation between the continuous stimulus and the evoked
potentials on the scalp. We found reduced correlation during passive viewing, but no difference
between active and sham play. Alpha band (8-12 Hz) activity was reduced over central
electrodes during sham play, indicating recruitment of motor cortex despite the absence of
overt movement. To account for the potential increase of attention during gameplay, we
conducted a second study with subjects counting screen items during viewing. We again found
increased correlation during sham play, but no difference between counting and passive
viewing. While we cannot fully rule out the involvement of attention, our findings do
demonstrate an enhancement of visual evoked responses during active vision.

3.2

Introduction
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Visual processing in the brain has historically been delineated into two streams
corresponding to the primary roles of vision: perception and action (Mishkin et al., 1983;
Milner & Goodale, 2008). The visual guidance of actions manifests as a sequence of
transformations along the so called “dorsal visual stream”, originating in the primary visual
cortex and passing through the parietal lobe (Goodale & Milner, 1992; Milner & Goodale,
2006) before terminating in the motor cortex. Studies of visually guided action have generally
adopted a feedforward view, where the relevant information flows from the visual system to
the premotor and motor centers. On the other hand, much less attention has been devoted to
potential influences of downstream regions, including the motor cortex itself, on visual
processing.
Despite this, multiple lines of evidence indicate that the motor system exerts influence
over visual processing. First, the visual and motor cortices have reciprocal anatomical
connections in the primate brain (Young, 1993; Wise et al., 1997; Van Essen, 2005). Moreover,
numerous behavioral studies have demonstrated that learning of motor actions improves
subsequent recognition of congruent visual stimuli (Hecht et al., 2001; Casile & Giese, 2006;
Engel et al., 2008), and that perceptual decisions may be primed by action (Wohlschläger,
2000; Brown et al., 2007; Helbig et al., 2010). Human sensitivity to visual motion appears to
be higher when that motion matches the observer’s own movement patterns (Knoblich & Flach,
2001; Loula et al., 2005). There is also evidence from neuroimaging studies that objects
affording actions enhance early visual evoked potentials (VEPs) via a purported sensory gain
mechanism (Handy et al., 2003; Adamo & Ferber, 2009; Wykowska & Schubö, 2012;
Matheson et al., 2014). Neural recordings from visual extinction patients demonstrate that
graspable objects bias visual perception in an unconscious manner (di Pellegrino et al., 2005).
Peripheral visual processing in the human brain is enhanced during locomotion (Cao & Händel,
2019). Based on these findings, we suspected that the presence of a motor task would acutely
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modulate visual processing. Specifically, we hypothesized that visual evoked responses are
enhanced when accompanying engagement of the motor cortex. Testing this hypothesis in the
human brain is not straightforward due to the fact that manual actions (e.g. button presses)
introduce somatosensory and motor related signals into recordings of brain activity, potentially
confounding measures of neural visual responses, particularly because actions are often timelocked to changes in the stimulus.
Here we developed a “sham” motor task aimed at identifying the online effect of motor
engagement on the dynamics of concurrent visual processing. Subjects were under the belief
that their brain activity was controlling a car racing video game, when in fact they were viewing
a recording. The purpose of this manipulation was to engage the motor cortex while avoiding
somatosensory or motor evoked potentials. Neural activity was recorded with the scalp
electroencephalogram (EEG) to capture fast neural responses that could then be correlated with
rapid stimulus fluctuations without requiring exogenous stimulus labels. We assessed the
strength of visual evoked responses by measuring the correlation between a feature of the timevarying visual stimulus (optic flow) and the evoked EEG response: the stimulus-response
correlation (SRC) (Poulsen et al., 2017; de Cheveigné et al., 2018). To test the hypothesis of
enhanced visual evoked responses during motor engagement, we compared the SRC obtained
during “sham play” with that measured during passive viewing and conventional manual game
play (“active play”). To investigate the possible role of increased attention during video game
play, we conducted a second study where subjects were additionally asked to view the game
while counting the appearance of target items on the screen. In what follows, we report a robust
enhancement of visual evoked responses when subjects were engaged in video game play and
discuss the roles of motor coupling and attention in our findings.
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Figure 3.1: Measuring visual evoked responses with and without motor engagement.
(A) Study participants experienced a car racing video game under several conditions: manual
control (“active play”), viewing but under the false belief that brain activity was controlling
game play (“sham play”), and knowingly viewing game playback (“passive viewing”). In a
follow up study, we asked subjects to count screen items while viewing playback (“count
viewing”) to control for the possible effects of increased attention. (B) Throughout the
experiment, we recorded the video stream as well as the evoked scalp EEG. (C) The strength
of visual evoked responses was assessed by measuring the temporal correlation between the
overall optic flow of the video stream and the time-locked neural response. To account for
varying response latencies and multiple recording electrodes, we formed multiple spatial
components of the EEG and temporal components of the stimulus using Canonical Correlation
Analysis. The sum of correlations across all components formed the dependent measure,
which we term here the total stimulus-response correlation (SRC).

3.3

Results
We hypothesized that visual evoked responses are enhanced during stimulus-dependent

motor control. To test our hypothesis while ruling out activity associated with actual movement,
we informed study participants that their brain activity would be controlling a car racing video
game but instead presented them with playback of a previously recorded game (“sham play”).
In other trials, subjects controlled the game with keyboard presses (“active play”) or passively
viewed game playback (“passive viewing”; Figure 3.1A).
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Our dependent measure was the temporal correlation between the time-varying optic
flow of the video stream and the evoked brain response captured by the scalp EEG (Figure
3.1B). To account for the spatial diversity of the 96-channel EEG and varying response
latencies, we captured multiple spatial components of the EEG and temporal components of
the stimulus following the methodology developed previously (Dmochowski et al., 2017). This
approach employs Canonical Correlation Analysis (CCA) to model neural responses to
continuous stimuli with “temporal response functions” (Crosse et al., 2016). These evoked
responses are analogous to conventional event-related potentials (ERP) but do not require the
specification of discrete visual events. The CCA approach differs from multi-variate regression
in that it decomposes neural activity into components with their own temporal and spatial
profile. We measure the overall strength of the visual evoked responses as the summed
correlation measured in each component to arrive at the total stimulus-response correlation
(SRC; Figure 3.1C)
When applied to the present data, we obtained several visual response components
evoked by optic-flow fluctuations (Figure 3.2A). Notably, the strongest component was
marked by a parietal topography centered at electrode CPz (centroparietal midline). The
corresponding temporal response function showed a positive peak at 200ms. The second
strongest component exhibited poles over the medial frontal and medial occipital regions and
showed a late temporal response with a peak at 400ms (Figure 3.2A). Components 3 and 4
showed mirror symmetric spatial response functions with peak expression over right and left
frontocentral electrodes, respectively. Collectively, the set of evoked response functions
indicate that the visual stimulus drove neural activity over broad scalp regions and included
late responses.
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Enhanced stimulus-response correlation during active and sham play.
We measured the total SRC separately for each experimental condition and found a significant
increase dur- ing sham play relative to passive viewing (z = 2.33, p = 0.02; paired, two-tailed
Wilcoxon signed-rank test, n = 18 sub- jects; Figure 3.2C). Similarly, SRC was increased
during active play (z = 2.33, p = 0.02, Figure 3.2C). No significant difference in SRC was
found between active and sham play (z = 0.54, p = 0.58; Figure 3.2B). To compute the SRC,
we employed theoptic flow of the video stream because this particular feature drives the EEG
stronger than other low-level visual or auditory features {Dmochowski, 2017, Extracting
multidimensional stimulus-response correlations using hybrid encoding-decoding of neural
activity}. However, similar results were obtained with temporal visual contrast (Supplementary
Figure 3.1: Reproducibility of effect with temporal visual contrast.). Namely, the spatial
response functions are highly congruent (compare Supplementary Figure 3.1A and Figure
3.2A), and we found a significant increase in SRC during sham play compared to passive
viewing (z = 2.61, p = 0.008, Supplementary Figure 3.1B), and a numerically higher SRC
during active play relative to passive viewing (z = 1.48, p = 0.138). We there- fore continued
our analysis with the optic flow feature.
Following the experiment, participants were asked to rate their engagement with the
game in each condition. Analogous to the SRC measure, subjects reported higher engagement
scores for active play (z = 3.44, p = 2.9 10−4, paired, two-tailed Wilcoxon signed-rank test, n =
18 subjects) and sham play (z = 2.13, p = 0.031) relative to passive viewing (Figure 3.2D). No
significant difference in self-reported engagement was observed between active and sham play
(z = 1.17, p = 0.24; Figure 3.2D).
After completing the post-experiment survey, subjects were informed of the deception
in the sham play and were asked whether they had become aware of the fact that their brain
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activity was not controlling game play. Of the 18 study participants, 13 reported being deceived
for the entirety of the experiment. The remaining five subjects did not immediately notice the
sham. Interestingly, the SRC measured in the deceived participants was significantly higher
than that measured in the non-deceived subjects, but only during the sham play condition
(Supplementary Figure 3.2A; p = 0.024, one-tailed Wilcoxon rank sum test). This was mirrored
by a corresponding in- crease of self-reported engagement in the deceived subjects during sham
play (Supplementary Figure 3.2B; p = 0.026, one-tailed Wilcoxon rank sum test).

Figure 3.2: Enhanced visual evoked responses during active and sham play.
(A) Spatial and temporal response functions for the four strongest components evoked by the
optic flow of the video game stimulus. Time indicates the delay of the EEG evoked response
relative to the stimulus presentation time. (B) The SRC contributed by each component, where
the four components displayed in (A) are indicated in blue. (C) The total SRC was measured
separately for each condition (bar height depicts mean across n = 18 subjects, while markers
denote individual subjects, joined across conditions with grey lines).Passive viewing elicited
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significantly lower total SRC compared to active play (p = 0.02, n = 18, paired two-tailed
Wilcoxon signed rank test) and compared to sham play (p = 0.02, n = 18). No significant
difference was found between active and sham play (p = 0.58, n = 18). (D) Participants were
asked to rate their engagement with the video game in each condition. Subjects reported
significantly higher engagement during active play (p = 2.93 x 10-4, n = 18, paired two-tailed
Wilcoxon signed rank test) and sham play (p = 0.016, n = 18) relative to passive viewing. No
significant difference in self-reported engagement was found between active and sham play (p
= 0.24, n = 18).

Alpha desynchronization over motor cortex indicates motor engagement during sham
play.
By design, there were no overt differences in behavior between sham play and passive
viewing – in both conditions, participants viewed the stimulus without performing manual
actions. This prevented confounds due to motor or somatosensory evoked responses that could
have been present during active play. To test whether our sham condition nevertheless engaged
motor cortex, we measured the power of alpha-band (8-12 Hz) oscillations for each condition.
Desynchronization of alpha activity has long been observed over the motor cortex (“mu”
rhythm) when subjects perform or visualize motor actions {Pineda, 2005, The functional
significance of mu rhythms: translating “seeing” and “hearing” into “doing”}. Indeed, we
observed a significant reduction in alpha power during both active and sham play relative to
passive viewing, with the largest differences observed at bilateral central scalp locations over
the motor cortex (Figure 3.3A-B). On the other hand, alpha power did not significantly differ
between active and sham play (Figure 3.3B). This provides evidence that the motor system was
indeed engaged during sham play.

75

Figure 3.3 Alpha desynchronization over motor cortex during active and sham play.
(A) The power of the EEG in the alpha band (8-12 Hz) across the scalp, shown for each
experimental condition. Note the greater power over left central locations during passive
viewing. (B) The difference in alpha power between conditions, where significant differences
are indicated with ’+’ markers (p < 0.05, n = 18, paired two-tailed Wilcoxon sign rank test,
corrected for multiple comparisons over 96 electrodes by controlling the FDR at 0.05). During
active and sham play, a significant decrease in alpha power was resolved over broad regions of
the scalp, most notably over the left and right central electrodes. This suggests that the motor
cortex was indeed engaged during sham play despite the absence of an overt motor task.
Sham play elicits stronger late evoked responses over parietal cortex.
Thus far, we pooled the data from all conditions in order to form a common set of evoked
response components, and only evaluated differences in total SRC. To find the origin of these
differences, next we computed temporal and spatial response functions separately for each
condition. The condition-specific spatial responses were computed by spatially regressing a
condition-pooled stimulus component onto the unfiltered EEG of each condition. The resulting
regression weights, depicted in Figure 3.4A-C, represent the strength of the visual evoked
response in each condition. Condition-specific temporal responses were constructed by
temporally regressing the stimulus time course onto the spatially filtered EEG, where a
common spatial filter was used in each condition. The temporal regression weights represent
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the latency of the evoked response.
During the active condition, subjects controlled the game with button presses,
potentially evoking motor and somatosensory responses that correlate with the stimulus. Such
activity would obfuscate the visual stimulus-evoked response. We therefore focused our
analysis on the differences between sham play and passive viewing. The results of the
comparison between active play and passive viewing were mixed (Supplementary Figure 3.3).
In the first component, passive viewing exhibited stronger responses compared to active
viewing (Supplementary Figure 3.3A,G). On the other hand, the second component, which
exhibited activity over the frontocentral electrodes, showed a robust increase of active play
relative to passive viewing (Supplementary Figure 3.3B,H).
Comparing sham play and passive viewing, the spatial and temporal patterns of evoked
responses were largely preserved across conditions (Figure 3.4A-C, G-I). We observed
significant differences in the magnitude of the spatial and temporal responses. In particular, the
spatial response of the first component, which peaked over the medial centroparietal electrodes,
was stronger during sham play compared to passive viewing (Figure 3.4D). Furthermore,
compared to passive viewing, the temporal responses measured during sham play were stronger
between 500 and 700ms in components 1 and 2 (Figure 3.4G-H). This suggests that motor
engagement may amplify late visual evoked responses that were generated downstream from
the primary visual cortex.
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Figure 3.4: Sham play elicits stronger late evoked responses over centroparietal cortex.
In order to compare the spatial and temporal characteristics of the evoked EEG responses, we
computed separate spatial and temporal responses for each experimental condition. (A-C)
Spatial response functions of the first three components, shown for sham play (top row) and
passive viewing (bottom). (D-F) Sham play exhibited stronger responses over centroparietal
cortex in the first component. The scalp maps indicate the spatial response difference between
sham play and passive viewing, where significant effects are marked with dots (corrected for
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multiple comparisons over 96 electrodes by controlling the FDR at 0.05, n = 18 subjects). (GI) Temporal response functions of the first three components, shown separately for sham play
and passive viewing. Time indicates the delay of the evoked EEG response relative to the
stimulus presentation time. Sham play exhibited significantly stronger evoked potentials at late
times (400-800ms) in components 1 and 2. Dots indicate times exhibiting a significant
difference (corrected for multiple comparisons over 30 time points by controlling the FDR at
0.05, n = 18 subjects).
No SRC difference between counting task and passive viewing.
One interpretation of the increased SRC during sham play is that participants paid more
attention to the stimulus, thus enhancing visual evoked responses. To test this hypothesis, we
repeated the study with a separate cohort of n = 20 subjects, but this time also asking subjects
to view a prerecorded game while counting target items that appeared in the game (n = 66 items
were presented during each race) – a task that required a high level of attention. This condition
aimed to control for attention while removing any effects from engagement of the motor
system.
In line with the initial study, we found increased SRC during both active and sham play
compared to passive viewing (active vs passive: z = 2.61, p = 0.009; sham vs passive: z =
1.978, p = 0.048, n = 20, paired, two-tailed Wilcoxon signed rank test, Figure 3.5A). On the
other hand, there was no significant difference in SRC between passive viewing and the
counting task (z = 1.12, p = 0.26, n = 20). Although active and sham play elicited greater SRC
than the counting task, the difference fell short of reaching significance (active vs count: z =
0.89, p = 0.37, sham vs count: z = 1.60, p = 0.11). The components measured during the followup study showed a strong resemblance to those found in the initial experiments (Supplementary
Figure 3.4)
Self-reported engagement scores indicated that subjects were more engaged during
active play, sham play, and the counting task relative to passive viewing (active play: p = 0.001;
sham play: p = 0.001, counting task: p = 9.23 x 10−4, n = 20; Fig5B). Of the 20 participants,
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only 6 subjects completed the experiment believing that their brain activity was controlling the
video game. We did not find a significant difference between deceived and non-deceived
subjects in SRC for any of the conditions, including sham play (Supplementary Figure 3.5).
This was paralleled with a lack of difference in self-reported engagement between deceived
and non-deceived. This suggests that the presence of deception did not evoke greater
engagement with the game.
Consistent with the findings of the initial study, we found reduced alpha power over the
central electrodes during active and sham play relative to passive viewing (p < 0.05,

n = 20,

corrected for multiple comparisons by controlling the false discovery rate at 0.05;
Supplementary Figure 3.6A-B). On the other hand, there were no significant differences in
alpha power between passive viewing and the counting task conditions (p > 0.05, n = 20;
Supplementary Figure 3.6A-B).

Figure 3.5: No enhancement in stimulus-response correlation during counting task.
In order to control for the potential influence of attention on the observed SRC increase, we
performed a follow-up study including a condition where subjects were asked to count
appearances of a target item on the screen while viewing playback of a pre-recorded game
(“Counting”). (A) Reproducing the initial study, we observed a significant increase in SRC
during both active and sham play relative to passive viewing (active play: z = 2.61, p = 0.009;
sham play: z = 1.98, p = 0.048, n = 20, paired two-tailed Wilcoxon sign rank test). On the other
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hand, the counting task did not elicit a significant increase in SRC relative to passive viewing
(z = 1.12, p = 0.26). Although sham play exhibited higher SRC compared topassive viewing,
the difference fell short of significance (z = 1.60, p = 0.11). Bar heights depict the mean total
SRC across n = 20 subjects, and markers denote individual subjects. (B) Subjects reported
significantly higher engagement during active play, sham play, and the counting task compared
to passive viewing (p < 9.23 × 10−4, n = 20).
Finally, we probed differences in the spatial and temporal response functions between
sham play and the counting task (Figure 3.6). Sham play exhibited a stronger spatial response
at a bilateral cluster spanning frontal, central, and temporal electrodes in the third component
(Figure 3.6F). Sham play also evoked a stronger temporal response near 250ms in the second
component (Figure 3.6H). Thus, although less pronounced, the differences between sham play
and counting mirrored those between sham play and passive viewing (Figure 3.4).
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Figure 3.6: Visual evoked responses are stronger during sham play relative to counting.
(A-C) To probe differences in the evoked responses between sham play and counting, we
computed the spatial and temporal response functions separately for each condition. The spatial
responses of the first three components are shown. (D-F) Sham play exhibited a stronger spatial
response at a bilateral cluster of frontal, central, and temporal electrodes in the third component.
(G-I) Temporal response functions of the first three components, shown separately for sham
play and counting. Sham play evoked a stronger temporal response near 250 ms in the second
component.

3.4

Discussion
The findings of this study are consistent with the view that visual evoked responses are
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enhanced when vision guides motor control. The employment of a sham mitigated confounds
from movement and somatosensation, while a reduction of alpha-band activity indicated that
the motor cortex was in- deed engaged despite the lack of overt actions. By asking subjects to
count screen items during viewing, we attempted to control for increased attention in the play
conditions relative to passive viewing. Indeed, sham play enhanced visual responses over
passive viewing, but counting did not. However, the difference between sham play and counting
fell short of reaching significance. Therefore, we cannot fully rule out that heightened attention
contributed to the enhanced visual responses during sham play.
The main limitation of our study is thus that we were not able to fully disentangle the
effects of an engaged motor system from that of increased top-down attention. The difficulty
in deceiving subjects throughout this longer experiment (due to the addition of the fourth
condition) likely contributed to this–only 6 of 20 subjects were fully deceived, and these six
participants did not report a significantly higher engagement during sham play. As a result, it
is likely that the visual evoked responses measured during sham play partially reflected brain
states consistent with passive viewing. Note that despite this, we still found significant
increases in the amplitudes of the spatial and temporal responses measured during sham play
relative to counting (Figure 3.6). Another study limitation relates to possible differences in
brain state between the sham play, passive viewing, and counting conditions that are separate
from motor activation. For example, deceived subjects may have noticed discrepancies
between the car’s movement and the intended command. The unpredictability of the stimulus
in this case may have evoked stronger visual responses.
The findings of the comparison between neural responses measured during active play
and those of passive viewing were somewhat mixed. As expected, the total SRC was
significantly higher during active play (Figure 3.2, 4Figure 3.5). However, when comparing the
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SRFs and TRFs, we found a mixed result: in the first component, active play actually showed
weaker activity compared to passive viewing. On the other hand, active play did show stronger
activity in the second component (Supplementary Figure 3.3). This suggests that the overall
stronger visual evoked response during active viewing was dominated by the second
component, which indeed showed activity at electrodes over the motor cortex.
Visual stimuli containing objects that afford actions have been shown to increase visual
spatial attention and amplify evoked responses, but only when the premotor and prefrontal
cortices are activated (Handy et al., 2003; Humphreys et al., 2010). This implies connectivity
between premotor and prefrontal regions and the visual cortex, which has been shown
anatomically in the primate brain (Young, 1993; Wise et al., 1997; Van Essen, 2005). Here,
the presence of the race car on the screen may have similarly amplified the evoked response to
the optic flow stimulus. Note, however, that the modulation of visual responses required an
active motor plan, in that the same actionable stimulus did not enhance visual responses
during passive viewing.
Observing motor actions has been shown to generate imitative motor plans in the
observer (Rizzolatti & Craighero, 2004), but the role of these motor plans has been debated
(Rizzolatti et al., 1996). One account is that the function of this motor activation is to generate
a prediction of future perceptual input, thus bypassing the delays of sensory processing (Wilson
& Knoblich, 2005). During active and sham game play, study participants may have formed a
prediction of the evolving optic flow stimulus, consistent with increased stimulus-driven
activity over the central cortex (Figure 3.4). This interpretation is consistent with the theory
that perceived events and planned actions share a common representational domain (Prinz,
1997).
The sham and active play conditions were associated with a large reduction in alpha-
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band activity, particularly over the central electrodes (Fig3). When recorded over the central
electrodes, 8-12 Hz activity is known as the “mu” rhythm, reflecting the belief that this activity
is distinct from sensory alpha activity (Pineda, 2005). Our finding of a modulation in mu power
during active and sham play, relative to passive viewing, is consistent with the interpretation
of the “mu” rhythm as reflecting the transformation between vision and action (Pineda, 2005).
Sustained reductions of mu power have been found during execution of motor tasks primed by
visual stimuli (Sabate et al., 2012). It is interesting that during sham play, the reduction in mu
power was left lateralized. This suggests that subjects may have primed their left motor cortex
during mock neural control (active play was performed with the right hand). Although the
strongest alpha reductions were expressed over central electrodes, the region of significant
change included parietal and occipital electrodes, indicating that both mu and sensory alpha
were modulated.
In general, active and sham play may have exhibited stimulus-driven neural activity
along a broader portion of the brain. For example, it is possible that the optic flow stimulus
evoked correlated activity in dorsal regions downstream from striate visual cortex, such as the
parietal or premotor cortices. Indeed, the strongest modulation of the evoked response, as well
as alpha power, was seen over the parietal and central cortices (Figure 3.3Figure 3.4). The first
component was expressed over these areas (Figure 3.2). The posterior parietal cortex (PPC)
has been shown to code motor intentions in the macaque (Gnadt & Andersen, 1988), and it is
tempting to speculate that a PPC-like component tracked the visual stimulus more faithfully in
the sham play condition compared to the passive state. However, a limitation of our study is the
poor spatial resolution of the scalp EEG, and the associated difficulties in recovering cortical
sources from observed scalp topographies. The ill-posed nature of the EEG inverse problem is
exacerbated when averaging scalp topographies over multiple subjects, as was implicitly done
here. A natural extension of this work is thus to replicate the experiment with fMRI to glean
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insight into the brain areas driving the enhancement of visual evoked responses. However, note
that the high temporal resolution of the EEG allowed us to measure fast evoked responses to
the dynamic stimulus, which may not be feasible with fMRI due to the slowness of the
hemodynamic response to neural activation.
The SRC approach taken here (Poulsen et al., 2017) permitted the capture of continuous
visual evoked responses during a sensorimotor task that more closely mimics real-world
settings than conventional event-related designs that employ discrete stimuli. Moreover, we
were able to capture several components of the neural response to the optic flow stimulus. Note
that in our framework, the analogues of the classical visual event related potential (ERP) are the
temporal response functions shown in Figure 3.2A (second row), which are entirely analogous
to what is extracted with multivariate regression techniques {Crosse, 2016, The multivariate
temporal response function (mTRF) toolbox: a MATLAB toolbox for relating neural signals
to continuous stimuli}. These time courses indicate the brain’s response to an impulse of optic
flow. In our framework, the response is expressed over a set of electrodes as depicted by the
corresponding “spatial response function” (first row in Fig2) (Poulsen et al., 2017). Note that
while optic flow is a low-level feature of the visual stimulus, the neural response to it may be
modulated by complex brain states such as anticipation, surprise, fear, or arousal. Thus, the
neural activity that was measured here captured potentially more than the conventional visual
evoked response. Note for example that the effects of an engaged motor cortex were to enhance
late responses over central and parietal cortex. While not “visual” in the conventional sense,
these evoked responses were nonetheless driven and thus correlated with the dynamic visual
stimulus.
Regardless of the neural mechanism underlying the enhancement of visual processing
during game play, our results provide an avenue for decoding active versus passive vision from
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non-invasive measurements of neural activity. By measuring the correlation between neural
responses and a time varying visual stimulus, one can extract an estimate of how active the
viewer is. While here we measured SRC at the scale of a 3-minute trial, it can also be computed
in finer time increments and tracked continuously. We speculate that there is a continuum
between passive viewing and active control, and that the SRC can place the subjects onto this
continuum on a moment-to-moment basis. In the future, wearable devices may be equipped
with various sensors for capturing environmental stimuli in real-time (e.g. microphones and
video cameras). Given the development of unobtrusive techniques for non-invasive sensing of
neural activity (Casson et al., 2010), such as that from inside the ear canal (Looney et al., 2012),
the SRC represents a natural technique for gleaning information about individual brain state in
real-time. For example, it may be possible to decode spatial attention (Bae & Luck, 2018) by
computing the SRC separately for multiple areas of the visual field or directions of incoming
sound. There is already evidence that SRC can be used to determine speech comprehension in
the context of hearing aids (Iotzov et al., 2017) or capture a listener’s attention (de Cheveigné
et al., 2018). An advantage of the SRC approach is that it is unsupervised, in that no learning
procedure is required to, for example, learn patterns of neural activity that distinguish active
from passive viewing.
Finally, an interesting facet of this work is that we were able to deceive a substantial
number of our participants. In total, 19 of 38 participants completed the experiment with the
belief that their brain activity was controlling game play during trials in which they actually
viewed prerecorded stimuli. It is likely that the car racing video game employed in our study
elicited stereotyped manual (and imagined) responses across subjects, thus contributing to the
efficacy of deception. It is also notable that sham play evoked strong neural activity over the
parietal cortex (Buneo & Andersen, 2006), a region associated with visually guided movement
planning and control. This suggests that such visuomotor pathways may be activated with only
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the perception of control. Aside of being an interesting psychological finding, this opens up
new experimental paradigms for probing the brain under active scenarios.
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3.5

Methods

Participants. All participants provided written informed consent in accordance with
procedures approved by the Institutional Review Board of the City University of New York. In
the initial study, 18 healthy human subjects (9 females) aged 20 ± 1.56 participated. For the
follow-up experiment testing the effects of attention, we recruited a new cohort of 24 healthy
subjects (14 females, 20 ± 3.01 years).
Video game stimulus. We employed the open-source car racing game SuperTuxKart, in which
participants navigate vehicles around a track against simulated opponents. All experimental
trials were conducted on the default course and spanned three laps in “easy” mode. The average
trial had a duration of 175.9 ± 5.51 seconds. In the initial study, we removed several graphical
items from the stimulus such that the video stimulus consisted of only the race car, track, and
opponents. To generate the stimuli employed during the sham play and passive viewing
conditions, we recorded several races for subsequent playback during the experiments. A
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nonparticipant played 4 races, with 2 serving as stimuli during the sham play condition and the
other 2 employed during the passive viewing condition. With the exception of active play, which
produces unique stimuli during each trial, all subjects experienced the same stimuli.
The stimulus was presented on a high-definition Dell 24inch UltraSharp Monitor (1920
by 1080 pixels) at a frame rate of 60 Hz. Subjects viewed the stimulus in a dark room at a
viewing distance of 60 cm. The game’s sound was muted during the experiment. The video
frame sequence of each race was captured with the open-source Open Broadcaster Software at
the native resolution and frame rate. In order to subsequently synchronize the video frame
sequence with the recordings of the EEG, a 30-by-30pixel square was flashed in the top right
corner of the display throughout each trial. These were not visible to the subject, but a
photodiode registered these markers and transmitted an electrical pulse to the EEG recorder
with low latency.
Experimental procedures. Initial study participants experienced two trials of the video game
stimulus in each of 3 conditions: “active play”, “sham play”, and “passive viewing”. The
ordering of the conditions was randomized and counterbalanced across subjects. Subjects were
permitted one practice trial of the video game prior to commencing the experiment. During
active play, subjects controlled the game via keyboard presses made with the right hand: the
left and right keys-controlled steering, while the up and down keys produced acceleration and
braking, respectively. During sham play, subjects were shown a previously recorded game but
were falsely told that their brain activity will be controlling the video game with their brain
activity (details below). During passive viewing trials, subjects were instructed to freely view
playback of a previously recorded game. The recordings shown during sham play and passive
viewing conditions were distinct and not previously seen by the participants, but were reused
across participants (within each condition, all subjects viewed the same two stimuli).
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Sham play protocol and design. In order to emulate the experience of a brain-computerinterface (BCI), we implemented protocols for priming the subjects prior to sham play.
Participants performed a mock calibration of a BCI, where they were asked to imagine pressing
the game controls (steer left, steer right) following a highlighted arrow that appeared on the
screen. Additionally, subjects were provided a modified set of instructions, and were told that
the kart would be automatically accelerating, such that steering left and right were the only
degrees of freedom. Given that subjects generally held down the accelerate button during active
play, we felt that this was justified and would enhance the deception. Subjects were also
instructed that the kart would automatically reposition itself in the middle of the road via “AI”
assistance if it veered too far from the track. This instruction aimed to prevent subjects from
becoming suspicious of the deception when the steering didn’t match the intended direction.
During sham play, subjects were told to place their hands away from the keyboard in a
comfortable position.
Upon completion of the experiment, participants filled out a survey reporting their
experienced “engagement” during each condition. Scores ranged from 1 (“not engaged”) to 10
(“fully engaged”). Following the survey, subjects were informed of the deception task, and
were asked whether they had become aware of the fact that their brain activity was not
controlling game play.
In the follow-up experiment, we repeated the same three conditions (active play, sham
play and passive viewing) and included a fourth “counting” condition. In this condition,
subjects were instructed to view pre-recorded playback of the game while simultaneously
counting the total number of appearances of a target item (i.e., a gift-box) on the track. Upon
completion of each trial, subjects were asked to recall the total number of times that the item
appeared. The correct number of items was 66, with items appearing regularly over the
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approximately three-minute trial. As in the initial experiment, the ordering of the conditions
was randomized and counterbalanced across subjects, and each condition of the game was
repeated twice.
EEG acquisition and preprocessing. The scalp electroencephalogram (EEG) was acquired
with a 96-electrode cap (custom montage with dense coverage of the occipital region) housing
active electrodes connected to a Brain Products ActiChamp system and Brain Products DC
Amplifier (Brain Vision GmbH, Munich, Germany). The EEG was sampled at 500 Hz, digitized
with 24 bits per sample, and transmitted to a recording computer via the Lab Streaming Layer
software (Kothe, 2014), which ensured precise temporal alignment between the EEG and video
frame sequence.
EEG data was imported into the MATLAB software (Mathworks, Natick, MA) and
analyzed with custom scripts. Data was downsampled to 30Hz in accordance with the Nyquist
rate afforded by the 60Hz frame rate, followed by high-pass filtering at 1 Hz to remove slow
drifts. To remove gross artifacts from the data, we employed the robust PCA technique (Candès
et al., 2011), which provides a low-rank approximation to the data and thereby removes sparse
noise from the recordings. Due to volume conduction, sparse EEG components are generally
artifacts. We employed the robust PCA implementation of (Lin et al., 2013) with the default
hyperparameter of λ = 0.5. To reduce the contamination of EEG from eye movements, we
linearly regressed out the activity of four virtual electrodes constructed via summation or
subtraction of appropriately selected frontal electrodes. These virtual electrodes were formed
to strongly capture the activity produced by eye blinks and saccades. To further denoise the
EEG, we rejected electrodes whose mean power exceeded the mean of all channel powers by
four standard deviations. Within each channel, we also rejected time samples (and its adjacent
samples) whose amplitude exceeded the mean sample amplitude by four standard deviations.
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We repeated the channel and sample rejection procedures over three iterations.
During the follow-up experiment, we experienced problems with synchronizing the
EEG recordings with the video frame sequence. This was diagnosed by analyzing the temporal
alignment between the periodic flashes registered by the EEG recorder’s auxiliary channel
(triggers) and the corresponding events in the recorded video frame sequence. In 4 of 24
subjects, we observed severe temporal misalignment between the EEG triggers and the video
frame sequence: this was detected by comparing the inter-trigger intervals with the interval
between corresponding frames (frames during which triggers were issued were identified by
noting a white square in the top right corner of the frame). For each subject, we computed the
mean absolute difference between these two intervals and noticed that in four of the subjects, a
300 ms average misalignment was measured. These subjects were thus excluded the other 20
subjects had no appreciable misalignment.
Stimulus feature extraction. Video frames were downsampled to a resolution of 320-by-180
pixels to reduce data size, and then converted to grayscale images. Optical flow was computed
with the Horn-Schunk method as implemented in the MATLAB Computer Vision System
Toolbox {Horn, 1981, Determining optical flow}. For each frame, we computed the mean
(across pixels) of the magnitude of the optical flow vector. Temporal contrast was constructed
by taking the mean (across pixels) of the frame-to-frame difference of the video sequence
(Dmochowski et al., 2018). The resulting time series were z-scored prior to SRC analysis.
Stimulus-response correlation (SRC). To measure the correlation between the time-varying
stimulus feature 𝑠(𝑡), and the 𝐷 dimensional evoked neural response 𝑟𝑖 (𝑡), 𝑖 𝜖 1, 2, … , 𝐷, we
employed the multidimensional SRC technique developed in Dmochowski et al. (Dmochowski
et al., 2018). This regression approach leveraged Canonical Correlation Analysis and was
independently developed in de Cheveigné et al (de Cheveigné et al., 2018). The approach
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consists of temporally filtering the stimulus:
𝑢(𝑡) = ∑𝜏 ℎ(𝜏) 𝑠(𝑡 ‐ 𝜏)

(1)

and spatially filtering the neural response:
𝑣(𝑡) = ∑𝜏 𝑤𝑖 𝑟𝑖 (𝑡)

(2)

to produce stimulus component u(t) and response component 𝑣(𝑡) that exhibit maximal
correlation:
𝐡∗ , 𝐰 ∗ = argmax 𝑝𝑢𝑣 ,

(3)

𝒉,𝒘

where 𝐡∗ = [ℎ(1) … ℎ(𝐿)]⟙ are the optimal temporal filter coefficients of the 𝐿-length
filter and 𝐰 ∗ = [𝑤1 … 𝑤𝑫 ]⟙ are the optimal spatial filter coefficients, and where 𝑝𝑢𝑣 is the
Pearson correlation coefficient between 𝑢(𝑡) and 𝑣(𝑡) . The solution to (3) is given by
Canonical Correlation Analysis (Hotelling, 1936) and consists of pairs of projection vectors
{𝐡𝑗∗ , 𝐰𝑗∗ } 𝐾
𝑗=1 that yield a set of maximally correlated components 𝑢𝑗 (𝑡) and 𝑣(𝑡) with
1
2
K
corresponding correlation coefficients that decrease in magnitude 𝑝𝑢𝑣
≥ 𝑝𝑢𝑣
≥ ⋯ ≥ 𝑝𝑢𝑣
.

Note here that we regularized the CCA solution by truncating the eigenvalue spectrum of the
EEG covariance matrix to 𝐾 = 11 dimensions, as this value explained over 99% of the
variance in the data. Encompassing all components, the total correlation between the stimulus
and response is given by:
𝑗
𝑆𝑅𝐶 = ∑𝐾
𝑗=1 𝑝𝑢𝑣 ,

(4)

with the exception of the results presented in Figures 4 and 6, the CCA filters were
computed after pooling data from all conditions. In this manner, SRCs were computed over a
common basis for all conditions.
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The filter coefficients ℎ𝑗 (𝑡) are equivalent to the “temporal response function”
extracted with conventional multivariate regression (Crosse et al., 2016). Note that here 𝑗
represents a specific component, rather than a specific electrode as in Crosse et al. {Crosse,
2016 #26}. One can also conceive of ℎ𝑗 (𝑡)as the temporal response function of a virtual
electrode or “source” 𝑗, extracted from the EEG with the spatial filter 𝑤𝑗 . The corresponding
“forward model”, 𝑎𝑗 , can be obtained following conventional approaches in EEG (Parra et al.,
2005; Haufe et al., 2014). In Dmochowski et al. (Dmochowski et al., 2018), we show that this
forward model 𝑎𝑗 is the equivalent of a “spatial response function”, in that the total evoked
response is the product of the spatial and temporal responses, summed over all components:
𝑟(𝑡) = ∑𝐾
𝑗=1 𝑎𝑗 ℎ𝑗 (𝜏)(𝑡 − 𝜏).
Alpha power analysis. To test for differences in alpha power between conditions (Figure 3.3,
Supplementary Figure 3.2), we temporally filtered the EEG response of each electrode
𝑟𝑖 (𝑡), 𝑖 = 1, … , 𝐷, to the alpha band (8-12 Hz) using a fourth order Butterworth filter. We then
measured the alpha power at each electrode by computing the temporal mean square of the
filter output. Alpha power was averaged across the two trials performed by each participant
prior to statistical tests.
Statistical testing. We tested for conditional differences in SRC, self-reported engagement,
and alpha power by conducting paired, two-tailed Wilcoxon signed-rank tests on sets of n = 18
(or n = 20 for the follow-up study) samples in each condition, with each exemplar
corresponding to a subject.
Comparing spatial and temporal responses across conditions. To test for spatial and
temporal differences in the visual evoked responses across conditions (Figure 3.4), we
computed response functions separately for active play, sham play, and passive viewing, and
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counting. In order to obtain the conditional spatial response functions, we filtered the stimulus
with the first three temporal response functions, as computed over data pooled across
conditions (shown in Figure 3.2A, second row). This yielded three distinct (filtered) versions
of the optic flow, 𝑢𝑗 (𝑡), 𝑗 = 1 … 3. We then performed a linear regression from this filtered
optic flow onto the scalp EEG, but separately for each condition. The resulting regression
weights represent the strength of the evoked EEG response 𝑎𝑗 to the filtered optic flow stimulus
in each condition (Fig 4A-C). Analogously, to obtain the temporal response function for each
condition, we spatially filtered the EEG with the first three CCA-derived filters (shown in
Figure 3.2A, first row). This is equivalent to generating three virtual electrodes 𝑣𝑗 (𝑡), 𝑗 =
1 … 3. For each condition, we then performed a temporal linear regression from the optic flow
stimulus onto these spatially filtered neural responses. The resulting time courses represent the
dynamics ℎ𝑗 (𝑡) of the visual evoked response in each condition (Figure 3.4G-I). To test for
significant differences between conditions (sham versus passive: Figure 3.4; sham play versus
counting Figure 3.6), we computed the difference of the values 𝑎𝑗 (or ℎ𝑗 (𝑡)) between passive
and sham conditions (Figure 3.4D-F). These differences were measured on group-averaged
spatial response or temporal response functions. Statistical significance was conducted with a
permutation test. A null distribution of conditional differences was generated by randomly
swapping subject assignment between sham play and passive viewing (without replacement)
over 1000 random assignments. To correct for multiple comparisons, we controlled the false
discovery rate at 0.05 across the 96 electrodes and 30 times points, respectively.

3.6

Supplementary
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Supplementary Figure 3.1: Reproducibility of effect with temporal visual contrast.
We tested whether the effect of motor engagement on visual evoked responses would be
reproduced when regressing the EEG onto visual contrast, as opposed to the optic flow used in
the main analysis; compare with Fig2. A) (Top row) The spatial response functions of the first
four components are largely consistent with those found using optic flow. (Bottom row) The
temporal response function of the first component is consistent with that found using optic flow.
The remaining components exhibit more high-frequency activity than found in the main
analysis. B) Reproducing the effect found with optic flow, sham play yielded significantly
higher total SRC compared to passive viewing (p = 0.008, two-tailed, paired Wilcoxon signed
rank test, n = 18). Active play also produced higher SRC compared to passive viewing, but the
difference fell short of statistical significance (p = 0.14).
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Supplementary Figure 3.2: Enhanced visual evoked responses in deceived subjects.
A) Of the 18 study participants, n = 13 perceived neural control throughout the sham play trials
while
n = 5 were not deceived. Computing SRC separately within each group, we found
enhanced visual evoked responses in the deceived subjects during sham play (p = 0.024, onetailed Wilcoxon rank sum test). No significant difference was found between deceived and
non-deceived subjects during active play or passive viewing. B) Deceived subjects reported
significantly higher engagement during sham play (p = 0.0026, one-tailed Wilcoxon rank sum
test), but not during active play or passive viewing (both p > 0.05, one-tailed Wilcoxon rank
sum test).
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Supplementary Figure 3.3: Spatial and temporal response functions during active play
differ from those measured during passive viewing.
A-C) (Top row) Spatial response functions of the first three components measured during
active play. (Bottom row) The spatial response functions measured during passive viewing.
(D)-(F) Significant differences between the spatial response functions of the active play and
passive viewing conditions were found over extensive regions of the scalp in Component 2.
(G)-(I) The temporal response functions of the first three components for active play (red) and
passive viewing (green). Significant differences were found in all three components, including
a stronger response at 600ms in Component 2.
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Supplementary Figure 3.4: Evoked response patterns are reproduced in follow up
study.
(A)-(D) (Top row) Spatial response components of the first four components bear a strong
resemblance to those found in the initial study (compare with Fig2A). As in the initial study,
the strongest component was expressed over centroparietal electrodes. (Bottom row) The
corresponding temporal response functions represent the time course of the evoked response
to the optic flow stimulus.

Supplementary Figure 3.5: No differences in SRC or self-reported engagement between
deceived and non-deceived subjects in follow-up study.
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Of the 20 follow-up study participants, 6 perceived neural control throughout sham play, while
14 were not deceived. (A) Total SRC was not significantly different between deceived and
non-deceived subjects for any of the conditions (all p > 0.05, Wilcoxon rank sum test). (B)
Similarly, we did not find any significant differences in self-reported engagement between
deceived and not deceived subjects (all p > 0.05).

Supplementary Figure 3.6: No difference in alpha power between counting and passive
viewing.
In the initial study, we found a significant decrease in alpha power during sham play relative
to passive viewing, suggestive of motor cortex recruitment during sham play. (A) We measured
alpha power for all four conditions in the follow-up study: active play, sham play, passive
viewing, and counting. (B) Consistent with the findings of the initial study, we found reduced
alpha power over central and parietal electrodes during active and sham play relative to passive
viewing (p < 0.05, n = 20, corrected for multiple comparisons by controlling the false discovery
rate at 0.05). On the other hand, there were no significant differences in alpha power between
passive viewing and the counting task (p > 0.05, n = 20).
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Neural responses to visual motion are spatially selective across
the visual field, with selectivity differing across brain areas

4.1

Abstract
It is well established that neural responses to visual stimuli are enhanced at select

locations in the visual field. While spatial selectivity and the effects of spatial attention are
well-understood for discrete tasks (e.g., visual cueing paradigms), little is known about neural
response during a naturalistic visual experience that involves complex dynamic visual stimuli,
for instance, driving. In this study, we assess the strength of neural responses across the visual
space during a kart race video game. Specifically, we measure the correlation strength of scalp
evoked potentials with optical flow magnitude at individual locations on the screen. We find
the strongest neural responses for task-relevant locations in visual space, selectively extending
to areas beyond the focus of overt attention: while the driver's gaze is directed upon the heading
direction at the center of the screen, we observe robust neural evoked responses also to
peripheral areas such as the road and surrounding buildings. Importantly, this spatial selectivity
of neural responses differs across scalp locations. Moreover, during active gameplay, the
strength of the spatially-selective neural responses are enhanced compared to passive viewing.
Spatially selective neural gains have previously been interpreted as an attentional gain
mechanism. In this view, the present data suggest that different brain areas focus attention on
different task-relevant portions of the visual field, reaching beyond the focus of overt attention.

4.2

Introduction

Traditional studies of visual perception employ tightly controlled experimental
paradigms. For instance, classic behavioral studies on visual attention present discrete stimuli
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and attention cues at select areas in the visual field and measure accuracy or response times as
a function of location and cues (Posner, 1980). These studies have established a clear difference
between overt attention, defined as the location of observable gaze position, and covert
attention, which manifests as a performance gain when subjects are given a cue directing their
attention to a location different from their gaze position (Moran & Desimone, 1985; Spitzer et al.,
1988). Studies on the effects of covert attention on neural response often present discrete stimuli

at specific locations in the visual field and evaluate the effect of attentional cues on neural
activity (Motter, 1993; McAdams & Maunsell, 1999). Using intracranial recordings, animal and
human studies have established that neuronal firing to visual stimuli is selectively enhanced
for attended locations in the visual field (Luck et al., 1997; Moore, 1999; Self et al., 2016).
Similarly, location-dependent neuronal gains have been found for attended locations with scalp
recordings in humans. For instance, discrete visual stimuli produce robust contralateral
responses when covertly attending to a selected visual hemisphere (Luck et al., 1990; Mangun,
1995; Hillyard & Anllo-Vento, 1998). Moreover, similar results have been shown in neuroimaging

studies with the enhanced contralateral hemodynamic response over the visual cortex during
spatial attention tasks (Mangun et al., 1998; Tootell et al., 1998; Beauchamp et al., 2001).
While a great deal has been learned from these studies, real-world tasks such as driving
differ considerably from these traditional experimental paradigms. Starting with posner visual
cueing paradigms (Posner, 1980), during studies of covert attention (e.g. (Moran & Desimone,
1985; Rugg et al., 1987; Spitzer et al., 1988; Luck et al., 1990; Mangun, 1995), subjects are often

asked to inhibit saccades. Given the unnatural task constraints, it is unclear how attention is
deployed in visual space during ecologically valid tasks. Existing evidence from evoked
potentials already suggests that neural processing is altered when saccades are artificially
constrained (Ki et al., 2016; Kulke et al., 2016). Moreover, traditional paradigms employ isolated
stimuli, which are often presented at discrete locations in space or discrete moments in time
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(Hillyard & Anllo-Vento, 1998; Mangun et al., 1998). In contrast, day-to-day visual experiences

involve dynamic motion with visual inputs that are spatially-heterogeneous. Thus, given the
complexity of naturalistic stimulus, alternative experimental paradigms and analysis methods
are necessary, if only to validate theories of attention developed under the reductionist
approach.
In recent years, data-driven methods have developed to quantify the neural activity
generated in response to complex naturalistic stimuli. These studies employ multivariate
modeling to map low-level stimulus properties to observed neural response (encoding) or vicea-versa (decoding) (Naselaris et al., 2011; Holdgraf et al., 2017). This stimulus-response modeling
is also referred to as system identification ((Wu et al., 2006; Gallant et al., 2012), and is
particularly advantageous for complex dynamic visual stimuli, which can not be readily
decomposed into discrete events required for conventional event-related analysis (Crosse et al.,
2016). One area of research that has popularized the stimulus-response modeling approach is

studies on visual representation using fMRI. These studies capture spatial, and orientation
features of naturalistic images and dynamics movies to predict hemodynamic response at
individual voxel regions (Kay et al., 2008; Naselaris et al., 2009; Nishimoto et al., 2011), and the
mapping can be reversed to reconstruct the original stimulus with reasonable accuracy
(Miyawaki et al., 2008; Naselaris et al., 2009; Nishimoto et al., 2011). A basic finding is that;

different regions of the visual cortex exhibit spatial selectivity to visual input at different
locations across the visual field, with selective attention increasing the reliability of these
responses (Kay & Yeatman, 2017).
In electrophysiology, similar encoding models have been applied to map temporal
visual contrast to neural responses (Lalor et al., 2006; Lalor & Foxe, 2009; Gonçalves et al., 2014).
This approach yields a precise estimation of the evoked response dynamics, which is analogous

103

to event-related potentials; however, it does not account for the spatial heterogeneity of visual
dynamics. In a similar approach, the strength of evoked activity across multiple electrodes can
be measured as the correlation of stimulus and response (Dmochowski et al., 2018). Using this
approach we previously investigated the effects of active perception by comparing the strength
of neural response during active play and passive viewing of a videogame (Ki et al., 2020). We
found that active engagement in the task enhanced responses to the overall visual contrast
dynamic.
Based on the spatial selectivity and attention effects observed in EEG and fMRI, we
hypothesized that during a natural visual task, the strength of neural responses differs across
the visual field and that the task selectively modulates neural activity. To test this, we reanalyze the EEG recordings from (Ki et al., 2020) in which subjects either actively played a
kart racing video game or passively viewed a pre-recorded video of a race. We extended the
system identification approach by measuring stimulus-response correlation resolved in visual
space. In doing so, we model response to a natural dynamic visual stimulus while capturing
spatial selectivity not typically observed with EEG. Our findings show that the neural response
to movement is enhanced in task-relevant areas of the visual scene. Remarkably, this spatial
selectivity differs across brain areas. Moreover, we find that active play enhances neural
responses in areas extending beyond the focus of overt gaze position. Overall, these results
suggest that neural response during a naturalistic dynamic visual experience differs across the
visual field depending on task demands.

4.3

Results
Human subjects (N=42) were asked to play a kart race video game (Figure 4.1), while

we recorded continuous EEG activity and in some subjects also gaze position (N=17). The
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players control velocity and left/right heading direction with their right hand. Their goal is to
complete the course as fast as possible (each race approximately 3 minutes to complete). Good
performance implies driving fast without veering off the road or crashing into buildings and
competing race karts, which incurs a large time penalty. The visual dynamic is dominated by
the translation of the moving vehicle, which produces an outward radial pattern of optical flow
(Figure 4.1A), computed here for each screen location (Horn & Schunck, 1981). The optical
flow across all races is dominant in the periphery and weakest at the center (Figure 3.1B). In
contrast, the task-relevant information is on the road and adjacent buildings (see video clip, eye
position markers: cyan circle - active play, green circle - passive viewing). Interestingly,
judging by the distribution of gaze positions (Figure 4.1C), overt attention seems to be narrowly
focused on the road ahead. During the kart race, the gaze distribution is similar to that of realworld vehicle control in which the driver’s eye gaze is particularly focused on the inner 'tangent
point' of the road curvature [Land & Lee, 1994]. The right-ward skew of the eye gaze
distribution (Figure 4.1C) indicates that gaze is directed at this curvature point.

Figure 4.1: Visual dynamics of the race kart video game.
A) The kart's translation creates the overall visual dynamics of the racecourse, which forms
optical flow that expands radially outward. B) On average, visual flow is slow in the center and
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faster at the edge of the screen, which is demonstrated by the high variance of optical flow in
the lateral region. C) Subjects' eye gaze distribution is at the center of the screen near the road's
curvature, mainly focused at the tangential point towards the general turning direction (the right
band of the contour plot indicates the counterclockwise navigation around the track).
Spatially-Resolved Stimulus-Response Correlation.
Given that the player’s kart is centered on the screen (Figure 4.1A, dotted circle),
absolute locations on the screen take on distinct importance in this driving task. We
hypothesized that the strength of the neural response to visual movement is enhanced at select
areas on the screen that are task-relevant. To test this, we assess the strength of visually evoked
activity resolved in visual space. Specifically, we measure stimulus-response correlation (SRC)
between the raw EEG signal and optical flow magnitude at individual screen locations (Figure
4.2). We will use two different approaches to measure SRC. In the first approach, the multiple
EEG electrodes are projected onto a component space (Dmochowski et al., 2018) similar to the
principal or independent components -- these can be conceived as “virtual electrodes” -- and
the stimulus is filtered to predict the neural activity observed in these virtual electrodes (Figure
4.3). In the second approach, the stimulus is filtered to directly predict neural activity in each
of the original EEG electrodes [Lalor 2006] (Figure 4.4). In both instances, the temporal filters
-- i.e., impulse responses or temporal response functions (TRF) -- are estimated for each screen
location separately, and SRC is the correlation of the predicted neural activity with the actual
neural activity. Given that optical flow for this video game is sufficiently distinct at each of
the screen locations (Figure 4.2A), one might expect quite different SRC for each location
(Figure 4.2C).
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Figure 4.2: Resolving the strength of neural response across visual space.
Here, we illustrate the spatially-resolved stimulus-response correlation (SRC) approach, which
measures the correlation of continuous-stream neural response to a temporally filtered stimulus.
A) We record the screen capture of the video game and extract the optical flow at each location
on the screen (Horn-Shunck 1981). The image shows a snapshot of optic-flow magnitude.
Optical flow is averaged over small image patches (7x8.5 pixels). The colored patches at
different screen locations (red, green, black) show unique optical flow magnitude over time. B)
Neural responses are captured with the scalp EEG during the videogame presentation. SRC is
computed as the correlation of optical flow magnitude with the neural response, for which we
use either individual electrodes of EEG or virtual electrodes (i.e., spatial projection of multichannel EEG). C) We assess the location-dependence of neural response by measuring the
correlation between the EEG and temporally filtered optical flow magnitude at individual patch
regions (23x36, screen capture recorded 180x320 pixels).
The strength of the visually evoked response varies across visual space.
We analyzed the strength of stimulus-response correlation (SRC) for different locations
across the screen (23 x 36 patches) for all subjects and races combined (each subject performed
two races in active play or passive viewing conditions, yielding a total of n = 170 races, 179.91s
+/- 17.14s duration each). Temporal correlations are measured at the 30Hz frame rate of the
video (EEG is downsampled to this rate).
To quantify the overall SRC, we first used components of the EEG that were optimized
to capture the strongest correlation between global optic flow (mean amplitude over the entire
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screen) and EEG responses following (Ki et al., 2020). Specifically, n=96 EEG electrodes are
combined linearly, generating an EEG component signal which can be thought of as virtual
electrodes (see Methods). The corresponding distribution of these components (Figure 4.3A),
is known as “forward model” (Haufe et al., 2014). Temporal response functions (TRFs) to
predict the EEG component activity are then estimated for each patch on the screen separately
(Error! Reference source not found.). The dependence of these TRFs on visual field and s
calp locations will be discussed later (in Figure 4.6). Stimulus-response correlation (SRC) is
the correlation between the observed EEG, in each component, with the activity predicted from
optic flow in each screen location (Figure 4.3B). We consider the top three components as they
capture most of the SRC (Notice in the colormap that SRC diminishes for the later
components). Stronger SRC indicates stronger neural response to local optic flow. For
component 1, which captures the strongest neural response, SRC is highest on the road. The
optic flow in this area is dominated by road demarcation as well as the movement of competing
cars and other objects. In component 2, the neural response is strongest for movement on the
horizon where buildings appear as well as the road. In component 3 (right-lateralized scalp
topography), the neural response focuses on the horizon, primarily to the left visual
hemisphere. These unique spatial patterns suggest that the strength of visual evoked responses
varies with location on the visual field, but also, this spatial preference differs for different
brain areas.
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Figure 4.3: The strength of the visually evoked response is location-dependent.
A) For the spatially-resolved analysis, we employ the spatial and temporal filters previously
computed in Ki et al. 2020 using canonical correlation analysis (CCA). CCA yields a set of
components that maximize the correlation between spatially filtered EEG (96 channel) and
temporally filtered stimulus. Components of the EEG can be thought of as virtual electrodes,
and the associated stimulus filters correspond to temporal response functions (shown in
Supplementary Figure 4.1). B) We measure the correlation between spatially filtered EEG and
temporally filtered optical flow at individual screen locations (24 x 36 patches) for the top 3
CCA components. Here, we create a visualization of spatially-resolved SRC using a colormap.
The color value at each pixel maps to SRC based on a color scale. The areas with grey show
patch regions in which SRC is below chance correlation (p > .05).
Visual-spatial dependence of neural responses varies across EEG electrodes.
To determine specifically how the visuo-spatial selectivity of SRC differs across brain
areas, in the second approach, we used TRF to map the stimulus to the neural response directly
for each scalp electrode. The TRF estimation follows an established system identification
approach (Lalor et al., 2006; Crosse et al., 2016), except that we again resolve SRC in visual space
by computing unique TRF from the optic flow at individual screen locations (Figure 4.4,
showing a subset of 20 of the 96 electrodes). For midline-frontal channels, SRC is strongest at
the top center of the screen, yet, lateral-frontal electrodes respond strongest to movement on
the road. At central electrodes, over cortical somatosensory and motor areas, we observe
responses lateralized to the contralateral visual field (which is dominated by the movement of
buildings that are to be avoided). Note that responses are stronger in the left visual hemifield,
but this dominance largely disappears in the passive viewing condition (Supplementary Figure
4.2), suggesting that this is the result of the right-hand key presses to control the kart. At parietal
electrodes, we observe strong responses to visual dynamics on the road. This parallels the
finding for component 1 (Figure 4.3), which had a dominant parietal positivity. Lastly, in the
occipital electrodes, we observe a strong response to visual dynamics associated with
movements on the road, likely associated with competing karts in the vicinity of the player’s
vehicle or objects on the road. Finally, overall, there is a predominant bias to the left hemifield,
which is also expressed in component 3. Overall, these results show that spatial selectivity of
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neural response is different across different brain areas.

Figure 4.4: Location-dependent neural responses differ across scalp positions.
Stimulus-response correlation computed from optic flow at each screen location with each
electrode. SRC indicates the correlation between actual EEG and EEG predicted by filtering
optic flow magnitude with a temporal-response function. The areas with grey show patch
regions in which SRC is below chance correlation (p > .05).
Neural response is enhanced at task-relevant locations during active play.
The manual control of the race kart involves active engagement, requiring selective
visual-spatial attention to task-relevant areas. Given the modulation of neuronal gain observed
with visual attention (Motter, 1993; Luck et al., 1997; Hillyard et al., 1998; Maunsell & Cook, 2002),
we hypothesize that the EEG response will be selectively enhanced during active play for
locations that are relevant to the task. To test this, we compared the strength of neural responses
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to optic flow between active play with passive viewing. In the passive viewing condition,
subjects were asked to watch prerecorded races of the game. The order of active play (n = 84
trials; a trial is three laps around the racecourse) and passive viewing (n = 86 trials) was
counterbalanced across subjects (N = 42). We compute the location-dependent SRC as in
Figure 3. To obtain an assessment of the overall EEG response, we summed SRC over the top
3 components (Figure 4.5). In Figure S2, we resolve this by individual electrodes. The mean
across subjects has distinct spatial distribution across the scene for active and passive play
(Figure 4.5A). During active play, neural responses are more robust for movement occurring
on the road and beyond the road where buildings and trees could result in collisions. In contrast,
during passive viewing, the neural response is strongest only for areas covering the road.
Indeed, we find that neural response is significantly enhanced with active play for areas that
cover buildings and objects coming ahead on the horizon above the road (Figure 4.5B
highlights locations with p > .05, Wilcoxon rank-sum, one-tailed, FDR corrected, N=42). This
enhancement extends beyond the focus of overt attention as characterized by gaze position
(Figure 4.5C). Notably, the contrast seems to be driven mostly by central and frontal scalp
locations (Supplementary Figure 4.2). Importantly, we did not find differences in gaze position
between active play and passive viewing (Figure 4.5D highlights locations with p > .05,
Wilcoxon rank-sum, one-tailed, FDR corrected, eye-tracking data was available in N = 17
subjects). The distribution of eye velocity appears to be slightly skewed towards larger
saccades in active play (Figure 4.5E). However, pair-wise comparison of the average velocity
of individual subjects between active and passive trials showed no significant difference
(Figure 4.6F, z = 0.355, p = 0.72, df = 16, paired two-tailed Wilcoxon signed-rank test; i.e.
only including subjects for whom both conditions were available) indicating that eye
movement dynamics are comparable in the two conditions. Overall, these results suggest that
the neural response is enhanced at task-relevant locations, extending beyond the focus of overt
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attention, and differences cannot be attributed to changes in fixation position of saccade size.

Figure 4.5: Neural response to optic flow is enhanced at task-relevant locations during
active play, while overt gaze position and saccade velocity are unchanged:
A) Spatially resolved SRC (as in Figure 4.3) summed over three components but separate for
active play and passive viewing conditions. (B) Locations of significant differences in SRC
between active and passive conditions. Enhancement occurs are task-relevant locations. (C)
Distribution of gaze position over time-averaged over subjects. The gaze is mostly focused on
the heading direction above the stationary position of the subject’s own kart (white dotted
circle). (D) The contrast in the distribution of gaze position between active play and passive
viewing shows no statistical differences (P > .05). (E) Distribution of gaze velocity suggests a
slight increase in gaze dynamics during active play. (F) Median velocity of individual subjects,
however, shows no significant difference between conditions (each point is a subject).
Neural response occurs faster at the periphery.
To determine if the latency of neural responses differs across the visual space analyze
the TRFs that were extracted separately for each visual location and electrode (for Figure 4.4).
Analogous to ERPs, TRF yields an estimate of evoked-response time to a specific visual input.
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Here, we focused on the parietal Pz electrode and displayed the distinct TRFs obtained by
regressing optical flow at each 2D screen location (Figure 4.6A). In combination, the
collections of TRFs have two visual space dimensions and one time dimension indicating the
latency of neural response to optical flow at each screen location (Figure 4.6B). We find a
dependence of latency on location in visual space, which is most obvious when displaying the
TRFs in time along a vertical direction (Figure 4.5C, indicated by the white dashed arrows).
Neural response first peaks at 130ms for movement at the bottom of the screen, with latency
increasing towards the center of the screen, where it reaches a latency of 300ms (Figure 4.6E,
arrow). A similar pattern is observed for electrodes Cz and Oz (Supplementary Figure 4.3) as
well component 1 (Supplementary Figure 4.1). This delay is primarily driven by the movement
on the road. In the horizontal direction extending beyond the road, we also see a similar
phenomenon albeit with different latency and less pronounced (Figure 4.6D). Notably, the
delay does not seem to depend on whether the subject is actively engaged in the game
(Supplementary Figure 4.4In summary, in both horizontal and vertical cross-sections, the peak
of neural response occurs first at the lateral positions of the screen and finishes last at the center,
and this effect is not dependent on task engagement.
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Figure 4.6: Neural response to peripheral movement is faster.
Spatially-resolved temporal response function (TRF) at select time points. The TRFs are
computed by regressing optical flow at each screen location with Pz electrode. B) 3D
visualization of spatially resolved TRFs. The slice along the time dimension indicates crosssections of temporal response at vertical (Dark Green) and horizontal (Maroon) positions on
the screen. C) TRF along vertical screen direction. White dashed arrows indicate increasing
delay towards the center of the screen (opposite to the direction of optic flow, which moves
from the center outwards). D) TRF in horizontal screen direction. E) Time course at select
pixel positions (green, blue, pink), which corresponds with colored lines along the vertical
cross-section in C. F) Same as panel E but along the colored lines at the horizontal cross-section.
Eye movement dynamic yield unique location dependence.
In the context of static images, gaze position is taken as a marker of overt spatial attention. For
a dynamic visual stimulus, movement in the visual scene will attract attention and thus drive
saccades towards it. Thus, eye movements are an important indicator of attentional reorienting.
To determine the degree with which optical flow drives eye movements we measured the
correlation of eye velocity with optical flow magnitude, again resolved in space and allowing
for lagged correlation. Essentially, we use the same SRC approach where now “response” is
eye velocity (Figure. 4.7A). The spatial distribution of the resulting SRC-eye (Figure. 4.8B)
parallels the finding of SRC-EEG (Figure 4.7C), except that movement on the road does not
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appear to drive eye movements, as it does with neural responses. Overall, we conclude that
neither gaze position, nor saccade velocity can explain the location-dependence of neural
responses to movement in the visual field.

Figure 4.7: Visual response and eye movement exhibit unique location dependence on
the stimulus.
A) First, we compare the spatial difference in reliability of eye movement and neural response
with respect (N = 18). The active play condition elicits quick saccade activity in the y direction.
B) Using the CCA method we compute the correlation of vertical and horizontal eye movement
velocity (preserving the sign) with optical flow magnitude of stimuli at individual pixel regions.
We observed that eye movement dynamics is most reliable at the lateral regions in the top half
of the screen. Further statistical testing is required to compare the difference between active
and passive viewing conditions. C) Same as panel D but for velocity magnitude combining
vertical and horizontal eye movement (purely positive quantity). D) SRC between optical flow
and EEG.
The Role of Eye movement on Neural Response
Previously, we have found that EEG is reliably driven by the dynamic associated with
retinal motion (Stankov et al., 2021). It may be possible that EEG activity capture much of the
activity associated with eye movements. To assess the contribution of eye movements on neural
response, we compared the correlation of eye movement to neural response (ERC) and
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correlation neural response to global temporal contrast fluctuation (i.e., optical flow averaged
over the entire frame, Figure 4.8A). Similar to SRC, we compute the TRF that maximizes the
correlation of EEG with eye movement. The ERC measures how neural activity is driven by
the ongoing saccades. Here, we observe that neural responses are more strongly correlated with
eye movement than with global contrast (i.e. optical flow averaged over frame) of the stimulus
(Figure 4.8B, z = 3.45, p < 0.001, df = 16, paired two-tailed Wilcoxon signed-rank test;). This
suggests that much of EEG activity is induced by shifts of gaze position, i.e., the changing
visual input to the retina from eye movements, and this stronger than stimulus driven response.
While the eye-movement evoked response is stronger than stimulus-evoked response, this
analysis does not take account the difference in evoked-response across the visual space.
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Figure 4.8: Eye movement contribution on neural response.
A) Diagram depicting eye velocity correlation with evoked neural response (ERC) and the
correlation of stimulus with evoked neural response (SRC) to global temporal contrast. B)
Correlation of evoked response to average saccade velocity (Red) and correlation of evoked
response to global contrast of the stimulus (Blue).

4.4

Discussion
In this study, we assessed the strength of neural responses elicited by stimuli across the

visual space during a dynamic video game. The task involved racing a kart while avoiding
obstacles, as collisions significantly impact race time, which was the primary objective of the
game. This task requires selective attention to specific objects or locations on the screen in
order to plan and control the kart. Because the kart location was maintained at the center of the
screen, and obstacles appeared in similar locations on the screen, we can draw inferences on
the task-relevance of neural responses to movement occurring at each location of the screen.
The need for spatial consistency is perhaps a caveat of the approach; nonetheless, it allows us
to derive a visual-spatial representation for EEG, which has traditionally been constrained to
the temporal domain.
Similar to real-world driving (Land & Lee, 1994), we found that subjects’ gaze was
fixated on the curvature of the road while simultaneously shifting the gaze to competing karts
and objects. The translation of the kart along the road produces a uniform optical flow that
radiates outwardly, while other competing karts produce sparse optical flow along the road.
Due to this self-motion, the optic flow was strongest in the lateral periphery (Warren & Hannon,
1988). Yet, we find that neural responses were strongest for movement in the middle of the

screen, including the road and obstructions coming up on the horizon. Therefore, neural
responses are strongest for task-relevant locations. Importantly, this spatially selective neural
response extended beyond the focus of gaze position, which is the established marker of overt
visual attention.
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The spatial selectivity differed across scalp locations. For example, parietal electrodes
show strong responses for the road, which is dominated by the movement of traffic lines
demarcating the road and competing karts. It is worth noting that visuomotor transformations,
as may be required in this task, are known to occur in the superior parietal cortex, as
demonstrated in non-human primates (Fogassi & Luppino, 2005) as well as parietal components
of human EEG recordings (Naranjo et al., 2007). The parietal activity responded earlier to
movement in the periphery and later to movement at the center of the screen. This is intriguing
as it is in the opposite direction of objects moving from the center to the periphery. The effect
was most pronounced along the road. Earlier studies on the latency of evoked potentials as a
function of visual eccentricity in static visual stimuli give mixed results with latency depending
on upper vs. lower and contralateral vs. ipsilateral hemifield (Busch et al., 2004; Capilla et al.,
2016). During natural vision, different regions are selective to local motion and global flow
(Bartels et al., 2008). Given that the perception of self-motion is mainly determined by the

magnitude of visual flow in the periphery (Warren et al., 1988), it is possible that peripheral
visual motion is processed faster in the brain. Processing of optic flow is ascribed to the dorsal
visual stream, particularly in the Medial Superior Temporal (MST) areas (Tanaka & Saito, 1989;
Duffy, 1998) which may have contributed to this component. An alternative interpretation,

given the relatively long response onset time of 200-300ms, is that visual content in the center
of the screen had more complex semantics and therefore resulted in longer processing times,
consistent with the general finding that visual processing to high-level properties of the
stimulus (VanRullen & Thorpe, 2001). For instance, ERP studies show that spatial attention is
deployed faster than attention to visual features (Anllo-Vento & Hillyard, 1996; Liu et al., 2007).
Neural responses were significantly enhanced during active play of the game compared
to passive viewing of the same visual stimuli. This enhancement was spatially selective,
overlapping with the focus of overt attention at the center of the screen, but also extending to

118

task-relevant locations beyond. It is well-established that visual evoked potentials are enhanced
when attending to a specific target or locations, even in the absence of overt orienting of eye
gaze (Mangun & Hillyard, 1988; Hillyard & Anllo-Vento, 1998; Luck et al., 2000; Luck &
Kappenman, 2011). Here similarly, neural responses were enhanced without a change in gaze

position, suggesting that this may be the result of task-relevant increase of spatially selective
attention.
We note that this selective spatial enhancement for active play was strongest for central
electrodes over the motor cortex, which responded more strongly to visual movement on the
horizon in the contralateral visual hemisphere (where upcoming buildings appear alongside the
road). This left/right symmetry can not be ascribed to the neural activity associated with
somatosensory or hand motor control, as driving the kart involved a single hand (the right
hand). It is well-established that attending to one hemisphere of the visual field elicits stronger
visual evoked potentials at the contralateral occipital cortex (Luck et al., 1990; Mangun, 1995).
The visual-spatial selectivity of central scalp electrodes suggests that central brain areas also
“attend” to visual movement on the contralateral visual field.
Another possibility is that the central components reflect an visuomotor integration
required for navigating the kart. Note in this context that there was a dominance of responses
to the left visual hemifield, notably stronger for the right hemisphere of the brain. This
asymmetry largely disappeared during passive play. If this asymmetry was the result of
somatosensory or motor evoked responses due to the actual right-hand key presses, one would
have expected stronger asymmetry for the left (contralateral) brain hemisphere. This
observation additionally supports the interpretation of motor areas “attending” to visual
movement on the contralateral hemifield, something that may not have been reported
previously in the literature. Note that even in the passive condition, there is a slight asymmetry.
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This may be the result of a slight asymmetry in the visual stimulus itself resulting from the
predominant rightward curvature of the racetrack loop, which results in somewhat stronger
optic flow on the left visual periphery, as well as the slight rightward skew of the gaze
distribution as subjects focus on the upcoming road.
An alternative interpretation is that enhancement with active play results from bottomup stimulus-driven reorienting, consistent with the observation that visually salient events shift
eye gaze and activate dorsal ventral regions (Nardo et al., 2011). Indeed, a caveat of the present
study is that during free viewing, eye position and eye movements are dynamic and
uncontrolled. Traditionally, a distinction is made between overt and covert attention in
experiments that aim to strictly control eye movements (Posner et al., 1984; Rugg et al., 1987;
Kelly et al., 2010; Kulke et al., 2016). Eye movements such as saccades, microsaccades, pursuit,

stigmas are distinguished as they contribute uniquely to attentional related ERPs (Nobre et al.,
2000; Kelly et al., 2010). While we found that the overall eye movement velocity was quite

similar between active and passive conditions, we did not analyze the effects of different types
of eye movements in this investigation. It is possible that changes in eye movement contributed
to enhanced neural responses. However, it has been shown that the magnitude of responses to
visual cues remains similar regardless of eye movement condition (Parker et al., 2020).
Moreover, covert and overt attention shifts elicit similar early evoked responses (Hanning et al.,
2019). Taken together, we believe that the effects of differing eye movement dynamics played

only a minor role, although we can not fully rule this out.
Methodologically, this study combines new and old approaches to studying neural
responses to visual stimuli. Visual-spatial attention and feature-based attention have been
extensively studied in the last 50 years using traditional event-related paradigms (Van Voorhis
& Hillyard, 1977; Mangun & Hillyard, 1988; Hillyard & Anllo-Vento, 1998; Luck et al., 2000;
Schoenfeld et al., 2007; Luck & Kappenman, 2011). More recently, decoding methods have been
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applied for continuous dynamic stimuli such as continuous speech, movies, and video games.
(Lalor & Foxe, 2010; Naselaris et al., 2011, 2011; Mesgarani & Chang, 2012; Golumbic et al., 2013;
Mesgarani et al., 2014; O’Sullivan et al., 2015, 2015; de Cheveigné et al., 2018; Dmochowski et al.,
2018; Iotzov & Parra, 2019). The contribution of this study was to resolve neural responses in

visual space while leveraging methods suitable to continuous dynamic stimuli. Thus, we
believe that it is the first study to explore selective spatial responses for a naturalistic dynamic
stimulus and task.
Earlier visual studies have applied similar approaches using EEG (Lalor et al., 2006;
Gonçalves et al., 2014), but were limited to a discrete stimulus paradigm. We have shown

previously that neural response to optical flow is enhanced during active play (Ki et al., 2020);
however, we had not considered spatial heterogeneity of stimulus dynamics. We hope that the
new approach and findings motivates future studies to explore complex relationships of neural
activity with visual dynamics involving naturalistic stimuli. By further probing other spatial
and temporal dimensions of the stimuli (beyond optical flow), or linking the regression to
objects and features in the scene rather than locations, we may gain new insights into how
neural signals convey visual processing during dynamic natural visual experiences.

4.5

Methods

Participant. In total, 42 healthy human subjects (18 females) aged 20 ± 1.56 participated in
this experiment. All subjects provided written informed consent in accordance with procedures
approved by the Institutional Review Board of the City University of New York.
Video Stimulus. SuperTuxKart (an open-source game) is a Super Mario kart-like video game
that emulates driving experience. All experimental trials were conducted on the default course
and spanned three laps in “easy” mode. Game-related graphical interfaces were
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programmatically altered from the original game in order to minimize the visual elements and
to simplify the task. The modified version of the game only involved the race car, track, passive
objects on the road, and opponents.
Experimental Procedure. In the original data collection, subjects played the game in 4
different task conditions, which is described in (Ki et al., 2020). Here, in the subsequent analysis,
we only report trials from “active play” and “passive viewing” conditions. During active play,
the subject’s used a keyboard to control the kart (using right hand): the left and right keyscontrolled steering, while the up and down keys produced acceleration and braking. During
passive viewing, subjects freely viewed a playback of previously recorded games. The
recordings shown in passive viewing were distinct and not previously seen by the participants
but were reused across participants (within each condition, all subjects viewed the same two
stimuli). For each condition, subjects performed 2 trials. The ordering of all conditions was
randomized and counterbalanced for all subjects. Prior to the recording of data, subjects were
given an instruction on how to play the game, and it was followed by a practice trial.
EEG Acquisition. The scalp electroencephalogram (EEG) was acquired with a 96-electrode
cap (custom montage with dense coverage of the occipital region) housing active electrodes
connected to a Brain Products ActiChamp system and Brain Products DC Amplifier (Brain
Vision GmbH, Munich, Germany). The EEG was sampled at 500 Hz, digitized with 24 bits per
sample.
Video Capture Acquisition. The video game was played on a high-definition Monitor (Dell
24inch UltraSharp, 1920 by 1080 pixels, 60Hz) at a viewing distance of 60 cm in a dark and
sound-dampened room with playback sound muted. The video game was rendered at 30 Hz.
For each trial, the video frame sequence was captured with the Open Broadcaster Software
(open-source), which records the screen display in real-time at the native resolution and frame
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rate.
Eye Tracking Acquisition. Eye gaze (right eye) was measured using EyeLink 2000 (a videobased two-dimensional eye-tracking device, SR Research, Mississauga, Ontario, Canada). For
every trial, the eye tracker was calibrated with a 5-point grid (center and four corners of the
display). Subjects were asked to fix their gaze (in turn) at each of 5 locations where the dots
are presented. This step was repeated until the error between all 5 eye-tracking positions and
dot location were less than 2°. Of the 42 subjects, eye tracking data was collected from 24
subjects. The eye data was collected for every subject during the first cohort of the experiment
(18 of 18 subjects) and part of the second cohort (6 of 24 subjects). Eye-tracking data was not
used in the original study (Ki et al., 2020), thus the collection of the eye data was discontinued
in the second cohort. Of the 24 subjects, 7 subjects missed eye-tracking in one of the conditions,
thus they were excluded in the condition comparison analysis. In total, we had eye tracking
data from 17 subjects (active play: 39 trials, passive viewing: 32 trials).
EEG, Eye Tracking and Video Synchronization To synchronize the video stimulus with the
EEG we create flash events on the screen with a 30-by-30 pixel square placed
(programmatically implemented) at the top right corner of the game, which flickered on (white)
and off (black) at ~2Hz from the start to the end of each trial. A photodiode attached to this
square electronically transmitted the on-screen flicker events to a separate event data
acquisition hardware that relayed the signal via parallel port to a recording computer (which
collected all incoming data: EEG, Eye Tracker, photodiode). To synchronize the data, we used
Lab Streaming Layer software (Kothe, 2014), which created timestamps (in real-time) for all
incoming data under a universal clock.
To obtain the event markers of the video capture, we isolated the flickering square patch
for individual frames and computed the mean pixel intensity values of this region—the pixel
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intensity events marked on and off flash events on-screen. Using the event markers from the
video and the auxiliary channels, we synchronized the video capture with EEG and Eye
Tracking data.
Optical Flow Extraction. The video capture of each kart race game was downsampled at a
spatial resolution of 320-by-180 pixels and temporal resolution of 30 frames per second using
Video Convert Factory (WonderFox Soft Inc). The video is grayscaled and further
downsampled to a 24-by-32 patch. The optical flow was computed using MATLAB Computer
Vision System Toolbox (Horn & Schunck, 1981) and for each patch, optical flow is normalized
(z-score). This yields 368 (24 height x 32 width) time series features, 𝑠(𝑡) for each trial.
EEG Processing. EEG data was high-pass filtered at 1 Hz to remove slow drifts and downsampled to 30Hz to match the frame rate. We employed the robust PCA technique (Candès et
al., 2011) to remove gross artifacts from the data using the implementation of Lin et al. (Lin et
al., 2013) with the default hyperparameter of λ = 0.5. This robust PCA method provides a low-

rank approximation to the data and thereby removes sparse noise from the recordings. To
reduce the contamination of eye movement from EEG, we linearly regressed out the activity
of four virtual electrodes constructed via summation or subtraction of appropriately selected
frontal electrodes (F9, Fp1, Fp2, F10). To further denoise the EEG, we rejected electrodes
whose mean power exceeded the mean of all channel powers by four standard deviations.
Within each channel, we also rejected time samples (and its adjacent samples) whose amplitude
exceeded the mean sample amplitude by four standard deviations. These samples were replaced
with zeros. We repeated the channel and sample rejection procedures over three iterations.
Eye Tracking Processing. The raw data was filtered by EyeLink2000 using set criteria for
blinks and fixations, which were based upon gaze position and the velocities of the individual
points. The eye-tracking data was downsampled to 30Hz to match the frame rate of the video.
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The gaze velocity is computed by differentiating each gaze point, 𝑣(𝑡) = 𝑥(𝑡 + 1) − 𝑥(𝑡).
For further outliers and jitter artifacts removal, we find and replace samples (with not a number
marker) in which the gaze velocity magnitude (squared magnitude of the x and y gaze position
derivative) was 3 standard deviations greater than the gaze velocity magnitude for a given trial.
For computing the gaze position, we compute a histogram across 2-dimension space, which
shows the number of times eye gaze was directed at a patch location for individual trials. For
display, we normalize and apply gaussian smoothing over the 2d histogram image.
Spatially-Resolved Stimulus-Response Correlation (SRC). The main goal of this study is to
assess the difference in neural response to visual dynamics across the visual space. Specifically,
we measure the temporal correlation of continuous EEG to optical flow magnitude across the
screen. At each patch location on the screen, optical flow, 𝑠(𝑡) is linearly mapped to neural
response, 𝑟(𝑡) via temporal response function (Lalor et al., 2006; Crosse et al., 2016). This
relationship is defined by simple linear convolution, 𝑟̂ (𝑡) = ∑𝑇𝜏 ℎ(𝜏)𝑠(𝑡‐ 𝜏) where ℎ(𝜏) is the
temporal coefficients at each time lag (𝜏)with temporal window length, 𝑇 = 30 (equivalent to
the video sampling rate). In this study, neural response can be represented by either individual
EEG electrode 𝑟𝑖 (𝑡), where 𝑖 denotes a channel index (Figure 4), or ‘virtual electrodes’ 𝑟𝑣 (𝑡) =
∑𝐷
𝑖=1 𝑤𝑣𝑖 𝑟𝑖 (𝑡), where, 𝑟𝑣 (𝑡) represents a linear combination 𝐷-electrodes with spatial weights,
𝑤𝑖 across the scalp (Figure 3). The temporal response filter ℎ(𝜏) is computed via ridge
regression, separately for each (virtual or actual) electrode. Stimulus response correlation
(SRC) is then the correlation between the estimated response 𝑟̂ (𝑡) and the actual neural
response 𝑟(𝑡). For Figure 6, we summed this SRC across the three virtual components of
Figure 3.
The virtual electrodes, i.e., spatial EEG filters, 𝑤𝑣𝑖 shown in Figure 3 are previously
computed in Ki et al 2020 using canonical correlation analysis (Dmochowski et al., 2018) using
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the global mean-optical flow without resolving by location. The virtual electrodes are
represented by the forward model 𝑎𝑗 , which is the equivalent of a “spatial response function”
(Parra et al., 2005; Haufe et al., 2014).

Statistical significance of SRC. To test the significance of SRC, we compare the probability
of SRC for all trials to a set of 100 phase-randomized data. We compute the probability of SRC
at individual patches being greater than the SRC computed on the surrogate data. The patch
locations that are below chance significance (p > .05) is greyed out.
Statical comparison between active play and passive viewing. For each condition, we
computed SRC for every trial (active play: 84 trials, passive viewing: 84 trials) across the 24 x
32 patch location (768 patch locations in total). To compare the statistical difference between
the active play and passive viewing trials, we performed Wilcoxon rank-sum test and showed
the patches of significant difference (p < .05) by drawing white pixels over the patch. To correct
for multiple comparisons, we controlled the false discovery rate at 0.05 across the 768 patch
regions.
For comparing average gaze position and saccade velocity, we account for the missing
trials by counterbalancing the samples. Here, we averaged the trials for individual subjects,
resulting in 17 samples for each condition. For this, we apply pairwise comparison (Wilcoxon
signed-rank), and for gaze position, we correct for multiple comparisons across the patches.

4.6

Supplementary Figures
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Supplementary Figure 4.1: Spatially Resolved TRF of virtual electrode (component 1).
Same as in figure 4 but for ‘virtual electrode’ component 1 (Figure 3).
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Supplementary Figure 4.2: Active vs Passive SRC for individual electrodes.
Same as figure 4, we computed spatially-resolved SRC for individual electrodes for each task
condition: A. active play and B. passive viewing. C. Patches of significant differences in SRC
between active and passive conditions for individual electrodes (P < .05, FDR corrected).
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Supplementary Figure 4.3: Temporal response for Fz, Cz and Oz electrodes across the
vertical cross section.
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Supplementary Figure 4.4: Comparison of spatially-resolved temporal response at a
vertical cross section between active and passive conditions for Pz electrode.
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General Discussion

In this dissertation, we investigated stimulus-evoked neural response to visual
dynamics of a uniquely experienced stimulus and assessed the effects of active task
engagement. Here, we specifically employed a kart game that simulated visual dynamics that
are experienced in ecological settings. By assessing stimulus-evoked neural responses, we
uncovered new insights about the selectivity of neural responses during a naturalistic visual
task. In summary, we found that; one, stimulus-evoked neural response is enhanced with active
game play, and two, the enhancement of these neural responses was specific to select areas in
the visual space, which varied for different brain regions.
In Chapter 2, we developed a hybrid encoding and decoding modeling approach, which
employed CCA for mapping multi-array scalp response to a temporally filtered stimulus. A
basic premise of the proposed approach is that stimulus features are represented by distributed
rather than local neural responses. This approach is particularly useful for EEG, where the
activity from a localized neural population can be detected at multiple electrodes and is equally
applicable to other types of neural data, including MEG, fMRI, and multi-array intracranial
electrodes. The CCA method yields multiple spatio-temporal patterns of stimulus-evoked
response, which is useful for probing the effects of various experimental manipulations. During
the kart race, we observed that neural response to optical flow differed both spatially and
temporally depending on whether the subject was passively observing or actively engaged with
the stimulus.
In Chapter 3, we explicitly investigated the effects of active motor engagement. For
this, we’ve developed an experimental condition in which subjects played the game by
employing a unique sham condition. This manipulation induced the perception of motor control
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but without the confounds of somatosensory responses from the keyboard press. We observed
that stimulus-evoked neural response is enhanced during active play of the videogame, which
suggested the effect of motor control enhances visual processing. Additionally, to address the
confounding effect of attention, we have added a control condition, which aimed to elicit
attentional modulation without invoking perception of motor control. While we observed that
the counting condition did not enhance stimulus-evoked neural response, our control task was
not sufficient in dissociating the effects of motor control and attention. One approach to address
this confound is to compare steady-state evoked response (SSVEP) during an active motor
control task using a simple stimulus. Previously, it has been demonstrated that walking-induced
changes of SSVEP amplitude (Benjamin et al., 2018; Cao & Händel, 2019). Locomotion
enhanced surround-suppression, inhibiting the overall SSVEP amplitude. Similarly, we can
assess the modulation of SSVEP during a visual task that explicitly isolates motor control.
In chapter 4, we investigated the stimulus-evoked response across visual space. Here,
we assessed the spatial selectivity of neural response by measuring the correlation of EEG with
optical flow magnitude at individual locations on the screen. The main finding is that different
brain areas exhibit unique spatio-temporal responses to different types of movements in the
visual field, which extends beyond the eye gaze position. For instance, while the driver's gaze
is focused upon the heading direction at the center of the screen, yet we see strong selective
responses extending beyond this central focus. Furthermore, we find that scalp potentials over
motor areas selectively respond to movement over the contralateral visual field. This visualspatial selectivity suggests that motor areas “attend” to visual movement on the contralateral
visual field. This suggests that covert visual attention extends beyond the focus of overt
attention, which has thus far not been demonstrated for a natural stimulus and tasks.
A caveat of our study is that we did not explicitly manipulate attention; therefore, our

132

conclusions on selective spatial attention are only indirect. Moreover, while we show spatial
selectivity of neural response to various visual dynamics, we do not explicitly disassociate
individual visual components. Previous works have shown that during naturalistic movie
viewing, neural responses to localized contrast change or global flow exhibit selectivity at
different cortical regions (Bartels et al., 2008). Additionally, during a 3D navigation game
(similar visual dynamics as kart race), salient stimulus features modulate both dorsal parietal
regions as well as ventral regions (Nardo et al., 2011). These studies employ various
computation models to extract portions of the image that is specific to types of visual motion
or use visual salience models (Itti & Koch, 2001). By dissociating individual visual
components, we can explicitly model the selectivity of neural response to different properties
of the stimulus and asses their relative contribution.
The spatially resolved analysis is particularly useful for investigating visual-spatial
effects during naturalistic visual stimuli. While a number of new insights have been gained
about naturalistic visual processing, our understanding of spatial-heterogeneity of neural
response to a dynamic visual stimulus is limited. Recent studies have applied a similar approach
to investigate the visual representation using complex images and videos using fMRI and
intracranial neural recordings. However, to our knowledge, this study is the first to establish
visual-spatial selective enhancement of neural responses in humans using non-invasive scalp
recording. With a simple linear regression approach, we’ve uncovered information about the
spatial-selectivity of neural response from low-signal-to-noise EEG. The approach proposed
here is fairly generic and should yield further insights into the visual processing of natural
dynamic stimuli.
In Chapter 2, we find that task difficulty modulates stimulus-evoked response to optical
flow. SRC is enhanced with increased game difficulty; however, it was not predictive of
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individual’s performance (i.e. race time). While SRC serves as a useful marker for assessing
engagement, the stimulus-evoked response to optical flow was not a strong indicator of task
performance. In the future, by probing different spatial and temporal dimensions of the
stimulus, it may be possible stimulus features that indicative of an individual’s performance.
Taken together, the findings and methods developed in this research have shed new
insights about visual processing in a dynamic environment. We hope that the work in this thesis
motivates future studies that explore the relationship of neural activity to complex visual
dynamics.
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