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The main objective of this dissertation is to contribute to the understanding of 
nanomechanics in bilayer Si/Ge thin films and graphene. A set of multiscale modeling 
and simulations, using finite element analysis (FEA), material point method (MPM) and 
molecular dynamics (MD) method, have been performed to investigate structural, 
mechanical and growth properties of several different classes of low-dimensional 
nanostructures. By using FEA, we find that epitaxially grown Ge quantum dots on both 
sides of a Si nanoribbon adopt an anticorrelated configuration, in agreement with 
experiment. In addition, the Ge dots, acting as nanostressors, create a periodic strain field 
in the Si nanoribbon, which leads to the formation of a new class of single-element strain 
superlattice as predicted by first-principles electronic structure calculations performed by 
my collaborators. Also using FEA, we have investigated the morphological instability of 
strained thin film grown on curved substrates, revealing the physical origin of an anti-
phase morphology. 
Another accomplishment presented in this dissertation is the understanding of 
experimentally observed wiggling phenomenon in SiGe nanoribbons released on an SOI 
substrate. We build a continuum mechanics model to describe the buckling of the strained 
SiGe nanoribbon and its interaction with the substrate. Our theoretical model provides 
new insights to understanding the existing experimental results as well as useful guidance 
iv 
for future experiments, with broad implications in the fabrication of stretchable 
electronics by strain induced self-assembly. 
We also utilized solid mechanics analyses and MD simulations to study the maximum 
asymmetry in strain induced mechanical instability in graphene, a two-dimensional (2D) 
crystal with the thinnest possible thickness of only one atomic layer. The continuum 
mechanics theory shows perfect agreement with the atomistic MD simulation, even down 
to the scale of a few nanometers.
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With the consistent shrinking of feature size in semiconductor devices, strain has 
been found to be a critical ingredient in the down-scaling of modern devices, which have 
entered the nanometer scale. Therefore, the study of nanomechanics becomes 
increasingly important not only as a means to enhance electrical performance through 
strain engineering, but also with great potential for new application avenues such as in 
strain induced self-assembly and in stretchable electronics. The focus of my dissertation 
research is to study nanomechanics of two-dimensional (2D) nanoscale thin films in two 
materials systems, the SiGe film and graphene (C film); the former is the current choice 
of electronic material and the latter holds potential as the next generation of electronic 
material. The most significant result is to show how the properties, especially mechanical 
properties of nanoscale thin films, will differ from those of macroscopic thick films. 
Below is the outline of this dissertation. 
In Chapter 2, we describe the methodologies used in the multiscale model and 
simulation, including algorithms of finite element analysis (FEA), material point method 
(MPM), and molecular dynamics (MD) method. 
In Chapter 3, we present results of FEA of self-assembly of Ge quantum dots (QDs) 




overlapping strain fields and elastic interactions, the Ge QDs on the two sides of the Si 
nanoribbon/nanomembrane prefer to have an anticorrelated configuration. Furthermore, 
3D FEA calculations show that the Ge QDs prefer to nucleate and grow along the <110> 
crystallographic direction on the (100) surface of thin Si membrane, the most elastic 
compliant direction of Si nanomembrane. These results agree well with the experimental 
observations. Using the QD-induced strain fields inside the Si nanoribbon as inputs, first-
principles calculations (done by collaborators in our group) further show periodically 
strain-modulated band gap and carrier mobility in the Si nanoribbons, which form 
effectively a new class of single-element Si strain superlattice. Also using FEA, we 
studied the strained thin film growth on curved substrate, and found an antiphase 
configuration between the film surface undulation and substrate surface undulation. The 
FAE simulation results agree well with the prediction from continuum mechanics theory.  
In Chapter 4, we build a theoretical model based on continuum mechanics and small 
perturbation theory to explain the wiggling of strained multilayer SiGe nanoribbon and its 
bonding with the Si substrate. A scaling rule is established between the wiggling period 
and surface bonding area. The interfacial bonding energy is estimated by fitting the 
calculated period to the experimental measured ones, and is validated by experimental 
value estimated from fracture mechanics. Our study provides useful guidance for future 
fabrication of self-assembly of wiggling structures using semiconductor nanoribbons and 
nanomembranes. 
In Chapter 5, we investigate the strain induced mechanical instability of graphene, 
comparing the compression induced buckling/rippling instability versus the tension 




the maximum asymmetry in the compression versus tension induced mechanical 
instability, because it represents the thinnest possible thin film with only one atomic layer 
thickness. The continuum mechanics analyses are further confirmed by direct MD 
simulations. A more complicated form of mechanical instability, such as formation of 
graphene nanobubbles induced by misfit strain when graphene is grown on a substrate, is 
also studied using MD. The strain field within the graphene nanobubble will provide 









2.1 Finite element method 
The finite element method (FEM) is a numerical method in solving structures and 
continua when the problem is too complicated to be solved analytically [1]. Typical 
problems that can be solved using this method are stress analysis, heat transfer, fluid flow, 
and mass transport. First developed in the 1940s in the field of structural engineering, 
FEM is used to study solution of stress in continuous solids by Hrennikoff and McHenry 
[2]. With the development of modern computers and efficient algorithms, complicated 
problems with thousands of equations can be solved in a small amount of time.  
The term “finite element” is to distinguish from differential elements in calculus. That 
is why structure is often modeled as a series of finite elements from discretization. 
Mathematically speaking, it is a weighted residual method to solve ordinary differential 
equations (ODE). It solves a total of n equations for n unknowns, formulated in matrix 
form. The residual is defined as following: to solve an ODE A(u)=f(x), where A is a 
differential operator and ˆ( )u x  is an approximated solution,  residual R(x) is thus defined 
ˆ( ) ( ) ( )R x A u f x  . It should be noted that residual is different from error, which is a 




solve an ODE of ' xy e   with boundary condition of y(0)=0, we know the exact solution 
will be ' 1xy e  . If we choose an approximated solution of 2y x , the residual will be 
2 xy e  , while error will be 2 ( 1)xy x e   . 
Since most ODEs do not have analytical solutions due to complicated equations and 
boundary conditions, finding a best approximated solution is very important. There are 
several types of weighted residual method (WRM): collocation method, least square 
method, Galerkin’s method, and finite element method [3]. Ritz method, also known as 
energy method, finds the solution that minimizes the potential of the problem. Ritz 
method is considered a finite element method to compute the eigenvectors and 
eigenvalues of a Hamiltonian system in quantum mechanics. Let R be the residual of an 
approximated solution. All the WRMs above use different ways of measuring residuals:  
1) Collocation method sets certain values at collocation points, i.e., R(xi…n)=0;  
2) Least square method measures the integration of residuals, i.e., it minimizes |R| in 
an overall sense in the domain; 
3) Galerkin’s method converts a continuous differential equation to a discrete 
problem. 
Since finite element is an example of Galerkin’s method, Galerkin’s method will be 
explained in detail. For example, if we want to solve a wire problem with governing ODE 
of "( ) ( ) 0Ty x w x  , where T is the tension in the wire and w(x) is the load applied in y-
direction. Galerkin’s method starts from obtaining the weak form of ODE: first, multiply 






1[ ( ) "( ) ( ) ( )] 0,
L
u x y x u x w x dx
T
   for any u(x)       (2.1.1) 
Eq. (2.1.1) is equivalent of the governing equation in the wire problem. Next, 




1( ) '( ) | '( ) '( ) ( ) ( ) 0
L L
Lu x y x u x y x dx u x w x dx
T
        (2.1.2) 
 




1'( ) '( ) ( ) ( ) ( ) '( ) |
L L
Lu x y x dx u x w x dx u x y x
T
   , ( )u x (meaning for any u(x))  (2.1.3) 
 
The reason Eq. (2.1.3) is called weak formulation is that it has weaker differentiability 
than the strong form "( ) ( ) 0Ty x w x  . If we use a weight function of 
0




u x x 

 , 
where j are the unknown constants and ( )j x are the basis function. Insert this weight 
function into Eq. (2.1.3). The equation will become 
 









K x x dx   , {f} is the force matrix with 
0
1 ( ) ( )
L
i if x w x dxT
  , and {A} is the unknown matrix. Since [K] matrix can be calculated 
using given basis functions and {f} matrix can be obtained by basis function and load 
function, unknown constants can be solved in Eq. (2.1.4). 
By using the weak formulation, the continuity requirements by the original ODE can 
be weakened. Take wire problem ( "( ) ( ) 0Ty x w x  ) as an example. The original ODE 
(in strong formulation) requires the solution be continuous in the first derivative (y’(x)), 
while the weak formulation (Eq. (2.1.3)) only requires y(x) to be continuous. This allows 
us to find piecewise linear solutions, which is the main advantage of FEM. Therefore, 
FEM is a unique kind of Galerkin’s method, where a simple basis function of  
 
 ( ) , ( ) 1i j ij ix with x      (2.1.5) 
 
which is an interpolation function. Hence, the unknown coefficients Ak can be written as 
nodal values (displacement) yk. A great advantage of the piecewise linear basis functions 
is that they have compact support, which means they are nonzero over only a portion of 
the domain, as can be seen in Eq. (2.1.5). Other basis functions have global support, 
which means nonzero over the whole domain. Compact support allows the integral in the 















  , where e represents the domain of each element. 
In conclusion, FEM discretizes the whole domain into smaller domains with piece-
wise linear basis functions and uses matrix form [ ]{ } { }K A f  to solve unknowns in {A} 
matrix. The more domains discretized, the more accurate the solution is. [K] can be quite 
large if many domains are discretized, making inverting it difficult and time-consuming. 
However, by taking advantage of piece-wise linear shape function (or piece-wise 
polynomial shape function for high-order element), most of the entries in [K] are zero. In 
addition, [K] is very symmetric and positive definite. Therefore, it can be solved using 
efficient techniques, such as conjugate gradient method.  
In our particular problem of Si/Ge bilayer structure, thermal stress is used. The misfit 
strain in Si/Ge bilayer structure is due to the misfit strain of the Si and Ge lattices. To 
interpret the misfit strain in finite element analysis, we consider a composite of two 
materials with different coefficient of thermal expansion.  The governing equation is 
described as: 
 
       0E     (2.1.6) 
 
where {0} is the thermal stress. Since the thickness of the materials system in our study 
is very thin (~nm) comparing to the length and width (~m-mm), we use plane stress 




2.2 Material point method 
The material point method (MPM) is a particle method in solving computation fluid 
mechanics and solid mechanics problems. Considered as an extension from particle-in-
cell (PIC) in fluid dynamics [4], MPM allows Lagrangian mass points to move through 
an Eulerian background mesh. In describing motion (kinematics in fluid mechanics), 
Lagrangian and Eulerian methods use different approaches: Lagrangian method traces 
trajectories of particles, i.e., at each time step, each particle’s position (ui(t)) is recorded; 
Eulerian method specifies the field, i.e., at each time step, field (such as velocity field 
vi(u1, u2, u3, t)) at specific position. The two methods are related by differential equation 
of the trajectory: ( , )i i i
du v u t
dt
 . The Eulerian background mesh, which provides a spatial 
gradient and restores itself at the end of each time step, serves as a computational scratch 
pad and is convected with material points over time during deformations. [5]  
Even though FEM has been successfully developed to solve a wide range of solid 
mechanics problems, it still has limitations, such as generating complex three-
dimensional objects and need for remeshing because of mesh distortion due to large 
deformations. By taking advantage of Lagrangian and Eulerian method, MPM avoids 
Eulerian diffusion problem and mesh entanglement problem for fully Lagrangian method 
when treating large deformation. Furthermore, by using a particle method, MPM is more 
capable when treating crack propagation, history-dependent problems, and contact 
problems. However, MPM is more computationally expensive than FEM as it carries 
both mesh and particle data, and the mesh reinitialization at the end of each time step 




The governing equations for solid mechanics are described as [5]: 
Equation of motion:  
 
 , int,g g ext g gM a F F   (2.2.1) 
Constitutive model between stress and strain: 
  
 T   (2.2.2) 
 
Relationship between strain rate and velocity gradient: 
 
 1 ( ( ) )
2
Tv v      (2.2.3) 
 
 Different time integration methods are applied in MPM, and the algorithm [5] of 
MPM with explicit time integration is described here. In solving solid mechanics 
problems, MPM first discretizes solid body into material points, representing small 
volumes of material, and then the material points are projected to FEM-styled (Eulerian) 
grid. By interpolating material point onto the computational grid, the mass matrix Mg is 
formed. Each material point carries information, such as position xp, mass mp, velocity vp, 
and external force Fext,p . For each grid node, its field information is obtained from 




to the one in FEM), the mass matrix for the ith grid node is written as:  
 
 i ip p
p
M S m  (2.2.4) 
The grid node velocity is calculated by interpolating the momentum of surrounding 














External forces for the ith node are interpolated in the same manner: 
 
 , ,ext i ip ext p
p
F S F  (2.2.6) 
 
The particle velocity gradient is 
 
 p ip i
p
v S v    (2.2.7) 
 
Stress p is then evaluated at each particle by using constitutive model. Next, internal 





 int,i ip p p
p
F G v  (2.2.8) 
Since external and internal forces for each material point have been obtained, for each 
time step, equation of motion can be solved by using Eq. (2.2.1) to obtain acceleration. 
The grid velocity is updated: 
 
 Lg g gv v a dt   (2.2.9) 
 
The information is also updated on each material point by using the shape function Sip: 
 
 ( ) ( )p p ip i
i
v t dt v t S a dt    (2.2.10) 
 ( ) ( ) Lp p ip i
i
x t dt x t S v dt    (2.2.11) 
 
This completes one time step of the calculation. After the end of each time, the deformed 
grid is reset to its undeformed configuration since positions of grid nodes are never 
updated.  
 
2.3 Molecular dynamics simulation with empirical potential 
Molecular Dynamics (MD), which simulates physical movements of atoms and 




developed in the 1950s [7] and 1960s [8] in the field of theoretical physics. It is a 
multidisciplinary method involving mathematics, physics and chemistry. As a method of 
solving many-body problems, MD requires a way to describe how particles (atoms or 
molecules) interact with each other, namely, potential function, also known as force field 
in chemistry and biology. The empirical potentials are obtained by fitting against detailed 
electronic-structure calculations (first-principle calculations) or experimental data of 
physical properties such as elastic constants, lattice parameters and spectroscopic 
measurements.  
A simple pair potential, such as Lenard-Jones Potential 
12 6
( ) 4U r
r r
                
, 
calculates the sum of energy contributions from pairs of atoms. However, pair potentials 
cannot always be accurate in describing the force field of many-body problems since 
dependency between the variables cannot in general be expressed using only pairwise 
products of the degrees of freedom. Therefore many-body potentials are developed. 
When treating many-body problems, where three or more particles interact with each 
other, the potential energy cannot be found by summing pairs of atoms. Being successful 
in treating carbon, silicon, and germanium, Tersoff potential [9,10], a many-body 
potential, has been used in my study of graphene mechanical properties. Tersoff potential 
is a kind of bond order potential, which considers that the strength of a chemical bond 
depends on the bonding environment, including number of bonds, bond angle and bond 






2i iji i j
E E V

    (2.3.1) 
 ( )[ ( ) ( )]ij C ij ij R ij ij A ijV f r a f r b f r   (2.3.2) 
 
where Ei and Vij indicate the site energy and bonding energy, respectively. As a function 
of the atomic distance rij, fR, fA, and fc represent the repulsive pair potential, attractive pair 
potential, and cutoff function limiting the range of the potential in order to be 
computationally efficient. bij reflects the bond order feature of this potential, while aij 
only consists range-limiting terms. The functions above are written in the following 
detailed forms: 
 
 ( ) exp( )R ij ij ij ijf r A r   (2.3.3) 
 ( ) exp( )A ij ij ij ijf r B r    (2.3.4) 
 
1,
( ) 1/ 2 1/ 2cos[ ( ) / ( )],
0,
ij ij
C ij ij ij ij ij ij ij
ij ij
r R
f r r R S R R r S
r S






2 2 2 2 2
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( ) 1 / / [ ( cos ) ]
i i in n n
ij ij i ij
ij C ik ijk ik
k i j
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b
f r g
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Subscript ij means types of pair atoms, such as Si, Ge and C, and interaction between 
different atoms are defined as: 
 
 
1/2 1/2 1/2 1/2
( ) / 2, ( ) / 2,
( ) , ( ) , ( ) , ( )
ij i j ij i j
ij i j ij i j ij i j ij i jA A A B B B R R R S S S
        
     (2.3.7) 
These parameters are defined in [9,10]. Since my study focuses on graphene, parameters 
of C are used: A=1.3936103 eV, B=3.467103 eV, =3.4879 Å-1, =2.2119 Å-1, 
=1.572410-7, n=7.275110-1, c=3.8104, d=4.384, h=-5.705810-1, R=1.8 Å, S=2.1 Å. 
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CHAPTER 3  
 
 FINITE ELEMENT ANALYSIS OF STRAINED SI SUPERLATTICE WITH 
DOUBLE SIDED NANOSTRESSOR AND MISFIT STRAIN INDUCED 
GROWTH INSTABILITY ON CURVED SUBSTRATE 
 
3.1 Introduction 
The self-assembled growth process has been widely used for fabricating 
nanostructures, such as of quantum dots (QDs), which are desirable for applications in 
nanoelectronic and optoelectronic devices [1-6]. The strain induced self-assembly of QDs 
is based on the formation of coherent nanoscale structures confined in three spatial 
directions in strained thin films, via Stranski-Krastanov heteroepitaxial growth mode [7, 
8]. The strain induced self-assembly of QDs grown on normal substrate has been studied 
extensively [9-19]. In order to improve spatial ordering and size uniformity of QDs, 
several groups have studied self-assembly of QDs grown on patterned substrate [11-13], 
as well as in multilayer films [20]. In these previous studies, the interaction between the 
strained islands (i.e., QDs) provides a means of stress relaxation in the film, and the 
islands which interact with each other are within the same layer and only above the 
substrate [21].  
The mechanical response can be fundamentally different in ultrathin membranes from 




membrane takes advantage of this interaction and can therefore form small regions of 
high local strain. Recent experiment [23] shows the Ge QDs can also interact with their 
counterparts on the other side of the Si substrate when the substrate is thin enough, as can 
be seen in Fig. 3.1 (a), (b) and (c). This mechanism can also be functional in other strain 
mediated growth semiconductor systems such as the GaAs/InGaAs system. However, 
current understanding of the strain interaction based on elastic theory cannot explain such 
a phenomenon. Our Finite Element analysis gives an explanation to the newly discovered 
anticorrelation phenomenon. 
We have recently found that when the Si membrane is thin enough, it is possible for 
the Ge QDs, pyramid shaped with {105} facets [9], to interact with Ge QDs on the other 
side of the Si membrane. Recent experiments have made completely free-standing or 
partially attached Si nanomembranes, which is then lithographically patterned into free-
standing ribbons and deposit Ge/SiGe on both sides of the Si nanoribbons, with a few 
nanometers thick and tens of micrometers long or longer, detailed experimental 
procedure is demonstrated in Fig. 3.2. Ritz et al. [23] found that Ge QDs on both sides of 
the Si nanoribbon surfaces assemble in highly ordered square lattices, which are shifted 
relative to each other. The rows of QDs in this ordered lattice are aligned with the <100>, 
which is the elastically “soft” crystallographic directions of Si on both sides of the ribbon, 
with the Ge QDs on opposing surfaces offset in the <110> direction. We call this 
phenomenon the anticorrelation effect. 
Although the SEM images (Fig. 3.1) have already shown QDs with offset on opposite 
sides of a membrane, the physical origin is not yet understood. Simulation methods, such 

















Fig. 3.1 (continued), (b) top view [23], (c) Angled SEM image illustrating contrast 









Fig. 3.2 Illustrative model of fabricating Si superlattice with double sided Ge QDs. (a) 
Initial configuration; (b) After E-beam lithography and reactive ion etching; (c) After 





system, but they are not applicable in studying such an anticorrelation phenomenon due 
to the size limit of the computation. We introduce the linear elasticity theory and Finite 
Element Analysis (FEA) in studying the anticorrelation phenomenon [22]. 
 
3.2 Two-dimensional FEA model 
We perform 2D FEA using NairnFEAMPM software [22, 27]. The FEA uses eight-
noded quadrilateral elements and provides 2D plane stress analysis. We also apply 
periodic strain field boundary condition in our calculation. The two-dimensional FEA 
model consists of Ge huts, with {105} facets in coherent with the Si (001) substrate, and 
with height (H) of 8nm and base width (D) of 80nm, and Si membrane, with thickness 
25nm. The periodic boundary length (L), which is defined as the distance between Ge 
huts on both sides of Si membrane, is 140nm. The 2D FEA model is shown in Fig. 3.3. 
The mechanical properties, including the Young’s modulus (E), Poisson’s ratio (ν), and 
the thermal expansion coefficient (α), are the same as previous results [28]. Note that 
thermal expansion coefficients are arbitrary values. The simulation temperature is chosen 
to be 10000K to fit the 4% misfit strain.   
The feature of periodic boundary condition in FEA is realized by using multipoint 
constraint, which imposes a relationship between multiple d.o.f (degree of freedom): first, 
apply a displacement jump between nodes on the left and right boundary, 
 










Fig. 3.3 Illustration of the 2D FEA model: with Ge huts (8-nm height and 80-nm wide) 
on each side of Si substrate (25-nm height). The periodic length for the simulation is 
140nm. d indicates the displacement between the Ge huts on top and below the Si 




where uLi and uRi  are the displacements of left boundary and right boundary, and ui ,vi 







according to Eq. (3.1). To make sure Li  Ri , which is defined as periodic strain field 
boundary condition, uix  must be zero. Then apply constraints where the periodic 
boundary condition is applied in x-direction: 
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where a and b are solved to be: 
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From the FEA results in Fig. 3.4, we can see the most energetically favorable 
configuration is the one with anticorrelated mirror configuration. The physical origin for 










































Fig. 3.4 Strain energy versus distance between upper and lower huts in horizontal 






domain pattern (from the stress contour in Fig. 3.4), while stress is highly concentrated in 
the correlated structure (d=0, d=L).  
Although the most energetically favorable state is where the lower Ge dots have 
exactly the distance of L/2 from their counterpart on the other side, the energy difference 
is becoming smaller when the distance is approaching L/2. Will the energy difference be  
significant in deciding where Ge dots are deposited? Our strain analysis shows that when 
the Ge coverage is low, there is no significant difference in strain as the distance is 
increasing, as long as the Ge dots are certain distance apart from the mirrored dots on the 
other side, seen in Fig. 3.5.  From Fig. 3.5, we can also see that the region right beneath 
Ge QDs is the most compressed region, while the region beneath the corners of Ge QDs 
is the most stretched region, where Ge QDs prefer to grow due to the fact that Ge has a 
larger lattice constant than Si. 
Because strain can affect electronic properties of semiconductors, this anticorrelated 
structure with high local strains can have some interesting electronic performances. By 
incorporating first-principles study [29], we find that the mobility and band gap in the Si 
superlattice can be altered. Fig. 3.6 and Fig. 3.7 show the hole mobility and band gap 
contour plot in the 25 nm thick Si thin membrane with double nanostressors (Ge QDs). 
 
3.3 Three-dimensional FEA model 
Since Si and Ge are highly anisotropic [30], more accurate results can only be 
obtained from 3D analysis, even though 2D analysis can provide physical insight to some 
degree, such as explaining the anticorrelation phenomenon and scaling between dots on 



























Fig. 3.5 Strain profile on the bottom of Si membrane with different periodic lengths; 






Fig. 3.6 The hole mobility variation in a 25-nm thick Si membrane strained by Ge islands 
nanostressors on both sides of the membrane. (a) Cross section of the strain distribution 
in the Si membrane and Ge islands and (b) cross-section modulation map of the hole 






Fig. 3.7 The band gap variation in a 25-nm thick Si membrane strained by Ge islands 




Three-dimensional Finite Element Analysis is performed using ANSYS. The 
geometry is similar to the one in the 2D model, Ge with {105} facets in coherent with the 
(100) substrate, and base width (D) of 80nm and height (H) of 8nm, aligned along the  
<100> crystallographic direction on Si membrane, which has thickness of 10nm. We use 
the anisotropic Si and Ge mechanical properties [30], shown in Eq. (3.5) and (3.6),  as 
well as the symmetry  boundary condition in our 3D Finite Element calculation. The 











          
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   (3.6) 
 
Since Si has a 4% less lattice constant (5.43 Å) than Ge (5.65 Å), the more it gets 
stretched, the more favorable it is for the Ge to deposit and grow on it. The change of 
differential area can be described in Eq. (3.7) for small strain system:  
 
 ( )S Lx Ly x yd       (3.7) 
 
Therefore, we can use ( )x y   to describe how the area gets stretched, hence to 
determine the preferred sites for Ge QDs to grow. We plot the ( )x y   on the bottom of 
Si membrane (100) surface, over which a Ge hut grows on the other side in Fig. 3.9. As 
can be seen from Fig. 3.9, the minimum strain (compressed) is where the center of Ge hut 
in the opposing surface of Si, while the maximum strain (stretched) has an offset in the 
<110> direction, which means the Ge QDs will be more favorably growing along the 
<110> direction. Comparing to the 2D FEA results (Fig.3.7), which only gives 
information on a line (along <100>), the 3D FEA results not only give the 2D 
information on the bottom of Si membrane, but also predict the preferred direction 
(<110>) of Ge QD growth, which is consistent with the experimental results [24] and 






Fig. 3.9 Strain (in percentage) distribution at the bottom of Si nanomembrane with one 




3.4 Misfit strain induced growth instability on curved substrate 
 
The study of morphological instability of strain thin film has drawn a lot of attention 
due to scientific importance as well as the potential technological application. As we 
discussed in the previous section, strain induced self-assembly provides an attractive way 
of fabricating nanostructures such as quantum dots. However, when grown on a flat 
substrate, the self-assembled nanostructures are in general not yet uniform enough to be 
used in practical applications. Recent efforts have been made to combine the strain 
induced self-assembly with surface patterning in an effort to further improve the size 
uniformity and spatial ordering of nanostructures [32-36]. Therefore, a fundamental 
understanding of morphological instability of strained film grown on a patterned or 
curved substrate is highly desirable. 
We first use analytical method [37] to determine the stress distribution in the strained 
thin film on curved substrate, as shown in the schematic plot in Fig. 3.10. The stress in 
the x-direction on the film surface can be calculated to the first order as:  
 
  2 sin( ) 2 sin( )sk txx f f f s s sA k k x A k e k x        , (3.8) 
 
where the symbols for geometric parameters are shown in Fig. 3.10, and  is the nominal 
biaxial stress in the film [37]. The first two terms in Eq. (3.8) are the stresses on a flat 
substrate, and the third term is the stress due to the curved substrate. The stress in y- 
direction is negligible since it is much smaller than the stress in x-direction. Note the sign 
difference of the second and third terms in Eq. (3.8), which can be understood by 











second term versus the case with a flat film surface on a wavy substrate giving rise to the 
third term.  In the former (latter) case, the local film volume is increased (decreased) in 
the peak region of the film (substrate) surface undulation but decreased (increased) in the 
valley region so that the normal compressive surface stress is relaxed (enhanced) in the 
peak region but enhanced  (relaxed) in the valley region.  
The strain energy density along the top surface along the top surface can be calculated 
as: 
 
 0( ) [1 4 sin( ) 4 sin( )s
k t
f f f s s sw x w A k k x A k e k x     , (3.9) 
 
where 20 (1 ) / 4w E   ,  is the Poisson’s ratio and E is the Young’s modulus. Strain 
energy is minimized using variational approach and taking the variation with respect to 
the film undulation: 
 
 ( ) sin( )f
f
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Integrating Eq. (3.10) over the whole domain and averaging it to one wave period,  
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The second term in Eq. (3.11) will vanish for the commensurate and incommensurate 
cases [37].  
For the commensurate case, where kf=ks=k, the strain energy variation per wave 
period can be calculated as: 
 
 200 2 [ 2 cos ]
fA kt
f f f s
f
UU dA w A A A e
A
  
     , (3.12) 
 
where the first term indicates the strain relaxation energy on a flat substrate, and the 
second term reveals the interaction between buried substrate surface and the undulated 
film surface. Eq. (3.12) shows that for / 2 / 2     , the strain energy on a wavy 
substrate is higher than  the one on the flat substrate, having a maximum energy at 0  , 
i.e. the in-phase configuration; for / 2 3 / 2    , it has a smaller strain energy than 
the flat substrate case, having a minimum energy at   , i.e., the antiphase 
configuration. 
To confirm the analytical derivation, we perform a finite element calculation using 
the similar approach discussed in Section 3.2. From Fig. 3.11, we can see that the results 
based on finite element calculation follows perfectly with the analytical results in Eq. 
(3.12). The FEA also provides hints on the physical origin of strain energy variation. 
From the insets in Fig. 3.11, we can see the stress distribution inside the waved film. At 
the in-phase configuration (the left inset), the stress in the film is rather uniform because 
of the uniform film thickness, so the film is uniformly stressed without much relaxation. 






Fig. 3.11 The strain energy E as a function of phase shift obtained from FEA calculations. 
The energy on a flat substrate is set as the reference energy (E=0). The red dashed line is 
a fit using a cos function to the calculated data squares. The insets show the stress 





into a stress-domain pattern caused by the largest film thickness variation with alternating 
tensile and compressive domains in the valley region of the substrate (the thick film 
region) and in the peak region of the substrate (the thin film region), respectively.  
Consequently, the antiphase configuration has the minimum strain energy through the 
formation of stress domains as an effective mechanism for strain relaxation [38]. 
 
3.5 Summary 
In conclusion, we present 2D and 3D Finite Element analysis on the self-assembly of 
the Ge QDs on both side of the Si nanoribbon and nanomembrane. We demonstrate that 
Ge QDs adopt an anticorrelated configuration to minimize the strain energy by reducing 
the repulsive elastic interaction between the QDs mediated through the Si nanoribbon and 
nanomembrane. Ge QDs prefer to nucleate and grow along the <110> crystallographic 
direction on one side of the (100) surface of Si nanomembrane, with offset of Ge QDs 
aligned along the <100> direction on the other side of the Si membrane. FEA shows the 
physical origin of the anticorrelation phenomenon is due to the strain relaxation by 
forming stress-domain structure. Similar mechanism applies to the antiphase structure 
found in the FEA calculation of strained thin film grown on waved substrate. 
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CHAPTER 4  
 
CONTINUUM MECHANICS STUDY OF SIGE NANOMEMBRANE              
WITH ITS INTERACTION WITH SUBSTRATE 
 
4.1 Introduction 
Electronic devices fabricated on conventional substrate have been widely used in 
various applications, such as computing, display and photovoltaics. Recently, effort has 
been devoted to develop stretchable electronics formed on unconventional substrates. 
Semiconductor materials with good stretchability have drawn much recent attention due 
to their potential applications in stretchable electronics, especially in large-area electronic 
displays, sensors and actuators, and optics.[1-11] These structures have been fabricated 
by vacuum evaporation, photolithographic patterning and mechanical cutting.[1,2,10] For 
example, stretchable wavy structures in ribbons can be fabricated by bonding patterned 
ribbons to prestrained elastomeric substrate and then releasing the prestrain.[4-8] Due to 
strain relaxation in these wavy structures, full stretchability can be realized and fracture 
limits (~1%) can be exceeded at the circuit level.[4] High performance stretchable 
electronics can be achieved by integrating such stretchable structures into circuits. 
One way to fabricate stretchable electronics is to prestrain semiconductor thin films 
by using elastomeric substrate, such as polydimethylsiloxane (PDMS), and by releasing 




example, the prestrained elastomeric substrate is not reusable and it cannot be directly 
implanted into the integrated circuits. Furthermore, periodic patterns of the wavy 
electronics are defined by interfacial activated sites with chemical bonding. Therefore, 
fabricating self-assembled stretchable structures on electronics-compatible substrate will 
not only save the additional material as a source of prestraining, but also reduce the effort 
of defining bonding sites to form desired morphology. It has been shown that self-
assembled growth of SiGe nanostructures (such as nanowires) on Si substrate offers such 
possibility. In this case, the source of prestrain for buckling is from misfit strain between 
Si and Ge. However, the interaction between the SiGe nanostructure and Si substrate is 
not fully understood. Therefore, we quantitatively studied the strechability and the effect 
of surface bonding of SiGe nanoribbon on Si substrate by using continuum mechanics 
model [12]. 
 
4.2 Experimental procedures for fabricating SiGe wiggler 
A recent experiment reveals the wiggling phenomenon of SiGe nanoribbon Hall-bar 
structure bonded to Si substrate [12], shown in the SEM image in Fig. 4.1. The structure 
is fabricated via the following process: first the sample is prepared by epitaxial growth of 
sandwich structure consisting of Si, and SiGe thin films, illustrated in Fig. 4.2. The mesa 
is then defined by lithography and dry etching. The ohmic contacts are created by 
depositing 10 nm of Au, followed by 4 nm of Sb, then 95 nm of Au. The sample is 







Fig. 4.1 SEM image of wiggled SiGe Hall-bar structure, with undulation width (l) and 










from the fabrication process, no bonding sites are predefined and the wiggler is bonded 
back to the Si substrate through self-assembling. Further investigation and measurement 
of the SEM image reveals the periodic pattern of this structure, with some area bonded 
back to the Si substrate and some area undulated. It can be seen from Fig. 4.3 that 
undulation l varies from 10 µm to 30 µm, and wavelength L varies from 20 µm to 200 
µm, with the most probable l and L of 18 µm and 30 µm respectively, which gives the 
optimal l/L ratio to be 0.60. This ratio will later be used as a parameter in our continuum 
mechanics model.  
 
4.3 Results and discussion 
 
4.3.1 Linear stability analysis of freestanding beam based on  
continuum mechanics and perturbation theory 
 
To understand the origin of the wiggling phenomenon and determine its characteristic 
properties, such as periodic pattern of buckled and bonded region and its length scale, we 
perform a linear stability analysis based on a continuum mechanics beam model and 
perturbation theory [12]. First, from the construction of the material system, we can 
conclude there is a compressive residual strain (-0) inside the SiGe nanoribbon. This 
residual strain is due to lattice mismatch between Si and Ge as the nanoribbon is initially 
grown and patterned on Si substrate, and its value depends on the material components as 
shown in Fig. 4.2. Upon releasing the nanoribbon by etching off the SiO2 sacrificial layer 
(see the experimental procedure in section 4.2), the beam is expected to undergo a 
buckling process to relax strain. If the beam were freestanding without bonding to the 
substrate, the buckling would result in a sinusoidal undulation, as shown in Fig. 4.4 (a). 
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 ( ) cos(2 / )u x A x L , (4.1) 
 
where A and L are the magnitude the and wavelength of the undulation, respectively, as 
can be seen in Fig. 4.4 (b).  
For small perturbation, strain along the wire can be written as (detailed derivation in 
Section 5.3.2):  
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In this one-dimensional model, the strain relaxation energy in one wave period of the 
beam can be calculated as:  
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where E, W, and h are elastic modulus, width and thickness of the nanoribbon, 
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Fig. 4.4 Schematic models: (a) nanoribbon under compressive strain; (b) free standing 
nanoribbon undulation induced by compressive strain; (c) undulation with interaction of 








U E V   , (4.5) 
 
where V=W*L*h is the volume of the nanoribbon per period. Comparing to the unrelaxed 
strain energy of 201/ 2E V without buckling, undulation relaxes the strain energy by 
59%. Assuming the undulation to be constant for small perturbation, the larger the 
residual strain is, the shorter the wavelength will be. 
  
4.3.2 Linear stability analysis of beam bonded on the substrate 
If interaction of nanoribbon with substrate is taken into account, one more energy 
term other strain relaxation energy needs to be considered: interfacial bonding energy. In 
our model, we consider the interfacial bonding energy to be linearly proportional to the 
bonding area: 
  
 'bond bE E Wl , (4.6) 
 
where Eb is defined as the bonding energy coefficient, Wl’ is the area that is bonded to the 
substrate. We can see one that more variable, l’, bonded length in the x-direction, is 
brought into the model. To determine the optimal structure with buckled regions and 




simplicity, we assume the nanoribbon bonds with substrate at the optimal length L in Eq. 
(4.4). Upon bonding, the optimal buckled structure in Fig. 4.4 (b), is squeezed into a 
smaller range of length l, as shown in Fig. 4.4 (c). For simplicity, we also assume the 
bonded back region to be perfectly flat, and the buckled region has the same amplitude as 
the freestanding case:  
 
 ( ) cos(2 / ) , ( / 2, / 2)u x A x l A x l l     (4.7) 
 
The exact functional form of the wiggler is unknown, but using a different functional 
form, such as Gaussian function, will not qualitatively change the results.  
The next question is whether the bonded back region has a perfect bonding with the 
substrate, in other words, is it fully relaxed or fully strained? It has been found in 
experiments that the bonded region can be completely relaxed, completely unrelaxed, or 
partially relaxed due to interface perfectness [11, 13, 14]. Therefore, we study two 
extreme cases of bonding, fully relaxed and fully strained.  
In the first case, if the bonded region is completely unrelaxed, i.e., fully strained, due 
to perfect bonding, the change of energy of the whole beam within the original 
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The total energy in this case can be considered as the sum of strain energy, in which 
strain evenly distributed across the buckled region and bonded-back region, and bonding 
energy, which is linearly proportional to the area in the flat bonded-back region. 
Minimizing UTotal with respect to l at given L we obtain 
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      , (4.9) 
 
where we introduce parameter 20 * / (2 )bE h E  , the ratio of strain energy over 
bonding energy per interfacial area between SiGe nanoribbon and Si substrate.  
Because considerable strain relaxation is found in the bonded region [13], we 
investigate the second extreme case, where bonded-back region is considered as 
completely relaxed, i.e., no strain exists in this region.  Since there is no strain relaxation 
in the bonded region, the residual strain is concentrated in the buckled region:  
 
 *0 0( / )L l  . (4.10) 
 
Furthermore, the bonding factor E b can also be different for the two cases, and the 
bonding factor of the completely relaxed case should be smaller than the completely 
unrelaxed case:  
 





To determine which of the two cases discussed above is more favorable, we calculate the 
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Calculating Eq. (4.12) using the experimental data, we obtain if 0≤<0.82, the 
completely unrelaxed case is energetically more stable due to smaller total energy, while 
the completely relaxed structure is more stable if 0.82≤≤1. Depending on the value of , 
which can vary on different parts of the interface due to unevenness, the real case of 
bonding should be described partially relaxed and partially unrelaxed.  
We plot the strain energy, bonding energy, and total energy as a function of (l/L) in 
Fig. 4.5. As l/L increases, the strain energy decreases in a power law and the bonding 
energy increases linearly, giving rise to a total energy minimum at the value of (l/L) as 
given in Eq. (4.9). In Fig. 4.6, we plot the optimal (l/L) as a function of . As  
approaches zero, i.e., the bonding energy dominating over the strain energy, l goes to 
zero, so that the whole beam tends to bond with the substrate. As  approaches infinity, 
i.e., the strain energy dominating over the bonding energy, then l goes to L, so that the 
beam behaves like a freestanding one without substrate. In the experiments (see Fig. 4.1), 
it was also seen that the period L is larger for wider nanoribbon sections. This might be 
qualitatively understood with our simple beam-model analysis although it was done with 


































Fig. 4.5 Total energy, strain energy, and surface bonding energy of the wiggled 






















larger surface bonding energy than the narrower regions, then the parameter  will be 
smaller in the wider regions which will in turn gives a smaller ratio of (l/L) as shown in 
Fig. 4.6. Now, if we assume the range of the wiggler l to be about the same as shown in 
Fig. 4.1, then the period of L will be larger in the wider regions of ribbons.  
We can conclude that the wiggler dimension (l/L) depends on ratio of the two 
competing energies: strain energy and bonding energy as shown in Eq. (4.9).  
Furthermore, from Eq. (4.9), we can estimate the unknown bonding factor Eb by using the 
experimentally observed dimension (l/L), Young’s modulus and thickness of the sample. 
l/L is found to be 0.6 as discussed in section 4.2, and the ratio ( ) of strain energy over 
bonding energy is calculated to 0.23 by using this dimension. The strain energy 2/2mE  
of unrelaxed Si0.8Ge0.2 per unit volume is 5.07 MPa by using Si0.8Ge0.2’s Young’s 
modulus of 158.34 GPa, and residual misfit strain of 0.8% according to Vegard’s law. 
Then, the bonding energy per unit area for (100) plane is 22 /67.2)2/( mJhEE mb   . 
Here, Eb can also be interpreted as the interface energy between “bonded” SiGe 
nanoribbon and Si substrate. The interface energy is the increased energy when two 
interfaces are created. In our model, the bonding energy, which can be considered as the 
counterpart of interfacial energy, is the decreased energy when two interfaces are bonded 
together. That is why in our model, shown in Eq. (4.8), bonding energy always has a 
negative sign.  
In fracture mechanics, Irwin’s theory [16] states that the energy in crack growth 
contains two parts: one is the stored elastic strain energy, which is released as a crack 
grows and is therefore the thermodynamic driving force for fracture; the other one is the 




therefore the thermodynamic resistance force for fracture. The dissipated energy can be 
written as: 
 
 2 pG G  , (4.13) 
 
where γ is the surface energy (i.e., interface energy in our previous discussion) and Gp is 
the plastic dissipation per unit area of crack growth. Since Si is a brittle material, where 
the plastic dissipation Gp part in Eq. (4.13) can considered as zero, the Griffith energy G 
(in the unit of J/m2) can be calculated as 2γ, energy for creating two interfaces. There 
have been considerable studies of Griffith’s energy in literature, both in experimental 
measurement and in theoretical simulation. Therefore, it provides us a way to validate our 
model. Our model is a one-dimensional isotropic simplification in Si’s (100) surface and 
the parameters in our model are based on experimental measurement, therefore using 
experimental data in this particular surface will be ideal to validate this model. In Cook’s 
experimental study, the fracture resistance 2γ is found to be 4.3 J/m2 along the Si (100) 
plane, and the corresponding surface energy therefore is 2.15 J/m2, which is quite close to 
our estimated value of 2.67 J/m2. Given the simplicity of our analysis, this level of 
agreement between our analytical estimation and experimental results is rather 
satisfactory.  
4.4 Summary 
In summary, we developed a model based on continuum mechanics to explain the 




substrate. We believe such wiggling is related to the competition between the strain 
energy and the interfacial bonding energy. Through continuum linear stability analysis, a 
scaling rule is established between the wiggling period and surface bonding area. The 
bonding coefficient is estimated by applying our model to fit the experimentally 
measured wiggler dimensions and is validated by experimental results in fracture 
mechanics. Our study provides useful guidance for future fabrication of controllable 
wiggling structures in self-assembled semiconductor nanoribbons and nanomembranes. 
Such structures may be used as optical phase gratings or integrated into circuits for high 
performance stretchable electronics. 
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CHAPTER 5  
 
MAXIMUM ASYMMETRY IN STRAIN INDUCED MECHANICAL 




Graphene, a perfect 2D crystal with single-layer C atoms that are sp2 bonded in a 
honeycomb lattice, has attracted great interest due to its extraordinary mechanical 
properties [1-3] and promising electronic properties [4].  Even though previously 
considered to be thermodynamically unstable, monolayer graphene was first discovered 
by micromechanical cleavage of bulk graphite [5-7]. Other approaches of fabricating 
multilayer or single-layer graphene, such as chemical vapor deposition and thermal 
decomposition, are also developed. Graphene patterns, such as graphene nanoribbons 
(GNR), can be defined by photolithography [8] and chemical treatment [9].  The concept 
of strain engineering has been proposed to change the electrical properties of graphene 
and graphene nanopatterns [10], suggesting the all-graphene electronics a future 
possibility. 
Strain has been demonstrated to modulate the electronic properties of armchair GNRs 




band gap of GNRs, a periodic dependence of gap on strain is shown, and the effect of 
strain on band gap is independent of the sign of strain. However, these theoretical studies 
are based on the assumption that the flat graphene and GNRs remain stable under the 
applied strain. Such an assumption can be rather unrealistic, as indicated by the recent 
experiments [16-17] which showed rippling phenomenon of graphene as a result of 
thermal induced strain. Since the out-of-plane undulation may make the flat-graphene 
strain theories invalid, it is important to understand the mechanical instability of graphene 
against out-of-plane undulation induced by strain, especially the role played by the sign 
of strain, compression versus tension. 
We may ask the general question of how the mechanical instability of a thin film will 
be dependent on the sign of strain, i.e., compression versus tension. We will first answer 
this question analytically. Tension will eventually cause the film to break, creating two 
fracture surfaces. The amount of strain energy should exceed the energy of the two 
surfaces for fracture to happen, i.e., 1/2A*L*E*(crt)2  2A*. Therefore, the critical 
tensional strain for fracture is (~ 2 / EL ), which does not depend on the film thickness. 
In contrast, compression may cause two types of instability: fracture and buckling. For 
fracture, the critical compressive strain is comparable to the critical tensional strain since 
both create two fracture surfaces. For buckling, however, it is quite different. The 
buckling occurs due to a competition between bending energy of ½*B*2*A and 
stretching energy of ½*E*t*crc*y2*A, and because B~t3, the critical compressive strain 
for buckling is crc~t2, which shows a strong dependence on the film thickness. This 
implies a high asymmetry of strain induced instability in compression versus tensile, as 











instability and its dependence on the film thickness. If the film is thick, towards the bulk 
limit, then the critical strain is the same for both compression and tension, which is 
defined solely by the thin film surface energy. If the film is thin, under compression it 
will buckle first before fracturing, and then the critical strain for the two instability modes 
can differ significantly, depending on the film thickness. 
 
5.2 Derivation of the strain energy of undulated film  
In this section, we present a detailed derivation of strain energy for a 1D beam and 
2D film (plate) under undulation. First, let’s look at a simple 1D beam problem with 
small perturbation, as illustrated in Fig. 5.2. 
In Fig. 5.2, the vector connecting two points next to each other changes from dx to dl 
due to deformation. If we assume the in-plane displacement along x to be zero and 
consider only the out-of-plane displacement of (x), then we have 
    2 22 2 1 '( ) 1 1/ 2 '( )dl dx dz x dx x dx        for small perturbation. Defining 
strain as ( ) /xx dl dx dx   , the strain along the beam (x-direction) is simply  
 
  21/ 2 '( )xx x   (5.1) 
 
Alternatively, in Landau’s theory [18], strain is generally defined as 
 














where the first two terms result from the in-plane displacements and the third term from 
the out-of-plane displacements. For xx, we take ui=ux, uk=ux, ul=uz=(x), xk=x and xi=x, 
Eq. (5.2) becomes  
 
  21/ 2 2 / '( )xx xu x x        (5.3) 
 
Considering the out-of-plane displacement only, i.e., ux=0, Eq.(5.3) will give the same 
expression as Eq.(5.1). 
Next, we consider the 2D plate (film) problem. If thickness of the film in the z-
direction is considered, there will be strain variation along the thickness direction, as 
shown in Fig. 5.3, which can be determined by analyzing curvature of the film. It is easy 
to see ( ) /dl R z d dx z R dx     , which gives 
 
 2 2/ /xx z R z z z x         , (5.4) 
 
where R,  and z are radius, curvature and distance to the neutral axis, respectively.  
In the above, it is assumed to have only uniaxial stress, or pure bending, where there 
are no transverse stresses, i.e., 0zz  , 0xz  , zz xx   , 0xz  . In other words, 
warping due to shear deformation is not considered.  
To simplify a 3D problem into a 2D model, there are two approximations: plane 











of thin plate to be a plane stress problem, which is defined as when thickness h (along 
z)<<a (dimension of x-direction), b(dimension of y-direction). Approximated to 
0xz yz zz     ; while plane strain approximation deals with long prismatic bodies, 
such as pressing a pipe. Approximation: 0xz yz zz     . 
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Equating these stress components to zero, according to plane stress definition, and by 
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    , Eq. (5.6) can be simplified as 
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Integrate Eq.(5.8) and by using ux=0, and uy=0 for z=0, the displacement field in x and y 
direction are: 
 
 / , /x yu z x u z y          (5.9) 
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 (5.10) 
 
Eq. (5.10) gives the same expression as Eq. (5.4), where uniaxial stress condition is 
assumed and also gives shear strain. Since the general form of strain energy is  
 
 2( )
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by inserting Eq. (5.10) into Eq. (5.11), and general term of strain energy in the form of 
deformation can be written as Eq. (5.12): 
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   (5.12) 
 
Even though Eq. (5.12) for thin plate bending gives more general expression for strain 
and strain energy, it is still based on several approximations: 
1. Plane stress approximation in obtaining Eq.(5.6). This is reasonable since in z-
direction, the plate is only constrained at the boundary, which is considerably 




     in obtaining Eq. (5.7) . 
3. ux=0, and uy=0 for z=0 in obtaining Eq. (5.9), i.e., in-plane displacement is zero in 
the neutral plane (middle plane in z-direction). Also,  2/ x  is assumed to be 
zero in Eq. (5.10), which can not be true. Therefore, the strain is modified by 
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where ux and uy are considered not to be a function of y. The above argument is to 
determine whether  2/ x  (strain due to stretching or compressing) or 2 2/z x    
(strain due to bending) is dominant. Take undulation of sin( )A kx  for example, 
 2 2 2 2/ cos ( )x A k kx   , and 2 2 2/ sin( )z x zAk kx    . Note that the relative 
amplitude of these two terms is A2 and hA, or simply A and h. This means that if 
undulation is very small, i.e., A<<h, Landau’s approximation is valid. However, in 
considering ultrathin film such as graphene, A can be comparable to h with h~0.7nm and 
A~0.7nm-30nm. 
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 (5.14) 
 
Then, the strain energy also splits into two terms: bending (Eq. (5.15)) and stretching (Eq. 
(5.16)). 
 
 2 22 2 2 2 2
2 2 2 2
1 ( )
2
{ 2(1 ) }
2
bending xx xx yy yy xy xyU dV
B dxdy
x y x y x y
     
    
  








where the bending modulus is B=Eh3/12(1-2). 
 
 [ ]streching x xx y yyU h T T dxdy    (5.16) 
 
The reason why in Eq. (5.16) there is no term like 1/2 is that Tx is considered to be a 
constant, instead of depending on xx, where the stress-strain diagram is triangle-like 
shape following Hooke’s law (=E). This is more like work= force*displacement. 
 
5.3 Uniaxial compression of thin film 
Under uniaxial compression, from Eq. (5.15), since  is only a function of x, the 
direction in which force is applied, the total energy becomes 
2 2 2 2
0/ 2 ( / ) / 2 ( / )total bending streching xA AU U U B x dA Eh x dA           , where strain 
relaxation due to deformation ( 2/ x  ) is considered negligible to initial strain x0. 
The above form of total energy is similar to Zang’s results in Ref. [19].  
The variation (definition shown below) of the Utotal becomes:  
 
 4 4 2 20{[ ( / ) ( / )] }total xU B x hE x d dA           (5.17) 
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, where the first 
two terms can be integrated and canceled out at boundary. 
      22 21 ( )[ / ] / /2
d d d d dx x x
dx dx dx dx dx
                            , 
where the first term can be integrated and canceled out at boundary. 
Since variation of Utotal=0 for any , 4 4 2 20( / ) ( / ) 0xB x hE x        , with 
boundary condition of 2 2 0,/ 0x x Lx      (no bending momentum).  




     , m=1 when structure is supported at two ends of 
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To determine if the film is unstable against undulation, from Eq. (5.18) we see that 
1) If x0=0, i.e., no force applied to the film, c should be zero to minimize the strain 




2) If x0>0 (tension), c should be zero to minimize the strain energy, so no buckling. 
3) x0<0 (compression): 
  3-i) If x0>cr, c=0 to minimize the strain energy. No buckling. 
  3-ii) If x0≤cr, c≠0 to minimize the strain energy. This is the condition for buckling, and 
cr is the critical strain for buckling. 
To further understand the buckling phenomenon, as can be seen from Eq. (5.18), 
bending energy is always increased due to deformation, no matter the structure is 
stretched or compressed; stretching energy, however, can be decreased due to 
deformation as long as x0 has a negative value, i.e., buckling happens only if the 
structure is compressed. Therefore, the competition between bending energy and tension 
energy results in the critical compressive strain for buckling as discussed above. 
 
5.4 Uniaxial stretching of thin film 
Under stretching along x-direction, as shown in Fig. 5.4 (a), the strain along y-
direction can be written as  
 
 1/ ( ( ))yy yy xx zzE        (5.20) 
 
In this case, if the length of the film is large, we only need to consider the middle region, 
where the dominant stress is in x-direction, i.e., yy=0. Here we neglect the boundary part, 











Fig. 5.4 Uniaxial stretching of thin film. (a) Experimental uniaxial stretching of thin film 






 /yy xx xxE      , (5.21) 
 
Because of this strain in y direction due to the Poisson effect, the film ripples. The 
variation of total energy in this case, which is different from the uniaxial compression 
case, has an additional term, stretching in y direction: 
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where W is the width, and L is the length, in which direction tensile stress is applied. 
Hence, the following equation must be satisfied: 
 
 4 4 2 2 2 20 0( / ) ( / ) ( / ) ( / ) 0x xB y hE x L W E y              (5.23) 
 
Because no constraint is applied in y direction in the middle region, there can be 
multiple wave modes in y direction. On the other hand, since the two ends of film are 
constrained in x direction, it can only have one mode along this direction. Therefore, the 
deformation can be described as 
 




Fig. 5.4 (b) shows the deformation according to Eq. (5.24), which is consistent with the 
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Similar to Eq. (5.18), which is the compression case, for undulation to happen, the 
following must be satisfied: 
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Solving Eq. (5.27), and taking k=n(/W), 
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Comparing Eq. (5.28) (uniaxial tension) with Eq. (5.19) (uniaxial compression), we 
can see that if the length L, along which the uniaxial tension is applied, is infinite long, 
the buckling will only occur in the width direction, with Eq. (5.28) having the same form 
as Eq. (5.19). 
 
5.5 MD simulations of mechanical instability in graphene 
The analyses in Section 5 shows that there should be a maximum asymmetry in the 
strain induced instability of tension versus compression in graphene, because graphene is 
the thinnest possible film with only one atomic layer thick. Especially, the critical 
compressive strain for buckling in graphene can be very small. Taking the thickness to be 
0.7 Å with a Poisson’s ratio of 0.34 [21, 22], the single layer graphene usually has a 
thickness (~nm) much smaller than its length (~m). Consequently, it will buckle under a 
very small amount of compression, which can be easily caused by thermal fluctuation 
induced compression alone. In other words, unless graphene layers are biaxially stretched, 
they cannot exist in flat 2D shape. As derived above, the critical compressive strain for 
one mode of buckling can be written as Eq. (5.19). Similarly, under fluctuation and small 
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Using the known graphene parameters, Eq. (5.29) is plotted in Fig. 5.5. It can be seen that 
for a given L, number of modes increases with , and the period of the rippling pattern 
can be tuned by the magnitude of the compressive strain and the length of graphene [23].  
We also calculate the critical strain for buckling by molecular static relaxation at T=0 K, 
and the calculation details are given in Section 2.3. We used Tersoff potential [24] to 
determine the equilibrium state of graphene. The equilibrium C-C bond length of planar 
graphene is calculated to be 1.46 Å. Young’s modulus is calculated to be 1.24 TPa, which 
is comparable to literature results using similar potential [25].  
To study buckling of graphene under uniaxial compression, we introduce an initial 
perturbation in out-of-plane direction and apply uniaxial strain by changing the periodic 
box size. Fig. 5.6 shows the strain energy versus strain for the flat (without out-of-plane 
perturbation) and undulated (with out-of-plane perturbation) graphene. Under small 
strains, the two curves merge together. However, if the absolute value of strain exceeds 
certain value, the undulated structure with initial out-of-plane perturbation is 
energetically more favorable. We define this strain as the critical strain for buckling. 
Next, we analyze critical strain for different dimensions of graphene to see the 
dependence of the critical strain on the length of graphene under compression. Figure 5.7 
shows the critical strain versus L-2 for uniaxial compression of graphene ribbons along 
the zigzag and armchair directions. A linear relationship between the critical strain and 
 L-2 is found for both cases, and this relationship is not dependent on the direction of the 
applied compression. The critical strain versus L-2, as described in Eq. (5.29), with n=2, 







Fig. 5.5 Phase diagram showing the number of ripple periods (n) formed as a function of 
the graphene length (L) and the applied compressive strain (ε). Boundary lines mark the 
























Fig. 5.6 Strain energy versus strain for graphene with dimension of LX=15.18 Å and 
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also plotted in this figure and we see that the derived equation agrees very well with the 
simulation results. 
A similar approach is used in calculating buckling of graphene under biaxial 
compression. If a rectangular material is biaxially compressed with same amount of strain, 
the longer side will buckle first and the shorter side will never buckle since it will be 
energetically unfavorable. Therefore, to study the biaxial buckling problem, we need to 
choose a square or nearly square geometry. Due to the geometric nature of graphene, it is  
impossible to have a graphene ribbon with identical length along zigzag edge and 
armchair edge. Hence in studying biaxial compressing, we use a geometry that is close to 
a square. Graphene ribbon with the dimension of 12.65 Å (with zigzag edge) by 13.14 Å 
(with armchair edge), 25.30 Å by 26.28 Å and 37.95 Å by 39.42 Å are biaxially 
compressed and the critical strain is shown in Fig. 5.7. In plotting this figure, length is 
averaged and the critical strain is compared with uniaxial compression results using Eq. 
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where  ( 2) ( 2) ( 2)' / 2x yL L L     with LxLy, and with the undulation profile of 
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   . We can see Eq. (5.30) and Eq. (5.29) have the same form, and 
































Fig. 5.8 Critical strain for biaxial compressing versus L-2, where insets indicate buckling 





Uniaxial stretching along armchair and zigzag directions is also simulated and energy 
dependence on strain is plotted in Fig. 5.9. From this figure, we can see that after strain 
reaches a critical value, energy becomes constant, indicating fracture formation in 
graphene. For uniaxial stretching along armchair direction, the strain where graphene 
breaks is 16.7%, and for stretching along zigzag direction, the value is 22.7%. However, 
since all the bonds in graphene are uniformly stretched and periodic boundary condition 
is used in our MD simulation, this value can be larger than it should be. Therefore, we 
can also use energy comparison to determine the reasonable values of critical strain, as 
can been seen from the intersection in Fig. 5.9. The critical strain for stretching along 
armchair direction is 10% and along zigzag direction is 12.5%. This result is smaller than 
the molecular mechanics result (28.2%, [28]) and the experimental result (25%, [2]).  
We also notice that the energy after breaking of graphene does not go back to zero 
due to the energy cost of creating two fracture edges, i.e., edge energies (in analogy to 
interface energies for creating two surfaces). Therefore, we calculate the edge energies to 
be 0.2926 eV/atom (1.07 eV/Å) for armchair edge and 0.3863 eV/atom (0.92 eV/Å) for 
zigzag edge. This result is comparable to molecular dynamics results using reactive 
empirical bond-order potential [29], but different from first-principles results [30-31]. 
This is due to the intrinsic inaccuracy of empirical potential, neglecting electronic 
structure. 
One effective approach to apply strain to graphene is by heteroepitaxial growth of 
graphene on a substrate. A recent experiment [15] showed formation of graphene bubbles 
as graphene is grown on Pt (111) surface, as shown in Fig. 5.10 [15]. It was suggested 
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Fig. 5.9 Energy vs. strain for uniaxial stretching along armchair and zigzag directions, 
where insets indicate breaking under uniaxial compression applied along zigzag direction 




change in bond length in order to induce a pseudo-magnetic field responsible for the 
STM measured electronic level splitting. However, the exact strain distribution and the 
amount of strain inside graphene nanobubbles are not truly known, only speculated. Here, 
using MD simulations, we directly map out the strain field inside the graphene 
nanobubble. 
Due to the honeycomb geometry of graphene, we use a triangle shape, which can be 
repeated by using periodic boundary condition, to represent the whole graphene sheet. 
Another triangle shape is defined within the big triangle, as shown in Fig. 5.10 (a), and 
the atoms in this inner triangle are allowed to move in all three directions, i.e., no degree 
of freedom (d.o.f) is fixed. The atoms in between the two triangles, representing atoms 
attached to substrate, have two scenarios. One is to fix their out-of-plane z-component 
but allow relaxation of their in-plane d.o.f, which means incoherent interfacial bonding 
between graphene and substrate. Another scenario is to fix all their d.o.f subject to the 
predefined amount of strain, which means a coherent interface. 
Figure 5.11 and 5.12 show the relaxed graphene bubble with 10% triaxial strain for 
the incoherent and coherence interface, respectively. Figure 5.13 and 5.14 show the 
corresponding strain distribution contour plot, respectively. Comparing Fig. 5.13 with Fig. 
5.14, we can see that the most relaxed area (~5% residual strain) for the case of 
incoherent interface is at the corners of the inner triangle, while the most relaxed area 
(0.3% residual strain) for the case of coherent interface is at the ridges of the pyramid. 
This is because for the coherent case, the atoms outside the inner triangle are not allowed 
to relax, while for the incoherent case, relaxation is realized by all the atoms including 











Fig. 5.10 Experimental observed graphene nanobubble (a) STM image of graphene 
monolayer patch on Pt (111), with inset showing high-resolution image of a graphene 
nanobubble showing distorted honeycomb lattice; (b) STM topography of graphene 









Fig. 5.11 Relaxed graphene nanobubble with 10% strain for imperfect bonding between 








Fig. 5.12 Relaxed graphene nanobubble with 10% strain for perfect bonding between 



































































We have applied continuum mechanics and variational perturbation theory to analyze 
the mechanical instability of graphene, the thinnest 2D film, and derive the critical strain 
for uniaxial and biaxial compression versus tension, which exhibits a maximum 
asymmetry. We performed molecular statics calculations at T=0 K to obtain the strain 
energies associated with buckling and fracture formation of graphene. We found that the 
critical compressive strain for the buckling instability scales with L-2, where L is the 
length of graphene, which is in good agreement with the continuum mechanics theory. 
By fitting the MD results with analytical solution, the thickness of single layer graphene 
is derived to be ~0.66 Å. The critical tensile strain for fracture is found to be dependent 
on the load directions, which are 10% and 12.5% for the fracture along the armchair and 
zigzag direction, respectively. The edge energies for armchair and zigzag edges are 
calculated to be 1.07 eV/Å and 0.92 eV/Å, respectively. We also performed MD 
simulations for the formation of graphene nanobubble induced by misfit strain when 
graphene is grown on a substrate. We analyzed the atomic structure and strain 
distribution inside the graphene nanobubbles under two extreme conditions: one with the 
inherent graphene-substrate interface and the other with the coherent interface. We find 
the strain relaxation mechanism is different for the two cases, and the strain inside the 
graphene nanobubble has a maximum value of 5% for the incoherent interface case at the 
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