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n 是图像的像素总数，nk是图像中第 k 个灰度级的像素总
数，rk是第 k 个灰度级，k=0，1，2，3，…，L-1。
令 Pr（r）、Ps（s）分别表示随机变量 r 和 s 的概率密度函数，
若 Pr（r）和变换函数 T（r）已知，且在灰度范围内 T（r）可微，则变
















从 LeCun 等 [8] 在 1998 年提出用于手写数字体识别的 LeNet-5






其中，klij是第 l 层的卷积核矩阵，blj 是卷积核的特征偏置；
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f(·)为激活函数，采用的是具有单侧抑制特性以及类似生物神经















其中， tkn表示第 n 个样本对应的标签的第 k 维，ykn表示第
n 个样本对应的网络输出的第 k 个输出，共 c 类，N 个样本。
2 实验结果与分析
2.1 数据集构建
本文的实验平台为 Mxnet 深度学习框架，硬件配置为 Intel
i5-7500 四核 CPU、NVIDIA GTX 980Ti 独立显卡（6G 显存）、8G
内存和 500G 固态硬盘，Ubuntu16.04.3 操作系统。 数据集使用
的是工业生产线上由工业摄像机拍摄的电路图像。 原始图像为
1024x1024 像素， 从中截取含目标缺陷的大小为 224x224 的正
方形图像作为数据集。 该数据集包含断点、破损、异物、划伤四
类缺陷，每类含有 1200 张训练样本，共 4800 张图片。 图 1 展示
该数据集中的部分图片。 选取数据集中的每类缺陷的一部分，




度细节，然后构建 8 层的卷积神经网络，其中前 5 层为卷积层，





程中，将 dropout 的概率值设置为 0.5，学习率设为 10-3。对本文















到的损失函数 loss 值变化曲线如图 2 所示。 可以看出，在经过
近 800 次迭代训练后，loss 值逐步下降到最低， 并且趋于平稳，
说明此时网络模型已达到最佳水平， 并且具有一定的稳定性。
同时，在相同条件下，本文的模型与 CNN 和传统的基于 SURF
的特征匹配在上述测试集上进行了比较，结果如表 1 所示。
表 1 相同条件下不同方法的识别结果比较












基于 SURF 的特征匹配 78.64 71.65
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