








注意力机制 的 循 环 卷 积 神 经 网 络 模 型（ｒｅｃｕｒｒｅｎｔ　ａｎｄ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｗｉｔｈ　ａｔｔｅｎｔｉｏｎ　ｂａｓｅｄ　ｏｎ　ｌａｎｇｕａｇｅ
ｍｏｄｅｌｓ，ＬＭ－ＡＲＣＮＮ）．该模型利用语言模型计算输入句子的词向量，将句子的词 向 量 输 入 长 短 期 记 忆 网 络 获 取 句 子 级

















法：如Ｇｒｉｓｈｍａｎ等［１］和 Ａｈｎ［２］采 用 的 传 统 词 法 和 句
法特征（如词 性、依 存 关 系 等），并 使 用 最 大 熵 模 型 进
行分类；Ｊｉ等［３］和Ｌｉａｏ等［４］则额外考虑了跨句子和跨
文档的信息 作 为 辅 助 特 征；Ｈｏｎｇ等［５］引 入 了 跨 实 体
推理，以此获得 更 多 分 类 辅 助 特 征；Ｌｉ等［６］在 基 于 特










深度神经网 络 的 方 法 在 事 件 检 测 领 域 受 到 越 来 越 多
的关注．Ｃｈｅｎ等［７］首先提出了动态多池化卷积神经网
络 （ｄｙｎａｍｉｃ　ｍｕｌｔｉ－ｐｏｏｌｉｎｇ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ
ｎｅｔｗｏｒｋｓ，ＤＭＣＮＮ）模 型，主 要 解 决 了 多 事 件 句 子 的
触发 词 抽 取 问 题．自 此，事 件 检 测 模 型 的 输 入 特 征 基
本简 化 为 句 子 的 词 向 量、位 置 向 量 及 实 体 类 型 向 量．
Ｎｇｕｙｅｎ等［８］随后 提 出 了 双 向 循 环 神 经 网 络 模 型，并
借鉴了联合结 构，同 时 识 别 触 发 词 和 事 件 元 素．Ｆｅｎｇ
等［９］提 出 了 双 向 长 短 期 记 忆 网 络（ｂｉｄｉｒｅｃｔｉｏｎａｌ　ｌｏｎｇ
ｓｈｏｒｔ－ｔｅｒｍ　ｍｅｍｏｒｙ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，Ｂｉ－ＬＳＴＭ）和 卷
积神经 网 络（ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，ＣＮＮ）的
混合模 型，同 时 获 取 序 列 信 息 和 短 语 块 信 息．Ｌｉｕ
等［１０］首次在事件抽取任务中采用了注意力机制，将事
件元素信息用 于 辅 助 事 件 检 测 任 务 中．Ｄｕａｎ等［１１］和
Ｚｈａｏ等［１２］将 句 子 所 在 的 全 篇 文 档 作 为 特 征，其 中
Ｚｈａｏ等［１２］采 用 注 意 力 机 制 获 取 文 档 特 征，将 文 档 特
征用于辅助事件检测任务，提出了文档嵌入增强模型
（ｄｏｃｕｍｅｎｔ　ｅｍｂｅｄｄｉｎｇ　ｅｎｈａｎｃｅｄ　ｂａｓｅｄ　ｍｏｄｅｌ，
ＤＥＥＢ），获得很好的效果．此 外，Ｎｇｕｙｅｎ等［１３］提 出 了
用基于依存树的图卷积模型进行事件检测，利用语法
结构信息，捕获句子中距离候选触发词位置较远的词








是上下文信 息 都 对 事 件 检 测 识 别 任 务 有 着 重 要 的 影
响，然 而 现 有 方 法 通 常 只 从 其 中 一 个 方 面 入 手，本 研
究为了同时 捕 捉 句 子 级 别 特 征 和 上 下 文 组 块 两 部 分
信息，结合了Ｂｉ－ＬＳＴＭ 和ＤＭＣＮＮ深 度 神 经 网 络 结
构，引 入 语 言 模 型 嵌 入（ｅｍｂｅｄｄｉｎｇｓ　ｆｒｏｍ　ｌａｎｇｕａｇｅ
ｍｏｄｅｌｓ，ＥＬＭｏ）和注 意 力 机 制，提 出 构 建 新 的 基 于 语
言模型 的 带 注 意 力 机 制 的 循 环 卷 积 神 经 网 络 模 型
（ｒｅｃｕｒｒｅｎｔ　ａｎｄ　ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ　ｗｉｔｈ
ａｔｔｅｎｔｉｏｎ　ｂａｓｅｄ　ｏｎ　ｌａｎｇｕａｇｅ　ｍｏｄｅｌｓ，ＬＭ－ＡＲＣＮＮ）进
行事件检测．通 过 在 ＡＣＥ２００５英 文 语 料 库 上 进 行 的
实验表明，本模型可以达到目前事件检测任务中最佳
的结果，并且在多事件抽取中也有很好的表现．
本研究具 有 以 下 几 个 创 新 点：１）将ＥＬＭｏ算 法
引入事件检测任务，获取本身具有上下文信息的词向
量，研 究 发 现，这 样 的 词 向 量 对 事 件 检 测 任 务 具 有 帮







事件检 测 任 务 可 视 为 多 分 类 问 题，给 定 一 个 句
子，将 其 中 的 每 个 词 都 作 为 触 发 词 候 选 词，进 行 多 分
类判 断 事 件 类 别．根 据 自 动 内 容 抽 取 测 评 会 议
（ａｕｔｏｍａｔｉｃ　ｃｏｎｔｅｎｔ　ｅｘｔｒａｃｔｉｏｎ，ＡＣＥ）任 务 中 的 定 义，
一共有３３个子类别，另外还需定义一个非事件类，记






ｆｕｌ　ｏｆ　ｔｅｅｎａｇｅｒｓ　ｗａｓ　ｆｉｒｅｄ　Ｔｕｅｓｄａｙ．”这 个 句 子 中 存
在两个“ｆｉｒｅｄ”，第一个“ｆｉｒｅｄ”是一个Ａｔｔａｃｋ事件的触




码层、Ｂｉ－ＬＳＴＭ层、注 意 力 机 制 层、ＤＭＣＮＮ层、全 连
接输出 层．第１层 编 码 层 使 用ＥＬＭｏ算 法 学 习 词 向
量，将获取的词向量与位置向量和实体类型向量连接
得到向量化 表 示．第２层 用 一 个Ｂｉ－ＬＳＴＭ 层 对 向 量
化表示编码，得到带有全句话隐含语义信息的句子级
别特 征，这 有 助 于 在 出 现 一 词 多 义 时，有 效 判 断 候 选
触发词的正 确 含 义．第３层 对Ｂｉ－ＬＳＴＭ 编 码 后 的 句
子向量进行注意力机制计算，获取带有权重的特征向
量．其 中，与 候 选 触 发 词 相 关 的 词 语 将 被 赋 予 较 大 权




制．第４层将 第２层 及 第３层 的 两 个 向 量 分 别 输 入
ＤＭＣＮＮ层 的 两 个 通 道，ＤＭＣＮＮ 层 是 改 良 后 的
ＣＮＮ模型，卷 积 部 分 采 用 多 个 不 同 窗 口 大 小 的 滤 波
器，池化部分对两个通道的所有滤波器结果进行动态


















对于每个 词 都 具 有 唯 一 的 嵌 入（ｅｍｂｅｄｄｉｎｇ）表 示，难
以处理一词多义的问题．而本模型采用的ＥＬＭｏ［１６］通
过单词所在的句子获得词向量，故其词向量具有上下
文信 息，同 一 个 词 在 不 同 语 境 中 的 词 向 量 不 同，是 深
度语境化的词表征，有利于缓解一词多义的问题．
ＥＬＭｏ由１个 基 于 字 母 的 卷 积 神 经 网 络 层 和Ｌ























距离；反 之 为 正 距 离．通 过 位 置 向 量 表 将 位 置 关 系 实
值化，位 置 向 量 表 是 随 机 初 始 化 的，并 在 反 向 传 播 过
程中进行优化，位置向量的维度为ｄｐ．
３）ωｔ 的实体类型向量ｅ（ｗｔ）．句子中的部分词可
能是一个实体，词 语 的 实 体 类 型 信 息 采 用 了 ＡＣＥ语
料中 的 标 注，类 似 于 位 置 向 量，同 样 随 机 初 始 化 一 个





句子可 用Ｘ ＝ ［ｘ１，…，ｘｔ，…，ｘｎ］表 示，ｎ为 句 子 长
度．Ｘ是Ｂｉ－ＬＳＴＭ层的输入，Ｘ∈Ｒｎ×ｄ．
１．２　Ｂｉ－ＬＳＴＭ层
Ｂｉ－ＬＳＴＭ属于 双 向 循 环 神 经 网 络（ＲＮＮ），相 较
于ＲＮＮ，ＬＳＴＭ更适合处理长序列，能避免长距离依
赖问题；相较于单向ＬＳＴＭ，双向ＬＳＴＭ 可 以 同 时 对
词语的前后文语义进行建模，提取句子级别的特征．
给定一个Ｘ，用前向的ＬＳＴＭｆ获得隐藏状态｛ｈｆ１，








其中，ｈｆｔ－１ 表示ｘｔ 之前的语义信息，ｈｂｔ＋１ 表示ｘｔ 之后
的语义信息．因此，采用Ｂｉ－ＬＳＴＭ 可同时获得候选词
前后的上下 文 语 义 信 息．故 句 子 在Ｂｉ－ＬＳＴＭ 层 的 输
出为ＨＢｉ＝［ｈＢｉ１，…，ｈＢｉｔ ，…，ｈＢｉｎ］，其中ｈＢｉｔ ＝［ｈｆｔ，ｈｂｔ］．
为了避免 随 着 模 型 层 数 叠 加 带 来 的 内 部 变 量 偏











（ｈＢｉｔ －ｕ）槡 ２， （６）
ｈｔ ＝ｇ·（ｈＢｉｔ －ｕ）／σ＋ｂ， （７）
其中，ｇ和ｂ是收益参数和偏差参数，公式（７）的除法
表示矩阵对应元素相除，模型之后部分所用的都是归
一化 后 的Ｂｉ－ＬＳＴＭ，简 称 为Ｂｉ－ＬＳＴＭ 层 输 出 Ｈ ＝































其中：ｈ－ 是 当 前 的 候 选 触 发 词 的Ｂｉ－ＬＳＴＭ 层 输 出 向
量，ｈｔ 是 句 子 中 第ｔ个 词 的Ｂｉ－ＬＳＴＭ 层 输 出 向 量，
ｓｃｏｒｅ（ｈｔ，ｈ










选触发词 相 似 度 高 的 词 语 的 语 义 信 息，根 据 这 些 信








ｈｉ：ｉ＋ｗ－１ 表示从ｈｉ 到ｈｉ＋ｗ－１ 向量构成的矩阵，ｓｉ：ｉ＋ｗ－１ 同
理；ｊ是卷积核的索引，取值从１到ｍ２，ｍ２表示卷积核
的个数；ｃｈｉｊ 为Ｂｉ－ＬＳＴＭ层输出向量通过ＤＭＣＮＮ层





每个特征 映 射 都 以 候 选 触 发 词 为 界 限，分 为 两 个 部










输出层将ＤＭＣＮＮ的输出Ｐ输 入 全 连 接 层 做 最
后的分类：
Ｏ＝Ｗｏ·Ｐ＋ｂｏ．
利用Ｓｏｆｔｍａｘ归 一 化 计 算 识 别 候 选 触 发 词 并 将
每个候选触发词分类为具体事件类别，Ｏ∈Ｒ３４．
１．６　训　练
在本模型中，损 失 函 数 选 择 交 叉 熵 代 价 函 数，并





实验 所 用 语 料 为 ＡＣＥ２００５英 文 语 料．对 数 据 集




















合ＲＮＮ 模 型（Ｊｏｉｎｔ　ＲＮＮ）［８］；集 成 了 Ｂｉ－ＬＳＴＭ 和
ＣＮＮ的混合神经 网 络 模 型（ＨＮＮ）［９］；基 于 注 意 力 机
制神经 网 络 模 型（ＡＮＮ＋Ａｔｔｅｎｔｉｏｎ），其 运 用 了 事 件
元素并引入了注意力机制［１０］；基于依存树的图卷积模
型（ＧＣＮ－ＥＤ）［１３］；自调节模型（ＳＥＬＦ），利用生成式对
抗网络（ＧＡＮ）生 成 虚 假 特 征 进 行 自 我 调 节［１４］；文 本
嵌入增强模 型（ＤＥＥＢ），采 用 注 意 力 机 制 获 取 文 档 特
征，将文档特征引入模型［１２］．
２．３　向量化层特征选择
在向量化层，可 以 选 择 的 特 征 有 词 向 量、位 置 向
量、实体类型向量，本节研究在词向量不变的情况下，
增加位置向量或实体类型 向 量 进 行 实 验，结 果 如 表１















对 于 词 向 量 的 选 择，过 往 研 究 采 用 的 都 是
ｗｏｒｄ２ｖｅｃ词向量，本节实验在模型其他条件不变的情
况下，比较使 用 ｗｏｒｄ２ｖｅｃ和ＥＬＭｏ作 为 词 向 量 的 模
型效 果．使 用 ｗｏｒｄ２ｖｅｃ作 为 词 向 量 的 模 型Ｆ１值 为
７３．１％，而 使 用 ＥＬＭｏ作 为 词 向 量 的 模 型Ｆ１ 值 为




在模型中 引 入 注 意 力 机 制 是 为 了 捕 捉 与 候 选 触
发词相关性更高的特征，在模型其他部分均保持一致
的情况下，通过实验比较引入注意力机制和不引入注
意力 机 制 对 模 型 的 影 响．实 验 表 明，不 引 入 注 意 力 机
制的模型Ｆ１值为７３．３％，引入注意力机制后模型Ｆ１
值为７４．４％，提升 了０．９个 百 分 点，说 明 注 意 力 机 制





阵乘方法的模 型Ｆ１值 为７１．７％，采 用 连 接 方 法 的 模
型Ｆ１值为７０．０％，所 以 采 用 点 乘 计 算 方 法 可 以 达 到
更好 的 效 果．此 外，点 乘 计 算 方 法 也 是 最 简 单 的 计 算
方法，在 时 间 复 杂 度 和 空 间 复 杂 度 上 都 是 最 小 的，因
此在本研究 选 择 点 乘 方 法 计 算 句 子 中 词 语 与 候 选 触
发词的相似度．
２．６　实验结果比较
将本模 型 与 基 准 方 法 进 行 比 较，所 有 方 法 均 在









首先，相比于基于特 征 的 模 型，本 模 型 的Ｆ１值 比
最优的特征模 型Ｃｒｏｓｓ－Ｅｖｅｎｔ高 了５．６个 百 分 点．一







ＭａｘＥｎｔ［２］ ７４．５　 ５９．１　 ６５．９
Ｃｒｏｓｓ－Ｄｏｃｕｍｅｎｔ［３］ ６０．２　 ７６．４　 ６７．３
Ｃｒｏｓｓ－Ｅｖｅｎｔ［１］ ６８．７　 ６８．９　 ６８．８
Ｃｒｏｓｓ－Ｅｎｔｉｔｙ［５］ ７２．９　 ６４．３　 ６８．３
Ｊｏｉｎｔ　Ｍｏｄｅｌ［６］ ７３．７　 ６２．３　 ６７．５
ＤＭＣＮＮ［７］ ７５．６　 ６３．６　 ６９．１
Ｊｏｉｎｔ　ＲＮＮ［８］ ６６．０　 ７３．０　 ６９．３
ＨＮＮ［９］ ８４．６　 ６４．９　 ７３．４
ＡＮＮ＋Ａｔｔｅｎｔｉｏｎ［１０］ ７８．０　 ６６．３　 ７１．７
ＧＣＮ－ＥＤ［１３］ ７７．９　 ６８．８　 ７３．１
ＳＥＬＦ［１４］ ７１．３　 ７４．７　 ７３．０
ＤＥＥＢ［１２］ ７２．３　 ７５．８　 ７４．０




其 次，相 比 于 ＤＭＣＮＮ、Ｊｏｉｎｔ　ＲＮＮ、ＡＮＮ＋
Ａｔｔｅｎｔｉｏｎ、ＧＣＮ－ＥＤ、ＳＥＬＦ这些仅使用单一神经网络
的模型来说，本 模 型Ｆ１值 比 其 中 最 优 的 ＧＣＮ－ＥＤ模
型高 了１．３个 百 分 点，这 是 因 为 本 模 型 结 合 了 Ｂｉ－
ＬＳＴＭ和ＤＭＣＮＮ的优点，可以同时捕捉句子级别特







０．６个百分点（见 下 文 表３），可 见 在 多 事 件 检 测 任 务
中，本模型也是优于 ＨＮＮ混合模型的．分析原因，主
要有３点：首先本模型 中Ｂｉ－ＬＳＴＭ 和ＤＭＣＮＮ的 结
合不是一个ｓｔａｃｋｉｎｇ方法的集成，而是作为深度神经
网络中两个相邻的隐藏层，因此对特征信息是一种深
层次 的 挖 掘，而 非 简 单 的 双 重 累 积；其 次 本 模 型 中 的
注意力机制和ＤＭＣＮＮ层，能加大与候选触发词更相





的性能；最 后 本 模 型 引 入 了 ＥＬＭｏ词 向 量，相 较 于
ＨＮＮ混合模型使用的ｗｏｒｄ２ｖｅｃ词向量，在模型第一
层，编码层 就 已 经 具 有 了 一 定 的 解 决 词 语 二 义 性 的
能力．





























事件时，本模 型 的Ｆ１值 最 高，为６６．２％，比 次 优 模 型
ＨＮＮ高０．６个 百 分 点．分 析 表 中 的 模 型，ＣＮＮ 和
ＤＭＣＮＮ都属于ＣＮＮ模型，Ｊｏｉｎｔ　ＲＮＮ属 于ＲＮＮ模
型，它们都 比 基 于 特 征 的Ｅｍｂｅｄｄｉｎｇｓ＋Ｔ模 型 在 多
事件句子中的性能好，ＨＮＮ模型集成了Ｂｉ－ＬＳＴＭ 和
ＣＮＮ网络，会比单纯只用循环神经网络或卷积神经网







本研 究 提 出 了 一 个 新 的 神 经 网 络 模 型 ＬＭ－
ＡＲＣＮＮ进行事件检测，将ＥＬＭｏ词向量作为特征引
入事 件 检 测 任 务，并 创 新 性 地 提 出 Ｂｉ－ＬＳＴＭ 结 合
ＤＭＣＮＮ的多层网络模型，且在卷积层使用注意力机
制．在ＡＣＥ２００５英 语 语 料 库 上 进 行 实 验，实 验 表 明，
本模型可以 在 仅 输 入 句 子 的 情 况 下 可 以 达 到 目 前 最
高的Ｆ１值，Ｆ１值为７４．４％．
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