Abstract. Rank two parametric perturbations of operators and matrices are studied in various settings. In the finite dimensional case the formula for a characteristic polynomial is derived and the large parameter asymptotics of the spectrum is computed. The large parameter asymptotics of a rank one perturbation of singular values and condition number are discussed as well. In the operator case the formula for a rank two transformation of the spectral measure is derived and it appears to be the t-transformation of a probability measure, studied previously in the free probability context. New transformation of measures is studied and several examples are presented.
Introduction
The aim of this paper is to investigate the rank two deformations of operators. We recall that several papers have studied the topic of rank one perturbations of matrices (e.g. [26, 21, 22, 28, 31, 30, 32] ) and operators (e.g. [10, 11, 33, 34, 39] ), also rank k perturbations of matrices were recently considered in [3, 38] . Nonetheless, rank two perturbations seems to be a topic that has not attracted much attention, despite its role in mathematical modelling problems. Let us mention some of the situations, where rank two perturbations appear naturally.
When a physical system is modelled by a linear ODE with constant coefficients x ′ = Ax frequently the physical laws of the system impose a particular structure of the entries of the matrix. e.g. the canonical equations of the classical mechanics lead to a Hamiltonian matrix A, i.e. a matrix of the form
Observe that every rank one perturbation of A 0 results in a rank two perturbation of A and a change in one off diagonal entry of A 1 or A 2 implies change in the symmetric entry and gives a rank two deformation of A. The topic of stability of rank two perturbations of Hamiltonian systems is discussed further in Remark 11. Similar problems occur in modelling electronic circuits [16] , where a change in one parameter of the electric network (e.g. cutting the electric transmitter, increasing the capacity of one capacitor, etc.) leads to a rank two perturbation of a linear pencil. Another application of the theory of rank two perturbations comes from modelling the polydisperse sedimentation, see e.g. [4, 5] . The necessary condition for a successful modelling is that the perturbed matrix has simple, real and distinct eigenvalues. Based on our calculations we will provide a criterion on the spectrum of a rank two perturbations of a matrix being real and simple, essentially simpler than the existing necessary and sufficient condition in [15] . Furthermore, a rank one perturbation of a matrix A results in a rank two perturbation of A * A. Hence, to study rank one perturbations of singular values one needs to consider rank two perturbations of Hermitian matrices. Rank one perturbations of singular values appear e.g. in the context of rank one updatability of the svd decomposition, see e.g. [35, 36] .
In noncommutative probability transformations of measures play an important role, e.g. they allow to define new convolutions [7, 8, 41] . Of particular interest are the transformations for which there exists an operator model, i.e. there exists a deformation of the operator such that the corresponding deformation of the spectral measure (distribution w.r.t. a certain state) is the transformation in question. One of such measure transforms, called the t-transform, was introduced by Bożejko and Wysoczański in [7, 8] . It was shown that the t-transform µ t of the Wigner law dµ 0 (t) =
2π
1 [−2,2] (t) √ 4 − t 2 can be obtained when the free creation and the free anihilation on the free Fock space become (rank one) deformed. Then µ t is the distribution of the rank two deformation of the sum of creation and annihilation. The operator corresponding to µ t has the form suggests that the operator model for the t-transform is related to the rank two deformation.
This article splits into three main parts.
• Section 1 contains the main results on the Weyl function and spectrum of rank two perturbation of an operator. The results are first derived for an arbitrary perturbations of the form A − su⊗w − th⊗g, then the formula is analyzed in several instances. In particular we study the 'diagonal' (A − su⊗ u − tAu⊗Au) and 'anti-diagonal' (A − su⊗Au − tAu⊗u) deformations.
• In Section 2 we apply our general results in the linear algebra setting, i.e. to the finite dimensional operators. In particular, the characteristic polynomial of a rank two perturbation is computed. The results are then used to obtain a large parameter limits of the perturbed eigenvalues and large parameter limits of rank one perturbations of singular values.
• In Section 3 we apply the results to noncommutative probability framework, using the correspondence between self-adjoint operators and positive measures (their distributions). We show that the 'anti-diagonal' rank two deformation provides an operator model of the measure transformation defined by Krystek and Yosida [20] , a generalization of the t-transform, and we study its phase transition properties, by which we mean appearance or disappearance of discrete part of the measures. We also define and investigate the transformation that is related to the 'diagonal' deformation. To the best of our knowledge this transform has not been known yet.
1. Weyl function for two-dimensional perturbations of operators 1.1. Preliminaries. Through the whole paper (H, ·, · ) denotes a complex Hilbert space with a scalar product. The reader more interested in the finite dimensional part of this paper may consider H = C n with the euclidean inner product. A closed, densely defined operator is in such case a matrix, with dom A = C n and the resolvent set is always nonempty. The results of the present section remain nontrivial in this case. By B(H) we denote the algebra of bounded operators on the Hilbert space H, in particular we identify B(C n ) = C n×n .
Definition 1. Let A be a closed, densely defined operator on H with nonempty resolvent set ρ(A). We define the Weyl function of A with respect to vectors u, w ∈ H by
We abbreviate
Clearly the function Q u,w (z) is holomorphic on ρ(A). The behavior of Q u,w (z) on the spectrum of A might be very complicated, especially in the operator case, see e.g. [17, 34] , and is not the objective of the present paper.
For u, w, f ∈ H we define the rank-one operator u⊗w by (u⊗w)f := f, w u. The following Lemma exhibits crucial properties of a rank-one deformation of an invertible operator. In particular, it determines the values of s for which the deformation B + su⊗w is invertible. Lemma 1. Let B be a closed, densely defined, invertible operator, u, w ∈ H \ {0}, s ∈ C and let Q u,w (z) := (z − B) −1 u, w . Then the operator
is invertible if and only if 1 + s B −1 u, w = 0 and, in such case, the inverse is given by the formula
Moreover, if z ∈ ρ(B) and 1 + sQ u,w (z) = 0, then for every ξ, η ∈ H we have the formula
where we use the notation (1) for the corresponding Weyl functions.
Proof. Suppose B s = B + su⊗w is invertible and let B
In particular, for f = A −1 B −1 u we have
hence 1+s B −1 u, w = 0. The other implication can be checked directly, by showing that the operator on the right hand side of (2) is the inverse of B + su⊗w.
Assuming z ∈ ρ(B) and 1 + sQ u,w (z) = 0 and using (2) we get
1.2. The general perturbations of the form A − s(u⊗w) − t(g⊗h). The main object of our study is the sum of two rank-one deformations.
Theorem 2. Let A be a closed, densely defined operator on H, s, t ∈ C and let
for some nonzero vectors u, w, g, h ∈ H, with u ∈ dom(A).
(i) For z ∈ ρ(A) ∩ ρ(A s,0 ) we have that z ∈ σ(A s,t ) if and only if
Using the first part of Lemma (ii) For z ∈ ρ(A s,0 ) the operator B s is invertible, so applying Lemma 1 we obtain
Assuming z ∈ ρ(A) we have that B = z − A invertible, so by (3) we get formulas
Using these we get
The numerator in the brackets becomes
hence we obtain the formula
After factoring out 1 + sQ uw in the numerator, we get (5).
1.3. Perturbations for {u, w} = {g, h}. We consider now several instances of Theorem 2. We will always study two kinds of rank-two perturbations: the 'antidiagonal' and 'diagonal', given respectively by the following formulas
By Q s,t u and Q s,t u we denote the Weyl function of A s,t and A s,t , respectively. Both tilde and hat convention will be used later on in Theorem 5 in the special case w = Au.
Corollary 3. Let A be a closed, densely defined operator and let u, w ∈ H.
(i) For the operator A s,t := A − s(u⊗w) − t(w⊗u) with s, t ∈ C, the following hold:
(ii) For the operator A s,t := A − s(u⊗u) − t(w⊗w) with s, t ∈ C, the following hold:
Proof. By substituting g := w, h := u in Theorem 2 we get (i.1). For (i.2) observe, that, with this substitution, the numerator in (7) becomes
from which (i.2) follows. In a similar way, by putting w = u in Theorem 2, and then substituting g = h = w, we get (ii.1). For (ii.2) observe, that, with this substitution, the numerator in (7) becomes
while the denominator becomes
from which (ii.2) follows.
1.4.
Perturbations for w = Au. In case w = Au the formulas can be simplified, according to the following lemma.
Lemma 4. Let A be a closed and densely defined operator with nonempty resolvent set and let u ∈ dom(A), u = 1, m = u, Au . Then with Q u,w (z) = (z − A) −1 u, w one has
Proof. To see the first equality observe that
Transforming similarly Q u,Au (z) one obtains the second equality.
Using this Lemma we can describe the rank-two deformations given in (8) in the case w = Au.
Theorem 5. Let A be a closed, densely defined operator and let u ∈ dom(A), u = 1, m = u, Au .
(i) For the operator A s,t := A − s(u⊗Au) − t(Au⊗u) with s, t ∈ C, the following hold:
(ii) For the operator A s,t = A − s(u⊗u) − t(Au⊗Au) with s, t ∈ C, the following hold:
Proof. (i) First observe that, by Lemma 4, we have
Hence, by Corollary 3(i.1) applied to w := Au we get (i.1). Furthermore, as
(ii) Similarly, observe that
which together with Corollary 3(i.2) applied to w := Au shows (ii.1). Furthermore, as 1
1.5. Deformations of self-adjoint operators. In the self-adjoint case A = A * we can also simplify the formula for Q Au (z).
Proof. By simple computations we get
Substituting Lemma 6 in Theorem 5 we get the following result.
Theorem 7. Let A = A * be a closed, densely defined operator on a Hilbert space H, u ∈ dom(A) ⊂ H with u = 1, m = u, Au , and let Q u (z) denote the Weyl function of A with respect to u.
Proof. Note that m ∈ R, due to A = A * . Applying Theorem 5(i) and Lemma 6 we get the conclusion (i). Similarly, applying Theorem 5(ii) and Lemma 6 we get (ii).
Remark 8. Note that the only property the inner product ·, · that was used in Lemma 1, Theorem 2, Corollary 3, Lemma 4, Theorem 5 was sesquilinearity. Consequently, the definite inner product can be replaced everywhere by a form Hx, y , where H ∈ B(H) and H = H * and the Weyl function can be replaced by
Then, Lemma 6 and Theorem 7 also follow under the assumption that HA = A * H.
Remark 9. The assumption that z ∈ ρ(A s,0 ) in Theorem 2, Corollary 3, Theorem 5 and Theorem 7 seems to be unavoidable in the operator case, though we are not able to give any example. However, in the matrix case, thanks to the existence of the characteristic polynomial, this assumption may be simply removed, cf. Theorem 10(a) below.
Application: perturbations of spectra of matrices
In this section we will deal with H = C n endowed with the standard inner product. Therefore, we will write uw * instead of u⊗w, furthermore,
By u and A we mean the euclidean norm of a vector u and the induced matrix norm of the matrix A, respectively. By saying that a a statement holds for generic vectors u 1 , . . . , u k , v * 1 , . . . , v * l ∈ C n we mean that there exists a nonzero polynomial of (k+l)n variables such that the set of all (coordinates of) vectors u 1 , . . . , u k , v * 1 , . . . , v * l for which the statement does not hold is a subset of a zero set of a nonzero polynomial in (k + l)n variables.
2.1. Parametric rank two perturbations and large scale limits of eigenvalues. In this subsection we show how the developed the present paper techniques may be used to reveal the spectrum of rank two perturbation of a matrix. In particular, we will be interested in large parameter limits of the spectrum. We extend here some ideas from [28] for finding the limits of rank one perturbations to the rank two case. However, we will refrain from investigating the generic Jordan structure of rank two perturbations, as this problem was addressed in the paper [3] .
Theorem 10. Let A ∈ C n×n , n ≥ 2, then the following statements hold.
is a polynomial of degree n − 2 with simple roots only. (c) For generic u, w * , g, h * ∈ C n and all α, β ∈ C \ {0} if R ∋ r → +∞ then two eigenvalues of A − (αr)uw * − (βr)gh * converge to infinity as rλ i + o(r), where λ i (i = 1, 2) are eigenvalues of the matrix αuw * + βgh * . Furthermore, n − 2 eigenvalues converge to the zeros of the polynomial q(z).
Proof. (a) By [28] the characteristic polynomial of A − suw * equals det(z − A)(1 + sQ u,w (z)). Repeating this once again for tf g * and A − suw * substituted for suw * and A respectively, we obtain by formula (3) of Lemma 1 that the characteristic polynomial of A − suw
Without loss of generality we may assume that A is in the Jordan canonical form
Consequently,
, without the constant term and without terms of degree one. The statement is equivalent to saying that the above expression has nonzero terms of order two for generic u, w * , g, h
is a polynomial expression in the entries of u, w * , g, h * , cf. (16) . Hence, to finish the proof of (b) it is enough to show that for some j ′ , j ′′ and for some u, w
Then, according to (16) ,
(c) First observe that the matrix r −1 (A − (αr)uw * − (βr)gh * ) converges with r → ∞ to αuw * −βgh * . For generic u, w, g, h the matrix αuw * −βgh * is of rank two for all α, β ∈ C\{0}. Hence, there are two eigenvalues λ j (r) of r −1 (A−(αr)uw * −(βr)gh * ) that converge to the eigenvalues λ j of αuw * − βgh * . Note that rλ j (r) (j = 1, 2) is an eigenvalue of A − (αr)uw * − (βr)gh * , which finishes the proof of the part of the statement concerning the eigenvalues converging to infinity.
To prove the second statement note that the eigenvalues of the perturbed matrix are by (b) zeros of the function r −2 R αr,βr (z). The function r −2 R αr,βr (z) converges locally uniformly to R ∞ (z) with r → +∞. The claim follows now directly from the Rouche theorem.
Remark 11 (Phase transition under small parameter perturbations). Let
be such that the spectrum of A s is symmetric with respect to the imaginary axis. Such situation happens if, for example, A s are Hamiltonian or real skew-symmetric
Note that in such case the ODE x ′ = A s x is stable if and only if the spectrum of A s is purely imaginary. Assume also that the spectrum of A is purely imaginary. We address the following question: what are then the necessary and sufficient conditions for the spectrum of A s to be contained in the imaginary axis for small values of the parameter s? We restrict ourselves to local investigations, observing the behavior of one particular eigenvalue λ 0 of A under rank two peturbation. Assume that A has a Jordan chain of length two at λ 0 , which is a typical situation for a phase transition, see e.g. [33] . Consider the following Laurent expansions
We assume that a −2 = 0, which, in case of A being Hamiltonian or skew symmetric and having a Jordan chain of length two, is a generic assumption on u, w * , g, h * . The equation R s,s (z) = 0 from Theorem 10(a) takes the form
Observe that the solutions in z of the above equation can be expanded for s > 0 in the Puiseux series
with
see also e.g. [19] . Therefore, the necessary and sufficient conditions for z(s) ∈ iR for small s is that a −2 ∈ iR. Observe that this condition can be checked directly by numerical methods. Namely, a −2 ∈ iR if and only if
for ε sufficiently small.
2.2.
Parametric rank one perturbations and large scale limits of singular values. Now we move to study of singular values of rank one perturbations of matrices. We refer the reader to [38] for a non-parametric approach to the problem and to [35, 36] for applications in numerical methods. As in the previous subsection we will be interested in the limits of the singular values for large values of the perturbation parameter. First observe the following fact. Let u, v ∈ C n , v = u = 1, without loss of generality we may assume that τ > 0. Then with w = B * v and A = B * B we have
which is a rank two perturbation of B * B unless B * v is a scalar multiple of u. Since in that case the usual perturbation theory for Hermitian matrices may be applied we will always assume that B * v is not a scalar multiple of u. Such setting allows us to apply Theorem 10(a) with A = B * B, s = t = τ , g = w − τ u, h = u. Here, this only one time in the paper, we violate the convention that the vectors u, v, g, h do not depend on the parameters s, t. Therefore, we cannot use Theorem 10(c) directly but we need a separate calculation. Furthermore, note that the above rank two perturbation of B * B is of special type. Namely, assume that rank B = k ≤ n − 2. Then a generic rank two perturbation of B * B will be of rank k + 2. However, rank(B * B − τ uw
Theorem 12. Let B ∈ C m×n let u, v ∈ C n be of norm one and such that B * v is not a scalar multiple of u. Let also σ 1 (τ ) ≥ · · · ≥ σ n (τ ) denote the singular values of B − τ vu * . Then the following statements hold. (a) The characteristic polynomial of (B − τ vu * )
where
is of degree n − 1 and has positive zeros z 1 , . . . , z n−1 satisfying
(c) As τ → +∞ one has
and
Proof. For the whole proof we fix arbitrary u, v of norm one.
(a) Observe that
As we know that R τ (x) has real roots only, we may consider x ∈ R, which simplifies the above to
(b) Like in the proof of Theorem 10 (b) (see therein for details) we see that
is a polynomial expression in (x−λ j ) −1 (j = 1, . . . , n) with the coefficients depending polynomially on the entries of u and v * . The statement is equivalent to saying that the above expression has nonzero terms of order one. This results from the fact that the matrix A = B * B is Hermitian and hence −Q u,u (x) is a polynomial in (x − λ j )
. . , n) that has only terms of degree two. By a continuity argument all zeros of q(x) are nonnegative. Now assume that x > σ 2 1 (B), which implies that the matrix (x − B * B) −1 is positive definite and the quadratic form [u, w] = Q u,w (x) is an inner product. By the Cauchy-Schwartz inequality we have
Hence, q(x) = 0. (c) Observe that according to (17) there is one eigenvalue of τ −2 (B + τ vu * ) * (B + τ vu * ) converging with τ → ∞ to u * u = 1. Hence, there is one singular value of B + τ vu * converging to infinity as τ + o(τ ). Analogously as in Theorem 10 (b) we show that the remaining n − 1 eigenvalues of (B + τ vu * ) * (B + τ vu * ) converge to the generically positive zeros z 1 , . . . , z n−1 of the polynomial q.
Remark 13. Note that for proving statement (18) we did not need the assumption that B * v is not a multiple of u.
Remark 14. Our claim is that the convergence in (19) is generically linear, numerical simulation confirming this claim may be seen in Figure ( 2). Nonetheless, in the case u * B −1 v = 0, which may be seen as a structure assumption, several sub-cases occur obscuring the general picture.
Theorem 15. Let B ∈ C n×n (n ≥ 2) be invertible, let u, v ∈ C n be of norm one and let σ n (τ ) denote the smallest singular value of B − τ vu * . Then σ n (τ ) converges to zero with τ → ∞ if and only if u * B −1 v = 0. In such case the convergence is linear,
. In the opposite case, if σ n (τ ) does not converge to 0, then it converges to the reciprocal of the largest singular value of
Proof. Observe first that since B is invertible we have by Lemma 1 that
Assume that u * B −1 v = 0. Then the right hand side of (21) clearly converges with τ → ∞ to B. In particular, the largest singular value of (B + τ uv * ) −1 converges to the largest singular value of B −1 ∞ . Note that as rank B ∞ ≥ n − 1 the largest singular value of (B + τ uv * ) −1 is nonzero. In consequence, the claim is proved. If u * B −1 v = 0 then we apply Theorem 12 formula (18) (cf. Remark 13) tõ
Then the largest singular value of (B +τ uv * ) −1 behaves as B −1 u 2 τ +o(τ ) and consequently the smallest singular value of B−τ uv * converges to zero as
Corollary 16. If B ∈ C n×n (n ≥ 2) is invertible then the · 2 -condition number of rank one perturbation B − τ vu 2.3. Interlacing property and phase transition. In this subsection we will be interested in the following property: the spectra of A and A s,t = A − suw * − tgh * are real and simple and between any two consecutive eigenvalues of one of the matrices there exists exactly one eigenvalue of another one. In such case we say that the spectra of A and A s,t interlace. The general case was solved by Donat and Mulet in [15] . Below we show a simplified sufficient condition for A = A * and A s,t := A − s(u⊗Au) − t(Au⊗u) with real parameters s, t. And so let A = A * and let λ 1 , . . . , λ n be the eigenvalues of A. The Weyl function Q u (z) := (z − A) −1 u, u ( u = 1) has the form
where the coefficients c j are nonnegative. Furthermore, for generic u ∈ C n they are positive. First note that if (1 − s)(1 − t) > 0, then by the Remark 23, the spectrum σ( A s,t ) is purely real but does not necessarily interlace the spectrum of A. We will present now a different sufficient condition for realness of spectrum and the interlacing property.
Theorem 17. Let A = A * ∈ C n has only simple eigenvalues and let u ∈ C n , u = 1 be such that all coefficients c j (j = 1, . . . n) in (22) are nonzero, i.e. u is a generic vector. Then for s, t ∈ R such that st = s + t and
the eigenvalues of A s,t := A − s(u⊗Au) − t(Au⊗u) are necessarily real and interlace the eigenvalues of A.
Proof. By Theorem 7 the characteristic polynomial of
which has only real solutions z = x ∈ R. Equivalently, for x / ∈ σ(A) one has that x ∈ σ( A s,t ) if and only if
The left hand side is a decreasing rational function with real and simple poles.
The right hand side is a hyperbola with the singularity in x 0 := −stm st − s − t . Hence, between two consecutive eigenvalues of A there is necessarily precisely one eigenvalue of A s,t , see Figure 3 (left) for an illustration. The remaining eigenvalue of A s,t is necessarily real, otherwise its complex conjugate would be an eigenvalue as well, violating condition on the number of eigenvalues. It is either greater than max σ(A) or smaller than min σ(A) and the interlacing property holds.
Remark 18. Note that by elementary calculation st − s − t = 0 if (1 − s)(1 − t) > 0. Though the latter condition implies realness of spectrum of A s,t as well, it does not imply the intertwining of eignenvalues, as will be shown in Example 20.
Remark 19. Note that in contrary to [15] the assumptions do not involve the coefficients c j but only the location of eigenvalues λ j and the coefficient m. and clearly between 1 and 2 there is no eigenvalue of A s,t . The functions in (24) are plotted in Figure 3 (right). However, note that the spectrum of A s,t is real. Hence, (23) is not a necessary condition for realness of the spectrum.
Furthermore, for s = 1.1, s = 0.9 we get x 0 = −2.45, hence the assumptions of Theorem 17 are satisfied, while (1 − t)(1 − s) < 0. Hence, (1 − t)(1 − s) > 0 is also not a necessary condition for realness of the spectrum.
3. Applications in classical and free probability 3.1. Transformations of probability measures. One of the goals of the paper was to provide an operator model of the t-transform of probability measures, defined by Bożejko and Wysoczański [7] and extended to U-transform by Krystek and Yoshida in [20] . For this aim we recall the definition of the Cauchy transform of a probability mesure and of the distribution of an operator with respect to a vector state.
Definition 2 (Cauchy transform). For a given probability measure µ on the real line R, its Cauchy transform is a holomorphic function G µ (z) defined in the upper half-plane C + = {z ∈ C : Im z > 0}, as
Definition 3 (Distribution of operator). Let A be a self-adjoint operator (possibly unbounded, but for simplicity of the definition we shall assume A ∈ B(H)) and let u ∈ H be a normalized vector u = 1 (in the domain of A for unbounded A).
Consider the vector state ϕ u (i.e. positive, normalized functional) on B(H), defined by ϕ u (B) := Bu, u for B ∈ B(H). The spectral theorem implies, that there exists the unique probability measure µ A on R, such that
This measure called the distribution of A with respect to ϕ u .
Note that for z ∈ C + we have
so the Weyl function of A (w.r.t. u) equals the Cauchy transform of µ A (i.e. of the distribution of A w.r.t. ϕ u ).
Let us recall the constructions of the t and U-transforms of probability measures. The main tool for this is the Nevanlinna theorem ([1] Theorem 6.2.1.), which asserts that a function F : C + → C + is the reciprocal of the Cauchy transform of a (uniquely determined) probability measure µ on the real line, i.e. F (z) = 1
Gµ(z)
, if and only if there exist a positive measure ρ and a constant α ∈ R such that for z ∈ C + (27)
Let p, q ∈ R with q ≥ 0, then, given a probability measure µ on R with finite first moment m := xdµ(x) and with
as in (27) , one can show directly that the function
satisfies the condition (27) with α p,q = qα − (q − p)m and ρ p,q = αρ. Consequently, there exists the unique probability measure U p,q (µ), satisfying
Definition 4. Let p, q ∈ R with q ≥ 0, then for a probability measure µ on R with the finite first moment m := xdµ(x), the U-transform of µ with the parameters (p, q) is the unique probability measure U p,q (µ) satisfying
In the case p = q = τ the U-transform coincides with the t-transform, defined by
see [7, 8] .
Note the following simple examples: U 0,1 (µ) = µ, U p,0 (µ) = δ pm . Furthermore, both U-and t-transform coincide on the set of all probability measures with vanishing first moment (i.e. with m = 0).
Remark 21. It is instructive to observe that the U-transform modifies only the first two parameters in the continuous fraction expansion of G µ (z). Namely, if
3.2.
Operator models for the t-and U-transforms of measures. In this subsection we shall show that the operator deformations defined in Theorem 7 (i) correspond to the U-and t-transforms of their distributions. More precisely, for a self-adjoint operator A ∈ B(H) and a unit vector u ∈ H consider the vector state ϕ u . Then, to the operator A there corresponds the distribution µ A (given by (25) ).
On the other hand, we consider the operator deformation A → A s,t , which has the distribution µ As,t (also w.r.t. ϕ u ). We shall show that in this case we get the equality µ As,t = U p,q (µ A ), with q = (1 − s)(1 − t), p = 1 − s − t. So the U-transform of µ A equals the distribution of the deformation A s,t . In particular we obtain the following diagram
Theorem 22. Let A be a self-adjoint, possibly unbounded operator, let u ∈ dom A be a normalized vector and let µ be the distribution of A w.r.t. ϕ u , see (25) . 
On the other hand, the Weyl function Q u of the self-adjoint operator A equals the Cauchy transform G µ of its distribution µ (w.r.t. ϕ u ). Hence
where the second equality is the consequence of the Krystek-Yoshida construction of the U-transform U p,q (µ) of the measure µ. Therefore Q s,t u = G U p,q (µ) , and, since the Cauchy transform determines the measure uniquely, the proof is finished.
Remark 23. We proved that the Weyl function Q s,t u (z) of the rank two deformation A s,t of a self-adjoint operator A is the Cauchy transform of a probability measure. This is of particular interest in the case s = t, in which the deformation A s,t is not self-adjoint, but nevertheless its Weyl function w.r.t. u is the Cauchy transform of the probability measure U p,q (µ).
With the notation of the Theorem 22 the first moment of µ equals m = Au, u . Since for measures with vanishing first moment both U-and t-transforms agree, we get the following.
Corollary 24. Let A be a self-adjoint, possibly unbounded operator, let u ∈ dom A be a normalized vector and let µ be the distribution of A w.r.t. ϕ u . Moreover, let s, t ∈ C be so that τ s,t := (1 − s)(1 − t) > 0 and assume that m = Au, u = 0. Then the distribution of the rank two deformation A s,t := A − su⊗Au − tAu⊗u is the t-transform of the measure µ with the parameter τ s,t .
3.3. Jacobi matrix models. In this subsection we shall study our transformations acting on the Jacobi tridiagonal matrices. In fact, the Jacobi tridiagonal matrices are closely related to continuous fraction expansions of the Cauchy transforms of probability measures, and to the associated orthogonal polynomials.
For simplicity we shall consider probability measures with compact supports on R, which guarantees the existence of all moments. Then, given such measure µ, there exists the family {P n : n ≥ 0} of polynomials orthogonal with respect to µ and normalized by P n 2 = |P n (x)| 2 dµ(x) = 1. If the Cauchy transform G µ is of the form (30) , then the polynomials satisfy the recurrence relation of the form (32) P 0 (x) = 1, xP n (x) = b n P n+1 (x) + a n P n (x) + b n−1 P n−1 (x), for n ≥ 0.
The coefficients b n are positive and a n are real and bounded, (with the convention b −1 = 0). Let us introduce the operator J, acting on L 2 (R, dµ(x)) as multiplication by the variable x, then, in the orthonormal basis e n := P n (n ∈ N), it has the tridiagonal Jacobi matrix
Moreover, the Weyl function of J with respect to the vector e 0 and the Cauchy transform of µ coincide:
3.3.1. Jacobi matrix model for the U-transform. For the Jacobi matrix (33) consider the "antidiagonal" transformation J → J s,t = J − s(u ⊗ Ju) − t(Ju ⊗ u), for u = e 0 , given in Theorem 7 (i), then:
and hence
As we have seen in Theorem 22, the distribution of J s,t (with respect to the vacuum state ϕ 0 given by e 0 ) is the U p,q -transform of the distribution of J (with p = 1 − s − t and q = (1 − s)(1 − t)):
In the particular case if a 0 = Je 0 , e 0 = 0 we get that the distribution U p,q (µ) of the operator J s,t , (non self-adjoint if s = t), is the t-transform of the distribution µ of J.
W-transform of measures and related operator model. The Theorem 7
(ii) provides a possibility of defining another transformation of probability measures via the following lemma.
Lemma 25. Let µ be a Borel probability measure on R with the first moment m finite. Then for each s, t ∈ R the function
is a reciprocal of a Cauchy transform of a probability measure.
Proof. It is well known that there exists a self-adjoint operator A in a Hilbert space and a unit vector u ∈ dom A such that the distribution of A with respect to u equals µ. By Theorem 7(ii) F (z) is the reciprocal of the distribution of A−su⊗u−tAu⊗Au with respect to u.
Definition 5. If µ is a Borel probability measure on R with the first moment m finite and s, t ∈ R, then by the W-transform of µ we define the unique Borel probability measure W s,t (µ) on R for which the Cauchy transform G W s,t (µ) satisfies the equation
We present below two simple examples comparing the two deformations: µ → U p,q (µ) for p = 1 − s − t, q = (1 − s)(1 − t), and µ → W s,t (µ). One more example will be treated in Section 3.5.
Example 26. Both U-and W-tranform preserve the class of atomic measures.
Indeed, for µ = δ a we have m = a and G a (z) = 1 z − a . Hence
The latter formula follows directly from (36) , which simplifies to
Example 27. For the Bernoulli law µ := 1 2 (δ −1 + δ 1 ) we have m = 0, so the U-transform reduces to the t-transform. General formulas for the t-transform of two-point measure has been given in [41, Example 3.5] , and applied to the Bernoulli law give
On the other hand, the Cauchy transform is G µ (z) = 1 2
, hence the W-transform is given by
where x = y are the two real solutions of the quadratic equation z 2 +(s+t)z+st−1 = 0 (which has the positive discriminant ∆ = (s − t) 2 + 4):
Therefore we get W s,t (µ) = A s,t δ xs,t +B s,t δ ys,t . In the particular case s = t we obtain x = 1 − s, y = −1 − s and A s,t = B s,t = 1 2 , so that the atoms are shifted by s and then W s (µ) = 
For the vector state ϕ 0 , given by u = e 0 , we get
so the deformation J → J s,t gives the Jacobi matrix model for the W-transform.
3.5.
Transformations of the free Meixner class. We end this section with another new result, which is the decription of the behaviour of the free Meixner class under the U-transform and describe the U-and W-transforms of the Wigner law. In classical probability the Meixner laws form the class of probability measures, whose orthogonal polynomials p n (x) are the solutions of the equation of the form ∞ n=0 p n (x)y n = A(y)e xB(y) , for given analytic functions A, B. It contains the classical laws: Gaussian, Poisson, gamma, Pascal, binomial and hyperbolic secant (see [2] and [6] ). The free Meixner laws are analogues of the above in free probability (developed by Voiculescu in mid 80-thies of the last century, c.f. [40] ), and contain the free Gaussian (Wigner semicircle) law, free Poisson (Marchenko-Pastur) law, free Gamma and free binomial law. Their orthogonal polynomials satisfy the recursion with constant coefficients. The free Meixner class has been described by Saitoh and Yoshida [29] as the class of probability measures µ u on R depending on four parameters u := (γ, a, b, c) ∈ R 4 with b, c ≥ 0, which orthogonalize the family of polynomials P n (x) := P u n (x) given by the following recurence: (38) P 0 (x) := c, P 1 (x) := x−γ, and P n+1 (x) = (x−a)P n (x)−bP n−1 (x), for n ≥ 1.
As shown in [29] Let us observe that the measure W s,t (σ) is not of the form (39) , hence the free Meixner class is not invariant under the W-transform.
3.6. U s -transformation of the free Meixner laws. We now focus on the case s = t, writting U s := U s,s . We shall describe the phase transition for the deformation µ u → U s (µ u ), i.e. the problem when the number of atoms changes. In this case we get the transformation of the parameter's vectors Now we consider the phase transition produced by the U-transform. We first describe the case when µ has one atom and µ us has two atoms.
Proposition 30. If the free Meixner law µ u , with u = (γ, a, b, c) and γ = 0 has one atom, then there exists an uncountable range of parameter s = 0 for which µ us has two atoms. This range depends on the position of the point P u := ( a γ , b γ 2 ) with respect to the elipse E := {(x, y) ∈ R 2 : x 2 + 4x + 4y 2 − 5y − 2xy = 0} as follows:
(1) if P u is inside E, then s ∈ R \ {0}; (2) if P u ∈ E then s ∈ R \ {0, s 0 }, where s 0 is the double root of the quadratic polynomial 4(b + γ 2 )s 2 + 4(aγ − 2b + γ 2 )s + (γ 2 − 2aγ); (3) if P u is outside E, then s < s 1 or s > s 2 , where s 1 , s 2 are the (different) roots of the quadratic polynomial 4(b + γ 2 )s 2 + 4(aγ − 2b + γ 2 )s + (γ 2 − 2aγ).
