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 Abstract Tomographic Data Consistency Conditions (TDCC) 
are frequently employed to improve the quality of PET data. 
However, most of these consistency conditions were derived from 
X-ray computerized tomography (CT) and their validity for 
other imaging modalities has not been well established.  For 
instance, it is well known from (X-ray) CT data that the sum of 
the projection data from one view of the parallel-beam 
projections is a constant independent of the view-angle. This 
consistency condition is based on well-known mathematical 
properties of the Radon transform and yields good results when 
employed in noise removal or sinogram restoration. But this 
consistency condition assumes that emission and detection of 
radiation occur within a thin (ideally with zero width) line-of-
response (LOR), with a flat probability distribution of the 
detection (in PET) or absorption (X-ray) along such LOR. This 
assumption, being valid for CT, is not realistic for PET 
acquisitions. Thus, TDCC for PET should be revised in order to 
check their validity with more realistic detection models. 
 In this work we review the main differences between PET and 
CT data and study whether these consistency conditions should 
be modified in order to take into account the dependence of the 
probabilities on the distance to the center of the line-of-response. 
Results from simulations are also presented to illustrate the 
importance of these effects. They indicate that some consistency 
conditions can be violated at the 10% level.  
I. INTRODUCTION 
T is well known from (X-ray) CT data that the sum of the   
    projection data from one view of the parallel-beam 
projections is a constant independent of the view-angle. This 
consistency condition of tomographic data is based on well-
known mathematical properties of the Radon transform [1] 
and  yields good results when employed in noise removal [2], 
sinogram restoration [3, 4] and attenuation correction [5]. 
Nevertheless, these kind of mathematical properties assume 
that emission and detection of radiation occur within a thin 
(ideally with zero width) line-of-response (LOR), with a flat 
distribution of the probability along the LOR. This 
assumption, being valid for CT, is not completely realistic for 
PET and SPECT acquisitions [6-9]. In SPECT some efforts 
have been devoted to take into account this spatially variant 
detector response [9],  but the impact of it on TDCC has not 
been fully addressed. The differences between PET and CT 
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sinograms have significant implications for TDCC, making 
them only approximately valid for PET. In extreme cases, the 
use of TDCC may even result in wrong conclusions and 
methods. 
In this work, we have studied with simulations and real 
acquisitions to which extent realistic sinogram models deviate 
from the ideal case. Attenuation of the gamma rays and scatter 
has not been considered as we have used point sources in air. 
Nevertheless, the results of this paper can be directly extended 
to real PET acquisitions once corrected for attenuation.   
II. TOMOGRAPHIC DATA CONSISTENCY CONDITIONS IN PET
A. Ideal Sinograms 
Using a discretized representation for the field of view 
(FOV) of the scanner, each 2-Dimensional sinogram of the 
acquired data with radial and angular coordinates ? ?,? ?  can 
be decomposed as a sum of contributions from different 
source points. Ideally, it can be described using zero-width 
Dirac delta functions: 
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where ? ?, sini i ir R? ? ?? ? ? , being iR  and i?  the polar 
coordinates of the source point i [Fig. 1]. N represents the total 
number of points in the FOV and the weight i?  is 
proportional to the intensity of the activity at point i.  
Fig. 1.  (Left) Coordinates of a point source inside a PET scanner. (Right)  
Ideal Sinogram of the projection data for this point source. 
Several properties of the sinogram can be easily derived 
from (1). For example, the sum of all radial bins inside the 
Field-of-View of the scanner (FOV) corresponding to a fixed 
angle 0? ??   is a view-independent constant: 
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RFOV represents the radius of the FOV of the scanner. This 
result is the zero-order version of the often called Helgason-
Ludwig conditions. Further details can be found in reference 
[1]. This result is closely related to the Bow-Tie principle 
commonly applied in FORE [10]. Q0(theta)=constant is 
equivalent to say that in a 2D Fourier Transform of the 
sinogram all elements with radial frequency zero should be 
zero except m=0. 
In general, these conditions state that the moment Qn
(n=0,1,2...) of the sinogram defined as:  
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for an ideal sinogram as described by (1) corresponds to:    
    ? ? ? ?sin
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Using trigonometric relations for the powers of the sine, the 
moment Qn can be expanded out as homogeneous polynomials 
of order n in ? ?sin ?  and ? ?cos ? . This result is explained in 
Table 1 for n=0,1,2.  
ORDER MEANING GRAPHIC PLOT 
? ?0Q ?
N=0 
The sum of projections 
is the same at all 
angles 
? ?1Q ?
N=1 
The projections of the 
center of mass of the 
object form a sine 
wave with period 1 in 
the sinogram 
? ?2Q ?
N=2 
Sine wave with period 
2 in the sinogram. 
Table 1  Explanation of the meaning of the momentum of order n 0,1,2 of 
the sinogram. 
Using the Fourier Transform of (4) respect to the polar 
angle ? , this TDCC can be summarized as follows:  “The 
Fourier transform of the Qn moment of a sinogram (properly 
corrected by attenuation), should have equals to zero all 
coefficients greater than n”.  
B. Realistic PET sinograms with symmetric blurring                 
In PET, if we take into account the finite size of the crystals 
and the physical processes involved in the emission and 
detection of radiation, sinograms are more accurately 
described by gaussian functions instead of (1) that uses zero-
width Dirac delta functions: 
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The value of ?  is related to all relevant blurring effects 
involved in PET such as the finite detector size, positron 
range, non-collinearity and inter-crystal scatter of detected 
photons. It is well known [11], that in commonly used ring-
based PET system, ?  is not constant and it becomes wider as 
the radial distance increase because of the gamma-ray 
penetration of the detectors. This effect is called Depth-of-
Interaction (DOI).  
Fig. 1.  (Left) Tube-of-Response. (Right)  Realistic Sinogram 
Due to geometrical considerations, ?  depends also on the 
distance of the source to the detectors 
? ?,i i it R Cos? ? ?? ? ? . This is commonly known as 
tangential blurring [11] . 
As a result of all these effects, ?  is not a constant but a 
function of ri and ,it ? :
                           ? ?,,i ir t? ?? ??                  (6)
In a previous work [6], we focused on the impact of this 
blurring in the resolution of reconstructed images and the 
quality of the data. Here we focus in the effect on the TDCC.  
C. Realistic PET sinograms with asymmetric blurring            
In order to make the sinogram model even more realistic, 
the asymmetric in the blurring caused by the DOI can be taken 
into account using two gaussians for describing the blurring 
[11]. 
Fig. 2.  Radial PSF with asymmetric blurring  
 Therefore, the model of the sinogram can be expressed in a 
more general form as: 
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Fig. 2.  Non-symmetric blurring caused by the DOI in a ring-based PET 
scanner for 3 LORs with different radial distance. 
This asymmetry is not constant and depends on the radial 
distance r. The asymmetry of the blurring is defined as 
1 2? ? ?? ? ? . To show the impact of this asymmetry on the 
TDCC we will assume a dependency of  ( )? ?? as: 
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???  represents the higher asymmetry of the blurring 
observed (at the edge of the FOV). Of course the actual 
expression would depend on the specific parameters of the 
scanner (crystal pitch, length of the crystals), but we want to 
make an estimation of the impact of this ?? on the TDCC. 
We can evaluate the momentum Qn of the sinogram 
substituting the more realistic expression (7) for the sinogram 
in (3). For simplicity in the rest of this paper we will focus in 
the first order moments (n=0,1,2) as they are the most 
commonly used in the references. In this case we obtain: 
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Table 2  Comparison of first order sinogram moments for ideal (no 
blurring) and realistic (considering the asymmetric blurring) projection data.
This result implies that all moments higher than the zero-
order one should take into account the asymmetry in the 
sinogram blurring. In the case of the first-order momentum the 
reason is clear: due to the non-symmetric distribution of the 
detection probability respect to the center of the LOR, the 
sinusoidal curve described by the center of mass of the object 
will be extended or shifted towards higher radial distances 
from the center. Therefore Q1 will not be a perfect sine 
function.  
If we compare the first order momentum of the sinogram of 
one point source using the ideal and the realistic model, we 
obtain: 
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For typical values from real PET scanners, if the point 
source is placed at the edge of the FOV, we can estimate this 
ratio to be about ? ?? ?1 0.05 iSin ? ?? ? ? ? .
For higher order momentum, the discrepancy between both 
models increases, as the dependency of the momentum with 
the blurring and its asymmetry becomes more important. 
These results imply that TDCC for PET as described in [12, 
13] are only approximately valid. This may have important 
implications depending on the method where they the TDCC 
are used. For example, automatic attenuation correction 
methods [13, 14] should pay attention to the particular value 
of the blurring of the PET scanner because it may invalidate 
the correction method if the stronger emission sources are not 
centered as it often occurs with heart or kidney studies.  
In the rest of this paper we will verify these results with 
simulations and real data. 
III. SIMULATIONS
These results were first tested with some simulations. We 
wanted to measure in realistic PET data to which extent when 
dealing with a non-centered source, the TDCC holds true. 
We used a Monte Carlo code (PeneloPET) [15] that 
includes all relevant physical effects, such as positron range, 
photon non-collinearity, pile-up and inter-crystal scatter.  
The geometry of scanner used for the simulations [with long 
crystals with a small width] was chosen to clearly show the 
asymmetry in the PSF caused by the DOI. Simulations of 
point sources placed at different positions inside the FOV 
were done, obtaining the blurred and asymmetric radial 
profiles of the probability distribution for three different 
LORs. 
In a second step, a capillar at 3.0 mm off-center was 
simulated and the moments of the sinogram and its Fourier 
Transform were calculated.  
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Fig. 3.  (Left) Detectors employed in simulations with PeneloPET. (Right) 
LORs chosen to obtain the radial profile in the probabilities. 
Table 3  Comparison of first order sinogram moments for ideal (no 
blurring) and realistic (considering the asymmetric blurring) projection data. 
IV. REAL DATA
Real data from the GE eXplore Vista small animal PET 
scanner were acquired to test the limits of TDCC on real data. 
A 1.2mm ∅ capillar filled with 122μCi of 18F were acquired 
in different positions (5’ per location) inside the FOV and the 
sinograms were fitted to the Realistic Model of the Sinogram  
(7) using a genetic algorithm. After that, the Fourier 
Transform respect to the projection angle of the fit was 
calculated, obtaining its Fourier Coefficients.   
This fitting procedure was necessary because of the 
existence of gaps in the sinograms. These gaps occur always 
in this kind of block-based detector scanners, and some 
procedures like iterative restoration [16], or imposing some 
conditions [17] on the unknown data allows restoring the 
sinogram. In this work we didn’t want to use none of these 
methods in order to avoid possible distortions on the results. 
V. RESULTS 
Figure 4 shows the results from the simulation of the 
asymmetric blurring caused by the DOI. Each color line 
corresponds to a LOR represented in figure 3. 
Fig. 4.  Radial Point-Spread-Function for 3 different LORs. 
Based on these results, we obtained the second-order 
moment of the ideal sinogram and the simulated one, as shown 
in figure 5. In order to better quantify these differences, the 
Fourier Transform of these sine curves is shown in Table 4. It 
can be seen that there are non negligible differences in Fourier 
Coefficients respect to the ideal case.  
Fig. 5.  Second order moment of the simulated sinogram (with realistic 
blurring) and the ideal sinogram (without blurring). 
Fourier 
Coefficient Ideal Simulation
C0 0.5 0.47 
C1 0 <10-4 
C2 0.5 0.5 
C3 0 <10-4 
C4 0 0.03 
Table 4 - Second order moment of the simulated sinogram (with realistic 
blurring) and the ideal sinogram (without blurring). 
One of the direct sinograms acquired from a point source 
in the eXplore Vista scanner is shown in figure 6.  
Scintillators LSO 
Crystal pitch 1.0 mm 
Crystal length 20 mm 
Scanner size 80 mm ∅
Radioisotope 18F 
Source size 5 mm ∅
Mean counts per bin 100 
4
Fig. 6.  Acquired sinogram with phoswich (Left) and without phoswich 
information (Right). 
Fourier 
Coefficient Ideal Data 
Data w/o DOI 
correction 
C0 0.5 0.496 0.48 
C1 0 <10-4 <10-4
C2 0.5 0.5 0.5 
C3 0 <10-4 <10-4
C4 0 0.004 0.02 
Table 5 - Second order moment of the simulated sinogram (with realistic 
blurring) and the ideal sinogram (without blurring). 
Due to the phoswich capability of this scanner, most of the 
DOI is corrected and the asymmetry parameter and its impact 
the impact on the TDCC is relatively small. Nevertheless 
without DOI correction (joining data from Front and Back 
layers of detectors), the asymmetry increases considerably and 
significant differences in the Fourier Coefficients with respect 
the ideal case can be noticed (Table 5). 
VI. CONCLUSIONS 
These results imply that because of the physical effects that 
blurs PET data, TDCC are only approximately valid. 
Therefore methods based on them, like automatic attenuation 
correction and sinogram restoration, should pay attention to 
the  this blurring and its asymmetry. 
Nevertheless, the impact on TDCC for devices with good 
DOI compensation like the eXplore Vista scanner is 
unimportant and may be masked by noise or scatter effects. 
VII. PRACTICAL CONSIDERATIONS 
In order to avoid the errors introduced by the asymmetry of 
the blurring PSF, its main impact on the projection data can be 
minimized by positioning carefully the LOR in the center of 
mass of the probability distribution of the TOR. Note that this 
position, due to the asymmetry, doesn’t match the line that 
connects the front face of the crystals nor the center of the 
crystals. 
Another option to correct the TDCC for the asymmetry of 
the PSF is to shrink the sinogram in the radial direction before 
applying the TDCC. This way we can improve the results 
obtained when the first order TDCC is used. 
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