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Abstract: In this paper, we construct a class global large solution to the 3D incompressible
micropolar fluid system with κ = 0. Precisely speaking, by choosing a special initial data which
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1 Introduction
This paper focuses on the following 3D incompressible micropolar fluid system given by

∂tu+ u · ∇u− (χ+ ν)∆u+∇p− 2χ∇×w = 0, x ∈ R3, t > 0,
∂tw + u · ∇w − µ∆w − κ∇ divw + 4χw− 2χ∇× u = 0, x ∈ R3, t > 0,
div u = 0, x ∈ R3, t ≥ 0,
(u,w)|t=0 = (u0,w0), x ∈ R3.
(1.1)
Here u = u(x, t), w = w(x, t) and p = p(x, t) are unknown functions representing the linear
velocity field, the micro-rotation velocity field and the pressure field of the fluid, respectively, and
µ, κ, ν and χ are nonnegative constants reflecting various viscosity of the fluid.
The model (1.1) was first proposed by Eringen in the pioneering work [7]. It is an essential
modification to the classical Navier-Stokes equations for the purpose to better describe the motion
of various real fluids consisting of rigid but randomly oriented particles (e.g., blood) by considering
the effect of micro-rotation of the particles suspended in the fluid. A fluid possessing such a
property is called a micropolar fluid, so that the model (1.1) is referred to as micropolar fluid
system in the literature. Actually, there are several experiments indicate that solutions of the
micropolar fluid system do better mimic behavior of such kind of fluids than solutions of the
Navier–Stokes equations, cf., [13, 14, 15] and references therein. We refer the reader to see the
references [11, 12] for more physical background of the above model.
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The micropolar fluid system has recently drawn much attention and many interesting results
have been obtained in the literature. For instance, the first result on existence and uniqueness of
solutions of the problem (1.1) was obtained by Galdi and Rionero in the reference [9]. Existence
of global weak solutions of the problem (1.1) was established by Lukaszewicz [10] and Boldrini
and Rojas-Medar [17]. We refer the reader to see [2, 16, 18] for existence and uniqueness of strong
solutions to the system (1.1) and more complex systems such as the magneto-micropolar fluid
system. Well-posedness of the micropolar fluid system in various function spaces has also been
well studied by many authors. For example, Ferreira and Villamizar-Roa [8] proved well-posedness
of a generalized incompressible micropolar fluid system in pseudo-measure spaces. In [3], Chen
and Miao established global well-posedness of the system (1.1) for small initial data in the Besov
spaces B˙
−1+ 3
p
p,∞ (R3) for p ∈ [1, 6). In [23], Zhu and Zhao proved that the micropolar fluid system
is globally well-posed in the Fourier-Besov spaces ˙FB
2− 3
p
p,r (R
3) for p ∈ (1,∞] and r ∈ [1,∞) with
small initial data. Recently, the corresponding author of the present paper [22] showed that this
problem is well-posed in ˙FB
−1
1,r(R
3) for 1 6 r 6 2, while ill-posed for 2 < r 6 ∞. We also refer
the reader to see the references [6, 19, 20, 21] for other related work.
As mentioned above, the global regularity for the micropolar fluid system (1.1) with large initial
data is still a challenging open problem. Our main goal is to construct a class global large solution
to problem (1.1) with κ = 0. For simplicity, throughout this paper we only consider the situation
with µ = 1 and χ = ν = 1/2. The main result is stated as follows.
Theorem 1.1 Let p ∈ (4, 6). Assume that the initial data fulfills divv0 = 0 and
u0 = U0 + v0 and w0 =W0 + c0
where
U0 =

 ∂2a0−∂1a0
0

 and W0 =

 00
a0


with
supp aˆ0(ξ) ⊂ C :=
{
ξ
∣∣ |ξ1 + ξ2| ≤ ε, 1 ≤ |ξh| ≤ 2, ε ≤ |ξ3| ≤ 2ε}. (1.2)
There exists a sufficiently small positive constant δ, and a universal constant C such that if
(||v0, c0||
B˙
−1+ 3
p
p,1
+ ε||aˆ0||2
L
p
p−1
+ ε||aˆ0||
L
p
p−1
) exp
{
C
(
||aˆ0||2L1 + ||aˆ0||L1
)}
≤ δ, (1.3)
then the system (1.1) has a unique global solution.
Remark 1.1 Let v0 = c0 = 0 and a0(x1, x2, x3) = ε
−2(log log 1
ε
)
1
2χ(x1, x2)φ(x3). where the smooth
functions χ, φ satisfying
suppχˆ ∈ C˜, χˆ(ξ) ∈ [0, 1] and χˆ(ξ) = 1 for ξ ∈ C˜1,
2
and
suppφˆ(ξ′) ∈ [ε, 2ε], φˆ(ξ′) ∈ [0, 1] and φˆ(ξ) = 1 for ξ′ ∈ [5
4
ε,
7
4
ε],
where
C˜ ,
{
ξ ∈ R2 : |ξ1 + ξ2| ≤ ε, 1 ≤ ξ21 + ξ22 ≤ 2
}
,
C˜1 ,
{
ξ ∈ R2 : |ξ1 + ξ2| ≤ 1
2
ε,
5
4
≤ ξ21 + ξ22 ≤
7
4
}
.
Then, direct calculations show that the left side of (1.3) becomes
Cε
p−4
p log log
1
ε
eC log log
1
ε .
Therefore, choosing ε small enough, we deduce that the system (1.1) has a global solution.
Note that ω0 = ∂2u
1
0 − ∂1u20 = (∂21 + ∂22)a0 and aˆ0 ≥ 0, we can deduce that ωˆ0 = −(∂21 +
∂22)aˆ0 which implies ‖ω0‖L∞ = ‖ωˆ0‖L1. Moreover, we also have ‖ωˆ0‖L1 & (log log 1ε )
1
2 . Using
the inequality ‖ω0‖L∞ . ‖u0‖L∞, then we have ||u0||L∞ & (log log 1ε )
1
2 . Therefore, we obtain
‖u0‖B˙−1∞,∞ ≈ ||u0||L∞ & (log log 1ε )
1
2 . Obviously, we also have ‖w0‖B˙−1∞,∞ ≈ ||w0||L∞ & (log log 1ε )
1
2 .
2 Littlewood-Paley Analysis
Throughout this paper, we will denote by C any constant which may change from line to line and
write A . B if A ≤ CB. A ≈ B means that A . B and B . A. We also shall use the abbreviated
notation ||f1, · · · , fn||X = ||f1||X + · · ·+ ||fn||X for some Banach space X .
Next, we recall the Littlewood-Paley theory, the definition of homogeneous Besov spaces and
some useful properties.
Let us start by introducing the Littlewood-Paley decomposition. Choose a radial function
ϕ ∈ S(Rd) supported in C = {ξ ∈ Rd : 3
4
≤ |ξ| ≤ 8
3
} such that∑
j∈Z
ϕ(2−jξ) = 1 for all ξ 6= 0.
The frequency localization operator ∆˙j and S˙j are defined by
∆˙jf = ϕ(2
−jD)f = F−1(ϕ(2−j·)Ff) and S˙jf =
∑
k≤j−1
∆˙kf for j ∈ Z.
With a suitable choice of ϕ, one can easily verify that
∆˙j∆˙kf = 0 if |j − k| ≥ 2 and ∆˙j(S˙k−1f∆˙kf) = 0 if |j − k| ≥ 5.
Next we recall Bony’s decomposition from [1]:
uv = T˙uv + T˙vu+ R˙(u, v),
with
T˙uv =
∑
j∈Z
S˙j−1u∆˙jv, R˙(u, v) =
∑
j∈Z
∆˙ju∆˜jv, ∆˜jv =
∑
|j′−j|≤1
∆˙j′v.
3
Definition 2.1 We denote by Z ′(Rd) the dual space of Z(Rd), where we set
Z(Rd) =
{
f ∈ S(Rd) : Dαfˆ(0) = 0; ∀α ∈ Nd
}
.
Then we have the formal homogenous Littlewood-Paley decomposition
f =
∑
j∈Z
∆˙jf, ∀f ∈ Z ′(Rd).
The operators ∆˙j help us recall the definition of the homogenous Besov space and the related
lemma (see [1]).
Definition 2.2 Let s ∈ R and 1 ≤ p, r ≤ ∞. The homogeneous Besov space B˙sp,r is defined by
B˙sp,r =
{
f ∈ Z ′(Rd) : ||f ||B˙sp,r ,
∣∣∣∣∣∣(2ks||∆˙kf ||Lp)k∈Z∣∣∣∣∣∣
ℓr
< +∞
}
.
It should be noted that a distribution f ∈ B˙sp,r if and only if there exist a constant C > 0 and a
non-negative sequence {dk}k∈Z such that
∀k ∈ Z, ‖∆˙kf‖Lp ≤ Cdk2−ks‖f‖B˙sp,r with ‖dk‖ℓr = 1.
Lemma 2.1 Let t > 0 and 1 ≤ p, p1, p2, r, r1, r2 ≤ ∞ satisfying
1
p
=
1
p1
+
1
p2
,
1
r
=
1
r1
+
1
r2
, t = t1 + t2.
Then there exists a positive constant C such that
||T˙fg||B˙sp,r ≤ C||f ||Lp1 ||g||B˙sp2,r , (2.4)
||T˙fg||B˙s−tp,r ≤ C||f ||B˙−tp1,r1 ||g||B˙sp2,r2 , (2.5)
||R˙(f, g)||B˙tp,r ≤ C||f ||Bt1p1,r1 ||g||Bt2p2,r2 . (2.6)
Next, we present the following product estimate which will be used in the sequel.
Lemma 2.2 [4] Let 2 ≤ p ≤ ∞, s1 ≤ 3p and s2 ≤ 3p with s1 + s2 > 3max{0, 2p − 1}. Then there
holds
||fg||
B˙
s1+s2−
3
p
p,1
≤ C||f ||B˙s1p,1||g||B˙s2p,1.
Finally, we recall the optimal regularity estimates for the heat equations.
Lemma 2.3 [5] Let s ∈ R, 1 ≤ p, r ≤ ∞ and 1 ≤ q1 ≤ q2 ≤ ∞. Assume that u0 ∈ B˙sp,r and
G ∈ L˜q1T (B˙
s+ 2
q1
−2
p,r ). Then the heat equations{
∂tu−∆u = G,
u(0, x) = u0,
has a unique solution u ∈ L˜q2T (B˙
s+ 2
q2
p,r )) satisfying for all T > 0
||u||
L˜
q2
T
(B˙
s+ 2q2
p,r )
. ||u0||B˙sp,r + ||G||
L˜
q1
T
(B˙
s+ 2q1
−2
p,r )
.
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3 Proof of the main theorem
In this section, we will give the proof of Theorem 1.1.
Let (a,m) be the solutions of the following system

∂ta−∆a−m = 0,
∂tm−∆m+ 2m+∆a = 0,
(a,m)|t=0 = (a0, a0),
(3.7)
and the action of its Green matrix which is denoted by G(t, x). We can show that G(x, t) has
similar properties in common with the heat kernel, that is
|Gˆ(t, ξ)| ≤ e−c|ξ|2t, |ξ| > 0.
In fact, we have
Ĝf(t, ξ) = e−A(ξ)tfˆ(ξ), f = (a0, a0)
T . (3.8)
where
A(ξ) =
( |ξ|2 −1
−|ξ|2 |ξ|2 + 2
)
.
Then for |ξ| > 0,
|Ĝf(t, ξ)| = |e−A(ξ)tfˆ(ξ)| ≤ e−(|ξ|2+1−
√
|ξ|2+1)t|fˆ(ξ)| ≤ e−c|ξ|2t|fˆ(ξ)|.
If the initial data a0 satisfies some assumptions, we can find small quantities along with a0 which
is the key to construct global solutions in our paper. That is, for p ≥ 2
||(∂1 + ∂2)a||Lp + ||(∂1 + ∂2)m||Lp + ||∂3a||Lp + ||∂3m||Lp . εe−ct||aˆ0||
L
p
p−1
.
Setting
U =

 ∂2a−∂1a
0

 and W =

 00
m

 ,
we can deduce from (3.7) that

∂tU−∆U−∇×W = 0,
∂tW −∆W + 2W −∇×U = F,
div U = 0, (U,W)|t=0 = (U0,W0),
(3.9)
where
F =

−∂1∂3a−∂2∂3a
0

 .
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Denoting v = u−U and c = w −W, the system (1.1) can be written as follows

∂tv + v · ∇v −∆v +∇p−∇× c = G−U · ∇v− v · ∇U,
∂tc+ v · ∇c−∆c+ 2c−∇× v = H− F−U · ∇c− v · ∇W,
div v = 0,
(v, c)|t=0 = (v0, c0).
(3.10)
where
G = −U · ∇U, H = −U · ∇W.
To element the pressure term, applying the Leray operator P to the first equation of (3.10),
one has 

∂tv −∆v −∇× c = P(−v · ∇v +G−U · ∇v − v · ∇U),
∂tc−∆c+ 2c−∇× v = −v · ∇c+H− F−U · ∇c− v · ∇W,
div v = 0,
(v, c)|t=0 = (v0, c0).
(3.11)
Note that it has been shown in [3] that the Green matrix of the linear system of (3.11) has similar
properties in common with the heat kernel by making a suitable transformation of the solution.
Then, invoking Lemma 2.3 to the above system (3.11) yields
||v, c||
L∞t (B˙
−1+ 3p
p,1 )
+ ||v, c||
L1t (B˙
1+ 3p
p,1 )
(3.12)
. ||v0, c0||
B˙
−1+ 3
p
p,1
+
∫ t
0
||v · ∇v||
B˙
3
p
−1
p,1
+ ||v · ∇c||
B˙
3
p
−1
p,1
dτ︸ ︷︷ ︸
I1
+
∫ t
0
||G,H,F||
B˙
3
p
−1
p,1
dτ︸ ︷︷ ︸
I2
+
∫ t
0
||U · ∇v + v · ∇U||
B˙
3
p−1
p,1
+ ||U · ∇c+ v · ∇W||
B˙
3
p−1
p,1
dτ︸ ︷︷ ︸
I3
, (3.13)
where we have used the fact that P is a smooth homogeneous of degree 0 Fourier multipliers which
maps B˙
3
p
−1
p,1 to itself.
For the term I1, using the product estimate (see Lemma 2.2), we obtain
I1 .
∫ t
0
||v||
B˙
−1+ 3
p
p,1
(||v||
B˙
1+ 3
p
p,1
+ |c||
B˙
1+ 3
p
p,1
) dτ . ||v||
L∞t (B˙
−1+ 3
p
p,1 )
||v, c||
L1t (B˙
1+ 3
p
p,1 )
. (3.14)
For the term I2, we estimate G,H,F one by one. Direct calculations show that G
3 = H1 =
H2 = 0 and
G1 = −U · ∇U1 = ∂1a∂2∂2a− ∂2a∂1∂2a
= (∂1 + ∂2)a∂2∂2a− ∂2a∂2(∂1 + ∂2)a,
G2 = −U · ∇U2 = −∂1a∂2∂1a+ ∂2a∂1∂1a
= −(∂1 + ∂2)a∂1∂2a + ∂2a∂1(∂1 + ∂2)a,
6
H3 = −U · ∇W3 = ∂1a∂2m− ∂2a∂1m
= (∂1 + ∂2)a∂2m− ∂2a(∂1 + ∂2)m.
Using the lemma 2.2 again gives∫ t
0
||G||
B˙
−1+ 3p
p,1
dτ .
∫ t
0
||(∂1 + ∂2)a||
B˙
3
p
p,1
||a||
B˙
1+ 3p
p,1
dτ . ε||aˆ0||2
L
p
p−1
, (3.15)
and ∫ t
0
||H||
B˙
−1+3
p
p,1
dτ .
∫ t
0
||(∂1 + ∂2)a||
B˙
3
p
p,1
||m||
B˙
3
p
p,1
dτ . ε||aˆ0||2
L
p
p−1
, (3.16)
The term F can be calculated as follows∫ t
0
||F||
B˙
−1+ 3p
p,1
dτ .
∫ t
0
||∂3a||
B˙
3
p
p,1
dτ . ε||aˆ0||
L
p
p−1
. (3.17)
Putting (3.15)–(3.17) together yields
I2 . ε||aˆ0||2
L
p
p−1
+ ε||aˆ0||
L
p
p−1
.
To deal with the term I3, by Bony’s decomposition, one has
v · ∇Ui =
3∑
j=1
∂j(U
ivj) =
3∑
j=1
[∂j(T˙Uiv
j) + T˙vj∂jU
i + ∂jR˙(U
i,vj)]
and
U · ∇vi =
3∑
j=1
∂j(U
jvi) =
3∑
j=1
[T˙Uj∂jv
i + ∂j(T˙viU
j) + ∂jR˙(U
j ,vi)].
Using (2.4)–(2.6) from Lemma 2.1, respectively, we obtain
||∂j(T˙Uivj), T˙Uj∂jvi||
B˙
−1+ 3
p
p,1
. ||U||L∞||v||
B˙
3
p
p,1
, (3.18)
||T˙vj∂jUi, ∂j(T˙viUj)||
B˙
−1+ 3p
p,1
. ||U||B˙1
∞,∞
||v||
B˙
−1+ 3p
p,1
, (3.19)
||R˙(Ui,vj), R˙(Uj,vi)||
B˙
3
p
p,1
. ||U||B˙1
∞,∞
||v||
B˙
−1+ 3p
p,1
. (3.20)
Combining (3.18)–(3.20) implies∫ t
0
||v · ∇U +U · ∇v||
B˙
−1+ 3
p
p,1
dτ
.
∫ t
0
||v||
B˙
3
p
p,1
||U||L∞ dτ +
∫ t
0
||v||
B˙
−1+ 3p
p,1
||U||B˙1
∞,∞
dτ
.
∫ t
0
||v||
B˙
−1+3
p
p,1
||U||B˙1
∞,∞
dτ +
∫ t
0
||U||L∞||v||
1
2
B˙
−1+ 3
p
p,1
||v||
1
2
B˙
1+ 3
p
p,1
dτ
≤ C
∫ t
0
(
||U||2L∞ + ||U||B˙1
∞,∞
)
||v||
B˙
−1+ 3p
p,1
dτ +
1
2
||v||
L1t (B˙
1+ 3p
p,1 )
. (3.21)
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Similar argument as (3.21), we also have∫ t
0
||v · ∇W +U · ∇c||
B˙
−1+ 3
p
p,1
dτ
≤ C
∫ t
0
(
||U,W||2L∞ + ||U,W||B˙1
∞,∞
)
||v, c||
B˙
−1+ 3p
p,1
dτ +
1
2
||v, c||
L1t (B˙
1+ 3p
p,1 )
. (3.22)
Putting the estimates (3.14), (3.15) and (3.21) together with (3.12) yields
||v, c||
L∞t (B˙
−1+ 3p
p,1 )
+ ||v, c||
L1t (B˙
1+ 3p
p,1 )
. ||v0, c0||
B˙
−1+ 3p
p,1
+ ||v, c||
L∞t (B˙
−1+ 3p
p,1 )
||v, c||
L1t (B˙
1+ 3p
p,1 )
+
∫ t
0
(
||U,W||2L∞ + ||U,W||B˙1
∞,∞
)
||v, c||
B˙
−1+3p
p,1
dτ + ε||aˆ0||2
L
p
p−1
+ ε||aˆ0||
L
p
p−1
. (3.23)
Now, we define
Γ , sup
{
t ∈ [0, T ∗) : ||v, c||
L∞t (B˙
−1+ 3p
p,1 )
≤ η ≪ 1
}
,
where η is a small enough positive constant which will be determined later on.
Thus, for all t ∈ [0,Γ], choosing η small enough, we infer from (3.23) that
||v, c||
L∞t (B˙
−1+ 3p
p,1 )
+ ||v, c||
L1t (B˙
1+ 3p
p,1 )
. ||v0, c0||
B˙
−1+ 3p
p,1
+ ε||aˆ0||2
L
p
p−1
+ ε||aˆ0||
L
p
p−1
+
∫ t
0
(
||U,W||2L∞ + ||U,W||B˙1
∞,∞
)
||v, c||
B˙
−1+3
p
p,1
dτ. (3.24)
Notice that ∫ t
0
(
||U,W||2L∞ + ||U,W||B˙1
∞,∞
)
dτ . ||aˆ0||2L1 + ||aˆ0||L1,
by Gronwall’s inequality, we have for all t ∈ [0,Γ]
||v, c||
L∞t (B˙
3
p
−1
p,1 )
+ ||v, c||
L1t (B˙
3
p
+1
p,1 )
≤ C(||v0, c0||
B˙
−1+ 3p
p,1
+ ε||aˆ0||2
L
p
p−1
+ ε||aˆ0||
L
p
p−1
) exp
{
C
(
||aˆ0||2L1 + ||aˆ0||L1
)}
≤ Cδ (3.25)
provided that the condition (1.3) holds.
Choosing η = 2Cδ, we can get
||v||
L∞t (B˙
−1+ 3p
p,1 )
≤ η
2
for t ≤ Γ.
So if Γ < T ∗, due to the continuity of the solutions, we can obtain that there exists 0 < ǫ≪ 1
such that
||v, c||
L∞t (B˙
−1+ 3p
p,1 )
≤ η for t ≤ Γ + ǫ < T ∗,
which is contradiction with the definition of Γ.
Thus, we can conclude Γ = T ∗ and
||v, c||
L∞t (B˙
−1+ 3p
p,1
)
≤ C <∞ for all t ∈ (0, T ∗),
which implies that T ∗ = +∞.
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