Random perturbation methods with applications in Science and Engineering By Anatoli V. Skorokhod, Frank C. Hoppensteadt and Haib Salehi. Springer, New York. (2002). 488 pages. $79.95 by unknown
BOOK REPORTS 1153 
3.4. Reduction or order of ODEs under mult iparameter Lie groups of point transformations. 3.4.1. Invariance 
of a second-order ODE under a two-parameter Lie group. 3.4.2. Invariance of an nth-order ODE under a two- 
parameter Lie group 3.4.3. Invariance of an nth-order ODE under an r-parameter Lie group with a solvable Lie 
algebra. 3.4.4. Invariance of an overdetermined system of ODEs under an r-parameter Lie group with a solvable 
Lie algebra. 3.5. Contact symmetries and higher-order symmetries. 3.5.1. Determining equations for contact 
symmetries and higher-order symmetries. 3.5.2. Examples of contact symmetries and higher-order symmetries. 
3.5.3. Reduction of order using point symmetries in characteristic form. 3.5.4. Reduction of order using contact 
symmetries and higher order symmetries. 3.6. First integrals and reduction of order through integrating factors. 
3.6.1. First-order ODEs. 3.6.2. Determining equations for integrating factors of second-order ODEs. 3.6.3. First 
integrals of second-order ODEs. 3.6.4. Determining equations for integrating factors of third- and higher-order 
ODEs. 3.6.5. Examples of first integrals of third- and higher-order ODEs. 3.7. Fundamental  connections between 
integrating factors and symmetries. 3.7.1. Adjoint-symmetries. 3.7.2. Adjoint invariance conditions and integrating 
factors. 3.7.3. Examples of finding adjoint-symmetries and integrating factors. 3.7.4. Noether's theorem, varia- 
tional symmetries, and integrating factors. 3.7.5. Comparison of calculations of symmetries, adjoint-symmetries, 
and integrating factors. 3.8. Direct construction of first integrals through symmetries and adjoint-symmetries. 
3.8.1. First integrals from symmetry and adjoint-symmetry pairs. 3.8.2. First integrals from a Wronskian for- 
mula using symmetries or adjoint-symmetries. 3.8.3. First integrals for self-adjoint ODEs. 3.9. Applications to 
boundary value problems. 3.10. invariant solutions. 3.10.1. invariant solutions for first-order ODEs: Separatrices 
and envelopes. 3.11. Discussion. 4. Partial Differential Equations (PDEs). 4.1. Introduction. 4.1.1. Invariance 
of a PDE. 4.1.2. Elementary examples. 4.2. invariance for scalar PDEs. 4.2.2. Determining equations for sym- 
metries of a kth-order PDE. 4.2.3. Examples. 4.3. Invariance for a system of PDEs. 4.3.1. Invariant solutions. 
4.3.2. Determining equations for symmetries of a system of PDEs. 4.3.3. Examples. 4.4, Applications to boundary 
value problems. 4.4.1. Formulation of invariance of a boundary value problem for a scalar PDE. 4.4.2. Incomplete 
invariance for a linear scalar PDE. 4.4.3. Incomplete invariance for a linear system of PDEs. 4.5. Discussion. 
References. Author Index. Subject Index. 
Random Perturbation Methods with Applications in Science and Enqineerinq. By Anatoli V. Skorokhod, Frank 
C. Hoppensteadt and Haib Salehi. Springer, New York. (2002). 488 pages. $79.95. 
Contents: 
Preface. What  are dynamical systems? What  is random noise? What  are ergodic theorems? What  happens for 
t large? What  is in this book? 1. Ergodic theorems. 1.1. Birkhoff's classical ergodic theorem. 1.1.1. Mixing 
conditions. 1.1.2. Discrete-time stationary processes. 1.2. Discrete-time Markov processes. 1.3. Continuous-time 
stationary processes. 1.4. Continuous-time Markov processes. 2. Convergence properties of stochastic processes. 
2.1. Weak convergence of stochastic processes. 2.1.1. Weak compactness in C. 2.2. Convergence to a diffusion 
process. 2.2.1. Diffusion processes. 2.2.2. Weak convergence to a diffusion process. 2.3. Central limit theo- 
rems for stochastic processes. 2.3.1. Continuous-time Markov processes. 2.3.2. Discrete-time Markov processes. 
2.3.3. Discrete-time stationary processes. 2.3.4. Continuous-time stationary processes. 2.4. Large deviation the- 
orems. 2.4.1. Continuous-time Markov processes. 3. Averaging. 3.1. Volterra integral equations. 3.1.1. Linear 
Volterra integral equations. 3.1.2. Some nonlinear equations. 3.2. Differential equations. 3.2.1. Linear differ- 
ence equations. 3.4. Large deviation for differential equations. 3.4.1. Some auxiliary results. 3.4.2. Main theorem. 
3.4.3. Systems with additive perturbations. 4. Normal deviations. 4.1. Volterra integral equations. 4.2. Differential 
equations. 4.2.1. Markov perturbations. 4.3. Difference quations. 5. Diffusion approximation. 5.1. Differentia] 
equations. 5.1.1. Markov jump perturbations. 5.1.2. Some generalizations. 5.1.3. General Markov perturba- 
tions. 5.1.4. Stationary perturbations. 5.1.5. Diffusion approximations to first integrals. 5.2. Difference quations. 
5.2.1. Markov perturbations. 5.2.2. Diffusion approximations to first integrals. 5.2.3. Stationary perturbations. 
6. Stability. 6.1. Stability of perturbed ifferential equations. 6.1.1. Jump perturbations of nonlinear equations. 
6.1.2. Stationary perturbations. 6.2. Stochastic resonance for gradient systems. 6.2.1. large deviations near a 
stable static state. 6.2.2 Transitions between stable static states. 6.2.3. Stochastic resonance. 6.3. Randomly 
perturbed ifference quations. 6.3.1. Markov perturbations: Linear equations. 6.3.2. Stationary perturbations. 
6.3.3. markov perturbations: Nonlinear equations. 6.3.4. Stationary perturbations. 6.3.5. Small perturbations of
a stable system. 6.4. Convolution integral equations. 6.4.1. Laplace transforms and their inverse. 6.4.2. Laplace 
transforms of noisy kernels. 7. Markov Chains with Random Transition Probabilities. 7.1. Stationary random 
environment. 7.2. Weakly random environments. 7.3. Markov processes with randomly perturbed transition 
probabilities. 7.3.1. Stationary random environments. 7.3.2. Ergodic theorem for Markov processes in random en- 
vironments. 7.3.3. Markov process in a weakly random environment. 8. Randomly Perturbed Mechanical Systems. 
8.1. Conservative systems with two degrees of freedom. 8.1.1. Conservative systems. 8.1.2. Randomly perturbed 
conservative systems. 8.1.3. Behavior of the perturbed system near a knot. 8.1.4. Diffusion processes on graphs. 
8.1.5. Simulation of a two-well potential problem. 8.2. Linear oscillating conservative systems. 8.2.1. Free linear 
oscillating conservative systems. 8.2.2. Randomly perturbed linear oscillating systems. 8.3. A rigid body with a 
fixed point. 8.3.1. Motion of a rigid body around a fixed point. 8.3.2. Analysis of randomly perturbed motions. 
9. Dynamical systems of a torus. 9.1. Theory of rotation numbers. 9.1.1. Existence of the rotation number. 
9.1.2. Purely periodic systems. 9.1.3. Ergodic systems. 9.1.4. Simulation of rotation numbers. 9.2. Randomly 
perturbed torus flows. 9.2.1. Rotation number in the presence of noise. 9.2.2. Simulation of rotation numbers 
with noise. 9.2.3. Randomly perturbed purely periodic systems. 9.2.4. Ergodic systems. 9.2.5. Periodic sys- 
tems. 10. Phase-Locked Loops. 10.1. The free system. 10.1.1. The nonrandom free system. 10.1.2. Example: 
1154 BOOK REPORTS 
Simulation of the free PLL system. 10.1.3. Random perturbations of the free system. 10.1.4. Behavior of the 
perturbed system near the running periodic solution. 10.1.5. Behavior of the perturbed system near the stable 
static state. 10.1.6. Ergodic properties of the perturbed system. 10.2. The forced problem. 10.2.1. Systems 
without a loop filter (nonrandom). 10.2.2. Randomly perturbed systems without a loop filter. 10.2.3. Forced 
systems with noisy input signals. 10.2.4. Simulation of a phase-locked loop with noisy input. 11. Models in 
Population Biology. 11.1. Mathematical ecology. 11.1.1. Lotka~Volterra model. 11.1.2. Random perturbations of
the LotkaoVolterra model. 11.1.3. Simulation of the Lotka~Volterra model. 11.1.4. Two species competing for a 
limited resource. 11.1.5. A food chain with three species. 11.1.6. Simulation of a food chain. 11.2. Epidemics. 
11.2.1. The Kermack-McKendrick model. 11.2.2. Randomly perturbed epidemic models. 11.2.3. Recurrent epi- 
demics. 11.2.4. Diffusion approximations. 11.3. Demographics. 11.3.1. Nonlinear enewal equations. 11.3.2. Linear 
renewal equations. 11.3.3. Discrete-time renewal theory. 12. Genetics. 12.1. Population genetics: The gene pool. 
12.1.1. The FHW model with stationary slow selection. 12.1.2. Random perturbation of the stationary slow 
selection model. 12.2. Bacterial genetics: Plasmid stability. 12.2.1. Plasmid dynamics. 12.2.2. Randomly per- 
turbed plasmid dynamics. 12.3. Evolutionary genetics: The genome. 12.3.1. Branching Markov process model. 
12.3.2. Evolution of the genome in a random environment. 12.3.3. Evolution in a random environment. A. Some 
Notions of Probability Theory. B. Commentary. References. Index, 
