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Abstract 
In this paper, we study the extended nonlinear complementarity  problem, we first introduce some 
definitions of  the functions .we  construct a  combined   homotopy equation, prove  the existence  and the 
convergence  of the homotopy path, which is from any  interior point to the solution of the problem .  
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1. Introduction  and Preliminaries 
The complementarity theory is devoted to the study of complementarity problems.There exist several 
kinds of complementarity problems [1-3].The linear complementarity problem is an important project in 
mathematical programmming, and has important applications in the other areas(see4-5).Zhao [6] and Li 
[7] had studied the properties of a homotopy solution path for complementarity problems.Ding [8] 
presented a new  homotopy method for the nonlinear complementarity problem (NCP). In this paper, we 
will study the following extended nonlinear complementarity  problem (ENCP):     finding a vector 
nx R∈  such that   and , where( ) 0, ( ) 0f x g x≥ ≥ n( ) ( ) 0Tf x g x = , : nf g R R→ .For above 
complementarity problems, using  the homotopy method to solve, it seems that having not discussed in 
the literature.  
Throughout the paper, all vectors are column vectors and superscript T denotes the transpose of a vector. 
For any n the Euclidean norm of x, by x R∈ ,we denote by x ix the ith component of x, We denote by 
(respectively, ) the space of n dimensional real vectors with nonnegative components 
(respectively, positive components).When 
nR+
nR++
nR+∈
nR++ 0≥(respectively, ),we also write xx
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(respectively, ) for simplicity. We use 0x > ( )g x∇  denoting the matrix of Jacobi ( )g x .
Definition 1: A function : n mf R R→ is said to be g -monotone, if  for any distinct points , nx y R∈ ,
( ( ) ( )) ( ( )Tf x f y g x− ( )) 0g y− ≥ m ,where : ng R R→  is a function.
Definition 2: A function : n mf R R→ is said to be g -quasi-monotone, if for any distinct points 
, nx y R∈ ,  implies that .where( ) (Tf y g( ) (x g− )) 0y > ( )f x (T g g−( )x n m( )) 0y ≥ g R → R  is a function. :
Definition 3: A function : n mf R R→ is said to be g - -mapping, if there exists a scalar  such 
that  for any distinct points 
*P 0κ ≥
, nx y R∈
( ))( ( ) ( ))
i i
y f x f y− −
,we have       
，where 
( , ) ( , )
( ( ) ( ( ))( ( ) ( )) 0       (1 )
i i i i
i I x y i I x y
g x g y f x f yκ
+ −
∈ ∈
+ − −+ ∑ ∑ )g x (i ig ≥
( , ) { {1, 2, , } ( ) ))( ( ) ( )) 0}, ( , ) { {1, 2, , } ( ) ))( ( ) ( )) 0}( ( ( (
i i i i i i i i
I x y i n g x g y f x f y I x y i n g x g y f x f y
+ −
= ∈ − − > = ∈ − − ≤L L
Let (0){ ( ) 0}, { ( ) 0}, (0)\∂Ω = Ω Ωn nx R g x x R g xΩ = ∈ ≥ Ω = ∈ > .
We make the following assumption for the extended complementarity problems: 
H1 there exists nx R∈ ,such that ( ) 0, ( ) 0g x f x> > , ( )g x∇ is an invertible matrix; 
H2 1 2, : , ( ) ( ( ), ( ), , ( )) ,
n n
nf g R R f x f x f x f x→ = L T 1 2( ) ( ( ), ( ), , ( )) ,Tng x g x g x g x= L
( ), ( ), 1, ,i if x g x i n= L are sufficiently smooth functions. is unbounded. ( 0)Ω
H3 if ( ) ( ){ }   and  ( )r rx x r∈Ω →∞ →∞ , then ,where ( )max ( ) ( )rii I g x r∈ → +∞ →∞
( ){ {1, 2, , } ( )}riI i n x r= ∈ → +∞ →∞L ;
H4: has an unique solution. (0) (0 )( ) ( ),g x g x x= ∀ ∈Ω
Lemma 1 If H1,H2 hold, then, there exists  a scalar ,such that  when 0δ >
(0){ }x O x x x δ∈ = ∈Ω − ≤ , we have and( ) 0, ( ) 0,g x f x> > ( )g x∇ is an invertible matrix. 
Definition 4：A nonlinear mapping : n nf R R→ is said to be a quasi- -mapping ,if there exists a 
constant  such that the following implication holds: 
g − *P
0τ ≥
( , )
( ) ( ( ) ( )) ( ( ) ( ))( ( ) ( )) 0 ( ) ( ( ) ( )) 0T Ti i i i
i I x y
f y g x g y g x g y f x f y f x g x g yτ
+∈
− − − − > ⇒ − ≥∑
for all distinct points ,x y in ,wherenR ( , ) { {1, 2, , } ( ) ))( ( ) ( )) 0}( (i i i iI x y i n g x g y f x f y+ = ∈ − − >L
Definition 5: A mapping : n nf R R→ is said to be a g − ( , , )P τ α β -mapping ,if there exist constants 
0, 0,0 1τ α β≥ ≥ ≤ <  such that the following inequality holds: 
11
(1 ) max ( ( ) ( )) min ( ( ) ( )) ( ) ( )( ( ) ( )) ( ( ) ( ))i i i i
i ni n
i i i if x f y f x f y g x g yg x g y g x g y
β
τ α
≤ ≤≤ ≤
+ − + − ≥ −− − −
for all distinct points ,x y in .nR
Clearly ,a g -monotone is a  g -quasi-monotone, a g -quasi-monotone is a  quasi- -mapping, g − *P g -
quasi-monotone is a quasi- -mapping. g − *P
Lemma 2： f is  a g - -mapping  if and only if  *P f is  a -mapping. g − ( ,0,0)P τ
Proof: the proof is similar to  that of Proposition 3.1in [9]. 
2. Main Result 
For any (0) (0) (0) (0) (0), , ( , ), ( ,nO )x y R x y x yω ω++∈ ∈ = = , We construct a combined homotopy equation as 
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follows: 
( 0 )
( 0 )
( 0 )
( 0 ) ( 0 )
(1 )( ( ) ) ( ( ) (
( , , ) ( , )
( )
0                             (1)
( )
))
Y
f x y g x g x
H H
Yg x g xω μ
μ μ
ω ω μ ω μ
− − + −
= =
−
=
⎛ ⎞⎜ ⎟⎝ ⎠
Where 1 2 1 2( , , , ), ( , , , )
T
m mX diag x x x y y y y= =L L .While 1μ = , equation (1) has a  unique 
solution. 0μ =
(0) {( , ) (0,1] : (nH Rω μ− += ∈Ω× ×
, equation (1)is extended nonlinear complementarity  problem. And  is  
obviously.  Let .
(0) (0)( , ,1) 0H ω ω =
1 (, ,ω ω 0) ) 0}H μ =
Lemma 3 For any , 0 is a regular value of (0) nO Rω ++∈ × H .The homotopy equation (1) generates a 
smooth curve  starting  from .(0)ωΓ
( )( )0 (0), ,1x y
Proof  we use (0)( , , )H ω ω μ′  representing Jacobi  matrix of H ,then (0)( , , )H ω ω μ′ = (0)( , , )
H H H
ω μω
∂ ∂ ∂
∂ ∂∂
 ,         
For     every ,  we have (0) nO Rω ++∈ × (0)
(0)
(0) (0) (0) (0)
( ) 0
( ( (, ) ) ( ) ))
g xH
x diag y diag g xy g x
μ
μ μ
− ∇∂
=
∂ − −
⎛ ⎞⎜ ⎟∇⎝ ⎠(
,
for every (0,1]μ ∈ ,since ,then (0)( )ig x > 0 2 (0) 2 (0)(0)
1
det ( 1) det( ( )) ( ) 0,
n
n n
i
i
H g x g xμ
ω
=
∂⎛ ⎞
= − ∇ ≠⎜ ⎟∂⎝ ⎠ ∏
(0)( , , )H ω ω μ′  is full  row  rank ,by  Parameterized  Sard  Theorem   on smooth manifold, we have 0 is a  
regular value of  H ,by the inverse image theorem,  consists of some smooth curves, and because 
, there must be a smooth curve starting from .
1(0)H −
(0 )ω
Γ(0) (0)( , ,H ω ω 1) 0= (0)( ,1ω )
Lemma 4 For a given , if 0 is a regular value of (0) nO Rω ++∈ × H  and ( )f x is a quasi- -mapping 
function, then  is a bounded curve in      .
g − *P
(0 )ω
Γ [0,1]nR+× ×Ω
Proof :  From (1),it is easy to see that .If is an unbounded curve ,then there 
exists a sequence of points ,such that 
(0) (0,1]nRω +Γ ⊂ Ω× ×
(0 ), )k ωμ ∈Γ
(0 )ω
Γ
( ) ( )( ,k kx y ( )( ,x y
0     (i− =
( ) , )k k kμ →∞ ), ,from the 
second equality of (1),we have :        
(k →∞
              (2)( ) ( ) (0) () ( )k ki i k ig x y g x yμ 0) i N)            ∈(
We give (0,1)kμ ∈ .Indeed, if for all such that k 0kμ = , then ( ) ( )( ,k k )x y is a solution of GNCP. If for all 
k,k 1μ = , then ( ) (0) ( ),k k (0)x x y= y= ,which contradicts that ( ){ }kx is unbounded. So there exists a 
subsequence, also denoted by { }kμ , such that  0,k 1μ ≠ ,hence we only consider (0,1)kμ ∈ .It follows 
from (2) that : ( )( ( )) 0, 0,   k ki ig x y> > i∈N . from the first equality of (1),we have : 
( ) ( ) ( ) (0) (1 )( ( ) ) ( ( ) ( )) 0                                (3)k k kk kf x y g x g xμ μ− − + − =
It follows from (2),(3)that: 
(0) (0)
( ) ( )
( )
( ) (0) ( ) (0)( )( ) ( ) ( )
1 1( )
 ( ) ( ) ( ) ( )k k k k i i ki i k
k ki
k k
i i i i
g x y
f x y g x g x g x g x
g x
μ μ μ
μ μ
= − − = − −
− −
,
(0) (0)
( ) (0) ( ) (0) (0)
( )
( )
( ) ( ) ( ( ) ( )) ( ),
1( )
k kk i i k
i i i i ik
ki
g x
g x g x
g x
yf x f x f xμ μ
μ
− = − − −
−
(0) (0)
( ) (0) ( ) (0) ( ) (0) ( ) (0) 2
(0) (0)
( ( ) ( ))
1
( ( ))      
kk
i i
k
i i
g x g x
y f x
μ μ
μ
− −
−
+              (4)
( )
( ) (0) (0) (0) (0) (0) (0) (0)
( )
( ( ) ( ))( ( ) ( )) ( ( ) ( ))
( )
( ( ) ( )) ( ) ( ) ( ) ( ) ( )
k k k k i i
i i i i i i k
i
k
i i i k i i i i i
g x
g x g x g x g x
g x
g x g x g x g x g x
y
f x f x
f x y f xμ
− − = −
− − ≤ + ≤
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,as
So we have: )) 0>
Because + Hence ,but
but ( )( ( )kig x
(0) ( ) (0)( ))( ( ) ( ))ki i ig x f x f x− − → −∞
( )( ) ,   ( )kig x k→∞ →∞ ,
( 0 ) ( ) ( 0 )( ) (0) ( ) (0)( ) ( ) ( ( ) ( ))( ( ) (( ) ( ) T k
i i i
i
k kf x g x g x f x f xg x g x τ
∈
− − − −∑
( , )
i
I x y
+
( ) ( 0) (0 )( ( ( ) ( )) )k Tg x g x f x− → .∞ , ( ) ( 0) ( )( ( ( ) ( ) 0) )k T kg x g x f x− ≥
( ) ( 0 ) 2 ( ) ( 0 )
( ) ( 0 ) ( ) ( ) ( 0 )( ) ( )) (k k k f ( ) ( 0 ) ( 0 )
( )
( ( ) ( )) ( ( ) ( ))
) [ ( ) ] 0
)
k kn n
k i i i i
i k i ik
i
g x g x g x g x
g xx yμ
− −
= − <
Because  there exist a inde such that f  sufficiently larg ,
1 1
( ( ) ( )) ( ) (
1 (
i i
i k i
g x g x
g x
g x g x f x
μ= =
− = − +
−
∑ ∑
x l ( )( )klg x → +∞ , e kor
( ) (0) 2 ( ) (0)
(0) (0)
( )
1
[ ( 0
1 ( ) i iki k i
g x
xμ=
− +
−
It is a cont ence
( ( ) ( )) ( ( ) ( ))
) ]
k kn
i i i ig x g x g x g x
g
y
− −
<∑
radiction, h }, ( ){ kx i
k → +∞
s sts at lea ,
such that  as it follows fr 0  as 
imits of 
is bounded. 
, if 0 is a regular value of
 bounded. If ( ){ }ky is unbounded, there exi st one index r
( )k
ry → +∞ , om (2) that 
( )( )krg x k → +∞ ,so we have : 
( )(1 )( ( ) )) 0k kk rf xμ μ− = .It must be have lim kk μ→∞ , taking  the l
→
( ) ( ) (0)) ( ( ) (kr k r rg x g xy− + −
( )) kk ry gμ− =
1=
nce, above equality: (0)lim(1 ( )
k
r x
→∞
− , It is a  contradiction. He (0)ωΓ
Lemma 5 For a given (0) nO Rω ++∈ × H and ( )f x is a ( , , )g P τ α β− −mappings, 
.
to see that .I is an unbounded curv re 
then (0)ωΓ  is a bounded curve in      Ω×
Proof :  From (1),it is easy (0,1]nR+× × e ,then the
exists a sequence of points (0)( ) ( )( , , )k k kx y ωμ ∈Γ ,such that 
(0,1]nR+ ×
(0 )ω
Γ ⊂ Ω f (0)ωΓ
( ) ( )( , , )k k kx y μ →∞ ∞ ,from( )k →
( ){ }k
 the 
Thersecond equality of (1),we have :(2) ,(3),(4) hold. e exists a subsequence of x ,also
denoted  by ( ){ }kx ,and some index s such that 
sequence o
1
( ) (0) ( ) (0)) m        ( ( )k ks sg x g x− = →ax( ) ,                (5)( ) ( )
i n
i ig x g x as k
≤ ≤
− +∞ → +∞
Clearly, ,     as    ( )sg x k+∞ → ∞ .On the other hand, there exists a sub
( )k
→ + f ( ){ }kx ,also
denoted  by ( ){ }kx ,and some index and  for sufficiently  large ,we have: 
          (6) 
By (4), we have: 
( ))                                 (7) 
Therefore, by using definition 5, (5),(6),(7)we deduce that: 
p k
( )( ( ) (kp pg x g x−
(0) ( ) (0) ( ) (0) ( ) (0)
1
))( ( ( )) max( ( ) ( ))( ( ( ))k k kp p i i i i
i n
g x g xf x f x f x f x
≤ ≤
−− = −
( ) ( 0 )( ) ( 0) ( 0( )( ( ( ))( ) ( ) ()k
p p
k
p p pg x g x f x f x g x− − ≤
( 0 )) (0 ))(
pp f xy +
( ) (0) ( ) (0)( ( ) ( ))( ( ( )))k ks s s sg x g x f x f x− −
( ) (0) ( ) (0)
1
min( ( ) ( ))( ( ( )))k ki i i ii n g x g x f x f x≤ ≤ −≥ −
( ) (0) ( ) (0)
1
( ) (0)(1 ) max( )( ( ( )) ( (( ) ( ) ) )k ki i
i n
k
i ig x g x f x f x g x g x
β
τ α
≤ ≤
−≥ − + − − −
( ) ( 0) ( ) ( 0)
(0 )(0) (0)(1 ) (( )( )                                         pp pg x f xy
β
τ α≥ − + + ( ) (0 )
( ) (0)(1 )( )( ( ( )) ( (
)) ( ( (8)
( ) ( ) ) ) )
)
k k
p p
k
k
p pg x g x f x f x g x g x
g x g x
β
τ α−≥ − + − − −
− −
Multiplying both sides in (8) by 1 ( ) ( 0)( ) ( )( )ks sg x g x−  and rearranging terms, we have: 
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(0) ( ) (0)
( )
(0)
(0) (0) (0) (0)( ) ( ) ( )
( )
( )
( ) (1 ) ( )( ( ))
1
k
s s s
k
s
k s k
s p p p
k
g x g x g x
g x
g x
y f x y f xμ μ τ
μ
−
− − ≥ − + +
−
( ) (0)( ) ( )( )ks sg x g x−     
( ) (0)( ) ( )kg x g x
β
α− − ( ) (0)( ) ( )( ks sg x g x− )                                                                                 (9) 
Case 1: 0β = .Taking limits both sides in (9),we have: the left-hand side is less then zero, the right-hand 
side is equal to zero, it is a contradiction.  
Case 2: 0 1β< < .For sufficiently large , we have: k
( ) ( 0 )( () )kg x g x β− 2( ) ( 0 )( ) (0)( ( ( ) [ ( () ) ) )kk ss x g x g x g xg = −−
2 / / 2
( ) ( 0 ) 2
( ) (0)( ( ( ) ]
[ ( ( ) ( ))
) )
k
i i
k
ss x g x
g x g x
g β β
= −
−
( ) ( 0 ) 2 / / 2
1
( ( ) ( )) ]
n
k
s s
i
g x g x β β
=
−∑
( ) ( 0 ) 2[ ( ( ) ( ))k
i i
g x g x= − ( ) ( 0 ) 2 / 2
1
( ( ) ( )) ] 1
n
k
s s
i
g x g x β
=
−∑ 1( ) (0) / 2( ( ( )) )k ss x g xg nβ β−− ≤ ( ) (0) 1( ( ) ( ))ks sg x g x β−−
Therefore, it follows from that the right-hand side of inequality (9) tends to zero, the 
left-hand side of (9) tends to a negative number .it is a contradiction, and the proof is complete. 
( ) (ksx k→ +∞ →∞)
Condition 1: If and( ){ }kx ⊆ Ω ( )kx → ∞ , then ,where( ) ( )max ( ) ( )k k
i i
i B
g x f x
∈
→ +∞
( )
{ }( )k
i
B i g x= → +∞ .
Lemma 6 For a given , if 0 is a regular value of (0) nO Rω ++∈ × H  and condition 1 holds, then  is a 
bounded curve in      
(0)ω
Γ
[0,1]nR
+
× ×Ω
Theorem 1 Let H is defined  by (1),then for almost all ,the zero-point set  of  
homotopy  map (1)contains a  smooth curve ,which starts from .As
(0) nO Rω ++∈ ×
(0(ω
1(0)H −
(0 )ω
Γ ) ,1) 0μ → ,the limit point  
is of  ,and (*) (*)( , ,0x y ) (0)ωΓ
(*) (*)( ,x y ) is a solution of the nonlinear complementarrity  problem. 
The proof is similar to the theorem 1 in reference [10], we omitted the details. 
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