In order to disclose possible links and implications pertaining to aircraft performance, flight safety, and human factors in the aviation system, an optimal controller, a robust controller, and an adaptive decisionmaker were devised and organized within the pattern-oriented framework of human strategy modeling, to provide adaptive decision and robust control with dynamic input tactics and parallel precedence for better phase-and-amplitude responses, as invoked and measured by the human-like characteristics of hoping for the best, being prepared for the worst, and ensuring for the average. Our human strategy model was applied for a flight mission consisting of the final approach and the landing flare of a large commercial aircraft on our fast-time computation platform. The experiment results demonstrated that the synthesized intelligent behavior for the mission tasks met the expectations of these human-like characteristics, which suggested that the human strategy model could play a better role in advancing the computational analysis of human-machine interaction.
I. INTRODUCTION
Aviation systems involve various interactions among continuous, discrete, and hybrid dynamical processes. Human interventions to an aircraft can be characterized as series of discrete events over continuous movements of the airborne vehicle. Successive decision and control with real understanding and intelligence are necessary during the events of human interventions to accommodate various aviation tasks. Analysis and synthesis of such human behaviors within the scope of system and control are contributing for performance optimization and safety enhancement.
Human modeling has been advancing from the traditional cybernetic approaches to the new stage of computational modeling of human behaviors, including various processes at different cognitive levels, where man-machine interactions are to be represented and interleaved with sufficient realism to assess the performance of alternative systems and procedures. An overview on human modeling was available [1] , whereby a methodology for Human Strategy Modeling (HSM) and a mechanism for its integration with man-aircraft-environment (MAE) models were proposed by the authors. Essentially, human strategy modeling is a pattern-oriented approach [2] , aiming at the disclosure of possible links and implications among performance bottlenecks, aviation incidents, hidden hazards, environment conditions, aircraft configurations, task procedures, and human factors. Human strategy modeling via critical coupling of multiple characteristic patterns, including characteristic pattern for model structure, characteristic pattern for adaptive behavior, and characteristic pattern for parameter uncertainty, was realized within a structural implementation, which is both a scalable solution to make the human strategy model more realistic as demanded and an applicable framework to make it more flexible to acknowledge uncertainties.
At the top level, our human strategy model is made up of a group of exclusive Strategies of Mission (SoM), which represent human action schemes predefined for different flight segments, special aviation events, nominal or off-nominal flight scenarios, and extreme flight conditions. Each SoM is built from four aspects: a rule bank to represent candidate behaviors, a circular queue to generate reasonable behaviors, a set of final operations to represent the control deflections applied to the aircraft, and three time delays for situation awareness, decision making, and control activation [1] .
The rule bank consists of a group of Rules of Command (RoC); the circular queue is a unifying structural realization of multiple characteristic patterns including combination pattern of rules, order pattern of rules, and rhythm pattern of rules; the final operations are classified as several Types of Actuator (ToA). A RoC is a set of alternative ways to manipulate one or more types of actuator. A ToA can be represented by one of the three types of control actuator: switching device, incremental continuous device without error, and incremental continuous device with error. Each RoC is expressed as logic statements in a unifying manner of semi-tensor product of some vector function of flight status and some control tactics; the logic calculation is to be performed automatically if the corresponding RoC is hit by using the mechanism of circular queue; and the results of the logic calculation via semi-tensor product are the actual control decisions, upon which saturation constraints to the control surface of the aircraft will be applied and the final operations will be determined.
Design and analysis algorithms for adaptive decision could be attributed to or be transformed into standard optimization problems. For a theoretical and practical understanding of the general purpose optimization tools, knowledge of optimal solutions to appropriate utility functions, or lowest-energy states of the Hamiltonians [3] , is mandatory, and descriptions of how possible decisions and system states are streamlined in such utility functions is helpful [4] . It was the concept of equivalent problem, a unifying approach to problems in the calculus of variations introduced by Carathéodory, that hastened the classical Hamilton-Jacobi theory [5] , which was then modified for the solution of optimal control problems at a propitious time. The optimization problem of minimizing the Hamiltonian with respect to the control inputs can be solved according to Richard Bellman's principle of optimality. In solving the equivalent problem, the close relationship to dynamic programming and multi-stage allocation processes was notably indicated in Donald Snow's paper submitted by Richard Bellman [5] - [7] . Mathematically, the optimization problems were transformed into boundary value problems in the form of nonlinear first order partial differential equations. Jacobi proposed the idea of complete solution [5] to derive the complete integral, and hence the particular solution surface, of the canonical system of characteristic strips of the original partial differential equation, which has been historically known as the Hamilton-JacobiBellman (HJB) equation.
Performance criteria and system dynamics are two of the major centerpieces to be embedded in the HJB framework. The Wiener-Hopf-Kalman (WHK) optimal control [8] , now most widely termed as Linear Quadratic Gaussian (LQG) optimal control, is the first successful application of the classical Hamilton-Jacobi theory in control system optimization, where performance criteria are supposed to be quadratic and system uncertainties with regard to disturbances and perturbations are stochastic with known statistical properties [9] . Stability is basic to normal operations and an instability of the aviation system could result in a unimaginable catastrophe such as the crash of the aircraft, yet the LQG methods optimize performance but not robustness. More specifically, the LQG methods guarantee the robustness of performance but ignore the robustness of stability. An intuitive idea is to do the optimization in the worst case scenario covering the closed-loop stability constraints, which is the basic philosophy of H ∞ robust control due to George Zames and Bruce Francis [9] - [12] . Depending on the tasks to be accomplished or the unprecedented events to be confronted, if any, a control system would be working in different operational modes and the corresponding control inputs would be subject to dissimilar performance objectives. An adaptive control method which meets the above requirements was detailed in [13] , where the adaptive laws are updated online according to the calculation of the feedback gains, the prediction of the feedforward gains, and the estimation of the unknown parameters.
While showing the necessities of the optimization theory, the Linear Quadratic Gaussian optimal control method, the H ∞ robust control method, and the adaptive control method, we will explore how they enter progressively into the ultimate solution for our purpose. More explicitly, we will build a representative model of flight dynamics with which exogenous disturbances, endogenous perturbations, parameter variations, and unknown uncertainties pertaining to modeling errors can be incorporated; we will build an optimal controller to establish dynamical control tactics with the assumption of best-case scenarios; we will build a robust controller to avoid unstable manipulations with the assumption of worst-case scenarios; we will build an adaptive decisionmaker to actuate exclusive mission strategies with optimal and robust control tactics under preassigned conditions; and we will embed a dynamical queue into the adaptive decisionmaker to handle parallel precedence constraints and address extreme events that may be concealed during the amalgamation of the ones of low probability and high consequence.
The organization of the paper is in place. We will formulate the problem to be solved in Sec. II. The methodological foundations demanded will be detailed in Sec. III, where the characteristic pattern for adaptive decision, the characteristic pattern for best case control, the characteristic pattern for worst case control, and the invariant tensor modeling of the flight dynamics will be elaborated. In Sec. IV, an improved human strategy model based on its structural implementation will be realized, which is capable to produce adaptive decisions and robust controls such that the generated behaviors cover the circumstances in average, best-case, and worst-case conditions. A flight mission consisting of the final approach and the landing flare of a large commercial aircraft was carried out to demonstrated the validity and functionality of the uprated human strategy model in Sec. V.
II. PROBLEM FORMULATION
In our previous realization of the human strategy model, the formulation of the rules of command, the configuration of VOLUME 5, 2017 the control tactics, the deployment of the circular queue, and the distributions of time delays are specified preliminarily based on statistical patterns from expertise and experience, which have been demonstrated to be valuable in addressing piloting issues with regard to stochastic optimization factors and recursive feedback dynamics. Such statistical patterns would be put into full play in generating human behaviors under the average circumstances.
In reality, human will try to do the best-case scenario and guarantee the worst-case ones intelligently in the fulfillment of mission tasks like aviation under diversified types of variability and uncertainty. As a continuation of our research efforts, we will explore how the continuous flight trajectory can be affected by the discrete dynamics of the human strategy model and how the active role it will play in the feedback and feedforward control mechanism of dynamic task scheduling. Formally, we will endue the human strategy model the ability to make adaptive decisions, shape robust controls, and take parallel precedences in the presence of internal perturbations, external disturbances, unprecedented events, and mission-specific requirements. Emergences of human-like behaviors with characteristics of trying the best cases, guaranteeing the worst cases, and typically maintaining the average cases, call for optimum, robustness, logics, statistics, parallelism, and priority precedences within an human strategy model of interconnected mechanisms. It is a certainty that such purposeful behaviors, predictive ones especially, would involve feedback and feedforward from the non-stationary goals [14] , where logics and statistics should be the basic tools for the necessity of information [15] .
One of the major principles underlying the systematics and the practices of human strategy modeling is that the complex operations of problem solving must be replaced by a combination of recursive sequence of elementary ones with reasonable logical and arithmetical depth [15] . To explore the patterns of alternative actions subject to mission tasks, to synthesize the patterns of numerical routines oriented to information feedback, to connect the logic patterns by which the action patterns and the routine patterns are organized and governed, five top-level types of interactions within the manaircraft-environment complex system were generalized, and an optimal controller, a robust controller, and an adaptive decisionmaker were conceived based on the interconnections of the interact subsystems, as shown in Fig. 1 .
Our research would be focused on the development of the characteristic patterns for the optimal controller, the robust controller, and the adaptive decisionmaker, as well as their seamless interleaving, so that the assembled human strategy model could be capable of controlling the real process of aviation in the presence of various uncertainties, including perturbations, disturbances, and parameter variations.
III. MULTIPLE CHARACTERISTIC PATTERNS
To solve the specified problem formulated in the previous section, several methodological foundations are in demand. We would clarify a characteristic pattern for optimal FIGURE 1. Interactions, information, decision, and control in the aviation system. The optimal control is derived according to the uncertainty-free aircraft dynamics and applied as the initial value for the synthesis of the optimal-robust control subject to uncertainties, which can serve as the dynamic control tactics for adaptive decision.
control under best-case scenarios, where the HamiltonJacobi-Bellman partial differential equation is to be derived. Next, we would devise a characteristic pattern for robust control, where the linear fractional transformations (LFT) for the interleaving of various uncertainties and the solving of a dynamical robust controller under worst-case scenarios are to be introduced. Later on, we would elaborate a characteristic pattern for adaptive decision with regard to a combination of logic rules, where the semi-tensor product for logical connection, the structure matrix of logical function, the algebraic form of logical expression, and the parallel precedence constraints are to be elaborated. As supplement, an invariant tensor model of the aircraft would be developed, since such a reference model is indispensable in achieving adaptive decision and robust control.
A. CHARACTERISTIC PATTERN FOR BEST CASE CONTROL
The characteristic pattern for best case control describes how optimal commands can be determined within a lower level mechanism of dynamic controller via optimization under the assumption of unperturbed flight dynamics.
Suppose that the current time is t and the horizon is T , the operating modes suitable for a specific mission scenario within the time interval of (t, T ] can be reasonably associated to a generating functional responsible for the dynamic development of aircraft motion [13] , [16] , [17] ,
where x is the system state, L(x, u, τ ) is the instant cost, and S(x(T )) is the terminal cost, whose minimum is to be achieved when the input u is the optimal control u * = arg min
The above optimal problem can be solved according to the principle of optimality developed by Richard Ernest Bellman.
the principle of optimality, we have
Expanding J * (x, t + t) in Taylor series at t, dropping the nonlinear high-order terms, and letting t → 0 gives
where H(x, u, t) is defined as the Hamiltonian. Minimizing a functional, here the Hamiltonian, with respect to a function, here the control input, is equivalent to vanishing the function gradient of the Hamiltonian ∇ u H(x, u, t) at the optimum control u = u * . Back substitution of u * , which can be expressed in terms of ∇ x J * (x, t), into (4) yields the Hamilton-Jacobi-Bellman (HJB) partial differential equation which optimizes the controller design for multi-input multi-output (MIMO) systems
where
is the minimal Hamiltonian with regard to the whole augmented trajectory and J * (x(T ), T ) = S(x(T )) is the boundary condition posed by the end point information of the trajectory.
Starting out from the optimal inputs that derived from the ideal situation with no consideration of disturbances, uncertainties, and mission logics, we would treat them as the primitive control tactics on which the robustness property is to be exerted to establish the dynamic ones with more desirable response characteristic, whether in terms of amplitude or in terms of phase. The dynamic control tactics would then be automatically transformed into the adapted decision and control, conforming to the versatile logics and preassigned conditions at the discretion of expertise and experience.
B. CHARACTERISTIC PATTERN FOR WORST CASE CONTROL
The characteristic pattern for worst case control describes how robust commands can be shaped within a lower level mechanism of dynamic controller via constrained optimization under adverse conditions of system variability and uncertainty.
Let be the uncertainty block, the unifying representation of the dynamic disturbances, perturbations and parameter variations that may occur in different parts of a real system.
be the unknown interconnection transfer function matrix, the state space model of the perturbed system, which describes the relationship between the uncertainties and the nominal system. A standard configuration of upper linear fractional transformation [18] 
could be used to describe the input-output relationship of the closed-loop system, provided that (
Consider the state space model of the aircraft system
with x representing the system state, y the output, u the input, and w the unknown bounded disturbance. If these coefficient matrices are time-invariant and E vanishes, the disturbed system will be degenerated to the nominal model of flight dynamics, denoted as 0 . Suppose there are n varying system parameters in the time-varying coefficient matrices A 1 0 , δ c and the aircraft system with parameter variations can be described by
(t), B(t), C(t), D(t), and E(t). Let
The interconnection system with parameter variations and with the presence of additive perturbations can be described by
where a is the uncertainty block of additive perturbations. If the input multiplicative perturbations are considered upon system va , the interconnected system can be described by
where m is the uncertainty block of the input multiplicative perturbations. If the output multiplicative perturbations are considered upon system vam , then the interconnected system associated with such general uncertainties can be described by
where M is the uncertainty block of the output multiplicative perturbations. Let K be a feedback controller applied on system Σ with the interconnecting structure elaborated above, then the transfer function matrix of the closed-loop system is
where N = Σ and D = I + K Σ. Based on the linear fractional transformations, the standard realization on how different kinds of individual uncertainty can be modeled and incorporated into the framework of robust control was sketched in Fig. 2 . The interconnection system with typical uncertainties, including external disturbances, parameter variations, input multiplicative perturbations, and output multiplicative perturbations, as well as the standard Σ − − K configuration were illustrated in Fig. 3 .
If is any vector norm on C n and T ∈ C m×n is a continuous operator, then T 's operator norm induced by the norm can be defined as
We can define the following induced norms:
where T H is the conjugate transpose of T and λ max (T H T ) is the largest eigenvalue of the Hermitian matrix T H T .
The validity of T 2 can be verified based on the fact that all the eigenvectors of T H T constitute an orthonormal basis of an Euclidean space whose linear transformation is Hermitian; and T ∞ is a typical result of the Parseval's theorem, where the supremum is be obtained on the boundary of the stability region according to the theory of the maximum modulus. What is the necessary and sufficient condition of the validity of T < γ would be a general problem in expressing the performance specification and the robustness criteria, where the spectral norm T 2 and the infinity norm T ∞ are to be involved. According to the bounded-real lemma [19] - [21] and the Schur complement formula [22] , [23] , such a problem can be expressed in the form of Linear Matrix Inequality (LMI)
Now let T = ND −1 be the matrix fractional description of the of the closed-loop system in (13), then we have the following equivalent conditions with regard to the above problem
In the sense of optimal and robust control, the human-like behavior with the basic objectives of hoping for the best and being prepared for the worst can be mathematically converted to the following combined optimization problem:
where H ∞ is the space of matrix-valued functions that are analytic and bounded in the stability region
Such a constrained multiple objective optimization problem can be efficiently solved through the standard approach of linear matrix inequality [24] , [25] :
The optimal-robust control can then be derived by u † = K x.
C. CHARACTERISTIC PATTERN FOR ADAPTIVE DECISION
The characteristic pattern for adaptive decision describes how the actual operating measures can be determined within a higher level mechanism of decision-maker via logical check and optimized combination. The decision-making mechanism changes itself to act in conformity with mission scenario. First, the candidate control tactics are time-varying to accommodate the best-worst cases. Secondly, the mission logics and the preassigned conditions on which they depend are organized with statistical significance to the average cases. Thirdly, the sequence of decision and control are dynamically rearranged according to the constraints on parallelism and precedence. The general form taken by logic statements is depicted in a number of behavioral implications [26] 
where J M (x) are some basic judgments about flight status and u M are some control tactics. The basic judgments about flight status can be defined as
which is a vector function. A logic function is a mapping:
The semi-tensor product of two matrices A m×n and B p×q is defined as
where ⊗ is the Kronecker product of matrices, c is the least common multiple of n and p, and I c/n and I c/p are identity matrices with corresponding dimensions [27] . The semitensor product can be used for logical connection if we define the structure matrix for logic and as M ∧ = 
and logic statements (19) can be expressed in algebraic form:
The primary control surfaces of an aircraft are the elevator, the aileron, the rudder, and the throttle; the auxiliary control surfaces are the flap, the spoiler, and the landing gear, etc. Let u 0 = [δ e , δ a , δ r , δ t , δ f , δ s , δ l , · · · ] be the current deflections of these control surfaces, let
be the dynamic control tactics for the deflections of the corresponding ones, and let VOLUME 5, 2017
be the sensitivity thresholds of human with regard to these manipulations. A basic judgment about control inputs for whether adjustments to them will be performed or not can be formulated by
whose diagonalized form = dia(J S (u 0 , u † , I δ )) can be coupled with logic expressions in algebraic form to formulate the rules of command for intelligent decision, which readsû
The number of devices that allowed to be simultaneously controlled is very limited for any given flight deck, partly due to aircraft configurations and partly due to human capabilities. A concurrency table can be defined to resolved the conflicts among parallel operations, as demonstrated below, whereû = [u e , u a , u r , u t , u f , u s , u l , · · · ] is the explicit result of (26) .
Let us define a finite set of index ϒ = {e, a, r, t, f , s, l, · · · } to label the available control devices. If two devices are permitted to be handled in concurrence, then (
Three levels of precedence can be defined: routine, priority, and critical; extra levels can be included as needed. Operations with routine precedences are normal manipulations for general aviation tasks; those with critical precedences are the most emergent interventions for imperative flight events related to impaired conditions; and the ones with priority precedences fall in between. The items in the adaptive-optima-robust controlû, including actuator types of switching, continuous without error, and continuous with error, denoted as a , b , and c , respectively, are to be regrouped for dynamic parallel precedences by 
where [ AB ] is the skew-symmetric form of the angular velocity of A with respect to B, ω AB , such that [28] , [29] :
Let r be a vector of constant magnitude rotation about its base point O, let A be a frame of reference associated with r at time t 0 , let B be a frame of reference associated with r at time t, and suppose r(t) and r(t 0 ) are related by the rotation tensor R BA such that r(t) = R BA r(t 0 ). Then the tip velocity of r(t) can be derived by
it is obvious that BA is skew-symmetric, which leads to the conclusion that
, for any allowable coordinate system [ ] C . If we rotate the first-order tensor x through R BA , take the rotational time derivative of the rotated tensor with respected to the rotated frame B, and rotate the rotational time derivative back into the original orientation, we get the rotational time derivative of x with respect to frame A
Similarly, we have
The rotational time derivative facilitates the tensor formulation of flight dynamics and makes its matrix coding feasible by introducing suitable coordinate systems. The trajectory equation describes three translational degrees of freedom via Newton's second law which reads that the time rate of change of linear momentum equals the applied external forces:
where m is the aircraft mass, v I B is the linear velocity of the center of mass of the aircraft B with respect to the inertial reference frame I , g is the gravitational acceleration, and f is the aerodynamic and propulsive forces applied on the aircraft; and the orientation equation describes three attitude degrees of freedom via Euler's law which reads that the time rate of angular momentum equals the applied external moments:
where I is the moment of inertial of the aircraft, ω BI is the angular velocity of the aircraft, and m is aerodynamic and thrust moments. Equations (36) and (37) can be rewritten in the Earth frame E:
According to the Euler transformation (31), we can transform them to the rotational time derivatives with respect to the aircraft body frame B:
Finally, these tensorial equations can be rapidly converted to matrix forms:
[I]
where [ ] G represents the geographic coordinate system and [T ] BG is the transformation matrix of the body coordinate system of the aircraft with respect to the geographic coordinate system. Kinematic variables such as the angular velocities, denoted asθ ,φ, andψ, and the linear velocities, denoted as v x , v y , and v z , can be obtained through (41) and (42).
IV. HUMAN STRATEGY MODEL WITH INTELLIGENT DECISION AND CONTROL
As the core of a fast-time computation platform to obtain valuable recommendations on safety and performance, one of the challenges in human strategy modeling would be the reasonable consideration of the uncertainties associated with the flight crew and the uncertain factors for the aircraft itself. Based on the pattern-oriented modeling approach and the methodological foundations provided in Sec. III, we would show how skill-level uncertainties, tactic-level uncertainties, strategy-level uncertainties, disturbances, parameter variations, and perturbations are acknowledged by the optimal controller, the robust controller, and the adaptive decisionmaker; we would show how the progressive human strategy model works to meet the human-like characteristics of hoping for the best, being prepared for the worst, and ensuring for the average.
A pattern-oriented model of the man-aircraft-environment aviation system consisting of nine interactive parts concerning the human intervention, the flight safety, the handling quality, the aircraft performance, the flight scenario, the human factors, and the flight environment, was presented in Fig. 4 . The interconnection of these components explicitly manifests the interactions, information, decision, and control in the aviation system; we would focus on the organization of the human strategy model, composed by a group of exclusive strategies of mission subject to the specific flight scenario. Four characteristic patterns are demanded to realize a strategy of mission: a rule bank to organize the decision logics for candidate behaviors, a dynamic queue to update the control tactics for specific tasks, a set of final operations to represent the actuator deflections for trim maneuvers, and three time delays for situation awareness, decision making, and control activation. The rule bank consists of a group of rules of command, in the form of logic-based expressions of aviation expertise and experience, that define a set of alternative ways to manipulate one or more types of control devices. Measuring up to the saturation constraints, the final operations are formalized to be a consecutive sequence of ensembles of parallel manipulations with proper priority precedences. The dynamic queue is the executive unit to produce intelligent decision and control behaviors with the acknowledgment of multiplex hybridization of uncertainties.
More characteristic patterns [30] are devised to realize a dynamic queue, instead of a circular one which is sufficient for routine operations under the assumption that the aircraft is free of any physical uncertainties, capable to take dynamic control tactics, make adaptive decisions, and shape robust controls with the considerations of various uncertainties inherent both in human and the airborne system. Five supporting modules are devised to achieve such a dynamic queue: the representative flight dynamics, the uncertainty block, the optimal controller, the robust controller, and the adaptive decisionmaker. Two reference models of the aircraft are needed, the first one is a representative flight dynamics without considerations of any physical uncertainties, and the second one is a more realistic representative flight dynamics with the consideration of various uncertainties like external disturbances, parameter variations, and internal perturbations. The uncertainty-free model of the aircraft was developed by the invariant tensor modeling approach. The uncertainty-embedded aircraft model was built depending on the one without uncertainty through the upper linear fractional transformation. The closed-loop aviation model of the standard Σ − − K configuration was built based on the uncertainty-embedded aircraft model through the lower linear fractional transformation.
Designed in the sense of hoping for the best, the optimal controller is based on the classical Hamilton-JacobiBellman partial differential equation, whose feasible solutions are to be derived under the assumption that the aircraft is confined to no uncertainty. As the initial control inputs of the robust controller, such open-loop optimal solutions are superior to stochastic or statistic initial conditions. Designed in the sense of being prepared for the worst, the robust controller is dynamically synthesized by the constrained H ∞ methods to achieve system stability with guaranteed performance on phase-and-amplitude responses.
In particular, we would like to explicitly clarify how the adaptive decisionmaker works for our purpose, by showing that equation (26) and Algorithm 1 are what supposed to be implemented. Let x be the system state, let u 0 be the current inputs, and let u † be the optimal-robust inputs derived by (18) . Then the actual control decisions with the enforced robustness attribute both in performance and stability, denoted asû, could be obtained through the automatic calculation of the semi-tensor product defined in (26) . The actual control decisions are to be regrouped according to the concurrency constraints and utility gains to achieve dynamic parallel manipulations with proper priority precedences, as described in Algorithm 1. All the methodological foundations referred are instantly available in Sec. III. It is worthy to note that the unusual performance measures, such as the logical compatibility of piloting knowledge and the non-linear constraints on device saturation, are effectively avoided in the above cybernetic controllers for robust performance and robust stabilization. It is also worthy to note that the logic judgment J M (x), the structure matrix L M (J M (x)), the threshold matrix , the control tactics u † , and the adaptive-optimal-robust controlû are dynamically determined within the specified time horizon.
V. EXPERIMENTS AND RESULTS

A. EXPERIMENT SETTINGS
A mission scenario consisting of the final approach and the landing flare for a large commercial aircraft is illustrated in Fig. 5 . The strategy of mission for the final approach are listed in Table 1 , and the strategy of mission for the landing flare are listed in Table 2 , where the rules of command and the preassigned conditions for the control logics pertaining to the elevator, the throttle, the flap, the landing gear, and the spoiler are specified; the distributions of time delays, the sensibility thresholds for manipulations, and the control errors are specified in Table 3 , where detailed settings for a baseline experiment and a contrast experiment with respect to the same mission scenario are presented. The statistic knowledge and logic configurations in Table 1, Table 2, and  Table 3 are basic yet informative enough to involve great expertise and experience in aviation.
The correlation and the consistency between the results from the baseline experiment and the measurements from the semi-physical flight test on a high-fidelity flight deck available for real flight crew has been verified [1] , in the sense of statistic average. We would like to present to the outputs from the contrast experiments and demonstrate that more desirable phase-and-amplitude responses, the ones to closely related to the human-like purposes of hoping for the best, being prepared for the worst, and ensuring for the average, could be achieved by the adaptive decisions and robust controls of the human strategy model.
B. RESULTS
One data sample from the baseline experiment and another data sample from the contrast experiment are provided, as shown in Fig. 6 and Fig. 7 . Data items, including the altitude, the angle of attack, the deflection of elevator, the deflection of flap, the deflection of spoiler, and the deflection of landing gear, are selected to indicate the interrelationship between mission fulfillment and human factors. Graphical results of some aerodynamic parameters, namely the lift coefficient and the drag coefficient, are shown in Fig. 8 . A thousand trials of the baseline experiment and a thousand trials of the contrast experiment have been performed on our fast-time computation platform to demonstrate the validity and the functionality of the uprated human strategy model. Fundamental statistics of these trial experiments are revealed by the trajectory analysis and the touchdown analysis, as shown in Fig. 9 and Fig. 10 .
Both the baseline experiment and the contrast experiment succeeded in the management of the longitudinal profile for the mission scenario, as illustrated in Fig. 6 and Fig. 7 . The flight in the contrast experiment was less bumpy, hence more stable and comfortable, which was reflected by the plots of the angle of attack. Human interventions in the later case were more professional, as illustrated by the capability in detecting the deflection configuration of noncontinuous devices, such as the flap, the spoiler, and the landing gear, and reacting the continuous devices like the elevator in a graceful manner. The aircraft in the baseline experiment appeared to flounder more wildly, especially in the last 100 seconds during the final approach and landing flare, as inferred from Fig. 8 . Although the statistical centroids of altitude were almost the same, the deviations of altitude are obviously distinct, with much negligible magnitudes and fluctuations in the contrast experiment, as shown in Fig. 9 . Some safety-critical performance parameters, such as the touchdown points, the airspeed at touchdown, the vertical speed at touchdown, and the vertical acceleration at touchdown deserve much concerns. As illustrated in Fig. 10 , the simulation trials in the contrast experiment reached the touchdown point of 29228 meters on average with the standard deviation of 88 meters, which closely meet the theoretical expectation. On the contrary, the corresponding figures for the trials in the baseline experiments were 29470 and 220, respectively. Improvements with regard to airspeed, vertical speed, and vertical acceleration at touchdown were very much in evidence.
VI. DISCUSSION
Our results confirm that dynamic control tactics are efficient to achieve the human-like characteristics of hoping for the best, being prepared for the worst, and ensuring for the average, which fortify the facts of adaptive decision and robust control with parallel precedence. Robustness in performance and stability are supported by the dynamic queue for intelligent decision and control, where an optimal controller, a robust controller, and an adaptive decisionmaker are organized in such a way that the classical cybernetic approaches for robust optimal control and the modern computational methods for adaptive decision are combined with reasonable logical and arithmetical depth.
Multiple characteristic patterns at proper hierarchical levels and scales equip the human strategy model for excellent phase-and-amplitude responses, since the interactions within the aviation system are superiorly constructed through the synthetical consideration of the representative flight dynamics for feedback and feedforward information, the performance functional for optimal control, the uncertainty acknowledgment for robust control, and the statistic-logic expertise and experience in aviation for adaptive decision. Computational response analysis for performance assessment and safety evaluation are possible, with the flexibility and freedom provided by the deployment of modular and configurable human factors, flight scenario, and flight environment.
VII. CONCLUSION
Facilitated by the combination of the classical cybernetic approaches and the modern computational methods in human modeling, the human strategy model was equipped for decision and control endued with adequate adaptability, robustness, parallelism, and precedence. One of the major contributions of this paper is that the input tactics for decision and control are no longer statically predefined but dynamically optimized subject to mixed performance and robustness specifications. Another distinctive improvement of this paper is that multiple rules of command for specified flight tasks could be executed automatically in parallel with proper priority precedence. Furthermore, several typical constraints, such as uncertainty treatment, logic compatibility, noncontinuous control, device saturation, and priority precedence, can be properly overcome, attributed to the pattern-oriented modeling approach.
