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ANALYTIC PROPERTIES OF HEAT EQUATION SOLUTIONS AND
REACHABLE SETS
ALEXANDER STROHMAIER AND ALDEN WATERS
Abstract. For the heat equation on a bounded Lipschitz domain Ω ⊂ Rd we show
that at positive time all solutions to the heat equation are analytically extendable to
a geometrically determined subdomain E(Ω) of Cd containing Ω. This result is sharp
in the sense that there is no larger domain for which this is true. If Ω is a ball we
prove an almost converse of this theorem. Any function that is analytic in an open
neighborhood of E(Ω) is reachable in the sense that it can be obtained from a solution
of the heat equation at positive time. This is based on an analysis of the convergence
of heat equation solutions in the complex domain using the boundary layer potential
method for the heat equation. The converse theorem is obtained using a simple Wick
rotation into the complex domain that is justified by our results. This gives a simple
explanation for the shapes appearing in the one-dimensional analysis of the problem
in the literature.
1. Introduction and background
The questions of control and reachability for the heat equation have a long history.
Null controllability of the heat equation has been extensively researched since the 70′s.
The one dimensional case was closely examined in the pioneering work of [10] using
biorthogonal families. Sharp characterisations of null-controllability were obtained in
the d-dimensional case using elliptic Carleman estimates [14] or parabolic Carleman
estimates [11], c.f. also [8, 9, 18,23].
By contrast, much less is known about exact controllability of the heat equation.
Theorems in [7,17] contain characterzations of the reachable set for the one dimensional
case in terms of analytic functions. For arbitrary domains (non-empty open connected
sets) Ω in Rd the question of characterization of the reachable set, here denoted as RΩ,
remains an open question. We seek to answer the question “what are the properties ofRΩ when the domain Ω is a bounded subdomain of Rd?”
1.1. The reachable set RΩ. For an open bounded Lipschitz domain Ω ⊂ Rd we consider
the heat equation
∂tu(t, x) = ∆u(t, x) in [0, T ] ×Ω
u0(0, x) = u0(x) in Ω (1.1)
u∣[0,T ]×∂Ω(t, x) = h(t, x)
with initial data u0 ∈ H10(Ω) on the time interval [0, T ], and with u ∈ H1, 12 ([0, T ] × Ω)
and h ∈H 12 , 14 ([0, T ]× ∂Ω) in certain mixed Sobolev spaces that are described in section
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3. This problem is known to be well-posed (Prop. 2) and since the heat operator is
hypoelliptic the solution is necessarily in C∞((0, T ] ×Ω). The setRΩ(T,u0) = {v ∈ C∞(Ω) ∣ v(x) = u(T,x) where u(t, x) solves (1.1) for some h}
is referred to as the reachable set. By null-controllabilty of the heat equation with
boundary controls we have RΩ(T,u0) = RΩ(T,0) and that RΩ(T,0) does not depend
on T > 0. Indeed, a nonzero function u0(x) with zero Dirichlet boundary conditions
is controllable to 0 after any finite time T and can therefore be subtracted off from
the problem by linearity. Boundary null controllability for the heat equation for smooth
domains is due to [14,18], and in [1] null controllability for the heat equation on Lipschitz
domains using L∞(Σ) is established. We remark here that boundary null controllability
for the heat equation with H
1
2
, 1
4 (Σ) boundary controls is an easy consequence of null-
controllability with L∞-control on a slightly larger open domain that contains the closure
of Ω. Therefore the following definition makes sense.
Definition 1. Let Ω be a bounded Lipschitz domain in Rd. The reachable set RΩ ⊂
C∞(Ω) is defined as RΩ(T,0) for some (and hence for all) T > 0.
Due to the linearity of the problem, the reachable set RΩ is a vector space.
Our goal is to describe the analytic properties of the reachable set RΩ for bounded
Lipschitz domains Ω ⊂ Rd.
We now describe what is known for the one dimensional heat equation on an interval.
1.2. The example of the heat equation on an interval. For a finite time T , the
one dimensional heat equation as a control problem can be stated as:
ut(t, x) − uxx(t, x) = 0 x ∈ (0,1) t ∈ [0, T ] (1.2)
u(t,0) = h0(t) u(t,1) = h1(t) t ∈ [0, T ]
u(0, x) = u0(x) x ∈ (0,1)
with u0 ∈ L2(0,1) and h0(t), h1(t) ∈ L2(0, T ). Here equality for L2 functions is under-
stood in the usual sense as an almost everywhere equality.
A function u is reachable if there exists two control inputs h0(t), h1(t) in L2(0, T )
such that the solution satisfies
u(T,x) = u1(x) a.e. for x ∈ (0,1)
and u(x,0) = u0(x). The operator Au = u′′ with Dirichlet boundary conditions has
domain D(A) =H2(0,1) ∩H10(0,1) ⊂ L2(0,1). Naturally we have that
en(x) = √2 sin(npix) n ≥ 1
with the set {en(x)}n∈N an orthonormal basis in L2(0,1) consisting of eigenfunctions of
A. Decomposing a given u1 ∈D(A) as
u1(x) = ∞∑
n=1 cnen(x) =
∞∑
n=1
√
2cn sin(npix)
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then it is known as a result of [10] that u1 is necessarily reachable if we have for some
 > 0 ∞∑
n=1
∣cn∣
n
exp((1 + )npi) <∞. (1.3)
Unfortunately this last condition implies that u1 and all of its derivatives vanish at 0
and 1. This condition is not natural and for instance excludes polynomial functions. For
example, functions of the form
cdα(2pi) d+22(4pi2α2 + ∣x∣2) d+12 , cd = Γ(
d+1
2 )
pi
d+1
2
satisfy the conditions in Section 3. (For this function the case d = 1 was already covered
by results in [17]).
2. Statement of the results
We now need the definition of the subsets of Cd over which we are extending our
solutions.
Definition 2. For Ω an open and bounded Lipschitz domain in Rd we let E(Ω) denote
the set E(Ω) = {z = x + iy ∈ Cd ∣ x ∈ Ω, ∣y∣ < dist(x, ∂Ω)} .
Figure 1. Illustration of the domain E(Ω) when ∣ Im(z)∣ is projected
onto the vertical axis
Of course E(Ω) is the pre-image of the positive part of the usual domain of the
dependence D+(Ω) ⊂ Rd+1 of the wave equation on d + 1-dimensional Minkowski space
under the map Cd → Rd+1, z = x + iy ↦ (x, ∣ Im y∣). It can be thought of as a ball bundle
over Ω where the radius of the ball over the point x ∈ Ω is given by the distance of x to
∂Ω.
Notations:● For an open subset U ⊂ Cd the set of holomorphic functions on U is denoted
by O(U). We endow it with the topology of uniform convergence on compact
subsets of U .
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● For a subset E ⊂ Cd that is the closure of an open set we denote by O(E) the
set O(E) = ⋂
U⊃E,U openO(U).● A function f ∈ O(E(Ω)) is completely determined by its restriction to Ω and
therefore we think of the set of analytic functions O(E(Ω)) as a subset of C∞(Ω)
without further mention.
Notice in dimension 1 for Ω = (−L,L) this set E(Ω) coincides with the definition
of the set in [7], which is a square in the complex plane C with (−L,L) as one of its
diagonals. The criterion in the above definition are found in Theorem 3.1.12 in [13].
The first theorem we prove here is stated as
Theorem 1. If Ω is a bounded Lipschitz domain, then RΩ ⊂ O(E(Ω)). The domainE(Ω) is optimal in the following sense. For any w ∈ Cd ∖ E(Ω) there exists a function
u ∈RΩ which does not have an analytic extension to a connected open set containing w
and Ω.
This thus established that E(Ω) is the optimal domain all reachable functions can be
extended to as a holomorphic function.
The second theorem is the almost converse theorem for special geometries. We then
have:
Theorem 2. Suppose that Ω = BR(x0) is a ball. ThenO (E(Ω))) ⊂RΩ ⊂ O(E(Ω)).
The proof of Theorem 2 is obtained by “Wick rotation” which transforms the forward
heat equation into the backward heat equation.
Remark 1. By Hartog’s extension theorem the statement of Theorem 2 can be strength-
ened in dimensions d ≥ 2 to the statement O (U) ⊂RΩ for any open neighborhood U of
∂E(Ω).
The main technical theorem may be interesting in its own right.
Theorem 3. Assume that ut is a solution of the heat equation (1.1) with u0 ∈ O(E(Ω)).
Then ut converges to u0 as t→ 0+ uniformly on compact subsets of E(Ω).
We note here that the known results in dimension one are special cases of these
theorems. The articles [17] and [7] determine when the class of functions belonging
to the reachable set in dimension one are analytically extendable and vice versa using
Gevrey polynomials and the Cauchy formula respectively. The characterisation in [7] is
a special case of our result, but the proof techniques are considerably different in that
we use a simple Wick rotation and avoid Fourier analysis. The idea came from the use of
the complex Gaussian frame in [12]. The reader is also invited to see [5, 6, 15, 16, 19, 20]
for related results in the 1d case.
The paper is structured as follows. To keep the article self-contained we start by giving
the necessary background on boundary layer potential theory for Lipschitz domains in
Section 3. This is a summary of results from [4]. Section 4 gives the proofs of Theorems
1 and 2 assuming the validity of Theorem 3. Theorem 3 is then proved in Section 5.
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3. Thermal boundary layer potential theory
Let Ω ⊂ Rd be a bounded Lipschitz domain with d ≥ 1 and boundary ∂Ω. In other
words, the boundary ∂Ω is locally congruent to the graph of a Lipschitz continuous
function on Rd−1. For a number T > 0 which is fixed we write
Q = (0, T ) ×Ω Σ = (0, T ) × ∂Ω.
Further we let Ωt = {t} ×Ω so that
∂Q = Σ ∪Ω0 ∪ΩT .
For r, s ≥ 0 we let
Hr,s(R ×Rd) = L2(R;Hr(Rd)) ∩Hs(R;L2(Rd)),
and for r, s ≤ 0 we define by duality
Hr,s(R ×Rd) = (H−r,−s(R ×Rd))′.
By Hr,s(Q) we denote the space of restrictions of elements of Hr,s(R × Rd) to Q
equipped with the obvious quotient norm. The spaces Hr,s(R × ∂Ω) and Hr,s(Σ) are
defined analogously. For smooth ∂Ω they are defined for all r, s whereas for Lipschitz
boundaries ∂Ω they are intrinsically defined for ∣r∣ ≤ 1. This is because the spaces are
invariant under Lipschitz coordinate transformations only in case ∣r∣ ≤ 1 (s is arbitrary).
Following Costabel [4] we introduce some additional (non-standard) definitions (c.f.
also [2, 3]). We denote the subspaces
H˜r,s(Q) = {u ∈Hr,s((−∞, T ) ×Ω)∣ u(t, x) = 0 for t < 0} ⊂Hr,s((−∞, T ) ×Ω)).
Let γ− ∶ H 12 , 14 (R × Γ) → H1, 12 (R × Ω) be a continous right inverse of the surjective
trace map γ. For u ∈ H1, 12 (R ×Ω, ∂t −∆) we denote by γ1u ∈ H− 12 , 14 (Σ) the continuous
linear form on H
1
2
, 1
4 (Σ) defined by
γ1u ∶ φ→ b(u, γ−φ) (3.1)
where
b(u, v) = ∫
Q
(∇u ⋅ ∇v − (∂t −∆)uv)dxdt + ∫
R×Ω ∂tu(t, x)v(t, x)dxdt, (3.2)
This bilinear form is then continuous on the space H1,
1
2 (R × Ω, ∂t − ∆) ×H1, 12 (R × Ω).
In case u, v ∈ C20(R ×Ω) this simplifies to
b(u, v) = ∫
Σ
∂nu(t, x)v(t, x)dt dσ. (3.3)
Furthermore, the map γ1 ∶H1, 12 (Q,∂t −∆)→H− 12 ,− 14 (Σ) is continous and for u ∈ C2(Q)
we have γ1u = ∂nu∣Σ. Let G(t, x) be defined as
G(t, x) = { (4pit)−d/2 exp(− ∣x∣24t ) if t > 0
0 if t ≤ 0. (3.4)
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For sufficiently regular h the single layer potential for the heat equation is defined as
follows.
S(h)(t, x) = t∫
0
∫
Γ
G(t − s, x − y)h(s, y)dy ds (3.5)
for (t, x) ∈ Q. The boundary layer potential operator is defined as
V (h)(t, x) = t∫
0
∫
Γ
G(t − s, x − y)h(s, y)dy ds (3.6)
for (t, x) ∈ Σ. Finally the double layer potential is defined as
D(h)(t, x) = t∫
0
∫
Γ
γ1G(t − s, x − y)h(s, y)dy ds (3.7)
for (t, x) ∈ Q.
For the following see [4, Remark 3.2].
Proposition 1. The single layer potential operator S continuously extends to a map
S ∶ H− 12 ,− 14 (Σ) → H1, 12 (Q). The boundary layer potential operator extends by continuity
to an isomorphism
V ∶H− 12 ,− 14 (Σ)→H 12 , 14 (Σ). (3.8)
Proposition 2. The trace map γ ∶ u → u∣Σ is continuous and surjective from H˜1, 12 (Q)
to H
1
2
, 1
4 (Σ). For all f ∈ H˜−1,− 12 (Q) and g ∈ H 12 , 14 (Σ) there exists a unique u ∈ H˜1, 12 (Q)
with (∂t −∆)u = f in Q (3.9)
γu = g on Σ.
In case f = 0 the solution u is given by u = S(V −1g) = S(γ1u) −D(γu).
Proof. This summarizes Lemma 2.4 and Theorem 2.9 as well as Theorem 2.20 and Corol-
lary 2.19(c) in [4]. 
4. Proof of Theorem 1 and 2
Proof of Theorem 1. For z ∈ Cd we write ∣z∣2 = zTz for the square of its length and
z2 = zTz for the analytic extension of the square of the absolute value on Rd.
First note that the heat kernel admits an analytic extension G˜ as follows
G˜(t, z − y) = { (4pit)−d/2 exp(− (z−y)24t ) if t > 0
0 if t ≤ 0 } . (4.1)
Note that Re (z − y)2 = ∣x −w∣2 − ∣y∣2. Therefore in the open set defined by ∣y∣ < ∣x −w∣
the function G˜(t, z − y) is smooth in t, and complex analytic in z.
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For an integrable function f on Σ we define
S˜(f)(t, z) = t∫
0
∫
Γ
G˜(t − s, z − y)f(s, y)dy ds. (4.2)
Since the kernel k(t, z, (s, y)) = G(t − s, z − y) is smooth on R × E(Ω) × Σ the operator
f ↦ S˜(f) extends by continuity to the space of distributions supported in Σ, D′(Σ). It
maps continuously to C∞([0, T ] × EΩ) and its range consists of functions that vanish of
infinite order at t = 0. Applying the ∇z operator shows that∇zS˜(f)(t, z) = 0
since the kernel is holomorphic in z. We conclude that the mapping f ↦ (S˜f)(T )
is continuous to O(E(Ω)). If u ∈ RΩ then, by Prop. 2 and Prop. 1, we have the
representation
u = S(r)∣t=T
for some r ∈ H− 12 ,− 14 (Σ). If γ denotes the trace map to Σ the dual of the restriction
operator defines a distribution w = γ∗r in R×Rd−1. Here the canonical extension is from
from H− 14 ((0, T ),H− 12 (∂Ω)) to H− 14 (R,H− 12 (Rd−1)). Hence, w is a compactly supported
distribution with support on Σ. Thus, S˜w defines a function in O(E(Ω)) that restricts
to S(r). Hence, function S˜(w)∣t=T defines an analytic extension of u as required, and
we have shown RΩ ⊂ O(E(Ω)).
It remains to prove optimality of the domain E(Ω). Assume without loss of generality
that T = 1. Let w ∈ Cd ∖ E(Ω). Then necessarily we have dist(Re(w),Ωc) < ∣ Im(w)∣.
This means there exists a point x0 ∈ Ωc with ∣Re(w)−x0∣ < ∣ Im(w)∣. Now suppose a ∈ C
is such that Re(a) > 0. We are going to use the following distributional source
ha(x, s) = χ(0,∞)(s)χ(0,∞)(1 − s)δ(x − x0)e− a4−4s (1 − s) d2−1.
This gives rise via S(ha) to a function ut(x) that is a solution of the heat equation in
R ×Ω and that extends smoothly across the boundary of ∂O. It is given explicitly by
u(t, z) = 1(4pi) d2 ∫ t0 (t − s)− d2 e− (z−x0)
2
4(t−s) e− a4(1−s) (1 − s) d2−1ds.
Thus, the function g(z) = u(1, x) is reachable. We obtain rather explicitly
g(z) = 1(4pi) d2 ∫ 10 s−1e− (z−x0)
2
4s e− a4sds = 1(4pi) d2 E1 (14 ((z − x0)2 + a)) ,
where E1(z) = Γ(0, z) denotes the generalized exponential integral ([21, §8.19]) that
can be expressed in terms of the incomplete Gamma function Γ(b, z). We have by
(([21, §8.19(iv)])) the following expansion
E1(z) = −γ − log(z) − ∞∑
k=1
(−z)k
k(k!) ,
where γ is the Euler-Mascheroni constant. This function is not analytic at z = 0, hence,
g(z) is not holomorphic at w when (w − x0)2 + a = 0, i.e. when Re(a) = (Im(z))2 −
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(Re(w) − x0)2 and 2 Im(w) ⋅ x0 = − Im(a). The condition (Im(z))2 − (Re(w) − x0)2 > 0
allows us to find such an a with Re(a) > 0. 
4.1. The one dimensional case as a special example. We consider the problem for
the interval [−L,L], which is given by
∂tu = ∆u in [0, T ] × (−L,L) (4.3)
u(t,−L) = h1(t) u(t,L) = h2(t) in [0, T ]
u(0, x) = 0 in (−L,L)
Let h1, h2 ∈H1/4(0, T ). Because the boundary is a collection of 2 points we expect layer
potential theory tells us that the boundary integral is just evaluation along these two
points. In this case the solution is:
u(t, x) = 1√
4pi
t∫
0
⎛⎜⎝q1(s)e
− ∣x−L∣2
4(t−s)√
t − s + q2(s)e
− ∣x+L∣2
4(t−s)√
t − s ⎞⎟⎠ ds. (4.4)
The Fourier transform of χ(0,∞)(t) e−L24t√t is e−2L√iτ√2iτ . Then we solve for the Fourier trans-
form of q1 and q2 using the system⎛⎝ (2iτ)−
1
2 (2iτ)− 12 e−2L√iτ(2iτ)− 12 e−2L√iτ (2iτ)− 12 ⎞⎠(Ftq1(τ)Ftq2(τ)) = (Fth1(τ)Fth2(τ)) (4.5)
This system is invertible for all τ ≥ 0 as the determinant of the coefficient matrix is(2iτ)−1(1 − e−2L√iτ) ≠ 0. (4.6)
We define the analytic extension of u(t, z) as before. Let
S˜(h)(t, z) = 1√
4pi
t∫
0
⎛⎜⎝q1(s)e
− (z−L)2
4(t−s)√
t − s + q2(s)e
− (z+L)2
4(t−s)√
t − s ⎞⎟⎠ ds
and the same proof follows with Σ = {−L,L}.
Proof of Theorem 2. Assume that Ω is a ball BR(x0). We can assume without loss of
generality that x0 = 0. Then E(Ω) is simplyE(Ω) = {z = x + iy ∈ C ∣ ∣x∣ + ∣y∣ < R}.
This domain is therefore invariant under Wick rotation, i.e. iE(Ω) = E(Ω) and this is
the property that we are going to use. In particular, the fibre of 0 ∈ Ω in the ball bundleE(Ω) is exactly iΩ. Now assume that u ∈ O(U) for some bounded open set U ⊂ Cd
with E(Ω) ⊂ U . Fix a subset U1 with E(Ω) ⊂ U1 and U1 ⊂ U and pick a cutoff function
χ ∈ C∞0 (U) with χ(x) = 1 for all x ∈ U1. Since u(x, y) is holomorphic it satisfies the
Cauchy Riemann equations (∇x+i∇y)u(x, y) = 0 on U . Let Kt,y be the solution operator
for the heat equation on Rdy. Define φt(y) = Kt,y(uχ)(0, y). The function φt(y) is in
C ([0,∞)t,C∞(Rdy)) ∩C∞([0,∞)t ×Rdy) and is a solution of(∂t −∆y)φt(y) = 0
φ0(y) = φ(y).
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For t > 0 the function φt(y) is obtained by applying an integral operator with entire kernel
in y to a compactly supported function. Hence, φt(y) is for any t > 0 an entire function
in the y-variable. Let us denote the analytic extension in the y-variable by ut(x, y). Here
the roles of x and y are interchanged, so let us explain in more detail what this means.
The function ut(x, y) satisfies the Cauchy Riemann equations (∇x+ i∇y)ut(x, y) = 0 and
is completely determined for t > 0 by ut(0, y) = φt(y). Theorem 3 now implies that ut
converges to u(x, y) uniformly on E(Ω) = iE(Ω) as t→ 0+. Indeed, choose R′ > R so that
iBR′(0) ⊂ U1 and Theorem 3 gives us uniform convergence on the compact set E(Ω). By
construction (∆x+∆y)ut(x, y) = 0 and therefore ut(x, y) solves the inverse heat equation(∂t +∆x)ut(x, y) = 0
u0(x, y) = u(x, y)
on iE(Ω), the “Wick rotated” E(Ω). Here we have used uniqueness of the analytic
continuation to conclude that also ut(x, y) solves the heat equation. Since iE(Ω) contains
Ω the function ut(x) ∶= ut(x,0) solves(∂t +∆x)ut(x) = 0 in Q
u0(x) = u(x)
ut(x)∣Σ = h(t, x)
where h extends smoothly across ∂Ω. Change of variables T−t→ t shows that u ∈R(T, g)
for some T > 0 and some function g(x) = uT (x). 
5. Analytic properties of solutions of the heat equation
In this section we will prove Theorem 3 which is a major ingredient in the proof of
Theorem 2. By Theorem 1 any positive time solution of the heat equation is analytic inE(Ω). We investigate in this section what happens if the function u was already analytic
in E(Ω) at time t = 0. Assume that Ω is a bounded open subset in Rd and Ω1 is a
bounded open subset such that Ω ⊂ Ω1. It is easy to see that E(Ω) ⊂ E(Ω1). We can
therefore find a smooth cutoff function χ ∈ C∞0 (Cd) with support in E(Ω1) and which is
equal to one on E(Ω). We have the following Lemma for the free heat operator Kt = et∆0
on Rd.
Lemma 1. Assume that u ∈ C∞(Ω1) has an analytic extension to E(Ω1). Then the
analytic continuation of Kt(uχ) converges to the analytic continuation of u uniformly
on compact subsets of E(Ω) as t→ 0+.
Proof. Let us denote the analytic extension of u by the same letter, i.e. u(w) makes
sense for w ∈ E(Ω1). Fix a point z ∈ E(Ω), i.e. ∣ Im(z)∣ < dist(Re(z),Ωc). The explicit
formula for Kt(uχ) is
Kt(uχ)(z) = 1(4pit) d2 ∫Rd e− (z−w)
2
4t g(w)dw,
where g(w) = u(w)χ(w). This integral is thought of as an integral over the real subman-
ifold in the complex domain and we will now shift the contour in the Im(z)-direction.
To do this we abbreviate v = i Im(z). Let Γ be the set Rd + iv and let T be the region
10 ALEXANDER STROHMAIER AND ALDEN WATERS
Rd + i[0,1]v = {v + itv ∣ t ∈ [0,1]}. Recall that for a smooth function ϕ in the complex
plane we have the formula
∫
∂Y
ϕ(x + iy)d(x + iy) = 2i∫
Y
∂zϕ(x + iy)dxdy,
if Y is a region with C1-boundary (c.f equation 3.1.9 in [13]). Thus, shifting the contour
in the direction of v, we obtain
Kt(uχ)(z) = 1(4pit) d2 ∫Rd e− (z−w)
2
4t g(w)dw
= 1(4pit) d2 ∫Γ e− (z−w)
2
4t g(w)dw + 2i 1(4pit) d2 ∫T e− (z−w)
2
4t u(w)∂wχ(w)dσ(w)
= I1(z) + I2(z)
where dσ is the Lebesgue measure on T . The first integral I1(z) equals
I1(z) = 1(4pit) d2 ∫Rd e− (Re(z)−w)
2
4t g(v +w)dw.
Since the heat kernel is a δ-family (this is a standard good kernel argument) this integral
converges to g(Re(z) + v) = g(z). Since g is smooth and compactly supported the
convergence is uniform on compact subsets. It remains to show that the second integral
I2(z) converges to zero uniformly on compact subsets. Let Zz be the compact set(supp∂wχ) ∩ T . Then the integrand in I2 has support in Zz, i.e. we can restrict the
integration over Zz by the support properties of ∂wχ. By compactness of supp∂wχ there
exists an 1 > 0 such that for all z ∈ E(Ω) and all w ∈ Zz we have
Imw = t Im z for some t ∈ [0,1],
dist(Re(w),Ωc) + 1 < ∣ Im(w)∣ ≤ ∣ Im(z)∣ < dist(Re(z),Ωc).
Note here 1 is independent of z.
For all elements w ∈ Zz we therefore have the inequality∣ Im(z) − Im(w)∣ = Im(z) − Im(w) ≤ dist(Re(z),Ωc) − dist(Re(w),Ωc) − 1≤ dist(Re(z), b) − dist(Re(w), b) − 1 ≤ ∣Re(w) −Re(w)∣ − 1,
where b is a point on the boundary of Ω with dist(Re(w),Ωc) = dist(Re(w), b). We have
used in the first step that Imw = t Im z for some 0 ≤ t ≤ 1, and in the last step the reverse
triangle inequality. The statement now follows since in the region ∣ Im(z − w)∣ + 1 <∣Re(z −w)∣ the function e− (z−w)24t vanishes of infinite order at t = 0 uniformly. 
Proof of Theorem 3. Assume u ∈ C∞(Ω) is a smooth function that extends to a holo-
morphic function on E(Ω). Assume that g is any solution of the heat equation on
Q = [0, T ] ×Ω with g(0) = u∣Ω. We need to show that the analytic continuation of g(t)
for t > 0 converges uniformly on compact subsets of E(Ω) to u as t→ 0+. Fix a compact
subset K ⊂ E(Ω) and choose an open subset with smooth boundary Ω′ ⊂ Ω with Ω′ ⊂ Ω
so that K ⊂ E(Ω′). Such a subset can be constructed as follows. First note it follows
from compactness of K that we can find a constant 2 > 0 such that for all z ∈K we have
Im(z) < dist(Re(z), ∂Ω) − 2. Now simply find an 2/2-approximation of the Lipschitz
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domain by a smooth domain from inside. Such approximations are well known to exist
(see for example, [22]).
Let χ be a cutoff function as in the above Lemma 1 which is compactly supported inE(Ω) and equals to one on E(Ω′). Now define f(t) ∶= Kt(uχ)(z). Then, by Lemma 1
the function f(t) has an analytic extension to E(Ω′) that converges uniformly on K to
u. Now consider the function
h(t) = {g(t) − f(t) t ≥ 0,
0 t < 0.
Thus, we have a smooth solution h of the heat equation h on Ω′ that vanishes at
zero. Therefore, since for smooth boundaries SV −1 maps smooth functions to smooth
functions ([4, Section 4]), there exists smooth data r ∈ C∞((0, T ) × ∂Ω′) such that
h(t, z) = ∫ t
0
∫
Γ
G˜(t − s, z − y)r(s, y)dy ds.
Since for all z ∈ K and y ∈ ∂Ω′ we have ∣ Im(z − y)∣ < ∣Re(z − y)∣ − 3 for some 3 > 0.
Thus, h converges uniformly to zero on K as t→ 0+. 
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