Abstract. When A and B are countable dense subsets of R, it is a well-known result of Cantor that A and B are order-isomorphic. A theorem of K.F. Barth and W.J. Schneider states that the order-isomorphism can be taken to be very smooth, in fact the restriction to R of an entire function. J.E. Baumgartner showed that consistently 2 ℵ 0 > ℵ 1 and any two subsets of R having ℵ 1 points in every interval are order-isomorphic. However, U. Abraham, M. Rubin and S. Shelah produced a ZFC example of two such sets for which the orderisomorphism cannot be taken to be smooth. A useful variant of Baumgartner's result for second category sets was established by S. Shelah. He showed that it is consistent that 2 ℵ 0 > ℵ 1 and second category sets of cardinality ℵ 1 exist while any two sets of cardinality ℵ 1 which have second category intersection with every interval are order-isomorphic. In this paper, we show that the orderisomorphism in Shelah's theorem can be taken to be the restriction to R of an entire function. Moreover, using an approximation theorem of L. Hoischen, we show that given a nonnegative integer n, a nondecreasing surjection g : R → R of class C n and a positive continuous function : R → R, we may choose the order-isomorphism f so that for all i = 0, 1, . . . , n and for all x ∈ R,
Introduction
When A and B are countable dense subsets of R, it is a well-known result of Cantor [Ca, §9] that A and B are order-isomorphic. Notice that an orderisomorphism between dense subsets of R extends to an order-isomorphism of R. We record this simple fact as a proposition for ease of reference.
Proposition 1.1. If K, L ⊆ R are dense and h : K → L is an order isomorphism, then h extends to an order isomorphism of R.
The extension to an order-isomorphism of R of an isomorphism between countable dense sets given by Cantor's theorem is in particular a monotone function and hence differentiable almost everywhere. The question of improving the isomorphism was examined by Franklin [Fr] , who showed that it can be taken to be real-analytic. Motivated by the problem of finding order-isomorphisms of [0, 1] which map each of the sets of rational, algebraic and transcendental numbers onto themselves, Melzak [Me] observes that Franklin's methods show that if {A n } n<ω and {B n } n<ω are each a sequence of pairwise disjoint countable dense subsets of (0, 1), then there is an analytic order-isomorphism f of [0, 1] such that for each n < ω the function f maps A n onto B n . Moreover, given any function g of class C n whose derivative is bounded away from zero, f can be chosen so that its first n derivatives are uniformly approximated by those of g. The map in Franklin's result was improved to being the restriction to R of an entire function by Barth and Schneider [BS] , thereby solving [Er, Problem 24] . They also state without proof that their method gives the generalization to sequences of pairwise disjoint countable dense sets as obtained by Melzak for analytic functions, but that "the massive amount of bookkeeping involved in this proof is such as to make it impractical to include it in this paper". A variation on the problem of Erdős referred to above, interpreted so that it refers to countable dense subsets of C rather than of R, was solved by Maurer [Ma] . An elegant proof of the Barth-Schneider result based on Maurer's work was given by Sato and Rankin [SR] . (See also [NT] , which contains a variation on the same argument.) They make no comment about the result for sequences of pairwise disjoint countable dense sets, but their proof easily yields that version as well.
In [Ba] , a nonempty set S of real numbers is said to be ℵ 1 -dense if S is without endpoints and there are exactly ℵ 1 members of S between any two distinct points of S. In particular, if S ∩ I has cardinality ℵ 1 for every nonempty open interval I, then S is ℵ 1 -dense. We shall use the term only in this more restricted sense. Baumgartner proved [Ba] that if ZFC is consistent, then so is the theory ZFC + the statement "all ℵ 1 -dense sets of reals are order-isomorphic", which is a natural stepping-up by one cardinal of Cantor's theorem. Following Abraham, Rubin and Shelah [ARS] , we denote the statement in quotes by BA. (The two meanings of ℵ 1 -dense are equivalent for the purposes of BA.) It is shown in [ARS] that the function inducing the order-isomorphisms in BA cannot in general be taken to be smooth. We reproduce the argument from [ARS] , giving a few more details. Our statement of the result is slightly different; see Remark 1.4.
Proposition 1.2 ([ARS, Proposition 9.4]).
There are ℵ 1 -dense sets A, B ⊆ R such that for no nonconstant
Proof. Fix a one-to-one enumeration {r n : n < ω} of Q. We define strictly increasing functions g, h : Q → R and, letting a n = g(r n ) and b n = h(r n ), satisfy (1) holds whenever the indices are smaller than n, pick a n and b n as follows. Choose an index i 0 < n such that r i 0 is adjacent to r n in {r i : i ≤ n}. The choice of a n must be made so that the instances of (1.1) of the form (1.2) min{|a i − a n |, |b k − b |} < max{|a i − a n |, |b k − b |} 2 , where i < n and k, < n are distinct, hold. When i = i 0 , the fact that
ensures that as long as a n is close enough to a i 0 , (1.2) will hold. When i = i 0 , as long as a n is close enough to a i 0 , we have |a i 0 − a n | < |b k − b |, and moreover category set cannot be order isomorphic to a dense second category set. There is always an ℵ 1 -dense first category set. (Cf. the proof of Proposition 1.2.) Hence, BA implies that all sets of cardinality ℵ 1 are first category.
Notice that the sets A and B given by the proof of Proposition 1.2 are first category. Shelah proved the following theorem as part of the proof of [Sh1980, Theorem 4.7] , which states that if ZFC is consistent, then so is ZFC + 2 ℵ 0 = ℵ 2 + "there is a universal (linear) order of power ℵ 1 ".
Theorem 1.6 ([Sh1980]). If ZFC is consistent, then so is ZFC + both of the following statements.
(a) There is a second category set in R of cardinality ℵ 1 . (b) Let A and B be everywhere second category subsets of R of cardinality ℵ 1 .
Then A and B are order-isomorphic.
(A set A ⊆ R is everywhere second category if A ∩ I is second category for every nonempty open interval I.) An examination of Shelah's model shows that, by a simple genericity argument, the functions witnessing (b) fail to be differentiable at any constructible real. In this paper we show that the order-isomorphism in Theorem 1.6 can be taken to be the restriction to R of an entire function. The following is the main result of this paper.
Theorem 1.7. If ZFC is consistent, then so is ZFC + 2
ℵ 0 = ℵ 2 + the following statements. Remark 1.8. The theorem applies to sequences of length less than ω 1 as well. For example, to apply it to a single pair of everywhere second category sets A and B of cardinality ℵ 1 , inductively define A α , α < ω 1 , as follows. The sets A α for α < ω are any countable family of pairwise disjoint countable dense subsets of R \ A. Set A ω = A and for ω < α < ω 1 , take A α to be any translate A + r which is disjoint from all the sets A β , β < α. (Because 2 ℵ 0 > ℵ 1 , there is an r ∈ {a 1 − a 2 : a 1 ∈ β<α A β , a 2 ∈ A}.) Similarly define B α , α < ω 1 (with B ω = B) and now (b) (or (b) and (c)) applied to these sequences produces the desired order-isomorphism of A and B.
From Theorem 1.7, we can deduce a version of the Barth-Schneider result with the ability to approximate derivatives. (Alternatively, a direct proof of the corollary can be extracted from the proof of the theorem.) Corollary 1.9. For any two sequences, A n : n < ω and B n : n < ω , each consisting of pairwise disjoint countable dense subsets of R, there is an entire function f : C → C which restricts to an order-isomorphism of R such that f [A n ] = B n for every n < ω and f can be chosen to approximate a given nondecreasing surjection as in Theorem 1.7(c).
Proof. For a given choice of ground model parameters A n , B n , g, c i (thinking of g as a (finite or infinite) sequence of Borel codes g, Dg, D 2 g, . . . for its derivatives), the hypothesized properties of these parameters are Π 1 1 and hence continue to hold in the forcing extension which produces the model of Theorem 1.7. (The model is built starting with a model of V = L, but it is easily seen (and well known) that the required consequences of V = L, namely the existence of diamond sequences on ω 1 and on the limits of cofinality ω 1 in ω 2 , can be forced.) The existence of an entire function f satisfying the conclusion is a Σ 1 2 property of the parameters and hence holds in the ground model by the Shoenfield absoluteness theorem.
The following problem seems to be open.
Problem 1.10.
1 Are there (in ZFC) two sequences, A α : α < ω 1 and B α : α < ω 1 , each consisting of pairwise disjoint countable dense subsets of R and such that for no order-isomorphism f :
Note that since every ℵ 1 -dense subset of R can be partitioned into ℵ 1 countable dense subsets, in any model for the negative answer to Problem 1.10, any two ℵ 1 -dense subsets of R are order-isomorphic, i.e., BA holds. In particular, sets of reals of cardinality ℵ 1 are first category (Remark 1.5). Thus, in part (b) of Theorem 1.7, the restriction that only countably many of the pairs (A α , B α ) consist of countable sets cannot be relaxed to allow for uncountably many such pairs as this would contradict part (a).
Our main tool for approximating differentiable real functions by entire ones is the following strengthening of Carleman's theorem due to Hoischen. It generalizes to entire functions the approximation given in [Wh, Lemma 6] (which deals with approximation by analytic functions). 
(Hoischen doesn't state that f [R] ⊆ R but his proof gives this immediately.)
The derivative of a function f is denoted exclusively by Df in this paper. In particular, f does not denote the derivative of f . N denotes the set of positive integers. We refer the reader to [Je] or [Ku] for set-theoretic notation and results
The proof of the main theorem involves many technical arguments for which the intuition may not be clear upon a first reading. The reader may find it helpful to read the proof of Theorem 1.6 upon which the proofs given here build. The proof in [Sh1980] is only a brief sketch, but the argument is presented in detail in [BM] . In Section 2, we provide a direct proof of a consequence of the main theorem for which many of the technical difficulties do not arise. Briefly, the difference is that the consequence deals with C ∞ functions rather than entire ones and the former are very much more flexible as a class than the latter. In particular, a C ∞ function can be zero outside a compact interval without being identically zero. The proof of the main theorem makes no reference to results in Section 2, so the reader who wants to do so can skip that section. We ask the indulgence of the readers of Section 2 for the repetition of some of the arguments and remarks in the proof of the main theorem.
In Section 3, we show how to reduce Theorem 1.7 to the case where the function g in part (c) is the restriction to R of an entire function and has a strictly positive derivative. In Section 4, we define the class of entire functions which will be used in the proof of Theorem 1.7 and establish some of its properties. The main lemma needed for the proof of Theorem 1.7 is established in Section 5. The deduction of the theorem from the main lemma is standard oracle-cc technique which we sketch in the final section of the paper.
We thank Ed Bierstone, Ilijas Farah, Paul Gauthier, Ian Graham, Juris Steprans and Bill Weiss for helpful discussions. Thanks are also due to the referee for suggesting the inclusion of the proof of an easier special case of the main theorem as a guide for the reader's intuition.
A special case
We begin with a proof of the following special case of the main theorem. Results from this section are not used elsewhere in the paper. 
We shall use the following standard fact.
Proof. See [Zi, Example 1.1.10 and Proposition 1.1.13].
We begin by defining a family of C ∞ bump functions. We will call an interval I of the form I = (a, b), where a, b ∈ Q and a < b, a rational interval. Let I denote the set of all rational intervals.
For I = (a, b) with a, b ∈ R and a < b, let g I : R → R be the following C ∞ bump function
o t h e r w i s e .
Let G * = {g I : I ∈ I}. The following proposition provides a means for modifying functions in G * without significantly altering their derivatives, and also for approximating members of G for some rational interval I and positive rational number r, the following properties hold:
(e) g I (u) = 0 and for some real number σ such that |σ| < r, we have
where I is a finite subset of I and λ I ∈ R for each I ∈ I . Consider functions f , f of the form
only the one with a = a is not zero at a and for x ∈ K 1 , only g I x is not zero at b x,m . This leads to the following observations.
(1) For a ∈ dom h and each choice of m ∈ N and µ = (µ I ) I∈I , there is a unique
(σ a (m, µ) does not depend on m, but it is convenient to denote it this way for uniformity of the notation.) (2) For each x ∈ K 0 and each choice of m ∈ N and µ = (µ I ) I∈I , there is a unique σ x = σ x (m, µ) for which f (x) = c x,m , namely
(3) For each x ∈ K 1 and each choice of m ∈ N and µ = (µ I ) I∈I , there is a
(4) There is a unique value of σ = σ(m, µ) for whichf (u) = f (u), namely
] be a compact interval such that each of the intervals I ∈ I , I a for a ∈ K and I u are contained in L.
Henceforth, we limit ourselves to functions f ,f for which we have σ a = σ a (m, µ), a ∈ K. Consider the following facts:
We may choose m ∈ N, µ I ∈ Q for each I ∈ I and r > 0 so that ( 
is rational (and hence belongs to N ) and each σ a (m, µ), for a ∈ K, is uniquely determined by the condition that
, and hence belongs to N by elementarity.
We now proceed to prove the main technical lemma for the oracle-cc iteration. The reader familiar with oracle-cc iteration will see that this lemma completes the proof. In the final section of the paper we have indicated how this standard oraclecc argument proceeds in the case of our main theorem, so we omit it in the present section.
Lemma 2.4. Let M = M δ : δ < ω 1 be an oracle. Let A, B ⊆ R be everywhere second category sets of cardinality ℵ 1 . There is a forcing notion P satisfying the
Proof. Let f 0 : R → R be the identity map. For the rest of the proof, fix a suitably large regular cardinal θ. Let I n : n < ω list all the nonempty open intervals with rational endpoints. Fix a well-ordering of R in type ω 1 . (CH holds because there is an oracle.) Let Q denote the set ω 1 × ω × 2 equipped with the lexicographical order which we denote by . We will inductively define partial orders P (u), u ∈ Q, from the following class of partial orders.
ξ < β be one-to-one sequences of real numbers, α, β ≤ ω 1 . We write, for δ < ω 1 ,
The order is given by p ≤ q if and only if
The order relation in Definition 2.5 is transitive because if p ≤ q ≤ r, then h p ⊇ h q ⊇ h r , n p ≥ n q ≥ n r and for i ≤ n r , we have i ≤ n q as well and hence
Fix a function γ : ω 1 → 2 so that for each i < 2, |γ −1 (i)| = ℵ 1 . To each u = (δ, n, j) ∈ Q we associate a pair of ordinals (α, β) = (α(u), β(u)) as follows. Let γ(δ) = i. If j = 0, let (α, β) be the pair of ordinals (ωδ + n, ωδ + n). If j = 1, let (α, β) be the pair (ωδ + n + 1, ωδ + n) if i = 0, and (ωδ + n, ωδ + n + 1) if i = 1.
(Notice that the pair (α(u), β(u)) uniquely determines u: from (α, β) we can clearly recover δ and n, and we have j = 0 if α = β and j = 1 otherwise.)
We inductively define one-to-one enumerationsā = a ξ : ξ < ω 1 of A and b = b ξ : ξ < ω 1 of B and a continuous ∈-increasing sequence N u : (1, 0, 0) u ∈ Q of countable elementary submodels of H θ , and then for each u ∈ Q such that (1, 0, 0) u we define
We simplify the notation by writing P (u) = P (ā α(u),b β(u)), omitting the explicit mention of N u . No confusion should arise since α(u) and β(u) uniquely determine u, and hence N u . The indexing of the induction is such that for fixed δ < ω 1 such that γ(δ) = i, at stage u = (δ, n, j) of the induction, if i = 0, then we pick a ωδ+n ∈ A if j = 0 and b ωδ+n ∈ B if j = 1, whereas if i = 1, then we pick b ωδ+n ∈ B if j = 0 and a ωδ+n ∈ A if j = 1. In other words, the elements ofā δ and b δ are chosen alternately from A and B, respectively, starting with an element of A when i = 0 and with an element of B when i = 1, as indicated in Tables 1 and 2 . Table 1 . Indexing when i = γ(δ) = 0: Table 2 . Indexing when i = γ(δ) = 1:
For technical reasons, we also define a second sequence N u : u ∈ Q of countable elementary submodels of H θ and functions e δ , 1 ≤ δ < ω 1 . Fix countable dense sets A 0 ⊆ A and B 0 ⊆ B. We will arrange that the following conditions hold for all u = (δ, n, j) ∈ Q, with γ(δ) = i.
(1) For δ = 0, the only requirements are thatā 0 = A 0 andb 0 = B 0 , where A 0 and B 0 are the countable dense sets fixed above (i.e., we define {a n : n < ω} and {b n : n < ω} to be any one-to-one enumerations of A 0 and B 0 , respectively).
In (ii) and (iii), "least" refers to the well-ordering of R fixed earlier.
over N u . The point of using N u rather than N u in (ii) and (iii) is that it will be useful later to have P (u) belonging to the model over which the Cohen reals are chosen. (See the paragraphs immediately following the proofs of Claim 2.8 and Claim 2.10.) (6) If δ ≥ 1, e δ is a bijective map of P (ā ωδ,b ωδ) onto ωδ. 
Remark 2.6. (a) From (1) and (5)((ii)+(iii)), it follows that the setsā δ and b δ are dense in R. From (4)((ii)+(iii)) and (5)
From the same clauses together with (5)(i), we get that the enumerations a ξ : ξ < ω 1 and b ξ : ξ < ω 1 are one-to-one. (Note that α(u) = ωδ + n in (5)(ii) and β(u) = ωδ + n in (5)(iii).) (b) From 4(ii) and the fact that γ −1 (0) is uncountable, it follows that A = {a ξ :
Then a ξ and b ξ are defined (in an order depending on γ(δ )) at stages (δ , n , 0) and (δ , n , 1). By the induction hypothesis,
is ∈-increasing and continuous at limits. This gives in particular that for
In the third coordinate we could put the universe (more precisely, H θ ) since u∈Q N u includes all C ∞ functions by (5)(i) and the assumption on the M δ 's. The conditions (6)-(8) ensure that P is M -cc. To see this, let e = ω≤δ<ω 1 e δ : P → ω 1 . For any infinite δ < ω 1 we have e −1 [ωδ] = P (ā ωδ,b ωδ) and for each S ⊆ ωδ belonging to M δ , whenever a set E of the form e
, a simple induction on δ using (8) shows that if δ ≤ δ < ω 1 , then E is predense in P (ā ωδ ,b ωδ ). Thus, E is predense in P . For a club of δ < ω 1 we have ωδ = δ, so this shows that P satisfies the M -cc.
We begin by arranging (1)- (7) by induction on u = (δ, n, j). This is straightforward and we leave most of it to the reader. Notice that because the reals a ξ and b ξ being constructed are not indexed directly by u, we need to check that clauses (4)((ii)+(iii)), (5) and (6) make sense. For 5(ii) for example, it is important that at stage u, a ωδ+n has not yet been defined. But at an earlier stage v = (δ , n , j ), we defined a ωδ +n or b ωδ +n . If (δ , n ) lexicographically precedes (δ, n), then ωδ + n < ωδ + n. If (δ , n ) = (δ, n), then necessarily (j , j) = (0, 1). Since j = 1, the assumption of 5(ii) gives i = 1. So at stage v we defined b ωδ+n , not a ωδ+n . A similar argument holds for 5(iii) and (4)((ii)+(iii)). Similarly, we can check that in (5)(i), a ξ for ξ < α(u) and b ξ for ξ < β(u) were defined before stage u. For (6), we observe that the partial order P (ā ωδ,b ωδ) is defined because we have reached or passed the stage (δ, 0, 0) and N (δ,0,0) has been defined. The function e δ is chosen at stage (δ, 0, 0). By Remark 2.6(d), the choice of e δ is dictated by (7) when δ > ω is a limit ordinal. The function e δ+1 can be taken to be an arbitrary extension of e δ satisfying (6).
We must check that the construction gives (8). Let E be a predense subset of P (ā ωδ,b ωδ) of the appropriate form, i.e., E = e
We will show by induction on u = (δ, n, j) ∈ Q such that (δ, 0, 0) u (δ + 1, 0, 0) that E remains predense in P (u + 1), where u + 1 denotes the successor of u in Q, i.e., (δ, n, 1) if j = 0 and (δ, n + 1, 0
Remark 2.7. At the stage where n = 0 and j = 0, we consider the passage from P (ā ωδ,b ωδ) to either P (ā ωδ + 1,b ωδ) or P (ā ωδ,b ωδ + 1) (depending on whether i = 0 or i = 1). These two partial orders have the same allowable finite parts h p for their conditions because, by Definition 2.5(ii), there is no legal value for either of a ωδ or b ωδ to correspond to until the other is chosen.
Let p ∈ P (u + 1) \ P (u). We must show that p is compatible with some member of E.
The letters in the labels here correspond to those in the statement of Proposition 2.3. The number 1 is a reference to Case 1. We will use similar notation in the rest of the proof when applying this proposition. Then
belongs to P (u). Also, q and some r ∈ E have a common extension q ∈ P (u). Then q ≤ p since for each i ≤ n p , we have also i ≤ n q (since n q = n p ) and hence
In this subcase, h p has the form h ∪ {(a, b ωδ+n )} for some h ⊆ N u and a ∈ {a ωδ+m : m < n + 1 − i}.
Proposition 2.3 gives a rational interval
2a(e) g I 1 (a) = 0 and for some number λ such that |λ| < λ 0 , we have h p ⊆ f + λg I 1 . For functions g 0 : R → R, numbers µ > 0, and rational intervals I, define
As long as
and notice that q 0 ∈ P (u).
The idea now is to find a common extension of p and an element of E by taking instead a common extension of q 0 and an element of E. The latter exists by the induction hypothesis since q 0 ∈ P (u). Unfortunately, such an extension might not even be compatible with p. Claim 2.8 establishes that the common extensions of q 0 and an element of E exist in sufficient profusion that one of them must be compatible with p. (The reader who has read Shelah's original argument will recognize that this is a version of the argument in [Sh1980, Case 3, p. 565] (or see [BM, Claim 4.7] ) adapted to the present context.)
2 ε q (and hence for all λ such that |λ| ≤ µ we have
Note that the numbers w of this form, as λ 1 runs over all rational numbers such that
(This holds as long as the quantities
Note that f is increasing (by 2.8(d) 2 , Df − Df 0 ∞ < 1 and hence Df > 0) and hence we have y 1 < y 2 . Then q 1 ∈ P (u), where
By the induction hypothesis, there is a common extension q ∈ P (u) of q 1 and some r ∈ E. Since a does not belong to the domains of h q 1 or h r (r ∈ E ⊆ P (δ, 0, 0) and hence dom h r ⊆ {a ξ : ξ < ωδ}), we may discard it from the domain of h q if necessary to get a ∈ dom h q . Choose a rational interval I such that a ∈ I and I ∩ dom h q = ∅. For µ > 0 small enough we have that part 5 of the claim holds.
Then the functions in the definition of V (f q , µ, I) are increasing on R. Since The dense open subset of U given by Claim 2.8 is coded in N u . (As noted earlier, P (u) ∈ N u when u is not a limit stage.) By (5)(iii), there are q, µ, I satisfying Claim 2.8(1-5) for which b ωδ+n ∈ V (f q , µ, I). Choosing λ with |λ| < µ so that (f q + λg I )(a) = b ωδ+n , we get that
belongs to P (u + 1) (using clause 5 of Claim 2.8) and extends both q and p. It extends q by clause 5 of Claim 2.8. To see that q ≤ p, note that for each i ≤ n p ,
Thus, p is compatible with q and hence with some element of E. Subcase 2b. i = 0, j = 0 or i = 1, j = 1. In this subcase, h p has the form h ∪ {(a ωδ+n , b)} for some h ⊆ N u and b ∈ {b ωδ+m : m < n + i}.
Proposition 2.3 gives a rational interval
(This list agrees with the one for Subcase 2a except for (e).)
For functions g 0 : R → R, numbers µ > 0 and rational intervals, define
The definition makes sense if g 0 + λg I is an order-isomorphism whenever |λ| < µ.
) is an open interval in R as long as there is no a ∈ R such that g 0 (a) = b and g I (a) = 0. When g 0 is invertible, then only the value
and notice that q 0 ∈ P (u). (1) q ∈ P (u) is a common extension of q 0 and an element of E;
By Remark 2.9,f is an order-isomorphism. Note that w ∈ dom h since b ∈ range h and h ⊆f . Note that the numbers w of the given form, as λ 1 runs over all rational numbers such that
Apply Proposition 2.3 to get a rational interval I 2 , a function f ∈ (f 0 + span G * ) ∩ N u and a rational number λ 2 > 0 such that 2.10(a) h ⊆ f ; 2.10(c) y 1 = f (x 1 ) and y 2 = f (x 2 ), where x 1 , x 2 are both members of A 0 and
By 2.10(d), f is increasing and hence x 1 < x 2 . Then q 1 ∈ P (u), where
Exactly as in the proof of Claim 2.8, q 1 extends q 0 . By the induction hypothesis, there is a common extension q ∈ P (u) of q 1 and some r ∈ E. The number a = f −1 q (b) does not belong to the domains of h q 1 or h r .
[From the fact that f q is increasing and hence injective, we see that because f q (x i ) = y i , i = 1, 2, and
We may thus discard it from the domain of h q if necessary to get a ∈ dom h q . Choose a rational interval I such that a ∈ I and I ∩ dom h q = ∅. As in the proof of Claim 2.8, for µ > 0 small enough we have that part 5 of the claim holds. Then the functions in the definition of W (f q , µ, I) are order-isomorphisms. Since The dense open subset of U given by Claim 2.10 is coded in N u . By (5)(ii), there are q, µ, I satisfying Claim 2.10(1-5) for which a ωδ+n ∈ W (f q , µ, I). Choosing λ with |λ| < µ so that (f q + λg I )(a ωδ+n ) = b, we get, as in Subcase 2a, that
belongs to P (u + 1) and extends both q and p. Thus, p is compatible with q and hence with some element of E. This completes the proof of (8).
We now have an M -cc partial order P = P (ā ω 1 ,b ω 1 ) as in Remark 2.6(e). It remains to check that forcing with P adds the desired entire function f . Let h = {h p : p ∈ G}. For each x ∈ A, it follows easily using Proposition 2.3(b) that conditions with f p (x) ∈ B are dense and then (by extending such conditions further) so are conditions with x ∈ dom h p . Similarly, for each y ∈ B, the conditions with y ∈ range h p are dense (using Proposition 2.3(c) this time). Hence dom h = A, range h = B and h is clearly an order-isomorphism.
are uniformly Cauchy because for all k, with k < and k large enough so that i ≤ n k , the
by Proposition 2.2. Also, for each a ∈ A, we can choose k and p ∈ G such that p ≤ p k and a ∈ dom h p . Then
This completes the proof of the lemma.
Reduction to the approximation of entire functions
The results of this section are elementary and are surely known, at least in some form. We sketch the proofs for completeness. 
The statements of Proposition 3.2 and Proposition 3.5 hold with C 1 replaced by C ∞ but the C 1 case suffices for us.
Proof. This is a calculus exercise. We may assume a = 0 and g(0) = 0. Write g = g 1 + g 2 where g 1 (x) = min(g(x), 0) and g 2 (x) = max(g(x), 0). For some c i > 0, i = 1, 2, we have g 1 (x) = c 1 x for all x ≤ 0 and g 2 (x) = c 2 x for all x ≥ 0. We may assume that U is an open square centered at (0, 0). It is enough to find an f which works for U = (−R, R) × (−R, R) for some R > 0, because then given a smaller neighborhood U 0 = (−r, r) × (−r, r), the function f 0 (x) = (r/R)f (Rx/r) works for U 0 . Let f 1 be obtained from g 1 by replacing the portion of the graph over the interval [− 2 . Then f = f 1 + f 2 is as desired. 
n function, then we may also ask that g be a C n function and that for all i ≤ n and all
then we may ask that g be C ∞ and that for all i < ω and all x ∈ R such that |x| ≥ c i ,
Proof. Because lim x→∞ f (x) = ∞ and lim x→−∞ f (x) = −∞, we can find a strictly increasing sequence of real numbers 
Proof. We may assume that for the value of λ ∈ (0, 1) for which 
a +δ] by the straight line segment joining (a, y a ) and (a +δ, g(a +δ)). a, v] . This shows that b ∈ A which completes the proof in this case. Now suppose c < b 
Proof. The assumption on f ensures that f is continuous and that lim x→∞ f (x) = ∞ and lim x→−∞ f (x) = −∞. By replacing ε(x) by min(ε(x), 1), we may assume that ε(x) ≤ 1 for all x ∈ R. Inductively choose integers 0 = n 0 < n 1 < n 2 < . . . such that for each nonnegative integer i,
Then inductively choose integers 0 = n 0 > n −1 > n −2 > . . . such that the same inequality holds for negative integers i as well. For each integer i, choose y i so that
The choice of the n i 's ensures that we have y i < y i+1 for each i. For each integer i, apply Proposition 3.4 to the interval [n i , n i+1 ] with ε = inf n i ≤x≤n i+1 ε(x) and piece together the resulting functions to get a strictly increasing piecewise linear continuous function g :
Then modify g to round off the corners of its graph using Proposition 3.2. 
an orderisomorphism of R with a strictly positive derivative and for every i < ω, and each
Proof. Consider first the case of (i) with n = 0. By Proposition 3.5, there is a C . We may assume that ε is bounded, so that the fact that |f (x) − g(x)| < ε(x) ensures that f is surjective.
The case of (i) where n ≥ 1 and (ii) are handled similarly, using Proposition 3.3 instead of Proposition 3.5.
Preliminary results
The main goal of this section is to define a family of entire functions and prove Proposition 4.5, which shows how members of this family can be approximated in smaller models of set theory and perturbed slightly to alter their values at certain points. We begin with a technical fact which will be useful in the next section.
Proposition 4.1. Let f, g : R → R be continuous functions such that g is bounded. Assume that for some open interval I and every λ ∈ I, f + λg is an orderisomorphism of R. Fix b ∈ R. Then the function h : I → R given by h(λ) = (f + λg) −1 (b) is continuous. Moreover, h is either constant or strictly monotonic, with the first alternative happening precisely when there is an x such that f (x) = b and g(x) = 0.
Proof. Let λ and λ n , n ∈ N, be elements of I such that λ n → λ as n → ∞. We want to show that
since g is bounded. Since f + λg is an order-isomorphism, it is a homeomorphism and hence h(λ n ) = x n → (f + λg) −1 (b) = h(λ) as n → ∞. This proves the first part of the proposition.
For the second, note first that if there is an x 0 such that f (x 0 ) = b and g(x 0 ) = 0, then for any λ ∈ I we have (f + λg)(x 0 ) = b and hence h(λ) = x 0 . Now suppose that there is no such x 0 . Since h is continuous and defined on an interval, if we show that h is one-to-one, then it will follow that h is stricly monotonic. Suppose that for some λ 1 , λ 2 we have h(λ 1 ) = h(λ 2 ), i.e., letting x = h(λ 1 ),
Then λ 1 = λ 2 follows as long as g(x) = 0. If we had g(x) = 0, then the displayed equations would give f (x) = b, contradicting our assumption that no such x exists.
The function H given by the following proposition will serve as an envelope which controls the behavior at infinity of the members of the family of entire functions defined below. 
Remark 4.3.
(1) Concerning the choice of ζ, all that matters is that ζ is a continuous function such that 0 < ζ(x) ≤ 1 for all x ∈ R and lim x→±∞ ζ(x) = 0. (2) It would be equivalent to state the proposition with ε(x) instead of 2 −i ζ(x)ε(x) in part (c), but the present formulation is more convenient for our purposes.
Proof. Choose a positive continuous function ε such that for all
, where ε n > 0 for each n ∈ Z and for each pair of real numbers a < b, g (a,b) is any C ∞ function which is positive on (a, b) and zero elsewhere. It is clear that for a suitable choice of the coefficients ε n , we have that H is a positive C ∞ function satisfying |D i H (x)| < 1 2 ε (x) for all i < ω and all x ∈ R such that |x| ≥ c i . By Theorem 1.11, there is an entire function H such that H[R] ⊆ R, H(x) > 0 for all x ∈ R, and for all i < ω and all x ∈ R such that |x| ≥ c i ,
Then, for all i < ω and all x ∈ R such that |x| ≥ c i , |D i H(x)| < ε (x) and hence (c) holds.
Let G be the family of entire functions g(n, A) where n ∈ N, A ⊆ R is a nonvoid finite set, and for all z ∈ C,
Let G 0 be the subfamily consisting of those functions g(n, A) for which n ≥ 4|A|. The next proposition gathers some simple properties of the collection G. 
Proposition 4.4. The family G satisfies the following properties. (a) For all i < ω and all
and for all z ∈ C, m ∈ N and λ, µ ∈ R, if M > 0 and |z| ≤ M , then |g(n, A(m))(z)| ≤ T 1 and 
(ζ is as in Proposition 4.2.)

Proof. (a) By induction on i, it follows that the i-th derivative of g(n, A) can be expressed as a sum of |A|
i terms, each of which is equal to ±1/n i times a product indexed by A in which the factor corresponding to a ∈ A is equal to sin((z −a)/n) or cos((z−a)/n). The inequality in (a) follows since for z ∈ R, the factors sin((z−a)/n) and cos((z − a)/n) are bounded in absolute value by 1.
(b) Note that for any natural number k and for any numbers u i , v i ∈ C of modulus at most µ 0 , i = 1, . . . , k, we have
For x ∈ R, the difference between D i g(n, A)(x) and D i g(n, A(m))(x)
can be expressed, as in the argument for (a), as a sum of |A| i terms, each of which is equal to ±1/n i times a difference of the form
where each f a is either a sine or a cosine. Applying (4.1) with µ 0 = 1 to these differences and using that, by the Mean Value Theorem, for x ∈ R and a ∈ A we have
we get that for each x ∈ R,
This takes care of the first part of (b) 
|g(n, A)(z) − g(n, A(m))(z)| ≤ µ
|A|−1 0 a∈A sin z − a n − sin z − r a,m n ≤ 2µ |A| 0 a∈A sin r a,m − a 2n .
Since | sin((r a,m − a)/(2n))| ≤ |(r a,m − a)/(2n)| ≤ 1/m, we have |λg(n, A)(z) − µg(n, A(m))(z)| ≤ |λ − µ| |g(n, A)(z)| + |µ| |g(n, A)(z) − g(n, A(m))(z)|
We have
For each s ∈ G we have, using (a), the bound (for x ∈ R)
Using n s ≥ 4|A s |, this gives 
such that for some n ∈ N and some positive rational number r, the following properties hold. In this list, K denotes the set
and for all i < ω and for all σ ∈ R such that |σ| ≤ r, we have that for x ∈ R such that |x| ≥ c i ,
(e) g(n, K)(u) = 0 and for some real number σ such that |σ| < r, we have
(f) For all z ∈ C such that |z| ≤ M and for all σ ∈ R such that |σ| ≤ r,
r|H(z)g(n, K)(z)| < ε(0) and |f (z) − (f + σHg(n, K))(z)| < ε(0).
Remark 4.6. Under the hypotheses of the proposition, we shall have occasion to want the conclusion for λε instead of ε, where λ is a rational number such that 0 < λ < 1. To see that this modified conclusion holds, we argue as follows. First notice that it follows from properties (a), (b) and (c) of Proposition 4.2 that the same properties hold for (λε, λH) instead of (ε, H). Since λ is rational, λε, λH ∈ N . Since (λH) span
n ∈ N and a positive rational number r such that (a)-(f) hold with λε and λH in the place of ε and H, respectively. But now notice that everywhere H is mentioned, i.e., in (d), (e) and (f), it is multiplied by r or by some σ such that |σ| ≤ r. Equivalent statements of these clauses are obtained by restoring λH to H and replacing r by λr, giving the desired modification of the conclusion.
Proof. Choose pairwise disjoint open intervals
where G is a finite subset of G 0 and λ s ∈ R for each s ∈ G . For each s ∈ G , let n(s) ∈ N and A(s) ⊆ R be such that s = g(n(s), A(s) 
(This is possible because the sets {b x,m : m ∈ N} are bounded so that for large enough n we have |a
, a ∈K m , only the one with a = a is not zero at a. This leads to the following observations.
(1) For a ∈ dom h and for each choice of m ∈ N and µ = (µ s ) s∈G , there is a unique
(2) For each x ∈ K 0 and each choice of m ∈ N and µ = (µ s ) s∈G , there is a unique σ x = σ x (m, µ) for which f (x) = c x,m , namely
(3) For each x ∈ K 1 and each choice of m ∈ N and µ = (µ s ) s∈G , there is a unique 
. 
Note that for functions
For the rest of the proof, we restrict our attention to choices of the coefficients in the definitions of f andf such that |µ s − λ s | ≤ 1, s ∈ G , |σ a | ≤ 1, a ∈K m , and |σ| ≤ 1. Given these restrictions, let i 0 < ω be such that for all i > i 0 , for all m ∈ N, µ = (µ s ) s∈G and x ∈ R, we have that if |x| ≥ c i , then
(Such an i 0 exists by Proposition 4.4(c) which, because ζ(x) ≤ 1, yields
where C is a constant independent of the choice of the coefficients in the definitionf as long as the restrictions we just placed on these coefficients are respected.)
Now let L be a compact interval such that for all i ≤ i 0 , for all m ∈ N, for all µ = (µ s ) s∈G and for all x ∈ R \ L (and given the above restrictions on the choice of coefficients forf ), we have that if |x| ≥ c i , then
(Such an L exists by Proposition 4.4(c) again. This time we use the fact that for each i < ω and x such that |x| ≥ c i ,
for |x| large enough since lim x→±∞ ζ(x) = 0.) Henceforth, we limit ourselves to functions f ,f for which, in addition to the restrictions imposed above, we have σ a = σ a (m, µ), a ∈K m . (So we now consider only coefficients so that |σ| ≤ 1 and for a ∈K m , σ a = σ a (m, µ) with µ close enough to λ and m large enough so that the conditions |µ s − λ s | ≤ 1, s ∈ G and |σ a | ≤ 1, a ∈K m are satisfied.) Consider the following facts.
where T n,M , T s,M are constants independent of m as in Proposition 4.4(b).
where 
is rational (and hence belongs to N ) and each σ a (m, µ), for a ∈K m , is uniquely determined by the condition that
Main lemma
The next result is the main technical lemma for the oracle-cc iteration. 
Proof. By replacing η(x) by min{1, η(x), Df 0 (x)}, we may assume that for all x ∈ R, η(x) ≤ 1 and η(x) ≤ Df 0 (x). We may also assume that c 0 = c 1 = 0. Let H be as in Proposition 4.2 for {c i } i<ω and η. For the rest of the proof, fix a suitably large regular cardinal θ. Let I n : n < ω list all the nonempty open intervals with rational endpoints. Fix a well-ordering of R in type ω 1 . (CH holds because there is an oracle.) Let Q denote the set ω 1 × ω × 2 equipped with the lexicographical order, which we denote by . We will inductively define partial orders P (u), u ∈ Q, from the following class of partial orders.
vi) ε p is a rational number, 0 < ε p < 1, and n p < ω. The order is given by p ≤ q if and only if
This order relation is transitive because if p ≤ q ≤ r, then h p ⊇ h q ⊇ h r , n p ≥ n q ≥ n r and for z ∈ C such that |z| ≤ n r , we have |z| ≤ n q as well and hence
Remark 5.3. The clauses of the definition together with the assumptions at the beginning of the proof ensure that f p R is an order-isomorphism. We are assuming
Hence, f p is increasing. Because c 0 = 0 we also have, for all x ∈ R, |f p (
To each u = (δ, n, j) ∈ Q we associate a pair of ordinals (α, β) = (α(u), β(u)) as follows. Let γ(δ) = (α , i). If j = 0, let (α, β) be the pair of ordinals (ωδ+n, ωδ+n).
If j = 1, let (α, β) be the pair (ωδ + n + 1, ωδ + n) if i = 0, and (ωδ + n, ωδ + n + 1) if i = 1.
We inductively define one-to-one enumerationsā = a ξ : ξ < ω 1 of α<ω 1 A α andb = b ξ : ξ < ω 1 of α<ω 1 B α and a continuous ∈-increasing sequence N u : (ω, 0, 0) u ∈ Q of countable elementary submodels of H θ , and then for each u ∈ Q such that (ω, 0, 0) u, we define
We simplify the notation by writing P (u) = P (ā α(u),b β(u) ), omitting the explicit mention of N u . No confusion should arise since α(u) and β(u) uniquely determine u, and hence N u . The indexing of the induction is such that for fixed δ < ω 1 such that γ(δ) = (α, i), at stage u = (δ, n, j) of the induction, if i = 0, then we pick a ωδ+n ∈ A α if j = 0 and b ωδ+n ∈ B α if j = 1, whereas if i = 1, then we pick b ωδ+n ∈ B α if j = 0 and a ωδ+n ∈ A α if j = 1. In other words, the elements ofā δ andb δ are chosen alternately from A α and B α , respectively, starting with an element of A α when i = 0 and with an element of B α when i = 1. For technical reasons, we also define a second sequence N u : (ω, 0, 0) u ∈ Q of countable elementary submodels of H θ and functions e δ , ω ≤ δ < ω 1 .
We will arrange that the following conditions hold for all u = (δ, n, j) ∈ Q, with γ(δ) = (α, i).
(1) For δ < ω, the only requirements are thatā δ = A δ andb δ = B δ , where A δ and B δ are the countable dense sets from the hypothesis.
over N u . The point of using N u rather than N u in (ii) and (iii) is that it will be useful later to have P (u) belonging to the model over which the Cohen reals are chosen. (6) If δ ≥ ω, e δ is a bijective map of P (ā ωδ,b ωδ) onto ωδ. (4)(i) and (5)(i), it follows that the sequence N u : (ω, 0, 0) u ∈ Q is ∈-increasing and continuous at limits. This gives in particular that for
In the third coordinate we could put the universe (more precisely, H θ ) since u∈Q N u includes all entire functions by (5)(i) and the assumption on the M δ 's. The conditions (6)- (8) (ā ωδ,b ωδ) , a simple induction on δ using (8) shows that if δ ≤ δ < ω 1 , then E is predense in P (ā ωδ ,b ωδ ). Thus, E is predense in P . For a club of δ < ω 1 we have ωδ = δ, so this shows that P satisfies the M -cc.
We begin by arranging (1)- (7) by induction on u = (δ, n, j). This is straightforward and we leave most of it to the reader. Notice that because the reals a ξ and b ξ being constructed are not indexed directly by u, we need to check that the clauses (4)((ii)+(iii)), (5) and (6) make sense. For 5(ii) for example, it is important that at stage u, a ωδ+n has not yet been defined. But at an earlier stage v = (δ , n , j ), we defined a ωδ +n or b ωδ +n . If (δ , n ) lexicographically precedes (δ, n), then ωδ + n < ωδ + n. If (δ , n ) = (δ, n), then necessarily (j , j) = (0, 1). Since j = 1, the assumption of 5(ii) gives i = 1. So at stage v we defined b ωδ+n , not a ωδ+n . Similarly for 5(iii) and (4)((ii)+(iii)). Similarly, we can check that in (5)(i), a ξ for ξ < α(u) and b ξ for ξ < β(u) were defined before stage u. For (6), we observe that the partial order P (ā ωδ,b ωδ) is defined because we have reached or passed the stage (δ, 0, 0) and N (δ,0,0) has been defined. The function e δ is chosen at stage (δ, 0, 0). By Remark 5.4(d), the choice of e δ is dictated by (7) when δ > ω is a limit ordinal. The function e δ+1 can be taken to be an arbitrary extension of e δ satisfying (6).
We must check that the construction gives (8). Let E be a predense subset of P (ā ωδ,b ωδ) of the appropriate form, i.e., E = e −1 δ [S] for some S ⊆ ωδ such that S ∈ η≤δ M η . We will show by induction on u = (δ, n, j) ∈ Q such that (δ, 0, 0) u (δ + 1, 0, 0) that E remains predense in P (u + 1), where u + 1 denotes the successor of u in Q, i.e., (δ, n, 1) if j = 0 and (δ, n + 1, 0) if j = 1.
and for all λ such that |λ|
As long as g(m, A)(a)
Claim 5.6. The union of the open sets V (f q , µ, m, dom h q ) such that
(1) q ∈ P (u) is a common extension of q 0 and an element of E,
2 ε q η(x) (and hence for all λ such that |λ| ≤ µ we have
Proof of Claim 5.6. Fix λ 1 ∈ Q such that |λ 1 | < λ 0 . Define
(This holds as long as the quantities |(f − f )(x j )|, j = 1, 2, are small enough.) 5.6(d) 2 For all i < ω and for all x ∈ R such that |x| ≥ c i ,
(and hence in particular
Note that f R is increasing (by 5.6(d) 2 , for all x ∈ R |Df (x)−Df 0 (x)| < η(x) ≤ Df 0 (x) and hence Df (x) > 0) and hence we have y 1 < y 2 . Then q 1 ∈ P (u), where
By the induction hypothesis, there is a common extension q ∈ P (u) of q 1 and some r ∈ E. Since a does not belong to the domains of h q 1 or h r (r ∈ E ⊆ P (δ, 0, 0) and hence dom h r ⊆ {a ξ : ξ < ωδ}), we may discard it from the domain of h q if necessary to get a ∈ dom h q . Then choose m ≥ 4| dom h q | large enough so that part 2 of the claim holds. For µ > 0 small enough we have that part 5 of the claim holds.
[For the first assertion of part 5 this is clear. For the second, proceed as follows. By Proposition 4.4(c), whenever |x| ≥ c i we have
Moreover, for all x outside some compact interval L we have ζ(x) ≤ 1 2 ε q and hence, for |x| ≥ c i ,
For µ small enough we will also have µ|D
Then the functions in the definition of V (f q , µ, m, dom h q ) are increasing on R. The dense open subset of U given by Claim 5.6 is coded in N u . (As noted earlier, P (u) ∈ N u when u is not a limit stage.) By (5)(iii), there are q, µ, m satisfying Claim 5.6(1-5) for which b ωδ+n ∈ V (f q , µ, m, dom h q ). Choosing λ with |λ| < µ so that (f q + λHg(m, dom h q ))(a) = b ωδ+n (note that this equation uniquely determines λ and hence λ ∈ N u+1 ), we get that
belongs to P (u + 1) (using the second part of clause 5 of Claim 5.6) and extends both q and p. It extends q by the first part of clause 5 of Claim 5.6. To see that q ≤ p, note that for each z ∈ C such that |z| ≤ n p ,
Thus, p is compatible with q and hence with some element of E. Subcase 2b. i = 0, j = 0 or i = 1, j = 1. This subcase is similar to the previous one.
In the setting of [Sh1980] , the corresponding two subcases are symmetric. In our context they are not, however, because the entire functions f p are not invertible. In this subcase, h p has the form h ∪ {(a ωδ+n , b)} for some h ⊆ N u and b ∈ {b ωδ+m : m < n + i}. Proposition 4.5 gives n 1 ∈ N, a function f ∈ (f 0 +H span G 0 )∩N u and a rational number λ 0 > 0 such that 2b(a) h ⊆ f ; 2b(d) n 1 ≥ 4| dom h| and for all i < ω, for all x ∈ R such that |x| ≥ c i and for all λ ∈ R such that |λ| ≤ λ 0 ,
and for all λ such that |λ| Remark 5.7. Note that 2b(d) ensures that for |λ| ≤ λ 0 , the restriction to R of f + λHg(n 1 , dom h) is an order-isomorphism. Indeed, as in the argument after 5.6(f) above, f + λHg(n 1 , dom h) is increasing. The fact that for |x| ≥ c 0 we have 
2 ε q η(x) (and hence for all λ such that |λ| ≤ µ,
Proof of Claim 5.8. Fix λ 1 ∈ Q such that |λ 1 | < λ 0 . Define
By Remark 5.7,f is an order-isomorphism. Note that w ∈ dom h since b ∈ range h and h ⊆f . Note that the numbers w of the given form, as λ 1 runs over all rational numbers such that
. Apply Proposition 4.5 to get n 2 ∈ N, a function f ∈ (f 0 + H span G 0 ) ∩ N u and a rational number λ 2 > 0 such that 5.8(a) h ⊆ f ; 5.8(c) y 1 = f (x 1 ) and y 2 = f (x 2 ), where x 1 , x 2 are both members of A 0 and x 1 , x 2 ∈ (w − δ, w + δ); 5.8(d) for all i < ω and for all x ∈ R such that |x| ≥ c i ,
R is increasing and hence x 1 < x 2 . Then q 1 ∈ P (u), where
Exactly as in the proof of Claim 5.6, q 1 extends q 0 . By the induction hypothesis, there is a common extension q ∈ P (u) of q 1 and some r ∈ E. The number a = f −1 q (b) does not belong to the domains of h q 1 or h r .
[From the fact that f q R is increasing and hence injective, we see that because
We may thus discard it from the domain of h q if necessary to get a ∈ dom h q . Choose m ≥ 4| dom h q | large enough so that part 2 of the claim holds. As in the proof of Claim 5.6, for µ > 0 small enough we have that part 5 of the claim holds. Then the functions in the definition of W (f q , µ, m, dom h q ) are order-isomorphisms. Since {( The dense open subset of U given by Claim 5.8 is coded in N u . By (5)(ii), there are q, µ, m satisfying Claim 5.8(1-5) for which a ωδ+n ∈ W (f q , µ, m, dom h q ). Choosing λ with |λ| < µ so that (f q + λHg(m, dom h q ))(a ωδ+n ) = b, we get, as in Subcase 2a, that
We now have an M -cc partial order P = P (ā ω 1 ,b ω 1 ) as in Remark 5.4(e). It remains to check that forcing with P adds the desired entire function f . Let h = {h p : p ∈ G}. For each α < ω 1 and each x ∈ A α , it follows using Proposition 4.5(b) that conditions with f p (x) ∈ B α are dense and then (by extending such conditions further) so are conditions with x ∈ dom h p . Similarly, for each α < ω 1 and each y ∈ B α , the conditions with y ∈ range h p are dense (using Proposition 4.5(c) this time). Hence dom h = α<ω 1 A α , range h = α<ω 1 B α and h is clearly an order-isomorphism.
uniformly on compact sets [Ru, Theorem 10.28] . Also, for each a ∈ α<ω 1 A α , we can choose k such that |a| ≤ n p k , and p ∈ G such that p ≤ p k and a ∈ dom h p . Then
and hence f (a) = lim k→∞ f p k (a) = h(a). Also, for each i < ω and each x ∈ R such that |x| ≥ c i ,
6. Proof of Theorem 1.7
By Proposition 3.6, it suffices to prove the theorem in the case where the function g in part (c) is the restriction to R of an entire function and has a strictly positive derivative. Note that in this case, (c)(i) can be omitted as it is covered by (c)(ii). The rest of the proof is standard oracle-cc technique. We sketch the argument. Our sketch is an adaptation to the present context of the corresponding argument in [BM] . Start with a ground model of V = L. Fix a diamond sequence (x α , a α , b α , f α , c α , e α ) : α < ω 2 , cof(α) = ω 1 for trapping sextuples (x, a, b, f, c, e) ≤ω ) ω representing (enumerations of the names for the elements of) an ω 1 -sequence of sets in which the first ω, represented by {a(i, n) : n < ω} and {b(i, n) : n < ω}, i < ω, are countable dense sets and the remainder, represented by {a(α, ξ) : ξ < ω 1 } and {b(α, ξ) : ξ < ω 1 }, ω ≤ α < ω 1 , are everywhere second category sets of cardinality ω 1 . (x, a, b, f, c, e) as in (1)-(5), {α < ω 2 : cof(α) = ω 1 , x α = x α , a = a α , b = b α , f = f α , c = c α and e = e α } is stationary in ω 2 .
We will inductively define an ω 2 -stage finite support iteration P α α≤ω 2 , Q α α<ω 1 as well as P α -names M α for oracles and one-to-one functions F α : P α → ω 2 for α < ω 2 such that the range of each F α is an initial segment of ω 2 which includes α and for β < α < ω 2 , we have F β ⊆ F α . (At each stage, F α is any function satisfying these conditions.) For α < ω 2 , we make the following definitions after P α and F α are defined. (6)Ẋ α denotes the P α -name for the set of real numbers whose elements have the names
α [x α (ξ)(n)], ξ < α. α [e α (n)]. At stage α < ω 2 of the construction, if cof(α) = ω 1 and if P αẊ α is second category, then we use Lemma 1.14 to get a P α -name M α for an oracle so that if P is any forcing notion which satisfies the M α -cc, then X α remains second category after forcing with P . Otherwise, in particular if cof(α) = ω 1 , we let M α be any P α -name for an oracle.
For β < α, let P βα be the usual P β -name for a partial order such that P α is isomorphic to a dense subset of P β * P βα . Let M βα be a P α -name for an oracle such that (10)
If P β "P β,α is M β -cc and P β,αQ α is M βα -cc", then P β "P β,α+1 = P β,α * Q α is M β -cc".
Let M α be a P α -name for an oracle such that (11) P α "IfQ α is M α -cc, thenQ α is M α -cc and M βα -cc for all β < α". Now, if cof(α) = ω 1 and if (12) P α for i < ω, the ranges ofȦ αi ,Ḃ αi are dense in R, (13) P α for η such that ω ≤ η < ω 1 , the ranges ofȦ αη ,Ḃ αη are everywhere second category, (14) P αḟ α is an entire function restricting to an order-isomorphism of R with a strictly positive derivative, (15) P αċ α (0) ≤ċ α (1) ≤ . . . and lim i→∞ċα (i) = ∞, and (16) P αė α is a positive continuous function, then use Lemma 5.1 to get a P α -nameQ α for a partial order satisfying the M α -cc and forcing an entire function inducing an order-isomorphism between the A αη and B αη , η < ω 1 , as described in the statement of the lemma. In all other cases, takė Q α to name the partial order Q for adding one Cohen real. We have thus (17) P α "Q α satisfies the M α -cc". Now suppose that for some P ω 2 -nameẊ we have P ω 2Ẋ is second category. Fix a nameẋ such that P ω 2ẋ : ω 2 →Ẋ is onto. Then define x : ω 2 → ([ω 2 ] ≤ω ) ω so that if
then for each ξ < ω 2 , P ω 2ẋ (ξ) = τ ξ . There is a closed unbounded set C ⊆ ω 2 such that for each α ∈ C of cofinality ω 1 we have:
19) ∀ξ < α, τ ξ is a P α -name, (20) P α {τ ξ : ξ < α} is second category.
Choose such an α of cofinality ω 1 for which x α = x α . By (19), the definition of τ ξ for ξ < α would not change if we used x α instead of x and F α instead of F . Then from the definition ofẊ α we get P αẊ α = {τ ξ : ξ < α}.
So at stage α we chose a P α -name M α and we arranged that P α "P α,γ is M α -cc". (This follow by induction on γ ≥ α using Proposition 1.15(1) at limits, and using (17), (11) and (10) above at successors.) Hence, by the choice of M α , P α P α,γ "Ẋ α is second category" from which it follows that P α P α,ω 2 "Ẋ α is second category".
By what we have established, there are guaranteed to be sets of cardinality ω 1 which are second category in any extension by P ω 2 . Hence there are guaranteed to be everywhere second category sets of cardinality ω 1 . Suppose that for some P ω 2 -namesȦ η ,Ḃ η for η < ω 1 ,ċ i for i < ω, andḟ,ė we have (21) P ω 2 for i < ω, the ranges ofȦ i ,Ḃ i : ω → R are dense in R, (22) P ω 2 for η such that ω ≤ η < ω 1 , the ranges ofȦ η ,Ḃ η : ω 1 → R are everywhere second category in R, (23) P ω 2ḟ is an entire function restricting to an order-isomorphism of R with a strictly positive derivative, (24) P ω 2ċ 0 ≤ċ 1 ≤ . . . and lim i→∞ċi = ∞, and (25) P ω 2ė is a positive continuous function.
Define a, b, f, c, e to be functions as in (2) ≤ω ; (30) for all values of the indices for which they are defined, σ ηξ , τ ηξ , γ i , ϕ and ε are P α -names. Choose any such α of cofinality ω 1 for which (a, b, f, c, e) = (a α , b α , f α , c α , e α ) . By (30), the definitions of σ ηξ , τ ηξ , γ i , ϕ and ε would not change if we used a α , b α , f α , c α , e α instead of a, b, f, c, e, respectively, and F α instead of F . Then from the definitions ofȦ αi ,Ḃ αi for i < ω,Ȧ αη ,Ḃ αη for ω ≤ η < ω 1 ,ḟ α ,ċ α , andė α , we get that (12)- (16) hold. (Being everywhere second category is trivially downward absolute.) ThenQ α was chosen to add an order isomorphism of the desired type and its properties are clearly upward absolute.
This completes the proof of the theorem.
