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1. INTRODUCTION 
The aim of this paper is to propose a simple algorithm to decide the 
confluence of ground term rewrite systems. This algorithm is derived from 
decidability results presented in (Dauchet and Tison, 1985). Here a sim- 
plified view of the problem and its solution is given. Let us recall that a 
ground term rewrite system is a term rewrite system where each rule is a 
pair of ground terms, i.e., a pair of terms without variables. Confluence is 
the property that asserts that II c* s 5 u implies there exists a term f \uch 
that u s t 2 u. For example, the system {f(f(a))-f(a), g(f(a))-+ 
f(g(f(a))), s(f(a)) -f(f(a))l is confluent and the system {a + f(u, b), 
f(% b) +f(k a)> is not. It is well known that confluence is not decidable 
for general term rewrite systems, but this paper proves it is for finite 
ground term rewrite systems following a conjecture made by Huet and 
Oppen (1980) in their survey. We also sketch an algorithm for checking 
this property. Actually we prove a more general result, namely the 
confluence of a family of term rewrite systems with infinitely many 
left-hand and right-hand sides is decidable. The general result induces the 
decidability of the confluence of left-linear and right-ground term rewrite 
systems. This algorithm is based on tree automata and tree transducers. 
Here, we regard them as rewrite systems and specialists in automata theory 
would translate that easily in their language. 
Sketch of the Proof 
The idea of the proof is to associate with ground term rewrite systems 
a kind of machine or automaton working on trees which enjoys nice 
properties related to rationality. These automata are called ground tree 
transducers or GTT in short. They describe transformations computed by 
different classes of term rewrite systems and provides a new tool whose 
algebraic study supplies our decision results. GTT can be seen as the com- 
bination of two bottom-up tree automata; one automaton works upward 
and the other downward. Since they are stable by inverse, by composition, 
and by semi-congruence closure, i.e., by precongruence, transitive, and 
reflexive closure (Section 3), the reflexive and transitive closure of the 
rewrite relation can be associated with a ground term rewrite system and, 
since the confluence is a problem of inclusion of relations, its check is just 
a check of the inclusion of two relations described by ground tree trans- 
ducers. This last property can be tested through the inclusion of two 
relational tree languages, for which an algorithm is known. Thus a key 
of the proof is to build a natural correspondence between a ground tree 
transducer and a rational tree language with the same inclusion 
problem (Theorem 1). 
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Related Works 
Recently, Oyamaguchi proposed a proof of the decidability of the con- 
fluence of ground term rewrite systems (Oyamagushi, 1987a) and a proof 
of the decidability of the confluence of left-linear and right-ground term 
rewrite systems (Oyamagushi, 1987b), which he calls “quasi-ground term 
rewriting systems.” Both proofs are much longer that this presented here 
for a restricted result. Indeed, this paper gives a proof and a unique deci- 
sion algorithm for a more general problem which contains as an instance 
the two results. Actually the ground tree transducers generalize the two 
classes of term rewrite systems considered by Oyamaguchi including infinite 
rewrite systems and algebraic properties of ground tree transducers 
improve specification and resolution of decision problems. 
In (Gailier ef ai., 1988) Gallier, Narendran, Snyder, and Piaisted 
proposed a polynomial 0(n3) algorithm for building a confluent and 
noetherian set of rules associated to a set of identities and more recently 
Snyder (1980) proposed an O(n . log(n)) algorithm for the same problem. 
This obviously can be used to prove confluence and therefore provide a 
more efficient algorithm, but this works only for noetherian systems. On 
the other hand, termination of ground term rewrite systems was proved 
decidable in (Huet and Lankford, 1978). 
This paper is an extension, with minor corrections, of (Dauchet et al., 
1987) which was intended to prove the decision of the confluence only for 
ground term rewrite systems, here it is shown how the same proof 
generalizes to a larger class of term rewrite systems we call GTT term 
rewrite systems. 
Structure of the Paper 
In the second part of this paper, a new class of tree transducers is 
introduced: ground tree transducers. In the third part, stability of GTT rela- 
tion w.r.t., inverse, composition, transitive, and precongruence closure of 
union is proved. In the fourth part, each finite ground term rewrite system 
is associated with a GTT and the confluence of ground term rewrite system 
is reduced to the inclusion of GTT relations. Part 5 solves the decision 
problem by encoding GTT into rational tree ianguages. 
2. GROUND TREE TRANSDUCERS 
In this section, we define a special type of tree automata called ground 
tree transducers, to simulate the behavior of ground term rewrite systems. 
Notice that to stick to some kind of tradition we use the name “tree” with 
transducers and “term” with rewrite, but for us “labeled trees” and “terms” 
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are synonyms. The intuitive idea behind a ground tree transducer is to 
transform ground terms into ground terms in two steps, with a memory 
that uses a finite number of values or states. In the first step, one nibbles 
the term and in the second step one restores a new term. The nibbling 
consists of transforming some subterms of the term into constants, the 
states, and the restoration consists of transforming the states into subterms. 
These operations are rational, this means the relations they define satisfy 
properties expected for rational relations, namely stability w.r.t. union, 
composition, and iteration. 
The steps of nibbling and restoration are described by a tree automaton 
which is nothing but a ground term rewrite system that works on a set of 
ground terms enriched by the states as constants. In the following, the set 
of states is named E (or E, if one wants to refer to a ground term rewrite 
system G) and its elements are written e. Let F be a finite ranked alphabet 
where constants are nullary operators. T(F) denotes the set of terms (or 
trees) on F. In what follows, it will always be supposed that Fn E, = for 
all considered sets of states E,. 
DEFINITION 1. A relation -+ is F-compatible or is a precongruence if 
(Vf~F)[(Vl<idarity(f))s~-+t~]*f(s ,,..., s, ,... )+f(t ,,..., t,, . . . . ). 
A semi-congruence is a reflexive and transitive precongruence. 
Let us define bottom-up or frontier-to-root tree automata, regarding 
them as specific ground term rewrite systems. Specialists in automata 
theory would remark that the e,‘s are states (Gecseg and Steinby, 1984). 
DEFINITION 2. A tree automaton G is a rewrite system on T(Fu EG) 
which contains only rules of the form: 
.f(e i , . . . . e,) + e, called reduction transitions 
and 
e + e’ called e-transitions. 
for f E F and e,, . . . . e,, e,, e, e’ in E,. 
As usual, it is understood that if n = 0 in the previous definition we have 
f( I+ e. that we also freely write f -+ e,. In other words, a state is 
associated with each constant. In the following, the possibility of n being 
equal to 0 is implicitly assumed. Usually if + denotes the transitions of a 
tree automaton, -+ is also used for denoting its precongruence closure, i.e., 
the smallest precongruence that contains it. The relation ir, is the semi- 
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congruence closure of + ; that is, the least semi-congruence on ground 
terms that contains + . The concept of semi-congruence closure is impor- 
tant in this paper and is strongly connected with that of congruence closure 
(Downey et al., 1980; Nelson and Oppen, 1980). The relation SG is the 
natural extension of the tree automaton G. Reciprocally, given a relation R 
on T(Fu E), the tree automaton Aut(R) is defined by 
.f(e 1, ..‘> e,) + e, E Aut(R) if and only if f(e,, . . . . e,) Re, 
e --f e’ E Aut( R) if and only if eRe’. 
If R is defined by a tree automata, i.e., R s S’G, one gets fAulCR) E f , 
and G s Aut( R). 
Now we define a relation on terms t +‘c t’ which shows how ground 
rewrite steps can be simulated by a certain kind of composite automaton. 
DEFINITION 3. A ground tree transducer on T(F) (a GTT in short) is the 
relation T or (G, D) associated with two tree automata G and D and 
defined as 
t -+=+ t’ iffthereexists uET(Fu(EGnE,))suchthatt%Gut*,t’. 
In order to produce actual pairs of terms, the set E, and E, are sup- 
posed non-disjoint. E, n E, is called the interface. If we define a context as 
a linear term, i.e., a term with one occurrence of each variable numbered 
from left to right, it could be more intuitive to see u as a term of the form 
c(e,, . . . . e,), where c(x,, . . . . x,) is a common context of t and t’ with 
t=c(t,, . . . . t,), t’=c(t;, . . . . th), and t, See, Z. t’,, . . . . t, SGe, Z. t, (see 
Fig. 1.) A relation associated with a ground tree transducer is called a 
GTT-relation. 
FIG. 1. A ground tree transduction. 
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EXAMPLE 1. A GTT associated with the ground term rewrite system 
R = {a +f(a, b),f(a, b) -f(b, a,> 
is defined as follows. The reason for choosing this precise GTT will be 
given in Section 4, 
Ec = ED = (e,, eb> eflu. b), ef(b.a,3, 
Recognition of subterms for G, 
4) -)G e, 
b( ) ‘G eh 
fteclT eb) -+G efCa. b) 
ftebj ea) +G e/(b, ~1. 
Recognition of subterms for D, 
4) -‘D e, 
b( 1 -‘D eb 
flea, eb) --) D e/Cu. b) 
ftebf eo) +D ef(b,d. 
The rules of R as &-transition, 
eu -‘G efCu, bl 
e/(u. b) +G e/(b. II) 
e/(a, b) + D err 
ef(b. (I) + D eftu. b)- 
Notice that f(a, a) 4fl f(f(a, b), a) because 
f(CI,a)~Gf(e,,a)-,Gf(e/,,,b,,a)eDf(f(e,,e,),a)eDf(f(a,eb),a) 
+-Df(f(4 b), 0). 
Indeed, a common context of f(a, a) and f(f(a, b), a) is f (x, a) and one has 
* 
a --) G <flu. b) c*Df(a, b). 
3. STABILITY OF GTT RELATIONS 
From the definition, it is really easy to see that the inverse of a GTT- 
relation is still a GTT-relation, commuting the role of G and D. The union 
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of two GTT-relations R, and Rz, is not actually a GTT-relation. However 
the precongruence closure of R, v R,, which is the least precongruence that 
contains R, and RI, is associated with the GTT (G,, 03) defined by 
G3 = G, u G, and O3 SD, u D,, where (G,, DI) and (G,, D2) are the GTT 
associated with R, and R,. This supposes the set of states are disjoint, that 
is (E,, u E,,) n (EGL u E,,) = a. So we may state the following proposi- 
tion. 
PROPOSITION 1. 1. The inverse of a GTT-relation is a GTT-relation. 
2. The precongruence closure of the union of two GTT-relations is a 
GTT-relation. 
We are now going to address two other properties of GTT-relations, 
namely stability by composition and stability by semi-congruence closure. 
PROPOSITION 2. The semi-congruence closure of a GTT-relation is a 
GTT-relation. 
Proof Let (G, D) be a given GTT associated with the relation R. Let 
us construct the GTT associated with the semi-congruence closure of R. 
Consider the GTT (G*, D*), where E,, = E,, = E, u E, and 
. e+..e’ifandonlyife(~~)*e’. 
l f(e,, . . . . e,) -+ G. e, if and only iff(e,, . . . . e,*)(2:)* e,. 
l f(e,, . . . . e,)-+ D* e, if and only if eO(3E)*f(e,,...,r,). 
(G*, D*) is associated with the semi-congruence closure of the relation R 
associated with (G, D). Indeed (-%‘z)* contains -+ G* 0 t DI and since 
(x)* is a semi-congruence it contains 2:. In the other direction, let 
u( 2:)* v then 
u fGC1(...) zo... 5 CCi(...) ~o...c,(-.)v. 
Consider c( . ..) the common part of the ci( .. .), i.e., Dam(c) = ni Dom(cJ 
and c/a is a variable if there exists an i such that C,/CL is a variable. At this 
occurrence CI, ci gets a state ej. The term c(e,, . . . . ej, . . . . e,,) plays a central 
role. By construction, c is a context of u and v. Therefore, u E c(ui, . . . . up) 
and v - c(vi, . . . . up). One has for each Jo [l,p], u,(4E)*ej, and 
e,(45)* vj. By definition of the GTT (G*, D*), this means u, SC ej and 
eJ ‘-*D vi and, by putting all this results together, one gets 
u E C(Ul) . ..) 24,)(35)* c(e,, . . . . e,)(2E)* c(v,, . . . . up) E v 
or 
u fG c(e,, . . . . e,) e*o v: 
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therefore 
which means that “>c contains ( 2: )*. 1 
PROPOSITION 3. The composition of two GTT-relations is a GTT-rela- 
tion. 
Pro05 Suppose that the two relations are associated with the GTT’s 
(G, D) and (r, d) and that the sets of states satisfy the condition 
E, n Ef= @. The relation C which is the composition of the relations 
associated with the two GTT’s is given by sG 0 c* D 0 *-, ,-0 zd. Let A be 
Aut(t*,o % r) and B be Aut(c”,o 5D). C is equal to 3,0 %A0 t*,o Zd. 
By a renaming of the states this relation can be easily described as a 
GTT. 1 
4. TERM REWRITE SYSTEMS, TRANSDUCERS, AND CONFLUENCE 
From the previous section, it is now easy to prove that the rewrite 
relation sR deduced from a ground term rewrite system, that is the semi- 
congruence closure of the set of rules, can be described by a GTT. First one 
builds a GTT, (G, D), such that 
E, = E, = (e, I s E Subterm ), 
where Subterm is the set of all the subterms of left-hand and right-hand 
sides of rules in R. If f(s r, . . . . s,) E Subterm( then G and D contain the 
following rules: 
f (e.r, ? -? e.s,,) + G e/hl, . %I 
f (e,, , . . . . esn) + D efh, . . . . 4. 
In addition, one adds the rules 
e,-+.e, 
er-rDel 
for every rule l+ r in R. (G, D) is now closed in the GTT (G*, D*) by the 
following properties: 
l f(e,, . . . . e,)+..e, if and only iff(e,,...,e,)(3g)*e,, 
l f(e,, . . . . e,) +D. e. if and only if eO(2E)* f(e,, . . . . en), 
. e+ G’ e’ if and only if e( 3E)* e’ 
. e’ + D* e if and only if e( 4 z )* e’. 
(G*, D*) is associated with the semi-congruence closure of the relation R. 
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This means that 
u%Kll if and only if u %“R u. 
EXAMPLE 2. The GTT (Z-, A) which describes the rewrite relation 
associated with the relation 
is obtained by closure of the GTT (G, 0) of Example 1 as explained 
previously. The r-transitions of (r, A) that are not transitions of (G, D) are 
4) ‘r ef(a,b, 
‘( ) -+i- ef(b.o) 
fceu7 eb) ‘r %b, & 
For instance, a( ) +Tefcb.O) comes from a( ) +G e, -+G e/cO, bj -fc ef(b,aJ. 
The d-transitions of (r, A) that are not transitions of (G, D) are 
fceb2 eo) ‘d efCo, b) 
fteb, e,) -+d e,. 
Actually, the previous construction works for the family of all the infinite 
ground term rewrite systems whose associated rewrite relation can be 
described by a GTT. Let us call them GTT rewrite systems. If the set of the 
instances of the rules is the Cartesian product of a rational set of ground 
terms (the instances of left-hand sides) by another rational set of ground 
terms (the instances of the right-hand sides) then the rewrite system is a 
GTT rewrite system. What we have built in the previous paragraph is a 
GTT based on automata that recognize finite sets of ground terms on both 
sides. Actually, this construction may work for non ground term rewrite 
systems provided we may prove the infinite set of ground instances of the 
rules fits in the previously described restrictions, namely they are a 
Cartesian product of rational languages. Rationality precludes non-linear 
terms. Indeed, it is well known that the set of instances of a term is rational 
if and only if the term is linear. For the same reason, a finite automaton 
cannot check that the right-hand sides receive the same instantiations 
as the left-hand sides. Therefore, the right-hand sides cannot contain 
occurrences of variables. A natural family that fulfills the previous 
requirements is the set of finite rewrite systems whose left-hand sides are 
all linear and whose right-hand sides are ground. We call these systems 
643/88/Z-7 
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left-linear and right-ground term rewrite systems and Oyamaguchi calls 
them quasi-ground term rewriting systems in (Oyamagushi, 1987b). Thus in 
(Oyamagushi, 1987a) Oyamagushi gives a proof for finite ground term 
rewrite systems and then in (Oyamagushi, 1987b) he gave a new proof for 
finite left-linear and right-ground term rewrite systems; in our case the 
proof intended to be a proof for ground term rewrite systems extends easily 
to a generalization of left-linear and right-ground term rewrite systems. 
The Conji’uence Is an Inclusion Problem 
Confluence of a rewrite relation + can be translated into the inclusion 
If *-* is a GTT-relation, from the previous results the two relations c* o f 
and % 0 c* are associated with a GTT. The decidability of this property 
will be a consequence of the following section which proves that the 
inclusion of two GTT-relations is decidable. 
5. DECIDABILITY OF THE INCLUSION OF Two GTT-RELATIONS 
The idea for deciding the inclusion of two GTT-relations is to map each 
GTT-relation onto a regular tree language. Since the map is one-to-one, a 
language will be included in another language if and only if the associated 
relations are included one in the other. The map is defined as follows: With 
each pair, 
t=c(t,, . . . . t,) SGcc(e,, . . . . e,,) Z. t’=c(t;, . . . . t;), 
one associates the term u 1 #, where u 1 # is the normal form of the term 
u = # (t, t’) for the rewrite system R # defined by the rules 
Let us write Y(T) for the language of the ul #‘s and let us call it the 
tensorialproduct of the GTT T. Let us show that Z(T) is recognized by a 
tree automaton d(T). The set of states is divided into four parts E, x F, 
E,xF, {ok) and E,xE,. The goal of taking the Cartesian product of the 
states with the set of functional symbols is to check that when a term is 
recognized it is actually in R.-normal form, so one has to remember the 
last read symbol and allow proceeding above the # only when the last 
symbol read on the left is different from the last symbol read on the right 
(rule (3) below). A state in E, x F or in ED x F will be written e .f and a 
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state in E, x E, will be written (e, e’). ok is the unique final state; in other 
words, u E LZ( T) if and only if 2; 5 ,.cy’, T) ok. The transitions are of the form 
f(e, .g~, -., e,, .g,J + e .f (1) 
f (ok, . . . . ok) + ok (2) 
#(e.f, e’.g)+ (e, e’> (3) 
f((e,, 4 >, ..-, (e,,, el>) --f <e, e'> (4) 
(e,e)+ok. (5) 
(3) describes a family of rules for all f and g such that .f$ g. The family of 
rules of type (1) corresponds to the rules 
f(e 1, . . . . e,) + e 
of G and D; one remembers, in addition, that the last read symbol isf. The 
family of rules (4) corresponds to the rules 
f(e,, -.., e,,) +G e 
f(e;, . . . . e;) -+D e’. 
The transitions of type (1) translate transitions of E, and E,; the transi- 
tions of type (2) are just for transmitting previous acknowledgments 
through the context. Since the system R, pushes down the #‘s through 
terms with the same top, it could be the case that a pair is not completely 
recognized when a # appears. The transitions of type (3) allow the 
recognition of s and t to continue beyond #(s, t) and at the same time 
check that the term #(s, 1) is in R.-normal form, as shown by the fact 
that s and t have different top symbols. Since, beyond this point, the not 
fully recognized terms are supposed to have the same symbols, the recogni- 
tion of the rest of the two terms of the pairs has to be done on both terms 
together and has to work on a pair of states. This is the r61e of the rules 
of type (4). The last rule means that what has been recognized till this 
point is the R.-normal form of a term #(s, t), where s jT+ t. Notice that 
L&‘(T) is non-deterministic. The following theorem says that Y(T) and 
L&‘(T) are correctly associated. 
THEOREM 1. The three following statements are equivalent: 
0) c(#(t,, 61, . . . . #(r,,, C,))l # EJ?T) 
(ii) c(t,, . . . . t,) +‘L- c(r;, . . . . tl) 
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(iii) c(#(tl, t;), . . . . #(t,, tL))l # is recognized by the automaton 
L&‘(T); in other words 
C(#(f,, flL ..‘> #(tn, G))l # q.y’,T)ok 
and only those terms reduce to ok. 
ProoJ (i) o (ii) is a direct consequence of the definition of U(T). 
For the proof of (ii) + (iii), let us look at the #(ti, t:) part of 
c( # (ti, t;), . . . . # (t,, tk)). Its R.-normal form # (ti, 1:) 1 # is of the 
form cA#(~,,~, C,l), . . . . #(t,,,, fi,,)). If c(t,, . ..) t,) +‘, c(t{, . ..) n ) t’ ) we have 
tj SC ei c*D ti for a state ej of a(T). To recognize # ( ti, t:) 1 # ; i.e., to get 
# tti, 0 1 # %2,7y ok one uses the rules of type (1) for deriving 
ti j s.&(T) e, I ..f, , and C,, +.d(r, 
~(ez,j~.fi,i2 ekj'ki,,)+.d(T) 
e:,j.gi,j, then the rules of type (3) to get 
(ei,je;,), then the rules of type (4) to get 
then the rule (5) to get (e,, e,) -).dCT) ok. So 
4 # (t, 3 t;), . . . . #(t,, $1) 1 # +d,T, ok. 
by using rule (2). 
For the proof (iii) * (ii), the problem is to rebuild the terms c(t,, . . . . t,) 
and c(t;, . . . . tk) from the recognition of 
c(#(t,, t;), ..., i+(t,, tl))l #’ 
in other words to rebuild c( # (t,, t;), . . . . #(t,, tk)) from its R #-normal 
form. The idea is just to push up the # in the term till the point where the 
rules (ei, e,) +dCr) ok are used. 1 
Since the correspondence between Y(T) and R(T) is one-to-one, the 
following corollary is an easy consequence of the theorem. 
COROLLARY 1. R(T) c_ R( T’) if and only if U(T) E Y( T’). 
The tree language A?(T) is rational, since it is recognized by the bottom 
up or frontier-to-root automaton JJ( T). The presentation is a little dif- 
ferent of that used in the automata literature, but the reader familiar with 
this approach can easily convince himself that d(T) is actually a bottom- 
up automaton. It is well known that the inclusion of rational tree languages 
is decidable (Gtcseg and Steinby, 1984). This can be done by extending to 
bottom-up tree automaton the decision procedure for the inclusion of 
string rational languages. So we have the following corollary. 
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COROLLARY 2. The inclusion of GTT-relations is decidable. 
From the previous section we get also the following main corollary. 
COROLLARY 3. The confluence of GTT term rewrite systems is decidable. 
From this general result we deduce the following result. 
COROLLARY 4. The confluence of finite ground tree rewrite systems is 
decidable. 
The construction of the GTT associated with a ground term rewrite 
system in Section 4 can be extended, especially instead of adding trans- 
itions 
for every rule l+ r in R, we add the transitions 
where eY, (resp. ed,) is the final state for the automaton that recognizes L$ 
(resp. !J&). Therefore we can state the following corollary. 
COROLLARY 5. The confluence of infinite ground term rewrite systems of 
the form 
where S$ and .94?i are rational tree languages, is decidable. 
If the left-hand sides are linear, the set of their ground instances are 
rational trees; therefore one can state the following corollary. 
COROLLARY 6. The confluence of finite, left-linear, and right-ground 
term rewrite systems is decidable. 
6. AN ALGORITHM FOR DECIDING THE CONFLUENCE OF 
GROUND TERM REWRITE SYSTEMS 
A possible algorithm for deciding the confluence of finite ground term 
rewrite system can be divided into three main steps: 
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l build the GTT associated with the term rewrite system, 
l build the GTTs associated witht the relations c* 0 % and 1; c c* 
and then build the rational languages associated with these relations. 
l decide the inclusion of the rational tree languages, by classical tree 
automata techniques. 
7. CONCLUSION 
We have shown that the problem of deciding the confluence of a very 
general family of ground term rewrite systems can be reduced to the 
problem of deciding the inclusion of two rational tree languages, a problem 
which has a well-known decision procedure. As a particular case we prove 
that the confluence of finite ground term rewrite systems is decidable. It 
should be noticed that this decision algorithm is essentially useful for non- 
terminating term rewrite systems, because otherwise a method based on 
superposition (detection of subterms in this case) similar to the Knuth- 
Bendix algorithm or a method based on congruence closure like in (Gallier 
et al., 1988) would work. Moreover, the complexity of the algorithm we 
propose is rather high, since it is based on inclusion of rational languages. 
It is disturbing to see that the problem of building a canonical set 
associated with a set of ground identities is much simpler, since it is in 
O(n . log(n)). Therefore, the greatest lower bound of the complexity of the 
decision algorithm for the confluence of finite ground terms rewriting 
systems is an interesting open problem. 
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