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On behalf of the organising committee, I would like to express a very warm welcome 
to all the participants of the Workshop organised within the LAICS-NLP Summer School 
2006. For the first time, a Summer School on “Language, Artificial Intelligence and 
Computer Science for Natural Language Processing applications (LAICS-NLP)” could take 
place in South-East Asia. It has made possible thanks to the initiative of researchers involved 
in the STIC-ASIA project “Multilingual Language Processing”.  
During this one week Summer School, one day workshop has been dedicated to 
students, researchers and practioners from Asia to give them the opportunity of presenting 
their works. The objective is to make possible the meetings and discussions between the 
participants who are involved directly or indirectly in the field of computational linguistics 
and natural language processing. We can say that it is a success as papers submitted and 
accepted come from Nepal, India, Bangladesh, Thailand, Malaysia, Singapore and Indonesia. 
The variety of the topics to be presented proves that Asian countries are interested in the 
development of language engineering systems, and therefore are ready to participate in any 
international project.  
One day workshop is not sufficient regarding the number of papers submitted. The 
organising committee had to choose papers original by their contents or reflecting advanced 
researches. A very hard task was to choose the three best papers, submitted by undergraduate 
and postgraduate students, allowing their first presenters to get free registration to attend the 
LAICS-NLP Summer School. I would like to congratulate personally the authors of the three 
best papers which come from India, Malaysia, and Indonesia. I wish them the best for their 
career as researcher.   
This event could not be made possible without the international collaboration between 
France, India, Malaysia, and Thailand. I would like to express my gratitude and appreciation 
to all members of the organising committee, authors, and the wonderful NAIST team 
(Specialty Research Unit in Natural Language Processing and Intelligent Information System 
Technology) which had the hard task to manage most of administrative problems. Because 
most events cannot be realised without valuable sponsorships, I would like to sincerely thank 
the French Ministry of Foreign Affairs, French Embassies in India and Thailand, CNRS (the 
French National Center for Scientific Research, France), INRIA (the French National 
Institute for Research in Computer Science and Control), NECTEC (the Thai National 
Electronics and Computer Technology Center), and Kasetsart University for their financial 
supports and trusts on this Summer School and workshop.  
I really hope that this will not be the first and last time that this kind of event is 
organised in Asia. International collaborations are needed if we want to move one step ahead 
and be part of the development of the world.  
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      Language processing is now a major field in Computer science, with large scale 
applications, which are still under intense research, such as question-answering, machine 
translation, automatic summarization, etc. most of them in a multilingual setting. Language 
processing technology requires knowledge from a large variety of disciplines: applied 
linguistics, computer science and artificial intelligence, ergonomics and the science of 
interaction, psychology, etc. 
     The goal of this summer school, in a short period of time, is to present the foundations and 
the most recent advances of the different topics of interest to any language processing 
practitioner, with in view the development of well targeted applications. This summer school 
is more application oriented than most western summer schools such as ESSLII, most notably. 
 Besides courses, a 1 day workshop will be organized in the middle of the school where 
groups or individuals attending will have the opportunity to present their work. The objective 
is to enhance cooperation and to have a better view of what’s being done in Asia in 
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A modern digital library should be providing 
effective integrated access to disparate information 
sources. Therefore the extraction of semi-
structured or structured information - for instance 
in XML format - from free text is one of the great 
challenges in its realization.  The work presented 
here is part of a wider initiative aiming at the 
design and development of tools and techniques for 
an Indonesian digital library. In this paper, we 
present the blueprint of our research on information 
extraction for the Indonesian language. We report 
the first result of our experiments on name entity 
recognition and co-reference resolution. 
 
1. Introduction 
The purpose of information extraction (IE) is to 
locate and to extract specific data and relationships 
from texts and to represent them in a structured 
form [7, 8].  XML is a particularly suited candidate 
for the target data model thanks to its flexibility in 
representing data and relationships and to its 
suitability to modern Internet applications. 
 
Indeed, IE is potentially at the heart of numerous 
modern applications. For instance and to name a 
few, IE can be used in software engineering to 
generate test cases from use case scenario; in 
database design, IE can be used to generate Entity 
Relationship Diagrams from analysis cases; in the 
legal domain, IE can be used to extract patterns 
from legal proceedings.  The list is open-ended, 
however, we choose for this article and for the sake 
of simplicity a domain that can be apprehended by 
the non-expert: we try and extract information 
about events that are meetings from news articles. 
A meeting is an event for which we wish to 
identify the location (place, city and country), the 
date (day, month, year) and the list of participants 
(name, quality and nationality). Fig 1.1 illustrates 
the expected output corresponding to the following 
sample text.  
 
Menteri Luar Negeri Inggris Mike O’Brien1 
kemarin berada di Jakarta. Dia2 bertemu dengan 
Megawati Soekarnoputri3 di Istana Negara. 
Megawati4 adalah wanita pertama yang menjadi 
presiden di Indonesia. 
(British Foreign Office Minister Mike O'Brien had 
been in Jakarta yesterday. He held meeting with 
Megawati Soekarnoputri at the State Palace. 
Megawati is the first woman who become president in 
Indonesia) 
The components highlighted in italic in Fig 1.1 require 
global, ancillary, or external knowledge.  
 
We need models and techniques to recognize named 
entities and their relationships. There are two main 
approaches in building rules and pattern for the 
information extraction task, namely, knowledge 

































  <date>05/12/2003</date> 
  <location> 
    <name>Istana Negara</name> 
    <city>Jakarta</city> 
    <country>Indonesia</country> 
  </location> 
  <participants> 
    <person> 
      <name>Megawati Soekarnoputri</name>
      <quality>Presiden</quality> 
      <country>Indonesia</country> 
    </person> 
    <person> 
      <name>Mike O'Brien</name> 
      <quality>Menteri Luar Negeri</quality> 
      <country>Inggris</country> 
     </person> 
  </participants> 
</meeting>
Fig 1.1 Structured information in XML 
owledge engineering approach experts handcraft 
ance of a generic model and technique. In a 
e learning approach, the instance of the model 
hnique is learned from examples with or without 
 and feedback.  
ing [5], we consider that the information 
on process requires the following tasks to be 
ted: named entity recognition, co-reference 
on, template element extraction and scenario 
e extraction. Named entity recognition (NER) 
es names of and references to persons, locations, 
d organization from the text, while co-reference 
s references and synonymies. Template element 
on completes the description of each entity by 
 in our example, quality and nationality to 
persons for instance. Finally, scenario template 
extraction associates the different entities, for 
instance, the different elements composing an 
event in our example. The extraction tasks are 
usually leveraging several features the most 
essential of which being linguistic. These include 
morphology, part of speech of terms, and their 
classification and associations in thesauri and 
dictionaries. It also leverages the context in which 
terms are found such as neighboring terms and 
structural elements of the syntactical units - 
propositions, sentences, and paragraphs, for 
instance. Clearly, because of the morphological 
and grammatical differences between languages, 
the useful and relevant combinations of the above 
features may differ significantly from one language 
to another. Techniques developed for the English 
language need to be adapted to indigenous 
linguistic peculiarities. It is also possible that 
entirely new and specific techniques need to be 
designed.  
 
Our research is concerned with the design and 
implementation of information extraction suite of 
tools and techniques for the Indonesian language 
and to study the genericity and peculiarities of the 
task in various domains.  We report in this paper 
our first results in the comparison of knowledge 
based and machine learning based named entity 
recognition as well as a first attempt of co-
reference resolution. 
 
2. Named Entity Recognition (NER) 
In our running example, the NER task should 
identify that Mike O’Brien and Megawati 
Soekarnoputri are persons, Istana Negara and 
Jakarta are locations (and possibly that the former 
is a place and the latter a city), Presiden and 
Menteri Luar Negeri are  qualities of persons  
 
2.1 Approaches 
Approaches to named entity recognition (see [1]) 
can be classified into two families: knowledge 
engineering approaches and machine learning 
approaches.  
 
Knowledge engineering approaches are expert-
crafted instances of generic models and techniques 
to recognize named entity in the text. Such 
approaches are typically rule-based. In a rule-based 
approach the expert design rules to be used by a 
generic inference engine. The rule syntax allows 
the expression of grammatical, morphological and 
contextual patterns. The rules can also include 
dictionary and thesauri references. For example, 
the following rule contributes to the recognition of 
persons. 
 
If a proper noun is preceded by a title then the proper 
noun is name of person 
 
We have asked educated native speakers to design rules 
combining contextual, morphological, and part of 
speech features that assign classes to terms and groups 
of terms in the text. They based their work on the 
analysis of a training corpus.  
 
In machine learning approaches, a generic computer 
program learns to recognize named entities with or 
without training and feedback. General machine 
learning models exist that do not necessitate the 
mobilization of expensive linguistic expert knowledge 
and resources. 
 
Using a training corpus, in which terms and groups of 
terms are annotated with the class they belong to, and a 
generic association rule mining algorithm, we extracted 
association rules combining the identified contextual, 
morphological, and part of speech features. For 
example, if a sequence of terms <t1, t2> occurs in the 
training corpus, where f2 is an identified feature of t2 
and nc2 is the name class of t2. We obtain a rule of the 
following form where support and confidence are 
computed globally. 
 
<t1, f2> => nc2, (support, confidence) 
 
If the training corpus contains the sentence: “Prof. 
Hasibuan conducted a lecture on information retrieval” 
in which the term “Hasibuan” is of class person, we 
produce a rule of the following form. 
 
〈Prof., Capitalized_word(X)〉 => person_named(X) 
 
The rule support and confidence depend on the 
occurrences of the expression “Prof. X” with X a person 
or not in the training corpus. The complete list of rule 
forms and features used can be seen in [2]. 
 
In both approaches, the rules produced are then used for 
NER. The NER process consists of the following 
stages: tokenization, feature assignment, rule 
assignment and name tagging.  The left hand side of a 
rule is the pattern. The right hand side of a rule is the 
identified named entity class. The following is an 
example of an actual rule as encoded in the 
implemented tested. 
 
IF Token[i].Kind="WORD" and Token[i].OPOS and 
Token[i+1].Kind=”WORD” and Token[i+1].UpperCase 
and Token[i+1].OOV 
THEN Token[i+1].NE = "ORGANIZATION" 
 
The tokenization process identifies tokens (words, 
punctuation and other units of text such as numbers 
etc.) from the input sentence. The feature assignment 
component labels the tokens with their features: the 
basic contextual features (for instance identifying 
preposition, days, or titles), the morphological features, 
as well as the part of speech classes. See [3] for a 
complete list of features and details of the labeling 
process.  The rule assignment component selects the 
candidate rules for each identified token in the text.  
2
The rule is then applied and terms and group of 
terms are annotated with XML tags. The syntax of 
the tags follows the recommendation of MUC [9]. 
The following is the output of the system for the 
second sentence in our running example. 
 
<ENAMEX TYPE=PERSON”>Megawati</ENAMEX> 





2.2 Performance Evaluation 
We comparatively evaluate the performance of the 
two approaches with a corpus consisting of 1.258 
articles from the online versions of two mainstream 
Indonesian newspaper Kompas (kompas.com) and 
Republika (republika.co.id). The corpus includes 
801 names of person, 1.031 names of organization, 
and 297 names of location. 
 
In order to measure and compare the effectiveness 
of the two approaches we use the recall, precision 
and F-Measure metrics as defined in [6] as a 
reference for the Message Understanding 
Conference (MUC)   
 
On the one hand, our results confirm and quantify 
the expected fact that the knowledge engineering 
approach performs better (see table 2.1) than the 
machine learning approach.  Of course, this comes 
at the generally high cost of gathering, formalizing 
and validating expert knowledge. The machine 
learning approach, on the other hand, yields 
respectable performance with minimum expert 
intervention (it only requires the annotation of the 
training corpus). 
 
Table 2.1. Knowledge-engineering versus machine 
learning method for NER 
Method Recall Precision F-Measure 
Knowledge 
Engineering 63.43% 71.84% 67.37% 
Machine 
Learning 60.16% 58.86% 59.45% 
 
A finer grain analysis the results, manually going 
through the correct, partial, possible, and actual 
named entities (See [3] for definitions), seems to 
indicate that the machine learning approach 
induces more partial recognition. This is avoided 
by the knowledge engineering approach, which 
allows a more effective usage of the variety of 
features available. 
 
3. Co-reference Resolution 
Co-reference resolution attempts to cluster terms or 
phrases that refer to the same entity (markables) 
[7,9]. Terms or phrases are pronouns or entities 
that have been recognized in a named entity 
recognition phase.  
 
In our running example, the co-reference resolution 
process should identify that Dia2 refers to Mike 
O’Brien1 and that Megawati4 refers to Megawati 
Soekarnoputri3. In other words, the system should 
produce two clusters: {Mike O’Brien1 and Dia2} and 
{Megawati Soekarnoputri3 and Megawati4}.  
 
3.1 Approaches 
Our first attempt to implement co-reference algorithms 
aimed at comparing two machine learning methods: an 
original method based on association rules and a state 
of the art method based on decision trees. Both methods 
use the same features. We consider nine different 
features. See [4] for details of features. 
 
The state of the art method [10] is based on decision 
trees and the C4.5 algorithm. Each node of the tree 
corresponds to a decision about a particular feature and 
leafs are Booleans represent co-references. 
 
We also devised an original association rule method. 
We mine association rules that are capable of testing 
the pairwise equivalence of markables. The association 
rules are obtained from a training corpus and selected 
because their support and confidence are above given 
thresholds. The rules have the form , where X 
represents features of a pair of markables and Y is a 
Boolean indicating whether the markables are co-
references or not.  Each feature corresponds to an 




<attr1, attr2, attr3, attr4, attr5, attr6, attr7, attr8, attr9> ⇒  
<isEquiv> 
 
The left-hand-side (LHS) of the rule is a list of values 
for the attributes for a pair of markables. The right-
hand-side (RHS) is the variable isEquiv. It is true if the 
markables are equivalent and false otherwise. Indeed, 
we consider negative rules that indicate that pairs of 
markables are not co-referenced. 
 
Fig 3.1 illustrates the general architectures of the 
system in the testing phase. It is assumed that pronoun 
tagging and named entity recognition has been done 
and that association rules are readily available from the 
training phase. For a pair of markables, if several 
association rules are applicable, the rule with the 
highest confidence is applied. If the RHS in rule is true 
then the markables are marked equivalent and not 
equivalent otherwise. After all the pairs of markables 
have been checked then we group the markables that 
are equivalent. We randomly choose a representative 
for each class. We can now output a document in which 




Document with NE  and 
PRONOUN tag
Coreference Resolution




Set of Rules from 
training
 
Fig 3.1. The association rules for co-reference resolution 
system architecture 
3.2 Performance Evaluation 
We use a corpus of 100 articles from the 
Indonesian online newspaper Republika 
(republika.co.id). The articles contain 43,234 
words and 5,783 markables consisting of 3,383 
named entities (person, location, organization) and 
2,400 pronouns in the corpus.  
 
In order to measure and compare the effectiveness 
of the two approaches we use the recall, precision 
and F-Measure metrics as defined in [6] as a 
reference for the Message Understanding 
Conference (MUC).  
 
Table 3.1 shows the results for both methods. It 
shows that association rules yield comparable 
performance to the one of the state-of-the-art 
method based on decision tree. This result is to be 
put in the perspective of the one of the previous 
section in which we saw that the association rule 
based method performed respectably. This opens 
the way for a generic association rule based 
information extraction system. 
 
Table 3.1.  Association rules versus decision tree 
method for co-reference resolution 
Method Recall Precision F-Measure 
Association Rules 74.38 93.17 82.70 
Decision Tree 74.31 93.05 82.60 
 
 
4. Conclusions and Future Task 
We have presented the blueprint of our research 
project on information extraction for the 
Indonesian language. We have presented our 
preliminary results for the tasks of named entity 
recognition and co-reference resolution. In 
particular we have compared several techniques 
based in either knowledge engineering or machine 
learning, with the objective in mind to find the most 
economical yet effective and efficient solution to the 
design of the necessary tools specific to the Indonesian 
language and to the application domain selected.  
 
At the same time that we explore this compromise and 
look for a generic and adaptive solution for the 
Indonesian language, we continue developing the next 
components of a complete information extraction 
system starting with ad hoc and state of the art (possibly 
designed for English or other foreign languages) 
solutions. We also expect to devise and evaluate novel 
methods based on association rules, which would give 
us, if effective and efficient, a uniform framework for 
all information extraction tasks. The reader notice that 
these methods do not exclude the utilization of global, 
ancillary, and external knowledge such as gazetteers 
document temporal and geographical context, etc. 
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Abstract   
The aiming of this paper is to 
automatically extract the causality 
knowledge from documents for the 
contribution knowledge sources of the 
question-answering system.  This paper 
is only concern of extracting the 
causality knowledge from a single 
sentence or EDU (Elementary 
Discourse Units) with two problems of 
the causality identification and the zero 
anaphora.  Then, we propose the usage 
of causal verbs rules mined from the 
specified sentence pattern by ID3 to 
extract the causality knowledge of the 
single EDU.  However, our intra-causal 
EDU extraction model shows the 0.87 
precision and the 0.73 recall.    
1 Introduction 
Causality knowledge extraction from textual 
data is an important task to gain useful 
expressions of Know-Why for the question 
answering system. There are various forms of 
causality or cause-effect expression such as in 
the form of intra-NP, inter-NP, and inter-
sentence [Chang and Choi,2004].  In according 
to our research, we separate the causality 
knowledge into 2 group based on the elementary 
discourse unit (EDU) as defined by [Carlson and 
et al., 2003].  Our EDU is often expressed as a 
simple sentence or clause. These EDUs will be 
used to form the causality relation which will be 
expressed in two forms, an intra-causal EDU 
and an inter-causal EDU.  We define the intra-
causal EDU as an expression within one simple 
EDU with or without an embedded EDU.  This 
is equivalent to the intra-NP form or the inter-
NP form[Chang and Choi,2004].  Also, the 
inter-causal EDU is defined as an expression 
within more than one simple EDU.  Hence, it is 
equivalent to the inter-sentences of [Chang and 
Choi, 2004].  However, this paper is a part of 
our research of causality knowledge extraction 
and it works on only the intra-causal EDU 
extraction. 
Several techniques [Marcu,1997; Girju and 
Moldovan,2002; Girju, 2003; Inui and et 
al.,2004; Chang and Choi,2004]   have been 
used for extracting cause-effect information 
varying  from one sentence to two adjacent 
sentences. The recent researches [Girju, 2003] 
uses the causal verbs from the lexico syntactic 
pattern, ‘NP1 cause-verb NP2’ pattern, to 
identify the causal question, yet this has problem 
with verb ambiguity being solved by learning 
technique.  Later, Chang and Choi [2004] uses 
NP pair from this lexico syntactic pattern to 
extract the causality from one sentence.  In our 
work, we are aiming to extract the intra-causal 
EDU from Thai documents by using the causal 
verb rules mined from the specified sentence 
patterns of “NP1 Verb NP2 Preposition NP3” 
where only NP2 can have null value.  The 
reason that we use this specified pattern is about 
50% of the intra-causal EDU, from the corpus 
behavior study, occurred within this pattern.  
Thai has specific characteristics, such as, zero 
anaphora and nominal anaphora.   All of these 
characteristics are involved in the two main 
problems of causality extraction: the first is how 
to identify the interesting causality from 
documents and the second is the zero anaphora.  
From all of these problems, we need to develop 
a framework which combines NLP techniques to 
form the EDU for mining the specified sentence 
pattern.   
In conclusion, unlike other methods where 
the emphasis is based on the Lexico syntactic 
pattern [Girju and Moldovan, 2002; Chang and 
Choi,2004], our research uses the causal verb 
rules based on the specified sentence pattern to 
identify causality for the intra-causal EDU 
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extraction.  Our research will be separated into 6 
sections.   In section 2, related work is 
summarized.  Problems in causality mining from 
Thai documents will be described in section 3 
and in section 4 our framework for causality 
extraction. In section 5, we evaluate our 





Girju’s work [Girju and Moldovan, 2002] 
consists in finding patterns to be used to extract 
causal relations from a learning corpus, where 
the aim of the extraction of causal relations from 
the inter-noun phrase is to aid in question 
identification as in [Girju, 2003].  In their 
research [Girju and Moldovan, 2002], causal 
verbs were observed, by the pattern <NP1 verb 
NP2> in documents whereas NP pairs were the 
causative relationships referenced by WordNet.  
The causal verbs were used to extract the causal 
relation with a particular kind of NP; e.g. 
phenomena NP, “An earthquake generates 
Tsunami”.  The problem of research was that the 
causal verb became ambiguous; e.g. “Some 
fungi produce the Alfa toxin in peanut” was a 
causal sentence while “The Century Fox 
produces movies” was a non causal sentence.  
Girju and Moldovan [2002] solved the problem 
by using a C4.5 decision tree to learn the 
annotated corpus with syntactic and semantic 
constraints.  The precision of their causality 
extraction was 73.91%.  However, some of our 
causal verbs in the intra-causal EDUs are 
expressed as a general verb followed by a 
preposition, such as ‘เปน..จาก/be..from’ , ‘ไดรับ..
จาก/get..from’, etc., whereas the lexico syntactic 
patterns  can not cover this kind of causal verb, 
for example: “ใบเปนแผลจากเชื้อรา /leaf is scars from 
fungi. )”, 
Chang and Choi [2002]’s work aimed to 
extract only causal relations between two events 
expressed by a lexical pair of NP and the cue 
phrase with the problems of causality 
identification.  Naïve Bayes classifier was used 
to solve their problems.  They defined the cue 
phrase used in their work as “a word, a phrase, 
or a word pattern which connects one event to 
the other with some relation”; e.q. “caused by”, 
“because”, “as the result of”, “Thus” etc.  And 
their lexical pair was a pair of causative noun 
phrase, and effective noun phrase that must 
occur explicitly within one sentence.  They 
obtained 81% of precision for causality 
extraction.   However, there are more than two 
NPs contained in our intra-causal EDU and this 
extra NP can not be hold as a part of cue phrase. 
Hence, we are aiming at learning causal verb 
rules from the specified sentence pattern by 
using ID3 with all five features from the 
sentence pattern to extract the intra-causal EDU 
expressions 
Problems in Causality Extraction 
To extract the cause-effect expressions, there are 
two main problems that must be solved; to 
identify interesting cause-effect events from 
Thai documents, and to solve an implicit noun 
phrase. 
Causality identification   
Like many languages, to identify the causality 
expressions in Thai uses an explicit cue phrase 
[Chang and Choi , 2002] to connect between 
cause and effect expressions. In order to avoid 
non-necessary tasks in whole text analysis, the 
causal verb which is the linking verb between 
the causative NP and the effective NP will be 
used to indicate the cause-effect expression.  
Although the causal verb is used to identify 
whether it is a causality or non causality 
expression, we still have a problem of the causal 
verb ambiguity.  For example: 
Causality:  
a. “ใบพืช/Plant leaf  มี/has จุดสีน้ําตาล /brown 
sports   จาก/from เชื้อรา/fungi” 
b. “คนไข/The patient ตาย/dies ดวย/with 
โรคมะเร็ง/cancer” 
Non causality: 
c.  “ใบพืช/Plant leaf  มี/has จุดสีน้ําตาล /brown 
sports   จาก/from โคนใบ/the leaf base” 
d. “คนไข/patient ตาย/dies ดวย/with ความ
สงสัย/suspicion” 
This problem of causal verb ambiguity can be 
solved by learning the EDUs with ID3 from the 
specified sentence pattern.  The result from ID3 
learning is plenty of causal verb rules which 
need to be verified before identifying the intra-
causal EDU.   
3.2  Zero anaphora or implicit noun 
phrase    
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Regardless of whether the noun phrase is in the  
intra-causal EDU, it will contain the implicit 
noun phrases; such as zero anaphora. For 
example: 
There are two processes involved in this step, 
which are Feature annotation for learning, Rule 
mining, and verification.   
4.2.1. Feature annotation for learning “โรคไขหวัดนก /The Bird flu disease   เปน /is   โรคท่ี
สําคัญโรคหนื่ง /an important disease .   Φ เกิด /occur  
จาก / from  ไวรัส H1N5/ H1N5 virus. ” 
Due to the problems in the intra-causal EDU 
identification, the causal verb will be used as a 
feature in this process to extract causality.  
Because some causal verbs are ambiguity, we 
have to learn this causal verb feature along with 
the other four features: NP1, NP2, Preposition, 
and NP3, from the specified sentence pattern as 
<NP1 Verb NP2 Preposition NP3>.  Then, we 
manually annotate these five features with the 
specifying “causality/non causality”, and also 
with   their concept from Wordnet after Thai-to 
English translation to solve the word-sense 
ambiguity and the variety surface forms of a 
word with the same concept.  If the NP has 
modifier, the only head noun will be assigned 
the concept.  And, if the NP means “symptom”, 
e.g. ‘ใบเหลือง/yellow leaf’, ‘จุดสีน้ําตาล/brown spot’, 
etc., we will assign its’ concept as ‘symptom’. 
The annotation of the intra-causal EDU is shown 
by the following example:  
where Φ is zero anaphora = Bird flu disease. 
This problem can be solved by using the 
heuristic rule that the previous subject of the 
noun phrase will be the ellipsis one. 





There are three steps in our framework.  First is 
corpus preparation step followed by causality 
learning, and causality extraction steps as shown 




















 4.2.2 Rule mining 
This step is to mine the causal verb rules from 
the annotation corpus of the intra-causal/non 
causal EDU by using ID3 from 
Weka(
Figure 1.  The  frame work for causality 
extraction 
Corpus Preparation    http://www.cs.waikato.ac.nz/ml/weka/).  
From this mining step, there are 30  causal verb 
rules  from 330 EDUs of specified sentence 
pattern, as shown in table1.  
This step is the preparation of corpus in the form 
of EDU from text.  The step involves using Thai 
word segmentation tools to solve a boundary of 
 a Thai word and tagged its part of speech 
[Sudprasert and Kawtrakul, 2003], including 
Name entity [Chanlekha and Kawtrakul, 2004], 
and word-formation recognition [Pengphom, et 
al 2002] to solve the boundary of Thai Name 
entity and Noun phrase. After the word 
segmentation is achieved, EDU segmentation is 
then to be dealt with.  According to Charoensuk 
et al. [2005], EDU segmentation will be 
generated and be kept as an EDU corpus for the 
next step of learning.  
4.2.3 Verifying    
This step is to verify the rules before giving rise 
to identify the causal EDU.  There are some 
rules having the same general concept which can 
be combined into one rule as in the following 
example: 
R1:     IF<NP1=*>^<Verb=be>^<NP2=*>^<Prep=     
               จาก/from>^  <NP3= fungi > then causality 
R2:     IF<NP1=*>^<Verb=be>^<NP2=*>^<Prep= 
               จาก/from>^ <NP3= bacteria> then causality 
R3:     IF<NP1=*>^<Verb=be>^<NP2=*>^<Prep= 
Causality learning                 จาก/from>^ <NP3=pathogen > then causality 
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Table1 Show causal verb rules where * means ‘any’ 
Example of causality Causal verb rules 
IF<NP1=*>^<Verb=be>^<NP2=*>^<Prep=
จาก/from>^ <NP3=pathogen > then causality 
พืช /Plant เปน /is โรค /disease จาก/ from  virusไวรัส/
(Plant gets disease from virus)                 
IF<NP1=*>^<Verb=have>^<NP2=*>^<Prep=
จาก/from>^ <NP3=insect > then causality 
ใบ/Leaf มี /has ตําหนิ /defect จาก/ fromเ aphidพล้ีย/
 (The leaf has a defect from an aphid) 
ผูปวย/Patient มี /has
IF<NP1=*>^<Verb=have>^<NP2=*>^<Prep=
จาก/from> <NP3= toxicant food > then causal 
 อาการทองเสีย /diaria symptom จาก/ 
from อาหารเปนพิษ/ food poisoning
(A patient has diaria symptom from food poisoning) 
IF<NP1=*>^<Verb=occur>^<NP2=*>^<Prep=
จาก/from>^ <NP3*> then causal 
โรค /Disease เกิด / occur  จาก /from แบคทีเรีย/ bacteria 
(Disease is caused by bacteria) 
IF NP1^<ติดเชือ้/infect ><NP2=*>^< Prep=
จาก/from>^<NP3= contaction> then  causality 
เด็ก /Kid ติดเชื้อ / infect  จาก /fromการสัมผัส/ contaction
(A kid is infected by contaction) 
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Named Entity Recognition in Bengali
Asif Ekbal




A tagged Bengali news corpus, developed from the 
web, has been used in this work for the recognition of 
named entities (NEs) in Bengali language. A supervised 
learning method has been adopted to develop two 
different models of a Named Entity Recognition (NER) 
system, one (Model A) without using any linguistic 
features and the other (Model B) by incorporating 
linguistic features. The different tags in the news corpus 
help to identify the seed data. The training corpus is 
initially tagged against the different seed data and a 
lexical contextual seed pattern is generated for each tag. 
The entire training corpus is shallow parsed to identify 
the occurrence of these initial seed patterns. In a position 
where the context or a part of each seed pattern matches, 
the systems predict the boundary of a named entity and 
further patterns are generated through bootstrapping. 
Patterns that occur in the entire training corpus above a 
certain threshold frequency are considered as the final set 
of patterns learnt from the training corpus. The test 
corpus is   shallow parsed to identify the occurrence of 
these patterns and estimate the named entities. Models 
have been tested with two news documents (Gold 
Standard Test Sets) and their results have been compared 
in terms of evaluation parameters. 
1. Introduction
    Named Entity Recognition (NER) is an important tool 
in almost all Natural Language Processing (NLP) 
application areas. NER’s main role is to identify 
expressions such as the names of people, locations and 
organizations as well as date, time and monetary 
expressions. Such expressions are hard to analyze using 
traditional NLP because they belong to the open class of 
expressions, i.e., there is an infinite variety and new 
expressions are constantly being invented. 
   The problem of correct identification of NEs is 
specifically addressed and benchmarked by the developers 
of Information Extraction Systems, such as the GATE 
system [1] and the multipurpose MUSE system [2]. 
Morphological and contextual clues for identifying NEs in 
English, Greek, Hindi, Romanian and Turkish have been 
reported in [3]. The shared task of CoNLL-2003 [4] were 
concerned with language independent NER. An 
unsupervised learning algorithm for automatic discovery 
of NEs in a resource free language has been presented in 
[5]. A framework to handle the NER task for long NEs 
with many labels has been described in [6].  For learning 
generalized names in text an algorithm, NOMEN, has 
been presented in [7]. NOMEN uses a novel form of 
bootstrapping to grow sets of textual instances and their 
contextual patterns. A joint inference model has been 
presented in [8] to improve Chinese name tagging by 
incorporating feedback from subsequent stages in an 
information extraction pipeline: name structure parsing, 
cross-document co-reference, semantic relation extraction 
and event extraction. It has been shown in [9] that a 
simple-two stage approach to handle non-local 
dependencies in NER can outperform existing approaches 
that handle non-local dependencies, while being much 
more computationally efficient. But in Indian Languages, 
no work in the area of has been carried out as yet.
    The rest of the paper is organized as follows. Section 2 
deals with the NER task in Bengali. Section 3 shows the 
evaluation techniques and results. Finally, conclusion is 
drawn in Section 4.
2. Named Entity Recognition in Bengali
   Bengali is the fifth language in the world, second in 
India and the national language of Bangladesh. NER in 
Indian Languages (ILs) in general and in Bengali in 
particular is difficult and challenging. In English, NE 
always appears with capitalized letters but there is no 
concept of capitalization in Bengali. In the present work, a 
supervised learning system based on pattern directed 
shallow parsing has been used to identify named entities 
in Bengali using a tagged Bengali news corpus. The 
corpus has been developed from a widely used Bengali 
newspaper available in the web and at present it contains 
around 34 million wordforms. The location, reporter, 
agency and date tags in the tagged corpus help to identify 
the location, person, organization and miscellaneous 
names respectively and these serve as the seed data of the 
systems. In addition to these, most frequent NEs are 
collected from the different domains of the newspaper and 
used as the seed data. The systems have been trained on a 
9
part of the developed corpus. The training corpus is 
partially tagged with elements from the seed list that serve 
as the gazetteer. The initial contextual lexical seed 
patterns that are learnt using the seed data and constitute a 
partial named entity grammar, identify the external 
evidences of NEs in the training corpus. These evidences 
are used to shallow parse the training corpus to estimate 
possible NEs that are manually checked. These NEs in 
turn help to identify further patterns. The training 
document is thus partially segmented into NEs and its 
context patterns. The context patterns that appear in the 
training document above a certain threshold frequency are 
retained and are expected to be applicable for the test 
documents as well in line with the maximum likelihood 
estimate. Initially the NER system has been developed 
using only the lexical contextual patterns learned (NER 
system without linguistic features i.e. Model A) from the 
training corpus and then linguistic features have been used 
along with the same set of lexical contextual patterns 
(NER system with linguistic features i.e. Model B) to 
develop it. The performance of the two systems has been 
compared using the three evaluation parameters namely 
Recall, Precision and F-Score.
2.1. Tagging with Seed Lists and Clue Words
   The tagger places the left and right tags around each 
occurrence of the named entities of the seed lists in the 
corpus. 
    For example, <person> åaç×XÌ^ç GçµùÝ (sonia Gandhi)
</person>, <loc> åEõç_EõçTöç (kolkata) </loc> and <org>
^çV[ýYÇÌ[ý ×[ý`Ÿ×[ýVîç_Ì^ (jadavpur viswavidyalya) </org>.
   For the Model A, the training corpus is tagged only with 
the help of different seed lists.  In case of Model B, after 
tagging the entire training corpus with the named entities 
from the seed lists, the algorithm starts tagging with the 
help of different internal and external evidences that help 
to identify different NEs. It uses the clue words like 
surname (e.g.,×]y [mitra], Vwø  [dutta] etc.), middle name 
(e.g., »Jô³VÐ [Chandra], XçU [nath] etc.), prefix word (e.g.,
`ÒÝ]çX [sriman], `ÒÝ [sree], `ÒÝ]TöÝ [srimati] etc.) and suffix 
word (e.g., [ýç[ýÇ [-babu], Vç [-da], ×V [-di] etc.) for person 
names. A list of common words (e.g., åXTöç [neta], açeaV
[sangsad], åFã_çÌ^çQÍö [kheloar] etc.) has been kept that 
often determines the presence of person names. It 
considers the different affixes (e.g. - _îç³Qö, [-land] - YÇÌ[ý [-
pur], -×_Ì^ç [-lia] etc.) that may occur with location 
names. The system also considers the several clue words 
that are helpful in detecting organization names (e.g., åEõçe,
[kong], ×_×]äOôQö [limited] etc.). Tagging algorithm also 
uses the list of words (e.g., Eõ×[ýTöç [kabita], EõÌ[ý [kar], WýÌ[ý
[dhar] etc.) that may appear as part of named entity as 
well as the common words. These clue words are kept in 
order to tag more and more NEs during the training of the 
system. As a result, more potential patterns are generated 
in the lexical pattern generation phase.
2.2. Lexical Seed Patterns Generation from the 
Training Corpus
  For each tag T inserted in the training corpus, the 
algorithm generates a lexical pattern p using a context 
window of maximum width 4 (excluding the tagged NE)
around the left and right tags, e.g., p = [ l-2 l-1  <T> l+1 l+2
]  where l±i  are the context of p. Any of l±i  may be a
punctuation symbol. In such cases, the width of the lexical 
patterns will vary.
     The lexical patterns are generalized by replacing the 
tagged elements by the tags. These generalized patterns 
form the set of potential seed patterns, denoted by P. 
These patterns are stored in a Seed Pattern table, which 
has four different fields namely: pattern id (identifies any 
particular pattern), pattern, type (Person name/ Location 
name/ Organization name/ Miscellaneous name) and
frequency (indicates the number of times any particular 
pattern appears in the entire training corpus).
2.3. Generation of new Patterns through 
Bootstrapping
   Every pattern p in the set P is matched against the entire 
training corpus. In a place, where the context of p 
matches, the system predicts where one boundary of a 
name in the text would occur. The system considers all 
possible noun, verb and adjective inflections during 
matching. At present, there are 214 different verb 
inflections and 27 noun inflections in the systems.  During 
pattern checking, the maximum length of a named entity is 
considered to be six words. Each named entity so obtained 
in the training corpus is manually checked for correctness. 
The training corpus is further tagged with these newly 
acquired named entities to identify further lexical patterns. 
The bootstrapping is applied on the training corpus until 
no new patterns can be generated. The patterns are added 
to the pattern set P with the ‘type’ and ‘frequency’ fields 
set properly, if they are not already in the pattern set P 
with the same ‘type’. Any particular pattern in the set of 
potential patterns P may occur many times but with 
different ‘type’ and with equal or different ‘frequency’ 
values. For each pattern of the set P, the probabilities of 
its occurrence as Person, Location, Organization and 
Miscellaneous names are calculated.
    For the candidate patterns acquisition under each type, 
a particular threshold value of probability is chosen. All 
these acquired patterns form the set of accepted patterns 
and this set is denoted by Accept Pattern. 
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Any particular pattern may appear more than once with 
different type in the Accept Pattern set. So, while testing 
the NER systems, some identified NEs may be assigned 
more than one named entity categories (type). Model A 
cannot cope with this NE-classification disambiguation 
problem at present. Model B uses different linguistic 
features, as identified in Section 3.1 to deal with this NE-
classification disambiguation problem.
3.  Evaluation and Results
   The set of accepted patterns is applied on a test set. The 
process of pattern matching can be considered as a 
shallow parsing process.
3.1.  Training and Test Set
    A supervised learning method has been followed to 
develop two different models of a NER system. The 
systems have been trained on a portion of the tagged 
Bengali news corpus. Some statitics of training corpus is 
as follows:
  Total number of news documents = 1819, Total number 
of sentences in the corpus = 44432, Average number of 
sentences in a document = 25, Total number of wordforms 
in the corpus = 541171, Average number of wordforms in 
a document = 298, Total number of distinct wordforms in 
the corpus = 45626. 
This training set is initially tagged against the different 
seed lists used in the system and the lexical pattern 
generation, pattern matching, new pattern generation and 
candidate pattern acquisition procedures are sequentially 
performed.
Two manually tagged test sets (Gold Test Sets) have been 
used to evaluate the models of the NER system. Each test 
corpus has been collected from a particular news topic 
(i.e. international, national or business).
3.2.  Evaluation Parameters
    The models have been evaluated in terms of Recall, 
Precision and F-Score. The three evaluation parameters 
are defined as follows:
Recall (R) = (No. of tagged NEs) / (Total no. of NEs 
present in the corpus) * 100%
Precision (P) = (No. of correctly tagged NEs) / (No. of 
tagged NEs) * 100%
 F-Score (FS) = (2 * Recall* Precision) / (Recall + 
Precision) *100%
3.3.  Evaluation Method
    The actual number of different types of NEs present in 
each test corpus (Gold Test Set) is known in advance and 
they are noted. A test corpus may be used in generating 
new patterns also i.e. it may be utilized in training the 
models after evaluating the models with it. The test sets 
have been ordered in order to make them available for 
inclusion in the training set. The two different test sets can 
be ordered in 2 different ways. Out of these 2 different 
combinations, a particular combination has been 
considered in the present work. It may be interesting to 
consider the other combination and observe whether the 
results vary.
   Each pattern of the Accept Pattern set is matched 
against the first Test corpus (Test Set1) according to the 
pattern matching process described in Section 2 and the 
identified NEs are stored in the appropriate NE category 
tables.   Any particular pattern of the Accept Pattern set 
may assign more than one NE categories to any identified 
NE of the test set. This is known as the NE-Classification 
disambiguation problem. The identified NEs, assigned 
more than one NE categories, should be further verified 
for the correct classification. Model A cannot cope with 
this situation and always assigns the highest probable NE 
category to the identified NE. One the other hand different 
linguistic patterns, used as the clue words for the 
identification of different types of NEs (in Section 2), are 
used in order to assign the actual categories (NE type) to 
the identified NEs in Model B. Once the actual category 
of a particular NE is explored, it is removed from the 
other NE category tables. 
The same procedures described in Section 2 are 
performed for this test set (Test Set1) in order to include it 
in to the training set. Now, the resultant Accept Pattern is 
formed by taking the union of the initial Accept Pattern 
set and the Accept Pattern set of this test corpus. This 
resultant Accept Pattern set is used in evaluating the NER 
models with the next test corpus (Test Set 2 in the order).. 
So in each run, some new patterns may be added to the set 
of Accept Pattern. As a result, the performance of the 
NER systems (models) gradually improves since all the 
test sets have been collected from a particular news topic. 
The Bengali date, Day and English date can be recognized 
from the different date tags in the corpus. Some person 
names, location names and organization names can be 
identified from the reporter, location and agency tags in 
the corpus. 
The three evaluation parameters are computed for 
each individual NE category i.e. for person name, 
location name, organization name and miscellaneous 
name. 
  3.4. Results and Discussions
    The performance of the systems with the help of two 
news documents (test sets), collected from a particular 
news topic, has been presented in Tables 1 and 2.  Here, 
following abbreviations have been used: Person name 
(PN), Location name (LOC), Organization name (ORG) 
and Miscellaneous (MISC).
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                   NE
category
R P FS
PN 71.6 79.2 75.30
LOC 66.2 74.2 69.71
ORG 64.7 73.4 68.8
Model 
B
MISC 33.2 98.3 49.63
PN 69.1 73.2 71.09
LOC 64.7 67.1 65.87
ORG 62.3 63.7 62.68
Model 
A
MISC 33.2 98.3 49.63




PN 72.8 81.2 76.80
LOC 67.9 76.5 71.96
ORG 66.3 75.1 70.40
Model 
B
MISC 37.2 99.1 54.09
PN 69.9 73.8 71.8
LOC 65.3 68.1 66.67
ORG 63.6 64.1 63.84
Model
A
MISC 37.2 99.1 54.09
Table 2: Result for Test Set 2
    It is observed from Tables 1 and 2 that the NER system 
with linguistic features i.e. Model B outperforms the NER 
system without linguistic features i.e. Model A in terms of 
Recall, Precision and F-Score. Linguistic knowledge plays 
the key role to enhance the performance of Model B 
compared to Model A. Improvement in Precision, Recall 
and F-Score values with test set 2 occurs as test set 1 is 
included in this case as part of the training corpus. 
Whenever any pattern of the set of accepted patterns 
(Accept Pattern) produces more than one NE categories 
(type) for any identified (from the test corpus) NE, Model 
A always assigns that particular NE category (type) which 
has the maximum probability value for that pattern. This 
often produces some errors in assigning NE categories to 
the identified NEs. So the precision values diminish and 
as a result the F-Score values get affected. Model B solves 
this problem with the help of linguistic knowledge and so 
its precision as well as the F-Score values are better than 
Model A. At present, the systems can only identify the 
various date expressions but cannot identify the other 
miscellaneous NEs like monetary expressions and time 
expressions. 
4. Conclusion and Future Works
   Experimental results show that the performance of a 
NER system employing machine learning technique can 
be improved significantly by incorporating linguistic 
features. The lexical Patterns can further be generalized 
by replacing each of l±I of p with its lexical category (i.e. 
each word is replaced by it’s part of speech information).
So, a Part-of-Speech (POS) tagger could be more 
effective in generating more and more potential general 
patterns. In presence of the POS tagger, the potential NEs 
can be identified by the regular expression of the form 
Noun (i.e. NE is always a sequence of noun words). 
    Currently, we are working to include the HMM based 
part of speech tagger and a rule based chunker in to the 
systems. More linguistic knowledge could be helpful in 
NE-classification disambiguation problem and as a result 
precision values of different NE categories would 
increase. Observation of the results with the various 
orders of the test sets would be an interesting experiment.
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This paper outlines an approach to produce a prototype
WordNet system for Malay semi-automatically, by using
bilingual dictionary data and resources provided by the origi-
nal English WordNet system. Senses from an English-Malay
bilingual dictionary were first aligned to English WordNet
senses, and a set of Malay synsets were then derived. Se-
mantic relations between the English WordNet synsets were
extracted and re-applied to the Malay synsets, using the
aligned synsets as a guide. A small Malay WordNet proto-
type with 12429 noun synsets and 5805 verb synsets was thus
produced. This prototype is a first step towards building a
full-fledged Malay WordNet.
KEYWORDS
WordNet, Malay, lexical knowledge base, fast prototyping
1 INTRODUCTION
Traditional dictionaries compile lexical information about
word meanings by listing them alphabetically by the head-
words. While this arrangement is convenient for a human
reader who wants to look up the meaning of a word, it
does not provide much information about explicit seman-
tic relations between words, besides the usual synonyms and
antonyms.
WordNet [6, 8] is a lexical database system for English
words, designed based on psycholinguistic principles. It or-
ganises word meanings (senses) on a semantic basis, rather
than by the surface morphological forms of the words. This
is done by grouping synonyms into sets, and then defining
various relations between the synonym sets (synsets). Some
examples of the semantic relations defined include hyper-
nymy (the is-a relation) and meronymy (the part-of rela-
tion).
Armed with such semantic relations, WordNet became an
invaluable resource for natural language processing (NLP)
researchers in tackling problems like information retrieval,
word sense disambiguation, and question answering. As the
c©Copyright is held by the authors.
original WordNet contains only English words, there have
been efforts to create WordNet-like systems for other lan-
guages. See the Global WordNet Association’s website [4]
for a list of such projects.
Currently, no WordNet-like lexical database system ex-
ist for the Malay language. Such a resource will be useful
indeed for NLP research involving Malay texts. While the
construction of a complete WordNet-like system is a daunt-
ing undertaking which requires lexicographic expertise, it is
possible to build a prototype system semi-automatically us-
ing resources accessible at our site. The prototype Malay
WordNet system and data can then be further scrutinised,
fine-tuned and improved by human lexicographers.
The main aim of developing this prototype was to explore
the design and tools available in a WordNet system, rather
than a full attempt to develop high quality Malay WordNet
data. Therefore, the methods we adopted are not as exten-
sive as other efforts in constructing non-English WordNets,
such as the work reported in [1, 2].
2 METHODOLOGY
We describe how a prototype Malay WordNet can be con-
structed semi-automatically using a English-Malay bilingual
dictionary, the original English WordNet, and alignments
between the two resources.
The developers of the English WordNet, the Cognitive Sci-
ence Laboratory at Princeton University, have made avail-
able some useful tools that allow the custom development of
WordNet-like systems [7]. They include:
• English WordNet database files,
• WordNet Browser, a GUI front-end for searching and
viewing WordNet data,
• WordNet database search functions (as C library func-
tions),
• GRIND, a utility tool for converting lexicographer input
files into WordNet database files.
If lexicographer input files for Malay words can be cre-
ated following the required syntax, GRIND can be used to
process them to produce Malay WordNet database files, to
be viewed using the WordNet browser. This can be done
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by first establishing a set of Malay word synsets and the
semantic relations between them, and then generating the
lexicographer files.
2.1 Malay Synsets
Kamus Inggeris Melayu Dewan (KIMD) [5] is an English-
Malay bilingual dictionary and provides Malay equivalent
words or phrases for each English word sense. Linguists
at our research group had previously aligned word senses
from KIMD and WordNet 1.6. Not all KIMD and WordNet
1.6 senses were included; only the more common ones were
processed.
Here are some example alignments for some senses of dot,
consolidation and integration:
Listing 1: Aligned senses of dot
kimd (dot, n, 1, 0, [small round spot, small circular shape], <titik,
bintik> ).
wordnet (110025218, ’dot’, n, 1, 0, [a very small circular shape] ).
Listing 2: Aligned senses of consolidation
kimd (consolidation, n, 1, 0, [act of combining, amalgamating], <
penggabungan, penyatuan>).
wordnet (105491124, ’consolidation’, n, 1, 0, [combining into a
solid mass]).
wordnet (100803600, ’consolidation’, n, 2, 0, [the act of combining
into an integral whole]).
Listing 3: Aligned senses of integration
kimd (integration, n, 1, c, [act of c. (combining into a whole)], <
penyepaduan, pengintegrasian>).
wordnet (100803600, 2, ’integration’, n, 2, 0, [the act of combining
into an integral whole]).
(The 9-digit number in each English WordNet sense above
is a unique identifier to the synset it belongs to.)
A set of Malay synsets may be approximated based on the
KIMD–WordNet alignment using Algorithm 1.
Algorithm 1 Constructing Malay synsets
for all English synset es do
ms-equivs ⇐ empty //list of Malay equivalent words
ms ⇐ null //Equivalent Malay synset
for all s ∈ {KIMD senses aligned to es} do
add Malay equivalent(s) of s to ms-equivs
end for
ms ⇐ new synset containing ms-equivs
Set ms to be equivalent Malay synset to es
end for
Following this algorithm, the following Malay synsets are
derived from the sense alignments in Listings 1–3. The cor-
responding English WordNet synsets are also shown:
• (titik, bintik)
(110025218: point, dot; [a very small circular shape])
• (penggabungan, penyatuan)
(105491124: consolidation; [combining into a solid
mass])
• (penggabungan, penyatuan, penyepaduan, penginte-
grasian)
(100803600: consolidation, integration; [the act of com-
bining into an integral whole])
2.2 Synset Relations
For this fast prototyping exercise, we have decided to create
semantic relations between the Malay synsets based on the
existing relations between their English equivalents. Algo-
righm 2 shows how this can be done.
Algorithm 2 Creating relations between Malay synsets
Require: lookup ms(es):
returns Malay synset equivalent to English synset es
Require: lookup es(ms):
returns English synset equivalent to Malay synset ms
Require: get target(R, es):
returns target (English) synset of English synset es for
relation R
for all Malay synset ms do
es ⇐ lookup es(ms)
for all relation R with a pointer from es do
ms′ ⇐ null
es′ ⇐ es
if R is transitive then
repeat
es′ ⇐ get target(R, es)
ms′ ⇐ lookup ms(es ′)
until es′ = null or ms′ 6= null
else
es′ ⇐ get target(R, es)
ms′ ⇐ lookup ms(es ′)
end if
if ms′ 6= null then




As an example, the hypernymy relation holds between the
English synsets (point, dot) and (disk, disc, saucer). There-
fore, a hypernymy relation is established between the corre-
sponding Malay synsets (bintik, titik) and (ceper, piring).
However, while searching for target synsets for a relation
R, it is always possible that there is no Malay equivalent
for an English synset. If R is transitive, as are hypernymy
and meronymy, we continue to search for the next target
synset in the transitive relation chain, until we reach the
last English synset in the chain.
To illustrate, consider the English and Malay synsets in
Figure 1. The English synset (disk, disc, saucer) has the
hypernym (round shape), which in turn has the hypernym
(shape, form). While (round shape) does not have a corre-
sponding Malay synset in our data, (shape, form) does have
one as (bentuk, corak). Therefore, a hypernymy relation is
established between (ceper, piring) and (bentuk, corak).
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Figure 1: English and Malay synsets forming a hypernymy chain
2.3 Lexicographer Files
WordNet systems organise synsets of different syntactic cat-
egories, i.e. nouns, verbs, adjectives and adverbs, separately.
In addition, the English WordNet also assign semantic fields
to the synsets, such as noun.location, noun.animal and
verb.emotion. Synsets of different categories are to be
stored in separate lexicographer files, the names of which
correspond to their semantic fields.
For each Malay synset identified in section 2.2, we look up
f , the semantic field of its equivalent English synset. The
Malay synset, together with its relations and target synsets,
is then appended to the lexicographer file f .
3 IMPLEMENTATION
The procedures described in sections 2.2 and 2.3 were im-
plemented as a suite of tools called LEXGEN in C and Java.
As a first step, only noun and verb synsets were processed
with LEXGEN. Since KIMD does not provide Malay glosses,
LEXGEN reuses glosses from English WordNet. The resulting
lexicographer files were then put through GRIND, producing
a small Malay WordNet system.
4 RESULTS
The prototype Malay WordNet system currently contains
12429 noun synsets and 5805 verb synsets. Its small cover-
age of the English WordNet (81426 noun synsets and 13650
verb synsets) is understandable as only a subset of KIMD
and WordNet senses was used in the earlier alignment work.
The prototype also includes the hypernymy, hyponymy, tro-
ponymy, meronymy, holonymy, entailment and causation re-
lations. Figure 4 shows the Malay synset (bintik, titik) and
its hypernyms as viewed in the WordNet Browser.
Figure 2: Malay WordNet as viewed in Browser
5 DISCUSSION
The Malay WordNet prototype is adequate for demonstrat-
ing what a WordNet system has to offer for Malay. This
is especially helpful to give a quick preview to users who
are not yet familiar with the WordNet or lexical sense or-
ganisation paradigm. However, as acknowledged at the very
beginning, its current quality is far from satisfactory.
Part of the problem is in the dictionary used. The KIMD–
WordNet alignment work was part of a project to collect
glosses for English word senses from different dictionaries.
As such, the suitability of Malay equivalents to be lemmas
were not the main concern: all Malay equivalents were sim-
ply retained in the alignment files.
This leads to unsuitable Malay WordNet synset members
in some cases: since KIMD is a unidirectional English to
Malay dictionary, not all Malay equivalents it provides can
stand as valid lemmas. For example, KIMD provides orang,
anggota, dan lain-lain yang tidak hadir (literally ‘person,
member, etc. who are not present’) as the Malay equivalent
for English absentee. While this is valid as a Malay gloss or
description for the synset, it is unsuitable to be a member
lemma of a synset.
In addition, we also lack Malay gloss information for the
Malay synsets as these were not provided in KIMD. The pro-
totype Malay WordNet, therefore, is forced to have English
text as glosses, intead of Malay glosses.
We also noted that the English WordNet provide verb
frames, e.g. Somebody —s something for a sense of the verb
run. The first problem is that we have yet to establish a
list of verb frames for Malay. Secondly, even if there were,
there is not necessarily a one-to-one mapping between the
English and Malay verb frames. Thirdly, as the English verb
frames are hard-coded into GRIND and WordNet, extensive
re-programming would be required to use these utilities on
different languages. Therefore, we have not attempted to
handle Malay verb frames for this prototype.
GRIND imposes a maximum of sixteen senses per word form
in each lexicographer file. This might be a problem if there
are Malay words that are very polysemous. Possible alter-
natives are:
• further split the senses into different lexicographer files
so that each file would not contain more than sixteen
senses of the same word,
• aim for coarser sense distinctions, or
• re-program GRIND.
Finally, the derivation of Malay synsets from the KIMD–
WordNet alignments may be flawed. This is because multi-
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ple KIMD senses may be aligned to a WordNet sense, and
vice versa. Referring back to Listing 2 and the list of Malay
synsets at the end of Section 2.1, we see that the Malay
words penggabungan and penyatuan from one KIMD sense
now appear in two synsets. To non-lexicographers, such as
the authors of this paper, it is unclear how this situation
should be handled. Are there now two senses of penyatuan
and penggabungan, or should the Malay synsets (penggabun-
gan, penyatuan) and (penggabungan, penyatuan, penyepad-
uan, pengintegrasian) be merged? Since there are opinions
that the English WordNet is too fine-grained, the synsets can
perhaps be merged to avoid the problem for Malay Word-
Net. Nevertheless, we think a lexicographer would be more
qualified to make a decision.
6 FUTURE WORK
The aim of work on the prototype Malay WordNet is but
to explore the architecture and software tools required in a
WordNet system. Future work will focus more on system-
atically compiling lexical data for a Malay WordNet system
by lexicographers and linguistic experts. We highlight some
issues of interest here.
• A Malay monolingual lexicon or dictionary should be
used to determine the Malay synsets, the gloss text for
each synset, as well as the synset’s semantic field.
• The semantic fields are hard-coded into GRIND and
WordNet. Therefore, if we are to have localised se-
mantic fields in Malay, e.g. noun.orang (noun.person)
and noun.haiwan (noun.animal), or to add new fields,
GRIND and WordNet will need to be modified.
• Semantic relations need to be defined between the
Malay synsets. This may be aided by machine learn-
ing strategies, such as those used in [1], besides human
efforts.
• A list of Malay verb frames need to be drawn up and
assigned to each verb sense.
• Currently, the Malay word senses are ordered at ran-
dom. Ideally, the senses should be numbered to reflect
their usage frequency in natural texts. A sense-tagged
Malay corpus will help in this, as was done in the En-
glish WordNet [7, p.112].
• It would also be interesting to align the Malay WordNet
to EuroWordNet [3], which contains wordnets for sev-
eral European languages. As EuroWordNet is aligned
to English WordNet 1.5, some re-mapping would have
to be performed if we wish to re-use the KIMD–
WordNet alignment, or the prototype, as a rough guide.
7 CONCLUSION
Creating a new set of Wordnet lexicographer files from
scratch for a target language is a daunting task. A lot of
work needs to be done in compiling the lexicographer input
files and identifying relations between synsets in the lan-
guage. However, we have been successful in rapidly con-
structing a prototype Malay Wordnet by bootstrapping the
synset relations off the English Wordnet. Hopefully, this will
lay the foundation for the creation of a more complete Malay
Wordnet system.
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Ontologies are an essential resource to enhance 
the performance of an information processing 
system as they enable the re-use and sharing of 
knowledge in a formal, homogeneous and 
unambiguous way. We propose here a method for 
the automatic learning of an taxonomic ontology 
based on Thai text corpora. To build the ontology 
we extract terms and relations. For the former we 
use a shallow parser, while for the extraction of 
taxonomic relations we use item lists, i.e. bullet 
lists and numbered lists. To deal with this, we 
need to identify first which lists contain an 
ontological term and to solve the problems of 
embedding of lists and the boundaries of the list. 
Then, we extract the hypernym term of the item 
lists by using the lexicon and the contextual 
features of the candidate term of the hypernym. 
The accuracy of the ontology extraction from 
item list is 0.72.  
1 Introduction 
Ontology is a well-known term in the field of AI and 
knowledge engineering. Numerous definitions have 
been offered, and a common acceptance of the term is 
to consider it as “an explicit specification of a 
conceptualization.” [4]. We define ontology here as 
“a general principle of any system to represent 
knowledge for a given domain, with information from 
multiple, heterogeneous sources. Information can be 
represented by concepts and semantic relationships 
between them.” An ontology can be used for many 
purposes. It can be used in Natural Language 
Processing to enhance the performance of machine 
translation, text summarization, information 
extraction and document clustering.  
The building of an ontology by an expert is an 
expensive task. It is also a never ending process 
because knowledge increases all the time in real 
world, especially in the area of science. Hence we 
suggest to build ontologies automatically. 
Texts are a valuable resource for extracting 
ontologies as they contain a lot of information 
concerning the concepts and their relationships. We 
can classify the expression of ontological 
relationships in texts into explicit and implicit cues. 
In the presence of an explicit cue, an ontological 
element can be detected by using the cue i.e. lexico-
syntactic patterns [7] and an item list (bullet list and 
numbered list). Implicit cues do not have any 
concrete word to hint at the relationship [6]. In this 
work, we focus on extracting hypernym and 
hyponym (or taxonomic) relations because they are 
the most important relation in ontology and they are 
also skeleton of the knowledge. To deal with this we 
use item list for hinting taxonomic relation. We 
propose a method for  detecting ontological item lists 
and for extracting the hypernym class of list items. 
The system selects the appropriate hypernym term 
from a list of candidates, choosing the most likely 
one (the one with the highest probability) according 
to the lexicon and some contextual features. We 
tested the system by using Thai corpora in the 
domain of agriculture. 
The remainder of this paper is organized as 
follows. Section 2 presents the related works of 
ontology extraction from unstructured text. Section 3 
describes crucial problems for extraction of an 
ontology by using item list. In section 4, we propose 
methodology for automatically extracting hypernym 
relation of an ontology on the basis of corpora. The 
experimental results and conclusions are shown in 
section 5 and 6, respectively. 
2   Related Works 
There are a number of proposals to build ontologies 
from unstructured text.  The first one to propose the 
extraction of semantic relations by using lexico-
syntactic patterns in the form of regular expressions 
was Hearst [5]. Secondly, statistical techniques have 
often been used for the same task. Indeed, many 
researches [1], [2], [8], [10] have used clustering 
techniques to extract ontologies from corpora by 
using different features for different clustering 
algorithms. This approach allows to process a huge 
set of data and a lot of features, but it needs an expert 
to label each cluster node and each relationship 
name. Another approach is hybrid. Maedche and 
Staab [9] proposed an algorithm based on statistical 
techniques and association rules of data mining 
technology to detect relevant relationships between 
ontological concepts. Shinzato and Torisawa [12] 
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presented an automatic method for acquiring 
hyponymy relations from itemization and listing of 
HTML documents. They used statistical measures 
and some heuristic rules. In this paper, we suggest to 
extract the ontology from itemized lists in plain text, 
i.e. without any HTML markup like most of the 
previous work, to select the appropriate hypernym of 
the list items.  
3 Crucial Problems for the Extraction of 
Hypernym relation by using item list  
When using item lists as cues to signal a hypernym 
relation, we need to identify first which lists contain 
an ontological term and whether the lists are coherent. 
Since the input of our system is plain text, we do not 
have any mark up symbols to show the position and 
the boundaries of the list. This is why we used bullet 
symbols and numbers to indicate the list, which is not 
without posing certain problems. 
Embedding of lists. Some lists may have long 
descriptions and some of them can contain another 
list. This causes a problem of identification. We solve 
this problem by detecting each list following the same 
bullet symbol or order of numbering. Despite that, 
there are cases where an embeded list may have a 
continuous number. In this case, we assume that 
different lists talk about different topics; hence we 
need to identify the meaning of each one of them.  
Long boundaries of description in each list item. 
Since some lists may have long descriptions, it is 
difficult to decide whether the focused item is meant 
to continue the previous list or start a new list. 
Non-ontological list item. Quite so often authors 
express procedures and descriptions in list form. But 
the procedure list items are not the domain’s 
ontological terms, and some description list items 
may not be ontology terms at all, hence the system 
needs to detect the ontology term list.  




4 Methodology for automatically 
extracting hypernym relation of an 
ontology 
The proposed methods in this paper for taxonomic-
ontology extraction from itemized lists is dealt with 
by a hybrid approach: natural language processing, 
rule based and statistical based techniques. We 
decompose the task into 3 steps that are 
Morphological Analysis and Noun phrase chunking,  
Item list identification and Extraction of hypernym 
Term of list items. 
Morphological analysis and noun phrase 
chunking. 
Just as in many other Asian languages, there are no 
delimiters (blank space) in Thai to signal word 
boundaries. Texts are a single stream of words. 
Hence, word segmentation and part-of-speech (POS) 
tagging [13] are necessary for identifying a term unit 
and its syntactic category. Once this is done 
documents are chunked into phrases [11] to identify 
shallow noun phrase boundaries within a sentence. In 
this paper, the parser relies on NP rules, word 
formation rules and lexical data. In Thai, NPs are 
sometimes sentence-like patterns; this is why it is not 
always easy to identify the boundary of NPs 
composed of several words including a verb. The 
candidate NP might then, be signaled by another 
occurrence of the same sequence in the same 
document. The to-be-selected sentence-like NPs 
should be those occurring more than one time. 
Item list identification 
Since an author can use item lists to describe objects, 
procedures and the like, this might lead to non-
ontological lists. Hence we will use here only object 
lists, because in doing so we can be sure that it 
contains an ontological term. In consequence, the 
system will classify list types by considering only 
item lists that have to fulfill the constraints: 
• item lists whose items are marked as the 
same Name Entity (NE) class. [3]  
• item lists are composed of more than one 
item.  
This works well here, because in the domain of 
agriculture named entities are not only names at the 
leave level. For example, rice is considered as plant 
named entity as well as varieties of rice and rice 
does not occur at the leave level of plant ontology. 
This being so, our method can efficiently identify 
ontological terms. Moreover, this phenomenon is 
very much alike in other domains such as bio-
informatics. In our study we classified lists into 
bullet lists and numbering lists. We also considered 
that a bullet lists must contain the same bullet 
symbol and the same NE class. The system considers 
the same numbering list by ordering number and 
making sure the item belong to the same NE class. 
Important pest of cabbage 
1. Diamonback moth is Caterpillar … 
…  
    Treatment and protection 
1. ... 
2. ... 
2. Cut worm is usually found at … 
     … 
 Treatment and protection 
1. ... 
2. ... 
3. Cabbage webworm will destroy the cabbage … 
     … 




g. 1. Example of problems of item list identification. 
Embedded of lists 
Non-ontological litst item 
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This technique can solve the problem of embedded 
lists. Since we assumed that different lists talk about 
different topics and different NE classes, this method 
can distinguish between different item lists. 
Moreover, it works with the list item that has a long 
boundary as paragraph. 
Extraction of hypernym Term of list items 
Having identified the item list by considering bullets 
or numbering, the system will discover the hypernym 
term from a set of candidates by using lexical and 
contextual features. In order to generate a list of 
candidate hypernym terms, the system considers only 
the terms that occur in the preceeding paragraphs of 
the item list. The one closest to the first item term of 
the list will be considered first. Next, the most likely 
hypernym value (MLH) of term in the candidates list 
will be computed on the basis of an estimated 
function taking lexical and contextual features into 
account. Let , H is the set of candidates of 
possible hypernym terms while , T is the set of 
term in the item list. The estimate function for 





nn fffthMLH ⋅++⋅+⋅= ααα ...),( 2211  
 
Where kα is the weight of feature k, fk is the 
feature k and n is total number of features (=5). f1-f4 
are lexical features and f5 is contextual feature. Each 
feature (fk) is weighted by kα and in our experiment 
we set all weight with the same value (=1/n). The 
system will select the candidate term that has the 
maximum MLH value to be the hypernym of the item 
list terms. 
 
Lexical features. They have binary value. The 
features are:  
 
f1: Head word compatible. This feature consider that 
head word of candidate term is compatible with list 











f2: Same NE class. This feature consider that 
candidate term of a hypernym belong to the same NE 











f3: Different NE class. This feature consider that 
candidate term of a hypernym belong to the different 











Comment: concerning NEs we distinguish 
between two features (f2 and f3), since candidate 
terms of hypernym can have or not have NE class. 
The case that candidate term do not have NE class 
can possible, especially when they occur at a high 
level of the taxonomy, e.g. /phuet trakun thua/(pulse 
crops). Then, when we compare the NE class of two 
terms it can be three possible values, that are ‘same 
NE class’, ‘differrent NE class’ and ‘can not defined’ 
(this occurs if candidate term do not have NE class).  
Hence, we use these two features for representing all 
these possible values. 
 
f4: Topic term. This feature consider that candidate 
term is the topic term of the document (short 
document) or a topic term of the paragraph (long 
document) or not. Here, topic term will be computed 









document) (long   
paragraph   theof  term topicaor  document)   






Contextual feature. This feature has a value 
between 0 and 1. It is similarity value of word co-
occurrence vector of each candidate term and item 
list term. Each feature in word co-occurrence vector 
corresponds to a context of the sentence in which the 
word occurs. We select the 500 most frequent terms 
(l) in the domain of agriculture as word co-
occurrence feature and represent each candidate term 
of a hypernym (h) and each list item term (t) with this 
set of term feature. Each value of this vector is the 
frequency of co-occurrence of word co-occurrence 
feature term (l) and considering term (h or t).  We 
compute the similarity between words h and t by 






















5 Experimental Results 
The evaluation of our system was based on test cases 
in the domain of agriculture. The measurement of the 
system’s performance is computed with the precision 
and recall by comparing the outputs of the system 
with the results produced by the experts. Precision 
gives the number of extracted correct results divided 
by the number of total extracted results, while recall 
shows the number of extracted correct results divided 
by the number of total corrects.  
From a corpus about 15,000 words, the system 
can extract 284 concepts and 232 relations. The 
accuracy of hypernyms obtained by using different 
features is shown in Table 1. The result indicates that 
contextual features are more effective than lexical 
feature and lexical features yield a lower value of 
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recall than another since some hypernym terms do not 
share certain lexical features such as NE class. The 
precision of the system using both features is 0.72 
and recall is 0.71. The errors are caused by some item 
lists are composed of two classes, for example, 
disease and pest. This is why the system can not 
detect this item list. 
Table 1.  The evaluation results of ontology extraction 
from item list  
 precision recall 
Only lexicon feature 0.47 0.46 
Only contextual feature 0.56 0.55 




In this article we presented and evaluated the hybrid 
methodologies, i.e., rule-based and learning, for the 
automatic building of ontology that is composed of 
term extraction and hypernym relation extraction. A 
shallow parser is used for terms extraction and item 
list (bullet lists and numbered list) are used for 
hypernym relation extraction. We extract the 
hypernym term of the item lists by using the lexicon 
and the contextual features of the candidate term of 
the hypernym.  
We consider our results to be quite good, given 
that the experiment is preliminary, but the vital 
limitation of our approach is that it works well only 
for documents that contain a lot of cue-words. Based 
on our error analysis the performance of the system 
can be improved and the methodologies can be 
extended to other sets of semantic relations.  
Acknowledgments. The work described in this paper 
has been supported by the grant of NECTEC No. NT-
B-22-14-12-46-06.  It was also  funded in part by the 
KURDI; Kasetsart University Research and 
Development Institute. 
References 
1. Agirre, E., Ansa, O., Hovy, E., Martinez, D.: Enriching 
very large ontologies using the WWW. In Proceedings 
of the Workshop on Ontology Construction of the 
European Conference of AI (ECAI-00) (2000) 
2. Bisson, G., Nedellec, C., Cañamero, D.: Designing 
Clustering Methods for Ontology Building-The Mo’K 
Workbench. In Proceedings of the Workshop on 
Ontology Learning, 14th European Conference on 
Artificial Intelligence, ECAI’00, Berlin, Germany 
(2000)  
3. Chanlekha, H., Kawtrakul, A.: Thai Named Entity 
Extraction by incorporating Maximum Entropy Model 
with Simple Heuristic Information. In Proceedings of the 
IJCNLP’ 2004, Hainan Island, China (2004) 
4. Gruber, T. R. A Translation Approach to Portable 
Ontology Specifications. (1993) 
5. Hearst, M.: Automatic acquisition of hyponyms from 
large text corpora. In Proceedings of the 14th 
International Conference on Computational Linguistics 
(1992) 
6. Imsombut, A. and Kawtrakul, A.. Semi-Automatic 
Semantic Relations Extraction from Thai Noun Phrases 
for Ontology Learning. The Sixth Symposium on 
Natural Language Processing 2005 (SNLP 2005), 
Chiang Rai, Thailand. (2005) 
7. Kawtrakul, A., Suktarachan, A., Imsombut A.: 
Automatic Thai Ontology Construction and 
Maintenance System. Workshop on OntoLex LREC 
conference, Lisbon, Portugal (2004) 
8. Lin, D., Pantel, P.: Concept Discovery from Text. In 
Proceedings of the International Conference on 
Computational Linguistics. Taipei, Taiwan (2002) 577-
583 
9. Maedche, A., Staab, S.: Ontology Learning for the 
Semantic Web. IEEE Intelligent Systems, vol. 16, no. 2. 
(2001) 
10. Nedellec, C.: Corpus-based learning of semantic 
relations by the ILP system, ASIUM. In Learning 
language in Logic, Lecture Notes in Computer Science, 
vol. 1925, Springer-Verlag, June (2000) 259-278 
11. Pengphon, N., Kawtrakul, A., Suktarachan, M.: Word 
Formation Approach to Noun Phrase Analysis for Thai. 
In Proceedings of SNLP2002, Thailand (2002) 
12. Shinzato, K., Torisawa, K.: Acquiring Hyponymy 
Relations from Web Documents. In Proceedings of 
HLT-NAACL04, Boston, U.S.A., May (2004) 
13. Sudprasert, S., Kawtrakul, A.: Thai Word Segmentation 
Based on Global and Local Unsupervised Learning. In 




Discovery of Meaning from Text 
 
Ong Siou Chin Narayanan Kulathuramaiyer  Alvin W. Yeo 
Faculty of Computer Science and Information Technology,  
Universiti Malaysia Sarawak,  
Kota Samarahan, Malaysia. 




This paper proposes a novel method to disambiguate 
important words from a collection of documents. The 
hypothesis that underlies this approach is that there is a 
minimal set of senses that are significant in 
characterizing a context. We extend Yarowsky’s one sense 
per discourse [13] further to a collection of related 
documents rather than a single document. We perform 
distributed clustering on a set of features representing 
each of the top ten categories of documents in the 
Reuters-21578 dataset. Groups of terms that have a 
similar term distributional pattern across documents were 
identified. WordNet-based similarity measurement was 
then computed for terms within each cluster.  An 
aggregation of the associations in WordNet that was 
employed to ascertain term similarity within clusters has 




Word sense disambiguation (WSD) is a two-step 
process; firstly, identifying possible senses of the 
candidate words then selecting the most probable sense 
for the candidate word according to its context.  Methods 
proposed by researchers are divided into corpus-based 
and dictionary-based approaches. 
The corpus-based unsupervised approach as proposed 
by Yarowsky [13] disambiguates word senses by 
exploiting two decisive properties in human language: 
one sense per collocation and one sense per discourse.  
One sense per collocation indicates that words in the same 
collocation provide strong indication of the correct sense 
of a target word, while one sense per discourse picks up 
word senses of target words that are consistent throughout 
a document [13].   
WordNet is a lexical database that comprises English 
nouns, verbs, adjective and adverbs.  Entries in WordNet 
are represented as synonym sets (synsets) and the linkages 
between synsets are in hierarchical form.  For instance, 
noun synsets in WordNet are organized into a IS-A 
hierarchy, representing the hyponym/hypernymy 
relationship.  Due to its wide-coverage, WordNet is used 
as knowledge structure in most WSD dictionary-based 
approaches.  WordNet’s synsets and its IS-A hierarchy 
are the main usage of WordNet in WSD.  There are works 
([1], [3]) that adopted the conceptual density in 
WordNet‘s IS-A hierarchy to achieve WSD.  These 
researchers made use of sets of words that co-occur 
within a window of context in a single document.  Basili 
[3] further incorporated “natural” corpus-driven empirical 
estimation of lexical and contextual probabilities for 
semantic tagging into [1].  
Patwardhan [9] discussed the use of semantic 
relatedness formula, namely the Adapted Lesk Algorithm, 
which considers the overlaps of gloss1 for words to be 
disambiguated. They obtained relatedness between 
candidate senses in the same collocation taking into 
consideration only nouns, within the window of context.   
 
Table 1: Summary of related works 
 




Agirre & Rigau Collocation Y  Y Y 
Basili et al. Collocation   Y Y 
Chua & 
Kulathuramaiyer 
Global    Y 
Pantel & Lin Global  Y Y Y 
Patwardhan et al. Collocation   Y Y 
Yarowsky  Collocation 
& discourse 
   Y 
This paper Global  Y Y Y 
1 Supervised  3 Semantic Similarity  
2 Clustering  4 WordNet 
 
Pantel and Lin [8] presented a combination of corpus-
based and dictionary-based approach. They introduced 
Clustering by Committee (CBC) that discovered clusters 
of words sharing a similar sense.  Initially, they formed a 
tight set of cluster (committee), with its centroid 
represented as a feature vector.  Subsequently, candidate 
words are assigned to these feature vectors accordingly.  
Overlapping feature vectors are removed to avoid 
discovering similar senses.  They employed a cosine 
coefficient of words’ mutual information as a similarity 
measure [8].  Pantel and Lin have further employed these 
clusters of words as a means of WSD for a corpus.  They 
explore words that are commonly collocated with words 
belonging to a cluster.  They suggest that words co-
occurring with clustered words can be seen as belonging 
                                                 
1Gloss is the definition and/or example sentences for a synset [8].  
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to the same context.  They then employ one sense per 
collocation as the WSD mean.   
Our work on the other hand is not corpus specific for 
the WSD process.  We identify concept relatedness of 
terms solely based on semantic relationships in WordNet.  
Our prime motivation has been the discovery of structures 
with deeper meaning.  These structures are compact 
representations of the input documents.  Comparison of 
related works and our proposed word sense 
disambiguation are summarized in Table 1. 
 
2. Word Sense Disambiguation 
 
We extend Yarowsky’s one sense per discourse [13] to 
a set of documents that represents a category.   We 
disambiguate important words from the collection of 
documents.  Our approach of word sense disambiguation 
tries to identify a set of senses that are significant in 
characterizing a context.  The context here is represented 
in a cluster. There are three phases in our sense 
disambiguation algorithm: Feature Selection, Clustering 
and Semantic Similarity. 
 
2.1 Phase I: Feature Selection 
 
Important words are extracted from the input 
documents using feature selection.  Feature selection is a 
type of dimensionality reduction technique that involves 
the removal of non-informative features and the formation 
of a subset of feature from the original set.  This subset of 
feature is the significant and representative set of the 
original feature set.  The feature selection scheme used is 
information gain (IG).  Debole and Sebastiani [5] define 
IG as how much information a word contains about a 
category.  The higher IG score shows that a word and a 
category are more dependent, thus the words are more 
informative.  
The top ten categories of Reuters-21578 are used as 
the dataset.  We only considered nouns in our word sense 
disambiguation.  For filtering, WordNet is used. 
 
2.2 Phase II: Clustering 
 
The goal of clustering is to produce a distinct, intrinsic 
grouping of data, such that similar data is assigned to the 
same cluster.  Distributional clustering is used to find the 
structure in the set of words formed in Phase I.  
Distributional clustering [2] grouped words into clusters 
based on the probability distribution of each word in 
different class label.  The probability distribution for word 
W in category C is P(C|W), that is the probability that 
category C will occur given word W.  P(W) is the 
probability of a word W occurred in the corpus.  
Assumptions made are words, W are mutually exclusive 
and P(W) is an independent event.  The algorithm used is 
from [2].  However, a small modification is done in order 
to obtain n clusters.  The resulting algorithm is: 
 
1. Sort words (obtained from phase I) by its IG 
score. 
2. Assign n + 1 clusters with the top n + 1 words 
(as singleton). 
3. Loop until all words have been assigned. 
a. Merge 2 clusters which are most similar 
(based on Kullback Leibler divergence 
to the mean). 
b. Create a new singleton from the next 
word in the list. 
4. Merge 2 clusters which are most similar (based 
on KL divergence to the mean), resulting n 
clusters.  
 
The probabilistic framework used is Naïve Bayes and 
the measure of distance employed is Kullback-Leibler 
(KL) Divergence to the Mean.  KL Divergence to the 
Mean [2] is the average of KL Divergence of each 
distribution to their mean distribution.  It improves KL 
Divergence’s odd properties; not symmetric and infinite 
value, if an event has zero probability in one of its 
distributions.  
 
2.3 Phase III: Semantic Similarity 
 
Unlike [7] that employed co-occurrence of words in 
documents after clustering, we explore the use of 
semantic similarity as a quantitative indicator for sense 
disambiguation. 
We proposed that word with similar distribution 
pattern in a corpus are likely to share the similar set of 
synsets.  Therefore, words in the same cluster with target 
word should be able to provide a strong and consistent 
clue for disambiguating the target word in the context.  
For each pair of words in a cluster, the semantic similarity 
(SS) of the most similar WordNet senses, ranging from 0 
to 1, is obtained.  The candidate sense, i of a word, W is a 
sense that has semantic similarity with senses of other 
words in the same cluster.  The semantic similarity value 
is taken as a score.  The sense with the highest 
accumulated score is selected as the most probable sense 
for the target word, in the cluster. 
 
1. For each cluster C 
a. For each word-pair in cluster C 
i. Calculate semantic similarity 
for all possible senses and 
return the sense with highest 
semantic similarity. 
2. For each cluster C 
a. For each word W in cluster C 
i. For each sense, i of word, W, 
add SS to SSi. 
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b. Return sense, i with highest SSi as most 
likely sense for word, W 
 
Semantic similarity of two concepts is dependent on 
their shared information [10] that is the Most Specific 
Common Abstraction (MSCA) and information content 
(IC). MSCA represents the closest node that subsumes 
both concepts in the taxonomy while IC indicates how 
informative a concept is.  Seco [11] deduced that a 
concept in WordNet that has more hyponyms convey less 
information than concepts that are leaf.  Therefore, 
concepts that are leaves in WordNet are the most 
specified.  He also discussed that the IC of the MSCA 
based on WordNet, ICwn is  
 
where hypo(c) returns the number of hyponyms, given 
concept, c and maxwn is the number of concepts available 
in WordNet.  We used WordNet 2.0 for implementation 
and there are 79689 nouns in WordNet 2.0 
In accordance with previous research by Seco in which 
12 semantic relatedness algorithms are benchmarked, an 
improved version of Jiang and Conrath (with ICwn) 
similarity measure has the highest correlation with human 
judgements, provided by Miller and Charles [11].  
Therefore, this formula of semantic similarity is used 
here.  
 
where icwn(c) is the IC of the concept based on WordNet 
and . 
 
3. Evaluation and results 
  
As an example, we provide a cluster in category Earn, 
namely earnC2, to illustrate our algorithm.  Members of 
the cluster earnC2 are:  
{record, profits, loss, jan, split, income, sales, note, gain, 
results, th, vs, cts, net, revs, quarter, dividend, pay, sets, 
quarterly, profit, tax, prior, earnings}. 
In WordNet, the target word, loss has eight senses.  
Based on words co-occurring together in earnC2, sense 3 
of the word loss, is selected by our algorithm and it is 
closest in the meaning of context of earnC2. 
sense 1: the act of losing;  
sense 2: something that is lost;  
sense 3: loss, red ink, red -- the amount by which the 
cost of a business exceeds its revenue;  
sense 4: gradual decline in amount or activity;  
sense 5: loss, deprivation -- the disadvantage that 
results from losing something;  
sense 6: personnel casualty, loss -- military personnel 
lost by death or capture 
sense 7: the experience of losing a loved one;  
sense 8: passing, loss, departure, exit, expiration, 
going, release -- euphemistic expressions for death;  
Two evaluations on the accuracy of results generated 
are undertaken; qualitative approaches based on manual 
inspection and automatic text categorization. 
 
3.1 Qualitative approach 
 
In qualitative approach, we examined the accuracy of 
the results produced by this algorithm by providing nine 
human judges with four clusters.  The possible senses of 
each word, extracted from WordNet, are provided as well.  
The human judges are not informed of the categories the 
clusters represented.  Using others words in the same 
clusters as the only clues, human judges were asked to 
select the most appropriate sense for the target word.   
The results from each human judge are compared with 
the results generated by our algorithm.  The score for each 
cluster is then normalized according to the number of 
words in the cluster.  The average scores obtained by nine 
human judges are shown in Table 2.   
Despite the providing of a set of terms corresponding 
to a cluster of related terms, the human subjects chose 
senses that represent the typical meaning of these words. 
For example: the Internet sense of the word ‘Net’ was 
chosen rather than the financial sense.  We repeated the 
same evaluation on a human judge that has knowledge in 
the dataset used.  The financial sense is chosen. Therefore 
this study has highlighted the need for human subjects 
with a deeper understanding of the domain to conduct the 
evaluation. 
 





(without  knowledge) 
Qualitative 
(with knowledge) 
earnC2 0.708 0.875 
crudeC2 0.635 0.857 
cornC2 0.642 0.935 
tradeC2 0.583 0.667 
Average 0.642 0.837 
 
3.2 Automatic Text Categorization 
 
Based on the results of WSD, words within a cluster, 
which have semantic similarity above 0.45, were 
identified. These terms were then used as a feature set of 
the document category.  We compared the text 
categorization results of using the semantically related 
terms (employing WSD) with the original result of feature 
selection using Information Gain (without WSD).  The 
experiment was carried out using WEKA (Waikato 
Environment for Knowledge Analysis) by applying 
multinomial Naïve Bayes classifier. The experimental 
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setup employed is the same as used in [4].  The f-measure 
for each category is shown in Table 3. 
 
Table 3: Automatic text categorization experimental 
result-F measure 
 
Without WSD Employing WSD Category 
Accuracy # Accuracy # 
acq 0.942 50 0.883 30 
corn 0.314 50 0.356 30 
crude 0.734 50 0.751 35 
earn 0.964 50 0.958 30 
grain 0.603 50 0.621 35 
interest 0.565 50 0.551 35 
money-fx 0.603 50 0.649 30 
ship 0.603 50 0.641 40 
trade 0.569 50 0.642 35 
wheat 0.362 50 0.381 30 
# Number of feature 
 
The results highlights that that the set of features 
employing WSD was not only able to capture the inherent 
semantics of the entire feature set, it has also been able to 
remove noise, whereby the performance was better for 
seven out of ten categories.  The results also proved the 
ability of this reduced feature set in representing the 
context of documents.  The newly formed feature sets 
have been reduced to the range of 30 to 40 (about 60% to 




In this paper, we presented a word sense 
disambiguation algorithm based on semantic similarity 
using WordNet, which has been applied to collection of 
documents.  The results of this algorithm are promising as 
it is able to capture root meanings of document 
collections.  The results from text categorization also 
highlight the ability of our approach to capture contextual 
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Telephonic conversations with call center agents
follow a fixed pattern, commonly known as call
flow. Each call flow is a sequence of states such as
greet, gather details, provide options, confirm de-
tails, conclude. We present a mechanism for seg-
menting the calls into these states using transcrip-
tion of the calls. We also evaluate the quality of
segmentation against a hand tagged corpus. The
information about how the agents are performing
in their calls is crucial to the call center opera-
tions. In this paper we also show how the call seg-
mentation can help in automating the monitoring
process thereby increasing the efficiency of call
center operations.
1. INTRODUCTION
Call centers provide dialog-based support from
specialized agents. A typical call center agent
handles a few hundred calls per day. While han-
dling the calls the agents typically follow a well-
defined call flow. This call flow specifies how
an agent should proceed in a call or handle cus-
tomer objections or persuade customers. Within
each state the agent is supposed to ask certain key
questions. For example, in a car rental call center,
before making a booking an agent is supposed to
confirm if the driver has a valid license or not.
Call centers constantly monitor these calls to im-
prove the way agents function and also to ana-
lyze how customers perceive their offerings. In
this paper, we present techniques to automatically
monitor the calls using transcriptions of the tele-
phonic conversations. Using NLP techniques, we
automatically dissect each call into parts, corre-
sponding to the states mentioned in call flow. We
provide a quantitative measure to evaluate how
well the call flow has been followed. We also pro-
pose a simple technique to identify if key ques-
tions are being asked within each segment or not.
Using this automatic technique, we show that we
are able to identify lapses on the part of the agent.
This information is crucial to the call center man-
agement as it allows them to identify good and
bad agents and train them accordingly. We eval-
uate the performance of our technique and show
that it achieves good accuracy.
2. BACKGROUND AND RELATED WORK
2.1. Text Segmentation
Automatically partitioning text into coherent seg-
ments has been studied extensively. In [5] seg-
mentation is done based on the similarity of the
chunks of words appearing to the left and right of
a candidate. This approach called TextTiling can
be used to identify subtopics within a text. In [2]
a statistical model is presented for text segmenta-
tion.
2.2. Key Phrase Extraction
Extracting sentences and phrases that contain im-
portant information from a document is called key
phrase extraction. Key phrase extraction is an
important problem that has been studied exten-
sively. For example, in [4] the key phrases are
learnt based on a tagged corpus. Extraction of key
phrases from noisy transcribed calls has also been
studied. For manually transcribed calls in [7] a
phrase level significance estimate is obtained by
combining word level estimates that were com-
puted by comparing the frequency of a word in
a domain-specific corpus to its frequency in an
open-domain corpus. In [9] phrase level signif-
icance was obtained for noisy transcribed data
where the phrases are clustered and combined
into finite state machines.
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Figure 1: Micro and macro segmentation accuracy using different methods
2.3. Processing of Call Center Dialogs
A lot of work on automatic call type classifica-
tion for categorizing calls [8], call routing [6], ob-
taining call log summaries [3], agent assisting and
monitoring [7] has appeared in the past. In [1] call
center dialogs have been clustered to learn about
dialog traces that are similar.
3. CALL SEGMENTATION
A call can typically be broken up into call seg-
ments based on the particular action being per-
formed in that part of the call. Here we present
a mechanism for automatically segmenting the
calls and evaluating the quality of segmentation
against a hand tagged corpus. The calls are in
XML format with relevant portions marked. Any
given call can be divided into a maximum of nine
segments. They are Greeting, Pickup-return de-
tails, Membership, Car options and rates, Cus-
tomer objection and objection handling, Personal
details, Confirm specifications, Mandatory checks
and details and Conclusion. From the training set
of documents which are segmented manually we
extracted two sets of keywords for each segment:
• Frequent keywords obtained by taking the
trigrams and bigrams with the highest fre-
quency in each segment. Unigrams are
avoided because most of the high frequency
words are stopwords(like the,is etc).
• Discriminating keywords obtained by taking
the ratio of the frequent phrases(includes un-
igrams, bigrams and trigrams) in a particular
segment to their frequency in the whole cor-
pus with preference being given to trigrams.
The top 10 or 20 words are chosen as key-
words for each segment.
Using these keywords we segment the booked
and unbooked calls automatically with the
knowledge of call flow by marking the begin
and end of each segment with the corresponding
XML tags.
Accuracy
To evaluate the accuracy of this segmentation we
compare its performance with the manual seg-
mentation. The accuracy metrics used are :











where, turnsMatch = No. of turns (one continuous
line/sentence spoken by agent/customer) where
automatically assigned segment is the same as
manually assigned segment
turnsCount = Total no. of turns in a call
n = Total no. of calls in the test corpus
turnsMatchInASegment = No. of turns within
each segment where automatically assigned seg-
ment is the same as manually assigned segment
turnsInAsegmentMatch = No. of matches in a
correct manual segment
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Figure 2: Segmentation accuracy on agent data and combined agent+customer transcriptions
segmentCount = No. of correct segments in the
call
From Figure 1 we can see that the segmentation
accuracy for manually chosen keywords is almost
same as that of discriminating keywords.
4. SEGMENTATION ON AGENT DATA
ALONE
The transcribed data is very noisy in nature. Since
it is spontaneous speech there are repeats, false
starts, a lot of pause filling words such as um
and uh, etc. Further there are no punctuations
and there are about 5-10% transcription errors.
The ASR(Automatic Speech Recognition) system
used in practice gives a transcription accuracy of
about 60-70%. The number of agents in a call
center are limited in number. So, we can train the
ASR system on agents voices to increase the tran-
scription accuracy to 85-90%. So if we do the seg-
mentation on agent data alone the accuracy will
be much higher compared to agent+customer data
because of the low transcription accuracy of the
customer. Here we extract only the agent conver-
sation part from the corpus and repeat the above
segmentation process to get the efficiency. From
the results in Figure 2 we can see that the seg-
mentation efficiency is almost equal to the effi-
ciency using the original call transcription with
both agent and customer. This is in case of man-
ually transcribed calls.
5. EVALUATION OF AGENTS
In this section we will show how the call seg-
mentation can help in automating the monitor-
ing process. To see how effectively we can per-
form using segmentation we take a set of 60 calls
and divide them manually into two sets depend-
ing on whether the call contains the key task or
not. Now for each key task we look for the spe-
cific keywords in the corresponding positive and
negative instances of the key task separately. For
example, to check if the agent has confirmed that
the credit card is not a check/debit card we can
look for the keywords check,cheque,debit,which
is not,that is not. We search for the corresponding
key words in a particular segment where the key
task is supposed to be present (for eg, confirming
if the customer has a clean driving record should
be present in mandatory checks and details seg-
ment) and compare the result with the keywords
matches in the entire call.The comparison results
are shown below for the following key tasks:
1. Ask for sale
2. Confirm if the credit card is not a check/debit
card
3. Ask the customer for future reservations
4. Confirm if the customer is above 25yrs of
age
5. Confirm if the customer has a major credit
card in his own name
From the statistics for negative instances we
can see that there are a large number of in-
stances which are wrongly detected as contain-
ing the key task without segmentation because
the keywords are likely to occur in other seg-
ments also. For example, consider the key task
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Key Task #1 #2 #3 #4 #5
No. of Calls 19 28 22 40 12
With Seg. 18 28 22 40 12
Without Seg. 18 28 22 40 12
Table 1: Statistics for positive instances
Key Task #1 #2 #3 #4 #5
No. of Calls 41 32 38 20 48
With Seg. 38 32 38 20 48
Without Seg. 35 19 1 12 1
Table 2: Statistics for negative instances
3 i.e. the agent asking the customer for future
reservations we look for keywords like anything
else,any other,help,assist. These are likely to oc-
cur in other segments also like greeting etc. So by
looking at the entire call it is not possible to cap-
ture the information if the agent has performed
a particular key task or not.Hence by automating
the agent monitoring process we can increase the
efficiency of call center operations.
6. CONCLUSIONS
We have tried different approaches for automat-
ically segmenting a call and obtained good seg-
mentation accuracy. We showed that we can
achieve the same segmentation accuracy using
agent data alone which will reduce the transcrip-
tion errors to a great extent. We also showed that
segmentation helps in automating the agent evalu-
ation process thus increasing the efficiency of call
center operations.
7. FUTURE WORK
In future we plan to explore other segmentation
techniques like Hidden Markov Models for au-
tomatically capturing the state information thus
automatically extracting the call flow. We intend
to reduce the effect of transcription errors in seg-
mentation by using spell check techniques. So far
we have hand coded the key tasks from the agent
monitoring form. We also hope to automate this
process.
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As described by Oviatt et al. (1997), when two or more 
modalities work together, the integration techniques used for 
combining different modalities into a whole system is very 
important. The integration techniques are the main 
determinants in guiding the design of the multimodal system. 
To resolve a map-based multimodal system, we propose to use 
natural language processing (NLP) to identify and describe the 
syntax and the semantics of prepositions within the spoken 
speech, in particular, when it relates to maps or directions. 
From the results, the preposition syntactic and the semantic 
behaviours will be used to integrate with the sketch. This 
integration technique is expected to produce a better solution 
in map-based multimodal system. One of the possible 





Speech and sketch are two modalities that humans naturally 
use to communicate with each other especially when they 
want to relate certain items like locating a place in the map or 
passing some information, which requires sketching a diagram 
for better understanding. Sketching with pen and paper comes 
naturally to most of us (Li et al., 2005) and speech is a main 
medium in our daily human communication (Atsumi et al., 
2004). The combination of these two modalities allows much 
more precise and robust recognition (Zenka and Slavík, 2004). 
Yet the integration technique in determining the correct pair of 
multimodal inputs remains a problem in multimodal fusion of 
both speech and sketch (Oviatt et al., 1997). 
 
2. Related Work 
 
• INTEGRATION TECHNIQUE WITH TIME 
INTERVAL  
 
Currently there are a few methods used to integrate the speech 
with sketch in multimodal systems. The commonly used 
methods are the Unification-based Multimodal Integration 
Technique in resolving multimodal fusion (Oviatt et al., 2000; 
Oviatt, 1999; Oviatt and Olsen, 1994). In this integration 
technique, temporal constraint is used as the integration 
parameter. In order to use this temporal constraint, the speech 
and sketch inputs need to be time-stamped to mark their 
beginning and their end. The main drawback here is the use of 
time interval as the integration parameter. The continuous 












sentences and sketched objects that might not be arranged in 
the correct order.  
 
 
Figure 1: Integration technique using time interval adopted 
from (Lee and Yeo, 2005). 
 
For a map-based system, events overlapping will occur 
frequently. For example in Figure 1, this is a condition where 
inputs from one event interfere in the time slot allocated for 
other event. This condition is shown in event 1 and 2 in Figure 
1 where speech input in event 1 interferes in the event 2’s 
times slot. This will lead to the wrong pairing of the mode 
inputs. For instance, the pen gesture input for event 1 happen 
to be no pairing as the speech input did not happen during the 
time interval and the pen gesture input for event 2 would be 
paired with speech input for event 1 and event 2 since the time 
interval between them is the same. Thus, this will lead to the 
wrong pairing of inputs. 
 
In addition, the discarding of correct inputs would occur when 
the second input complemented to the first input in the same 
event did not occur within the preset time interval. Normally 
the time interval used is 4 seconds after the end of the first 
input, as used in unification integration architecture. If a 
sketch input occurs first, then the system would wait for 4 
seconds to capture the corresponding speech to complete the 
event and vice versa. If no input were detected within that 
time interval, then the whole event (presently with only one 
input) would be discarded. This condition is shown in event 1, 
although there is a pair of speech and pen gesture inputs for 
event 1, but since the spoken input did not occurred within the 
time interval, then the pen gesture event would be cancelled. 
This would lead to the incorrect discard of inputs when the 
input actually occurred out of the time interval. Four 
29
conditions that fail in fulfilling the time interval integration for 
a map-based system are shown in Figure 2. 
 
Figure 2: Different types of conditions occurring in speech 
and sketch when using multimodal map-based system adopted 
from (Lee and Yeo, 2005). 
 
The first condition (Condition 1) is the absence of speech 
events for an object. This condition occurs when users did not 
talk about the object. The second condition (Condition 2) is 
where the speech event occurs before the onset of the sketch 
event for the same object. In this condition, based on the time 
interval integration technique, it would only accept the speech 
event for the object after the user’s sketch event. Therefore, 
this speech event is not successfully found though it actually 
occurred. The failure in accepting the speech input leads to the 
corresponding sketch input being discarded. The third 
condition (Condition 3) occurs when the wrong pair of speech 
and sketch events is integrated. This condition normally 
happens when users described more than one object while 
performing a sketch event. The last condition (Condition 4) is 
where speech or sketch event for an object does not occur 
within the time-out interval (4 seconds). This occurrence is 
directly discarded by this integration technique that is based 
on time-out interval. 
 
• INTEGRATION TECHNIQUE WITH SPATIAL 
QUERY 
 
Lee and Yeo (2005) propose a technique, using spatial 
integration to match both the speech and sketch inputs in a 
map retrieval system. In this integration technique, an Object 
Identification process is used to identify the occurrences of the 
spatial object within sentences. If the object name is found 
within the sentence, this name would be captured, stored as a 
new spatial object and the sentences are then broken down 
into words. Language Parsing Rules in natural language 
processing (NLP) is adapted to identify the occurrence of the 
objects within the sentences.  
 
However, the grammar parsing rules adapted by Lee and Yeo 
(2005) here is only the basic parsing rule, in which simple 
syntactic approach is used to interpret the speech inputs. The 
rule is mainly used to extract the objects from the sentences 
and only the preposition of location is accepted as an element 
of spatial information. Then, the preposition is checked to 
describe the relationships between objects in terms of 
topology, direction, and distance. 
 
The sketch inputs for the system were limited to spatial object 
with polygon data type in the spatial scene only. Topological, 
relative directional and relative distance relations are taken 






Topology  Direction Distance 
(map unit) 
1 2 Disjoint Southwest More than 
0.00 
2 1 Disjoint  Northeast  More than 
0.00 
Table 1: Object-relation using Topological, relative directional 
and relative distance relations. 
 
Then, the preposition relationships between objects in terms of 
topology, direction, and distance were used to integrate the 
sketch inputs of topology, relative direction and relative 
distance, as shown at Figure 2 below.  
 
 
Figure 3: Topological model (adopt from Lee and Yeo, 2005). 
 
Based on Table 2, the success rate from Lee and Yeo (2005) 
using this integration technique is around 52% success rate 
compare to Unification-based Integration Technique. 
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Table 2: Summary of results obtained from Unification-based 
and Spatial Information integration technique. 
 
3. Proposed Integration Technique 
 
We propose the prepositions be used because the prepositions 
used in a map-based system appears to have very useful 
categories such as knowledge extraction since they convey 
basic meanings of much interest like localisations, 
approximations, means, etc. Thus, a semantic preposition 
grammar-parsing rule can be applied to cope with the needs in 
interpreting speech inputs. By categorizing the different senses 
that prepositions may have in a map-based system, the 
possibilities of a correct integration are likely to occur. 
PrepNet is one of the frameworks can be used to describe the 
syntax and semantics of prepositions used to interpret speech 
inputs in a map-based system. 
 
As for Lee and Yeo (2005) spatial query technique, the 
limitation is that the semantics of words was not taken into 
consideration. 
 
For example the preposition of next to, the results obtained 
from PrepNet contains facet, gloss, syntactic and semantic 
frame. The facet and gloss result from PrepNet defines next to 
as precise position, which A is in contact with B. The syntactic 
frame shown A next to B and the semantic frame shown A: 
next to (D, B), where D is location and B is place or thing. 
With these extra information extracted, the sketched objects 
will get more information to relate its objects with the speech, 
which suggest a higher chance of accurate integration. 
 
As for the sketch, users normally use lines to represent roads, 
rivers, or railway tracks and polygons represent regions, 
boundaries, or buildings (Blaser, 2000). Semantic sketch 
recogniser, Vectractor is used to identify lines and polygon 
that are available on a map. By using Vectractor, all the lines 
and polygons identified were represented as buildings, roads 
and rivers in Scalable Vector Graphic (SVG) format. These 
can be used to match with the preposition results from the 
processed speech input as a possible integration technique.  
 
For example an object A is next to object B. By using SVG, 
the objects were not only identified as polygons or lines; it 
will also identify the relative distance between the objects, by 
calculating the coordinates available in SVG format between 
the objects. If the relative distance between object A and 
object B falls into the category of next to, which A is in 
contact with B in a relative distance, then the results will be 
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This paper presents a rule based pronunciation generator for Bangla words. It takes a 
word and finds the pronunciations for the graphemes of the word. A grapheme is a 
unit in writing that cannot be analyzed into smaller components. Resolving the 
pronunciation of a polyphone grapheme (i.e. a grapheme that generates more than one 
phoneme) is the major hurdle that the Automated Pronunciation Generator (APG) 
encounters. Bangla is partially phonetic in nature, thus we can define rules to handle 
most of the cases. Besides, up till now we lack a balanced corpus which could be used 
for a statistical pronunciation generator.  As a result, for the time being a rule-based 
approach towards implementing the APG for Bangla turns out to be efficient. 
1 Introduction 
Based on the number of native speakers, Bangla (also known as Bengali) is the fourth most 
widely spoken language in the world [1]. It is the official language in Bangladesh and one of 
the official languages in the Indian states of West Bengal and Tripura. In recent years Bangla 
websites and portals are becoming more and more common. As a result it has turn out to be 
essentially important for us to develop Bangla from a computational perspective. 
Furthermore, Bangla has as its sister languages Hindi, Assamese and Oriya among others, as 
they have all descended from Indo-Aryan with Sanskrit as one of the temporal dialects. 
Therefore, a suitable implementation of APG in Bangl  would also help advancement of the 
knowledge in these other languages. 
 
The Bangla script is not completely phonetic since ot every word is pronounced according to 
its spelling (e.g., /bɔd͍d͍ʰo,  /mod͍d͍ʰo, /ɔkʰon, /ekʰane). These cases can be 
handled by rules of pronunciation. Therefore, we ned to use some pre-defined rules to handle 
the general cases and some case specific rules to handle exceptions. These issues have been 
discussed in more details later on. 
 
2 Previous Work 
A paper about the Grapheme to Phoneme mapping for Hindi language [2] provided the 
concept that, an APG for Bangla that maps graphemes to phonemes can be rule-based. No 
such work has yet been made available in case of Bangla. 
 
Although Bangla does have pronunciation dictionaries, these are not equipped with automated 
generators and more importantly they are not even digitized. However, the pronunciation 
dictionary by Bangla Academy provided us with a signif cant number of the phonetic rules 
[3]. And the phonetic encoding part of the open source transliteration software ‘pata’ [4] 




In the web version of the APG, queries are taken in Ba gla text and it generates the phonetic 
form of the given word using IPA1 transcription. Furthermore, there is another version of the 
system which takes a corpus (a text file) as input and outputs another file containing the input 
words tagged with the corresponding pronunciation. This version can be used in a TTS2 
system for Bangla.  
 
In terms of generating the pronunciation of Bangla r phemes a number of problems were 
encountered. Consonants (except for ‘/ʃ' and ‘	/') that have vocalic allographs (with the 
exception of ‘◌') are considerably easy to map. However there are anumber of issues: Firstly, 
the real challenge for a Bangla pronunciation generator is to distinguish the different vowel 
pronunciations. Not all vowels, however, are polyphonic. ‘/ɔ ’ and ‘/e' have polyphones 
(‘
/ɔ’ can be pronounced as [o] or [ɔ], ‘/' can be pronounced as [e] or [æ], depending on 
the context) and dealing with their polyphonic behavior is the key problem. Secondly, the 
consonants that do not have any vocalic allograph have the same trouble as the pronunciation 
of the inherent vowel may vary. Thirdly, the two cons nants ‘/ʃ’ and ‘	/’ also show 
polyphonic behavior. And finally, the ‘consonantal allographs’ (/ɟ, ◌/r, ◌/b, ◌/m ), and 
the grapheme ‘/j ' complicate the pronunciation system further.  
     
4     Rules 
 
The rule-based automated pronunciation generator generates pronunciation of any word using 
rules. As explained earlier, the Bangla script is not completely phonetic in view of the fact 
that not every word is pronounced in accordance with its spelling. For example, the words 
‘
ে/ ɔnek’ and ‘
ি/ ot̼i’ both start with ‘
/ɔ’ but their pronunciations are [ɔnek] and [ot̼i] 
respectively. These changes with the pronunciation of ‘




 + C + ◌ (   ) > 
 

 +  / C + ◌ (   ) > , where C= Consonant 
 
An additional rule related to the pronunciation of ‘/ɔ’ is that if ‘/ɔ’ is followed by ‘/n’ 




 Another polyphone grapheme is ‘/e’, it has two different pronunciation [e] and [æ]. For 
example, ‘ি/eki’, ‘া/æka’. This change of pronunciation is supported by the 
following pronunciation rule: 
 ◌ / + C +  / ◌ /  / ◌ //◌ /  /◌ /  / ◌ / / ◌ >   
 ◌ / + ◌  >   , where C= Consonant 
                                                 
1  International Phonetic Alphabet 
2  Text To Speech 
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 There are some rules that have been developed by observing general patterns, e.g., if the 
length of the word is three full graphemes (e.g. 	
/kɔlom, /kʰɔbor, 	/bad͍la, 
	
/kolmi etc.) then the inherent vowel of the medial grapheme (without any vocalic 
allograph) tends to be pronounced as [o], provided th  final grapheme is devoid of vocalic 
allographs (e.g., 	
/kɔlom, /kʰɔbor). When the final grapheme has adjoining vocalic 
allographs, the inherent vowel of the medial grapheme (e.g. 	/bad͍la, 	
/kolmi) tends 
to be silent (i.e., silenced inherent vowels can be ov rtly marked by attaching the diacritic 
‘◌ '  ). 
Hypothetically, all the pronunciations are supposed to be resolved by the existing phonetic 
rules. But as a matter of fact they do not; some of them require heuristic assumptions. Apart 
from the rules found in the pronunciation dictionary by Bangla Academy [3], some heuristic 
rules are used in APG. They were formulated while implementing the system. Most of them 
serve the purpose of generating pronunciation for some specific word pattern. All the rules are 
available in http://student.bu.ac.bd/~u02201011/RAPG1 . 
 
 
5    Implementation 
 
APG has been implemented in Java (jdk1.5.0_03). The web version of APG contains a Java 
applet that can be used with any web client that supports applets. The other version of APG is 
also implemented in Java. Both the versions generate the pronunciation on the fly; to be 
precise no look up file has been associated. Figure 1 illustrates the user interface of the web 
version and Figure 2 illustrates the output format of the other version.  
 
    
Figure 1 : The web interface of APG. The input word is ‘ ‘  and generated pronunciation is 
‘Ǥȓeȓ’. 
    
Figure 2 : the output file generated by the plug-in version of APG.  
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5    Result 
 
The performance of the rule-based APG proposed by this paper is challenged by the partial 
phonetic nature of Bangla script. The accuracy rateof the proposed APG for Bangla was 
evaluated on two different corpora that were collected from a Bangla newspaper. The 








The reason of the high accuracy rate of the 736-word c pus is that, the patterns of the words 
of this corpus were used for generating the heuristic rules. The words in the other corpus were 
chosen randomly. The error analysis was done manually by matching the output with the 
Bangla Academy pronunciation dictionary. 
 
6    Conclusion 
 
The proposed APG for Bangla has been designed to generat  the pronunciation of a given 
Bangla word in a rule based approach. The actual chal enge in implementing the APG was to 
deal with the polyphone graphemes. Due to the lack of a balanced corpus, we had to select the 
rule-based approach for developing the APG. However, a possible future upgrade is 
implementing a hybrid approach comprising both a rule based and a statistical grapheme-to-
phoneme converter. Also, including a look up file will increase the efficiency of the current 
version of APG immensely. This will allow the system to access a database for look up. That 
way, any given word will first be looked for in the database (where the correct pronunciation 
will be stored), if the word is there then the corresponding pronunciation goes to the output, or 
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ABSTRACT   
   
        In this paper, we deal with transliterations from non-standard 
forms of Bengali words written in English to their standard forms. 
Familiarity of users with standard English keyboards makes it 
easy for them to represent Bengali words with English letters (i.e. 
Roman Script). Starting from a list of commonly used Bengali 
words compiled from a corpus, we obtain a pronouncing 
dictionary using a Grapheme-to-Phoneme converter. We propose 
a novel method based on heuristic search techniques over the 
pronouncing dictionary for transliteration of a word written in 
Bengali using Roman script to its standard Bengali form. 
Applications of this technique include design of phonetic 
keyboards for Bengali, automatic correction of casually written 
Bengali in Roman English, query correction for Bengali search 
over the web, and searching loosely transliterated named entity. 





       Bengali is the language of more than 270 million speakers, 
spoken primarily in Bangladesh and eastern part of India. 
Nevertheless, there is no single standard keyboard for Bengali 
that is being used globally to input Bengali text into different 
electronic media and devices like the computers, cell phones and 
palm-tops. Besides, the number of letters in the Bengali alphabet 
is considerably larger than that of English alphabet. Therefore, the 
common Bengali speakers, who are familiar with the standard 
English keyboards like QWERTY, find it convenient to 
transliterate Bengali into Roman script while typing over some 
electronic media/device. In this work we propose a technique to 
transliterate a Bengali word written in English (i.e. Roman Script, 
henceforth RB) to the standard Bengali form (henceforth SB). 
 
      There are certain phonetically based standardized encodings 
for Bengali characters using the Roman scripts [1]. However, the 
average user, when using transliterated text messages rarely stick 
to the encoding scheme. Her transliterations are based on the 
phonetic transcription of the word, and hence, we encounter 
situations where the same English letter can represent different 
Bengali letters. 
     A transliteration scheme that efficiently converts noisy text to 
standard forms would find application in a number of fields such 
as: 
1. Information retrieval for Bengali language 
2. Chat/SMS in Bengali 
3. Automatic text to speech synthesis from transliterated texts 
like chats, SMS, blogs, emails etc. 
4. Automatic correction tools for text documents. 
5. Design of a phonetic keyboard or an interface for entering 
Bengali text using QWERTY keyboard 
 
The transliteration scheme might especially help in web 
searches for named entities. It is quite likely that the name of a 
person may be spelt differently by different people who are 
unaware of the exact spelling. In that case, a technique that can 
recover the actual name overcoming spelling variations would 
greatly improve the results. For example, the name "Saurav 
Ganguly" might be spelt by different sources/users as "Sourav 
Ganguly", "Saurabh Ganguly" or even "Sourabh Ganguly". If all 
these representations can be mapped to the same name, the 
efficiency of the search could be further increased. 
 
      Given an input word, the decoder should be able to generate 
the corresponding standard form. We model the problem as a 
noisy channel process; we assume that the standard word is 
distorted to the corresponding RB form while being transmitted 
over the noisy channel. The channel is modeled using a G2P 
mapper coupled with statistical methods. The novelty of the work 
lies in use of efficient data-structures and application of heuristic 
search techniques for fast retrieval of the possible SB forms.         
Although we report our work for Bengali, the technique is generic 




There are several techniques to carry out transliteration and 
back-transliteration [2-6]. Previously, researchers have built 
transliteration engines between English and Japanese [2], Chinese 
[3], Bengali [4], Arabic [5] etc. Most of these works model the 
problem as a noisy channel process [4]. Phonetic information [3] 
and other representational information [6] are also commonly 
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used. However, most of these methods are confined to letter or 
syllable level phonetic transcriptions.  
 
As we shall see shortly, such methods fail to elicit the correct 
transliteration in several cases that are encountered quite 
commonly. N-gram statistics applied over letters or syllables can 
alleviate the problem to some extent, but statistical methods call 
for a large amount of parallel data (transliterated and their 
standard counterpart), which is difficult to acquire. Moreover, the 
accuracy of the models are dependent on the training data. This 
results in poor system performance whenever the training and the 
test data are from different sources or exhibit different 
distributional patterns. We make use of an accurate word-level 
G2P converter for Bengali to circumvent the aforementioned 
problems.        
 
There are several hard issues that need to be solved for 
transliterating RB to SB. All of these issues crop up due to many-
to-many mapping between the RB and SB units. We find that 
there are cases where one Bengali character may be represented 
by more than one English characters, and also cases where one 
English character can stand for more than one Bengali character. 
For instance, the English 'a' might be used to represent both the 
Bengali letters1 'a' and 'A' e.g. 'jala' (water) and 'jAla' (net) might 
both be written in RB as 'jal'. Similarly, the Bengali letter 'a' 
might be represented using both 'a' and 'o' from the English 
alphabet. 
 
To distinguish between these forms, we require context 
information in some cases, while in others the disambiguation can 
be carried out without any context information. In this work, we 
deal with transliterations only at word level, and hence context 
based disambiguation is beyond the scope of this paper.  
 
      Take the example of the Bengali word 'jala' meaning water. 
There are two letters in the Bengali alphabet that are pronounced 
'ja'. The Itrans representation for one is 'j' while that for the other 
is 'y'. Thus, for the word, we might have any of the following 
representations: 'jala', 'jAla', 'yala', 'yAla'. We can use a lexicon to 
eliminate the possibilities 'yala' and 'yAla'. However, to 
disambiguate between the other two options, we need to know the 
context. 
 
Further, there is an inherent Bengali vowel 'a' at the end of 
most Bengali words that do not end with some other vowel. This 
vowel is silent in most of the cases - a phenomenon known as 
schwa deletion. The user while transliterating a word in RB relies 
on the phonetic transcription of the word and might omit it. In 
cases where more complex letter combinations are used in 
Bengali (especially the conjugates), letter to letter transliterations 
may not be applicable. This also leads to a large Levenshtein 
distance between the word in SB and word in RB. For example, 
(non-std) khoma  kShama (std). 
        Further sources of error may be unintentional misspelling. 
                                                                
1 In this paper, we use ITRANS [1] to represent the standard 
Bengali forms and owing to the phonemic nature of Bengali, the 
pronunciations are also written following the same convention. 
 
3. NOISY CHANNEL FORMULATION 
          
In this section, we formally define the problem as a noisy channel 
process. Let S be a Bengali word in the standard form. When S is 
transmitted through the noisy channel, it is converted to T, the 
corresponding word in RB. The noisy channel is characterized by 
the conditional probability Pr(T|S). In order to decode T to the 
corresponding standard form δ(T), where δ is the decoder model, 
we need to determine Pr(S|T), which can be specified in terms of 
the noisy channel model as follows. 
 
           δ(T) = argmax  Pr(T|S)Pr(S)                            (1) 
                          S 
 
The channel can be conceived as a sequence of two sub-
channels. First the SB form S is converted to the corresponding 
phonetic form P, which is then converted to the RB form by the 
second channel. This is illustrated below. 
S   P = p1p2p6…pr  T = t1t2t3…tn 
 
The motivation behind this is as follows. When the user 
thinks of a word in SB, which he wants to represent in RB, it is 
the phonetic transcription of the word that he represents in the RB 
        Given the noisy text T, if we want to produce the source 
word S, we need to reverse the above process. Thus, the 
expression for the decoder model would be:                                      
          δ(T)= argmax  ∑ [Pr(T|P).Pr(P|S).Pr(S)]              (2) 
                                    S      P 
   In the case of Bengali, most words have only one phonetic 
representation, which implies that Pr(P|S) is 1 for a particular P* 
= G2P(S) and 0 for all other phonetic strings. Here, G2P 
represents the grapheme-to-phoneme mapping. Therefore, we can 
rewrite the Eq. 2 as 
           δ(T)= argmax  [Pr(T|G2P(S)) Pr(S)]              (3) 
                                   S       
In the subsequent sections, we propose a framework based on the 
above assumption to carry out the transliteration process 
efficiently. 
4. PROPOSED FRAMEWORK 
 
         In order to compute δ(T), we need to compute Pr(T|G2P(S)) 
and Pr(S). The latter quantity is the unigram probability of the 
word S and can be estimated from a corpus. In order to compute 
the former quantity, we need a G2P converter (or a pronouncing 
dictionary) and a model that computes the probability of mapping 
an arbitrary phonetic string to a string in Roman script. It is 
interesting to note here that though apparently the probability of 
mapping a phonetic string into Roman script seems to be 
independent of the source language (here Bengali), in reality it is 
hardly so. For example, the phonemes /T/ (retroflex or the hard t) 
and /t/ (dental or the soft t) are both  transliterated as “t” by the 
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Bengali speakers, whereas Telugu and Tamil speakers use “th” to 
represent /t/ and “t” to represent /T/. 
 
 
Fig1. Basic Architecture:  
In Figure 1,  
PLG: Phonetic Lexicon Generator 
SBG: Standard Bengali Generator 
FSMG: Finite State Machine Generator 
 
Fig 1 shows the basic architecture of the system. A list of 
Bengali words (shown as lexicon in the figure) is converted to 
their phonetic counterpart using a G2P. As the preprocessing step, 
a forward trie is built using the phonetically transliterated words. 
A probabilistic finite state machine (PFSM) is constructed for T 
(the RB word) that represents the Pr(T|P). The PFSM and the trie 
are searched simultaneously to find a P* = G2P(S) such that the 
probability Pr(T|G2P(S))Pr(S) is maximized over all S.  
 
4.1. Grapheme-to-Phoneme Conversion 
The method used to simulate the first stage of the noisy 
channel formulation is by using a grapheme-to-phoneme 
converter that gives the phonetic form of the given Bengali word 
using IPA notations. The G2P used for this work is described in 
[7]. It is a rule-based G2P that also uses morphological analysis 
and an extensive list of exceptions. These features make the 
accuracy of the G2P quite high (around 95% at the word level).     
       
 4.2. Resources 
        A lexicon containing around 13000 most frequent Bengali 
words and their unigram frequencies have been obtained from the 
CIIL corpus. Each word is passed through the G2P and their 
phonetic transliterations are obtained. Thus, we obtain the 
phonetic lexicon consisting of the words, their phonetic 






Word in RB PMP
FSM for word




          A modest size transliterated corpus is required in order to 
learn the probabilities Pr(e|p), where e is an English letter and p is 
a phoneme used in Bengali. These probabilities are calculated for 
each of the phonemes that are present in the lexicon. However, for 
this work we manually assign these probability values. 
 
4.3. Representing the lexicon as a trie 
The trie[8] is built from the phonetic lexicon consisting of 
the phonetic forms of the words, and their frequencies. Starting 
with a root node, transitions are defined using phonemes. Each 
node N of the trie is associated with a list of Bengali words W(N) 
= {w1, w2, ... wk} (possibly null) such that the unique phonetic 
string P represented by the path from the root to N is the phonetic 
transliteration of {w1, w2, ... wk}. That is  
P = G2P(w1) = G2P(w2) = ... = G2P(wk) 
 
4.4. FSM for the RB Word 
      Every English letter can represent one or more phoneme in 
Bengali. The probabilities of Bengali phonemes mapping to 
certain English graphemes can be learnt from a corpus. These 
values are then used to construct a PFSM for the RB word. 
Transitions in this PFSM are defined on the Bengali phonemes 
that might be represented by an English letter. A traversal of this 
PFSM to its final state gives the possible phonetic alternatives of 
the Bengali word.  









 State1 & 4: Initial and final states respectively 
  Figure 2. FSM for ‘cha’ 
 
  This diagram shows the PFSM for the input RB word ‘cha’. The 
first 2 letters ‘ch’ may cause a transition form state 1 to 3. 
Alternatively, it may transition from state 1 to 2 on the possible 
Bengali phonemes corresponding to the letter ‘c’, and then to state 
3 on the phonemes corresponding to ‘h’. It may then transition to 
state 4 on the possible phonemes for the letter ‘a’. 
        Note that every path from the start state to the final state is a 
possible phonetic transliteration of the RB string, the probability 
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of which is given by the product of the probabilities of the edged 
in the path. 
 
5. HEURISTIC SEARCH 
 
       Argmax searches have been implemented using A* 
algorithms[9]. In this section, we describe the method used in this 
case to implement A*. 
 
Let T be the word in RB, which we want to decode. We 
construct the PFSM MT corresponding to T. Let  P = p1p2...pn be 
a string of phonemes associated with the transitions e1, e2, ..., en 
in MT such that the transitions, in that order, denotes a path from 
the start state of  MT to the final state. Therefore, the probability 
Pr(T|P) is by definition Πi = 1 to n Pr(ei), where Pr(ei) is the 
transition probability of the edge (transition) ei. 
 
In order to compute Pr(S), we need to know the set of words 
{w1, w2, ... wk}, such that G2P(wi) = P. This can be computed 
by searching for the string P in the trie. If NP is the node in the 
trie representing the string P, then we define c(NP) = Pr(S) = ∑w 
∈ W(NP) Pr(w), where Pr(w) is the unigram probability of the 
word w.  
 
     In order to search for the node NG such that the product of the 
two probabilities is maximized, we simultaneously explore the MT 
and the trie. We tie up the states of MT with the nodes of trie by 
marking them with the same levels. Note that a node in the trie 
gets a unique state label. We define the cost of reaching a node N 
in the trie as follows.  
 
where par(N) is the parent of node N and  Pr(par(N)  N) is the 
probability associated with the transition in MT from the state tied 
up with par(N)  on the phoneme that connects  par(N) to N in the 
trie.       
We define the heuristic function h(N) as follows 
c(N)      if the node is a leaf node 
h(N)  =  { ∑X ∈ Ch(N) c(X) + c(N)    otherwise 
where, Ch(N)  is the set of children of N.  
We apply A* search based on the priority of a path assigned 
using the following function. 
f(N) = g(N) × h(N) 
Unlike traditional A*, here the path costs are obtained 
through as products rather than sum. Moreover our aim is the 
maximize f(N) rather than minimizing it. However, note that we 
can carry out the computations in the logarithmic domain, such 
that 
  f*(N) = log(g(N)) + log( h(N))  
Moreover, since all probability values are less than 1, the 
logarithms are less than 0. Thus, we can take the absolute values 
while defining all the aforementioned functions. This   in turn 
transforms the maximization problem into a minimization 
problem. It is easy to see that the heuristic function defined here 
is an over-estimate.  
6. CONCLUSION 
 
           This paper only deals with the proposed theory for 
obtaining transliterations at word level. Once implemented, it will 
be possible to identify further parameters which can be used as 
part of the heuristics to generate better results. Further, 
developing a system for generating transliterations at sentence 
level is a natural progression of this work. 
7. REFERENCES 
 
[1] Chopde, A. ITRANS (version 5.30), 2001, 
http://www.aczoom.com/itrans/ 
[2] Bilac, S., and Tanaka, H., A Hybrid Back-
Transliteration System for Japanese, Proceedings of 
the 20th International Conference on Computational 
Linguistics : COLING. pp.597 – 603, 2004 
[3] Chen, H.H., and Lin, W.H., Backward Machine 
Transliteration By Learning Phonetic Similarity, 6th  
Conference on Natural language Learning, 2002. 
[4] Bandyopadhyay, S., Ekbal, A. and Naskar, S., A 
Modified joint Source Channel Model for 
Transliteration, Coling ACL, 2006 
[5] Al-Onaizan, Y., and Knight, K. Machine 
Transliteration Of Names In Arabic Text, ACL 
Workshop on Computational Approaches to Semitic 
Languages  
[6] Bilac, S., and Tanaka, H. Improving back     
Transliteration by Combining Information Sources,        
IJCNLP, 2004.  
[7] Mukherjee, A., Chakraborty, S., Choudhury, M., 
Lahiri, A., Dey, S., Basu, A. Shruti-An Embedded 
Text to Speech System for Indian Languages. IEE 
Proceeding s on Software Engg, 2006. 
[8] Fredkin, E. Trie Memory. Communications of the ACM, 
3(9):490-499, 1960. 
[9] Och, F.J., Zens,R., Ney, H. Efficient Search for Interactive 
Statistical machine Translation, 2003. 
    
1,    if N is the root 












special   characteristics   of   the   Nepali   Grammar.   So   wherever   possible   and   deemed   necessary, 








































The   three   alphabets  क,त,ज are   regarded  as   special   clusters   or   conjuncts   and  hence   form as   a 
combination of one or more consonants and special symbols. We talk about them a bit later.
















The vowel sign  िँ  should appear before the consonant, which however is written first and then 
preceded by the vowel sign in normal written practice, िब‍=िँ before the consonant ब.
The vowel sign ँी  follows the consonant, सी‍=ँी after the consonant स.









The Nepali  Grammar consists  of  both  the   inflected  and  the uninflected  forms,   sometimes also 
known as  the open and closed classes respectively.  These constitute  the parts  of speech of  the 























































document   for   further   research.   Besides,   the   results   of   the   grammar   checker   research   and 
development  is  sure  to serve a  milestone for  the computational  linguistic works for  the Nepali 
Language. The specific modules to be developed for the system, viz., the Stemmer Module, POS 
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Abstract
A contact centre is a centralized office
used for the purpose of receiving and
transmitting a large volume of customer
care requests. Now a days, customer care
in technical domain is mostly based on e-
mail and replying to so many emails is
time consuming. We present a technique
to automatically reply customer e-mails
by selecting the appropriate response tem-
plate. The system can have great impact in
the contact centers. The system has been
evaluated and it achieves a good perfor-
mance.
1 Introduction
A contact centre is a centralized office used for the
purpose of receiving and transmitting a large vol-
ume of customer care requests. Most major busi-
nesses use contact centers to interact with their
customers. Examples include utility companies,
mail order catalogue firms, and customer sup-
port for computer hardware and software. Some
businesses even service internal functions through
contact centers. Examples of this include help
desks and sales support.
The queries asked in one domain is fixed and
customers usually ask from a standard set of
queries only. The contact centre agents are typi-
cally provided many templates that cover different
queries asked. When a query email comes, it is
first triaged and send to the appropriate agent for
response. The agent selects the appropriate tem-
plate and fills it to compose the reply. Selection
of the template is a time consuming task as agent
has to search from a lot of templates to select the
correct one.
Please provide the current status of the rebate
reimbursement for my phone purchases.
I understand your concern regarding the mail-in
rebate. For mail-in rebate reimbursement, please
allow 8-14 weeks to receive it.
I understand your concern regarding the mail-in
rebate. For mail-in rebate reimbursement, please
allow <replace this> (***weeks or months***)
</Replace this> to receive it.
Figure 1: A Typical Query, Response/Template
Pair
The e-mails are in unstructured text and auto-
matic extraction of relevant portion of e-mail that
require a response is a difficult task. In this pa-
per, we propose a system to automatically answer
customer e-mails by:
1. Extracting, both from customer query Q and
response mails R, the set of queries qi and the
set of responses rj that decompose respec-
tively the asked mail and the response mail.
2. Matching each query qi with its relevant re-
sponse rj .
3. Finally, new questions are answered by com-
paring them to previously studied questions.
2 Related Work
Little work has been done in the field of con-
tact centres emails. (Nenkova and Bagga, 2003),
(Busemann et al., 2000) learn a classifier based on
existing emails using features such as words, their
parts of speech, etc. When new queries come in
they are automatically routed to the correct agent.
Not much work has been done on automatically
answering the email queries from customers. In
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(Scheffer, 2004) a classifier is learnt to map ques-
tions to a set of answer templates. Our work in this
paper describes methods to automatically answer
customer queries.
Extracting words and phrases that contain im-
portant information from a document is called Key
phrase extraction. Key phrase extraction based on
learning from a tagged corpus has been widely ex-
plored (Frank et al., 1999). (Turney, 1999) de-
scribes a system for key phrase extraction, GenEx,
based on a set of parameterized heuristic rules that
are fine-tuned using a genetic algorithm. (Frank
et al., 1999) use a set of training documents and
extract key phrases of length upto 3 words to gen-
erate a naive Bayes model. The model is used
to find key phrases in a new document. How-
ever, key phrase extraction technique has been
mainly applied in document summarization and
topic search. We mention this body of work in
the context of this paper because by extracting key
phrases from an email, we identify the key ques-
tions and responses.
Text similarity has been used in Information re-
trieval to determine documents similar to a query.
Typically, similarity between two text segments is
measured based on the number of similar lexical
units that occur in both text segments (Salton and
Lisk, 1971). However, lexical matching methods
fail to take into account the semantic similarity of
words. In (Wu and Palmer, 1994) similarity of
words is measured based on the depth of the two
concepts relative to each other in WordNet 1. In
this paper we need to identify similar questions.
Also we need to match a question to its answer.
3 Proposed Algorithm
Here, we describe the approach taken by us in
building the system.
3.1 E-mail triaging
In a contact center, there are different agents who
look after different aspects. So, the emails are
manually triaged and are forwarded to the right
agent who responds to them. We replace this step
with automatic triaging. We use clustering to first
identify the different classes and then learn a clas-
sifier based on these classes. We classified the
emails from the larger pool into equal number of
query and response clusters using text clustering
by repeated bisection using cosine similarity. An
1http://wordnet.princeton.edu/
SVM classifier was then learnt on the classes cre-
ated by the clustering. This classifier is then used
to triage the emails.
3.2 Key-phrase Identification
Key phrase identification is an important step in
identifying the question and answers as they can
be identified by the presence of key-phrases in
them. Key phrase extraction is a classification task
where each potential phrase could be a key phrase
or not. First of all, candidate phrases are identified.
The following rules are applied to identify the can-
didate phrases. All the unigrams, bigrams and
trigrams are identified that are continuous. Also,
the candidate phrases cannot begin or end with a
stopword. We use a 452 word list of stopwords.
The identified phrases are passed through Porter
Stemmer2 to obtain the root. The next step is to
determine the feature vector for the training and
testing phases. The following features are used:
TF ∗ IDF , a measure of phrase’s frequency in
a document compared to its rarity in general use;
whether proper noun is there in the phrase or
not; first occurence, which is the distance into
the document of the phrase’s first occurence; and
num of words, which is simply the word count
in the phrase.
For training phase, the key phrases are marked
in training query and response emails. They are
made to generate a model which then is used in
the prediction. We use Naive Bayes as the ma-
chine learning scheme. Once the model is learned,
it is used to extract the key phrases from the testing
emails.
3.3 Identification of Question and Answers
The questions and answers are identified by the
presence of key phrases in them. If a key phrase
occurs in multiple sentences in the document, then
the sentence which has maximum number of key
phrases is selected. In case of a tie, the first oc-
curence is chosen. In this manner, we identify the
question and answers in emails.
3.4 Mapping Questions to Answers
Once the questions and responses have been iden-
tified we need to map each question to its corre-
sponding response. To accomplish this mapping
we first partition each extracted sentence into its
2http://www.tartarus.org/ martin/PorterStemmer
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list of tokens, removed the stop words and the re-
maining words are passed through a stemmer (us-
ing Porter’s stemming algorithm) to get the root
form of every word. The tokens include nouns,
verbs, adjectives and adverbs. In addition, we also
keep the cardinals since the numbers also play an
important role in understanding the text. We then
form a matrix in the following manner. The rows
of the matrix are the tokens from one sentence and
the columns are the tokens from the second sen-
tence. Each entry in the matrix Sim(s, t) denotes
the similarity as it has been obtained in the fol-
lowing manner for that pair. Also, if a word s or
t does not exist in the dictionary, then we use the
edit distance similarity between the two words.
The similarity between two concepts is given as
(Jiang and Conrath, 1997):
CSim(s, t) =
1
IC(s) + IC(t) − 2 × IC(LCS)
where IC is defined as:
IC(c) = −logP (c)
and P (c) is the probability of encountering an
instance of concept c in a large corpus. Also, LCS
is the least common subsumer of the two concepts.
We are using is Wordnet.
The similarity between two sentences is deter-








|Si| + |Sj |
where, MS(s, Sj) is the word in Sj that has the
highest semantic similarity to the word s in Si.
In addition, we used a heuristic that if a question
is asked in the beginning, then the chances that its
response would also be in the beginning are more.
So, the expression for score becomes:







where, pos(q) = position of the Question in the
set of Questions of that query-email, N = number
of questions in that query-email, M = number of
answers in that response-email
Each answer is then mapped to a template. This
is done by simply matching the answer with sen-
tences in the templates.
Multiple questions can match the same template
because different customers may ask the same
question in different ways. So, we prune the set of
questions by removing questions that have a very
high similarity score between them.
3.5 Answering new Questions
When we get a new query, we first triage it using
the SVM classifier that was described in Section
3.1. Next, we identify the questions in it using
the procedure described in Section 3.3. Each of
these questions now needs to be answered. For
a new question that comes in, we need to deter-
mine its similarity to a question we have seen ear-
lier and for which we know the template. The new
question is mapped to the template for the existing
question to which it is similar. Using the above
sentence similarity criterion, we compare the new
question with the questions seen earlier and return
it’s template.
4 Evaluation
We evaluate the system on Pine-Info discussion
list web archive3. It contains emails of users re-
porting problems and responses from other users
offering solutions and advice. The questions that
users ask are about problems they face in using
pine. Other users offer solutions and advice to
these problems.
The Pine-Info dataset is arranged in the form of
threads in which users ask questions and replies
are made to them. This forms a thread of discus-
sion on a topic. We choose the first email of the
thread as query email as it contains the questions
asked and the second email as the response as it
contains responses to that email. It may not con-
tain answers to all the questions asked as they may
be answered in subsequent mails of the thread. We
randomly picked up a total of 30 query-response
pairs from Pine-Info. The question sentences and
answer sentences in these were marked along with
the mappings between them.
On the average a query email contains 1.43
questions and the first response email contains 1.3
answers and there are 1.2 question-answer pairs.
We show a query and response pair from Pine-Info
in Figure 2. The actual question and answer that
have been marked by hand are shown in bold. In
the example shown one question has been marked
in the query email and one answer is marked in the
response email.
In pine, there are no templates. So, we are ef-
fectively checking that whether we are able to map
the manually extracted questions and answers cor-
rectly. For evaluation purposes, we use two crite-
ria. In the first case we say the system is correct
3http://www.washington.edu/pine/pine-info
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When printing with PINE I always lose a character
or two on the left side margin. How can I get
PINE to print four or five spaces to the margin?
Printer works fine with all other applications.
Use the utility ’a2ps’ to print messages with a
nice margin. See links for more information.
Figure 2: Pine-Info Query, Response Pair
only if it generates the exact answer as the agent.
In the second case we allow fractional correctness.
That is if the query contains two questions and
the system response matched the agent response
in one of them then the system is 50% correct.
As already mentioned we are looking for an an-
swer in the first response to the query. Hence, all
questions in the query may not get addressed and
it may not be possible to get all the mappings. In
Table 1 we show the numbers obtained. Out of a
total 43 questions only 36 have been mapped to
answers in the manual annotation process. Using
the method presented, we are able to find 28 of
these maps correctly.
Table 1: Results on Pine-Info Dataset for
Question-Answer Mapping
total total total actual correct % correct
mails qns ans maps maps maps
30 43 39 36 28 77.78%
Without partial correctness, the system achieves
77.78% correctness. When we consider partial
correctness also, the it increases upto 84.3%.
We also tested the system real life query-
response emails. We used 1320 email pairs out
of which 920 were used for training the system
and 400 were used for testing. We had 570 sample
templates. Without partial correctness, the clas-
sification accuracy achieved was 79% and when
we consider partial correctness, then it increases
to 85%.
5 Conclusion and Future Work
In this paper, we have presented a technique of
automatically composing the response email of
a query mail in a contact centre. In the train-
ing phase, the system first extracts relevant ques-
tions and responses from the emails and matches
the question to its correct response. When a new
question comes, it triages it to correct class and
matches its questions to existing questions in the
pool. It then composes the response from existing
templates.
The given system can improve the efficiency
of contact centers, where the communication is
largely email based and the emails are in unstruc-
tured text. The system has been tested thoroughly
and it performs well on both Pine-Info dataset and
real life customer query-response emails.
In future, we plan to improve our system to han-
dle questions for which there are no predefined
templates. We would also like to fill some of the
details in the templates so that the agent’s work
can be reduced. Also, we would like to add some
semantic information while extracting questions
and answers to improve the efficiency.
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Rule-based Question Answering(QA) systems require a comprehensive set of rules to guide its search for 
the right answer. Presently, many rules for QA system are derived manually. This paper presents a question 
answering methodology as well as proposes an automatic rule extraction methodology to obtain sufficient 
rules to guide the matching process between the question and potential answers in the repository. 
 
 
1. Introduction  
Matching is an essential part of a QA system. It 
decides whether the final answer is reasonable 
and accurate. In the past, manually extracted 
rules were popularly employed to support the 
matching function of the QA system. However, it 
is difficult to find a certain number of rules to 
suit various kinds of question-answer structures 
[1]. 
In this paper, we introduce a proposed QA 
methodology as well as a simple methodology 
for automatic rule extraction to obtain rules for 
matching questions to the right answers based on 
clustering. 
2. Our QA Methodology  
The overview of our QA approach is as shown in 
Figure 1. At the heart of our methodology lies a 
Response Generator that executes the QA 
methodology. 
 
Figure 1: Overview of our QA approach 
In our QA system, answers are obtained from 
semantically annotated text repositories.  These 
text documents are tagged for parts-of-speech 
(POS). A question analysis component is also 
included to identify keywords and question goals 
(via Wh term analysis). 
Our QA methodology consists of 4 steps: (1) 
ontology-based question and repository 
understanding, (2) matching, (3) consistency 
checking, and (4) answer assembly. 
2.1 Ontology-based question and 
repository understanding 
 
The domain ontology is a basic but important 
component in our methodology. We use the 
ontology to understand the words or phrases of 
the tagged (or analysed) question and the tagged 
document fragments stored in the repository. 
From the question point of view, the ontology 
facilitates query formulation and expansion. 
Given a question, the question analyser will 
analyse and tag the question with the relevant 
POS as well as details from the ontology. The 
question’s type and syntax are then determined 
by the analyser. 
 
2.2 Matching 
After obtaining the ontology-based 
understanding of the question (question’s goal, 
keywords, etc.) and repository content, the 
response generator searches for relevant 
document fragments in the repository of 
semantically annotated documents. The response 
generator employs a variety of matching rules to 
select the candidate responses. We have 
presently identified two matching rules: 
1.  Structural (or syntactic) matching rules: 
This is facilitated by the POS tagging of the 
question and document fragments in the 
repository. The use of structural matching 
rules is based on the assumption that the 
answer may have a similar sentence structure 
to the question [2]. 
2. Wh analysis rules: This is based on the idea 
that certain questions are answered in a 
particular way. For example, ‘how’ 
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questions may typically contain preposition-
verb structures in potential answers; or 
‘why’ questions may typically contain the 
word ‘because’ in the answers. 
We later explore the possibility of automatically 
extracting structural rules for this purpose. 
2.3 Consistency checking 
Usually, there are more than one document 
fragments that match the question. However, not 
all may be consistent with each other, i.e. they 
may have minor conflicting information. So, we 
explore the use of constraints to maintain the 
answer’s consistency. After consistency checking, 
we would then have a list of consistent matching 
document fragments. 
2.4 Answer assembly 
In this step, we analyse the matching fragments 
to eliminate redundant information and combine 
the remaining document fragments. Then, we 
compare the question words with the matching 
answer and check the quantification, tense and 
negation relationship. The semantic structure 
between the question and the answer is also 
checked to make sure that the question is 
explained sufficiently in the answer. 
3. Automated Rule Extraction for 
Question Answering 
For the matching phase of our QA approach, we 
have previously identified structural matching 
rules and Wh analysis rules for matching 
questions to their potential answers. 
However, in the past, these rules are induced 
manually by analysing a limited number of 
common question-answer structures. They are 
not sufficient to solve a wider range of question-
answer matching problems. We therefore 
propose a methodology to automatically induce 
rules to match questions and answers. Here, we 
focus on extracting structural matching rules only. 
Our proposed methodology consists of three 
phases: (1) compilation of question-answer pairs, 
(2) analysis of question-answer pairs, and (3) rule 
extraction via clustering. 
3.1 Compilation of question-answer pairs 
We need a mass of question-answer pairs to 
support our rule extraction. So, collecting 
question-answer pairs from the Internet is a good 
choice for us due to the redundancy of 
information on the Internet. Alternatively, 
sample answers for comprehension tests may 
also be used. As an example, let us suppose a 
sample of the question-answer pairs obtained is 
as shown in Table 1. 
 
Table 1: Question-answer pairs 
No Question Answer 
1 
How do I get from 
Kuala Lumpur to 
Penang? 
To travel from Kuala 
Lumpur to Penang, 
you can take a bus. 
2 
Where is Kuala 
Lumpur? 
Kuala Lumpur is in 
Malaysia. 
3 
How can I travel to 
Kuala Lumpur from 
Penang? 
You can travel to 
Kuala Lumpur from 
Penang by bus. 
4 
Where is the 
location of Penang? 
Penang is located 
north of Peninsular 
Malaysia. 
5 
What can I do to 
get to Kuala 
Lumpur from 
Penang? 
You can get to Kuala 
Lumpur from Penang 
by bus. 
6 
What can I do in 
Langkawi? 
You can go scuba 
diving in Langkawi. 
                      
3.2 Analysis of question-answer pairs 
The question-answer pairs are analysed for their 
structure and are tagged accordingly. The 
syntactic (analysed) notations of the question-
answer pairs form the dataset for our rule 
extraction. Based on Table 1, we produce our 
dataset as shown in Table 2. 
 
Table 2: Analysed question-answer pairs 
No Question Answer 
1 
How vb pron vb 
prep location prep 
location 
Prep vb prep location 
prep location, pron 
vb vb art vehicle 
2 Where vb location? 
Location vb prep 
location. 
3 
How vb pron vb 
prep location prep 
location? 
Pron vb vb prep 
location prep location 
prep vehicle. 
4 
Where vb art n 
prep location? 
Location vb vb adj 
prep adj location. 
5 
What vb pron vb 
prep vb prep 
location prep 
location? 
Pron vb vb prep 
location prep location 
prep vehicle. 
6 
What vb pron vb 
prep location? 




3.3 Rule extraction via clustering 
We propose three ways of clustering the analysed 
dataset for rule extraction [3]: 
1. Cluster only the question part 
2. Cluster only the answer part 
3. Cluster both the question and answer parts 
together. 
In this paper, we describe the method of 
clustering the question part only. 
Firstly, we cluster the question part of our 
analysed dataset. For this purpose, we check for 
the similarity in the structure of the question part. 
From Table 2, let us assume three clusters are 
obtained: Cluster A consists of rows number 1, 3 
and 5; Cluster B consists of rows number 2 and 4; 
and Cluster C consists of row number 6 only. 
This is because the question structures in each 
cluster are deemed to be similar enough (see 
Table 3). Each cluster would then need to have a 
representative question structure. For our purpose, 
the most popular question structure within each 
cluster would be selected. For example, for 
Cluster A, the representative question structure 
would be How vb pron vb prep location prep 
location. 
 
Next, within each cluster, we then analyse their 
respective answer parts and choose the most 
popular structure. For example, in Cluster A, 
rows number 3 and 5 have similar answer 
structures and is therefore the most popular 
answer structure among the three rows in Cluster 
A. We therefore conclude that the question 
structure for Cluster A would result in answers 
that have the structure Pron vb vb prep location 
prep location prep vehicle. The rule that can be 
extracted from this may be in the form: 
IF How vb pron vb prep location prep 
 location 
THEN Pron vb vb prep location prep location 
 prep vehicle 
 
4. Using the Extracted Rules: An 
Example 
Following the extraction of rules, the matching 
process can then be carried out by the Response 
Generator. The rules basically guide the 
matching process to find an answer in the 
repository that is able to answer a given question, 
at least from a structural point of view (semantic 
details would be resolved via the ontology). Here, 
the issue of similarity between the rules’ 
specification and the structure present in the 
question and answer needs to be addressed [4]. 
 
Table 3: Clustered question-answer pairs 
Cluster No Question 
Question 
Structure 
Answer Answer Structure 
1 




How vb pron vb 
prep location prep 
location? 
To travel from 
Kuala Lumpur to 
Penang, you can 
take a bus. 
Prep vb prep 
location prep 
location, pn vb vb 
art vehicle 
3 
How can I travel 
to Kuala Lumpur 
from Penang? 
How vb pron vb 
prep location prep 
location? 
You can travel to 
Kuala Lumpur from 
Penang by bus. 






What can I do to 
get to Kuala 
Lumpur from 
Penang? 
What vb pron vb 
prep vb prep 
location prep 
location? 
You can get to 
Kuala Lumpur from 
Penang by bus. 





Where is Kuala 
Lumpur? 
Where vb location? 
Kuala Lumpur is in 
Malaysia. 




Where is the 
location of 
Penang? 
Where vb art n prep 
location? 
Penang is located 
north of Peninsular 
Malaysia. 
Location vb vb adj 
prep adj location. 
C 6 
What can I do in 
Langkawi? 
What vb pron vb 
prep location? 
You can go scuba 
diving in Langkawi. 





As an example of a matching process, let us 
assume we would like to answer the question, 
“How do I get from Kuala Lumpur to Penang?” 
Firstly, the question will be analysed and converted 
into the form as follow: How vb pron vb prep 
location prep location?  
Based on the rule extracted above, we know this 
kind of structure belongs to Cluster A and the 
corresponding  answer’s structure should be: Pron 
vb vb prep location prep location prep vehicle. 
Finally, from the repository, we select answers 
with this answer structure. Likely answers are 
therefore: “You can travel to Kuala Lumpur from 
Penang by bus” or “You can get to Kuala Lumpur 
from Penang by bus”. 
5. Concluding Remarks 
In this paper, we introduced our proposed QA 
methodology and a methodology for automatic rule 
extraction to obtain matching rules based on 
clustering. Our research is still in the initial stages. 
We need to improve the rule extraction 
methodology by (1) improving the analysis and 
tagging of the question-answer pairs; (2) designing 
an efficient algorithm to cluster the dataset; and (3) 
developing a better method to aggregate similar 
question or answer structures into a single 
representative structure.  
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The purpose of this research is to automatically 
analysis the “Who” question for tracking the 
expert’s knowledge. There are two main 
problems involved in the “Who” question 
analysis. The first problem is to identify the 
question type which relies on the cue 
ambiguity and the syntactic ambiguity. The 
second one is to identify the question focus 
which based on syntactic and semantic 
ambiguity. We propose mining features for the 
question identification, and the usage of focus 
rules for the focus identification.  Furthermore, 
this “Who” question analysis shows the 80% 




People demand information as a response to 
their question about a certain fact.  In the past, 
Information Retrieval was used to assist the 
people in retrieving information.  The way the 
Information Retrieval works is that the system 
looks up for the frequencies of the essential 
words that the person is looking for over other 
databases of information. Information 
Retrieval, however, fails to be efficient at 
taking consideration of the desired context of 
the individual, which can be gained through 
the understanding of the true question asked by 
the individual.  To allow this, ‘Question 
Answering System’ was introduced.  Question 
Answering System is a type of Information 
Retrieval with the purpose of retrieving 
answers to the questions impose, done by 
applying techniques that will enabled the 
system to understand the natural language  
( http://.www.wikpedia.org ).The Question 
Answering system (QA) consists of two sub 
systems. The first is question analysis and the 
second is the answering system.  These two 
sub systems are significantly related. Since 
question analysis is the front end of QA 
system. Error analysis of an open domain QA 
systems found that 36.4 % of inaccurate 
answer came from the wrong question analysis 
[T. Solorio et , al 2005]. 
However, this paper only concerns of “Who” 
question of the Thai language because we can 
keep tracking about the expert’s knowledge for 
solving problems.  We confront many 
characteristics of Thai questions, such as the 
implicit question word, the question word can 
be placed at any position of the question text; 
the appearance of question word does not 
always make the question.   After the question 
type identification, the next step of question 
analysis is focus analyzer which based on 
syntactic and semantic analysis.  It is necessary 
to determine the question focus to gain the 
correct answer. To fulfill the complete 
question representation, we also propose to 
construct the Extended Feature Knowledge 
(EFK) to enhance the Answering System with 
the cooperative way. 
    In this paper, we have 6 sections.  We begin 
with the introduction, and then we will discuss 
the problems in section 2, related works in 
section 3, the framework will be observed in 
section 4.  Then we will evaluate in section 5 
and plan our future study in section 6. 
 
2. Crucial Problems 
 
There are two main problems, the 
identification of “Who” question, and focus 
question.  
 
2,1  Question identification 
 
The objective of question identification is to 
assure that the question text is “Who” question 
and a true question. Since Thai question has no 
word marker “?” , we use set of cues to 
identify a question type “Who”, for example: 
{“khrai”, “dai”, “a rai”..}.  There are three 
problems of the question identification as the 
movement of a question cue, the question cue 
ambiguity and the syntactic problem. 
 
2.1.1 Movement of question cue    
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 A question cue can occur at any place in the 
interrogative sentence as shown in the 
following examples   
a./Khrai// khue//Elvis Pressley/  
                  Who was Elvis Pressley? 
b. /Elvis Pressley/  /Khrai// khue/ 
                  Who was Elvis Pressley? 
Question a and b have the same meaning.  
 
2.2.2 Question cue ambiguity 
The presence of question cue, e.g. “khrai”, 
does not always make the sentence a question. 
For example: 
  c.  /Khrai/ /pen/ /na-yok/ /rat-ta-montri/ 
/khong /pra- thet/ Thai/  
 (Who is the prime minister of Thailand ?) 
  d. /Khrai/ pen// na-yok/ /rat-ta montri//khong/ 
/ pra- thet// Thai// ko// kong// me// pun-ha/ . 
(Anyone who is a  prime minister of Thailand  
will  met the problem.) 
The example c is a question whereas d is the 
narrative sentence as a result of the word /ko/ ( 
/Ko/ is a conjunction). .  
 
2.2.3 Syntactic problems 
From the above example a-d, they do not 
specify what tense they are because the Thai 
language does not have verb derivation of 
specifying the tense.  And, they also lack of the 
verb derivation of specifying the number.  
These syntactic problems cause the problem in 
Thai QA because the answer can be 
represented both individual and list of person. 
For exemples: 
/Khrai// rien// NLP/ 
              (Who is/are studying NLP?) 
 (Who was/were studying NLP?) 
 
The answer can be the individual such as “A is 
studying NLP” or list of person such as “A, B, 
C and D are studying NLP” or the 
representation can be a group of person such as 
“The second year students are studying NLP”. 
 
2.2 Question Focus identification 
 
To identify the question focus is an important 
to achieve the precise answer. There are many 
types of focus with respect to “Who” question 
i.e. Person’s description, Organization‘s 
definition, Person or Organization’s name, 
Person’s properties. The following examples 
are shown the pattern of question. 
  e.  /Khrai// sang //tuk// World Trade/ 
     (Who built the World Trade building?) 
  f. /Khrai// khue//Elvis Pressley/  
       (Who was Elvis Pressley?) 
  
Question e, focus is the name of person or 
organization but question c, focus is the 
property of Elvis Pressley. The 
accomplishment to automatically identify 
focus is based on syntactic, semantic analysis 
and the world knowledge.   The efficiency of 
Answering System is based on the empowering 
of question analysis. 
 
3. Related Work 
 
Most approaches to question answering system  
focus on how to select precise answer .[Luc 
2002] was developed question analysis phase 
to determine the expected type of the answer to 
a particular question based on some extraction 
functions with parameters .For instance , the 
question focus from “Which was radioactive 
substance was Eda Charlton injected in 1915 
?” was substance. Machine learning 
techniques are being used to tackle the 
problem of question classification [ Solorio et . 
al,. 2005]. [ Hacioglu ,et. all., 2003] used the 
first step in statistical QC (Question 
Classification) to design a taxonomy of 
question types. One can distinguish among 
taxonomies of having flat and hierarchical 
structure, or taxonomies of having a small (10-
30) and large number of categories (above 50) 
.YorkQA [Alfonseca et, al., 2001] took  
inspiration from the generic question 
answering algorithm presented in [Simmons 
1973] which was similar to the basic 
algorithms used in the Question Answering 
systems built for TREC. The algorithm carries 
on three procedurals steps, the first was 
accumulating a database of semantic structures 
representing penitence meaning, the second 
was selecting a set of appears relevant to the 
question. Relevance was measured by the 
number of lexical concepts in common 
between the proposed answer and the question. 
[Alfonseca and Marco ,2001 ]  extended some 
procedure  ie : the question analyzer used 
pattern matching based on Wh –words and 
simple part–of-speech information combined 
with the use of semantic information provide 
by WordNet to determine question types. QA 
in Webclopedia [ Hovy et.al., 2004]  a system 
that used a CONTEXT parser to parse and 
analyze the question. To demonstrate the 
question analysis part of this system, they 
parse input question using CONTEXT to 
obtain a semantic representation of the 
question. The phases/words from syntactic 
analysis were assigned significance scores 
according to the frequency of their type in 
Webclopedia question corpus (a collection of 
27,000 + questions and answers) secondarily 
by their length, and finally by their 
significance scores derived from word 
frequencies in the question corpus.  
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Our work is especially deep analysis of “Who” 
question. Our research is integrated from QA 
TREC but we are modified and extended some 
part to be applicable for Thai QA. 
 
4. Framework for Question Analysis 
 
Our work is based on the preprocessing of 
question text on word segment, POS, and NE 
Recognition.  The classification of Wh 
question is based on the syntactic analysis of 
interrogative pronoun and the Wh words in 
table 1. Posterior Bay's probability is using to 
confirm the accuracy of the classification. 
 
 
The set of cue in table 1 is used to be a first 
coarse classifier for “Who”. 
Table 1 The set of cue word   
 Thai Word Remark 
Who , 
Whom 
/khrai//khue/   
/khue//khrai/            
//phu//dai//              
//tan//dai//               
//boog-khon//nai// 
/khon/dai/                 
/ khrai/ 





Which / khon//nai/ Which one 
What /a-rai/ We must 
combine two  




We use the posterior Bays’ probability to 





wordWhtypeqwordWhtypeq ∩=  
 
The posterior Bayes’ probability for a question 
with given a cue “/khrai/” of our study domain 
is 0.7. The probability value is use to make 
decision on the first step of question 
classification. 
After classifying the question, the non question 
text is pruning by a set of cues. These cues act 
as the guards to select only the true question 
for the next step.   
Based on our observation, we found beneficial 
characteristic of Thai question as the following 
examples:  
   
  g.    /Khrai// ko//dai/chuay/dua/  
        (Any one can help me.) 
   
 h. /Khrai/ pen// na-yok/ /rat-ta montri//khong/ 
/ pra- thet// Thai// ko// kong// me// pun-ha/  
(Anyone who is a  prime minister of Thailand  
will  met the problem.)         
Statement g and h are not question by the 
determination of /ko/.  
      i. / Na-yok/ /rat-ta-montri/ /khong/ 
       /Thai//khon/ti/laew/khue/ /Khrai/ 
   (Who was the prevous priminister of Thai ?) 
       j. / Na-yok/ /rat-ta-montri/ /khong/ 
       /Thai//khon/ti/laew/laew//khue/ /Khrai/ 
 (Who were the prevous priministers of Thai ?) 
 
With word /laew/, question i and j are signified 
to the  singular- past  for  question i and plural 
-past  for  question j. 
 
In  case of question with verb is ”is-a”  then 
the  focus is NE .The syntactic and semantic 
can not  identify  the type of focus  so the 
system will be supported by the  world 
knowledge  to identify NE for Person or 
Organization. From figure 1,we can classify 
verbs on ”Who” question into  four groups and 
each group as show below   
     Group1 = {/pen/ is a } 
     Group2= {/sang/ built,/kit-khon/ invent ,      
                      /patana/ develop,/tum/ do } 
     Group3 = {/khue/ is a} 
     Group4 = {/khao//kai/ be qualify,/me/ has } 
Verb “/me/has,have” in group4 must follow by 
a constraint word such as /me//sit-ti/ has right , 
/me/aum-nat / has power or authority . 
 
Figure 1 The patterns of Who question   
 
From each verb group we can conclude to four 
rules. 
 Rule1 : If the verb in group1 , then focus is 
“Person” or “Organization”  and the answer 
is NE. 
     If <IP /khrai/><is a /pen/ > <NP> Then 
<Focus is  NP> and <Answer = NE>  where 
IP=interrogative pronoun 
Rule2: If the verb in group2+NP , then focus is 
NP  and the answer is NE. 
     If <IP /khrai/><VP=V/verb group3/+NP>  
Then <Focus is  NP> and <Answer = NE> 
Rule3: If the verb in group3 , then focus is 
“Person” or “Organization”  and the answer 
is Description or Definition. 
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      If <IP /khrai/><is a /khue/ > <NP> Then 
<Focus is  NP> and <Answer = Description or 
Definition> 
Rule 4 If the verb in group4 , then focus is VP  
and the answer is  list of properties. 
     If <IP /khrai/><VP=V/verb group4/ + NP 
>Then <Focus is NP> and <Answer = list of 
properties> 
To enhance the answering system for a precise 
and concise answer, we mine extended features 
to detect lexical terms such as description for 
Who (person) and definition for 
Who(organization). We examine the feature 
space of description properties as  Gender, 
Spouse ,Location, Nationality, Occupation, 
Award , Education ,Position ,Expertise ) 
from the sample of personal profile .To 
simplify , these features  are represented  by a 
set of feature  = (x1,x2,…, x9) where  i=1,2,…,9  
and x1 is any feature on the feature space. The 
mining features are based on the proportion 
test with threshold 0.05.  
Table 2 Show the experiment result  





















P 1 0.6 .05 0.1 .05 0.75 0.15 0.7 .05 
 
Table2 shows the proportions of the 9 features. 
The results of mining features are Position, 
Nationality, Occupation, Location, Expertise 
and Award. These extended features are 
storing in the knowledge base to access from 
system. Figure 2 is the question analysis 
system. . 
 
Figure 2 The Question Analysis System 
The procedure of question analysis are  
1.Input text” /sun//thon//phu//khue//khrai/”    
2.Preprocessing  
3. Identify question type and pruning 
4. Identify focus by semantic analysis, world   
    knowledge and Rule3, 
5.Query representation = question type  
   +focus+ list of extended features. 








Figure 3 Query representation  
5. Evaluation 
 
The  precision of our experiment to classify the 
question type by using  question word with 
posterior  Bayer’s technique  is  80 %  and the 
recall is 78% .So far we use the process to 
solve the problems as the application of 
appropriate rules to individual problem  . 
The accuracy of question recognizer is 75 %   
by comparing QA pair (examine by expert).  
 
6 Future Works  
 
We would be collecting the features of other 
Wh question. We would also append the synset 
and update the Question Ontology, enhance 
question analysis by combining reasoning, 
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1. Introduction 
In 1928, the vernacular Malay language was proclaimed 
by the Youth Congress, an Indonesian nationalist 
movement, the national language of Indonesia and 
renamed “Bahasa Indonesia”, or the Indonesian 
language. The Indonesian language is now the official 
language of the republic of Indonesia, the fourth most 
populated country in the world. Although several 
hundreds regional languages and dialects are used in the 
Republic, the Indonesian language is spoken by an 
estimated 228 million people, not counting an additional 
20 million Malay speakers who can understand it. For a 
nation composed of several thousands islands and for its 
diasporas of students and professionals, the Internet and 
the applications it supports such as the World Wide Web, 
email, discussion groups, and digital libraries are 
essential media for cultural, economical, and social 
development. At the same time the development of the 
Internet and its applications can be either a threat to the 
survival of indigenous languages or an opportunity for 
their development. The choice between cultural diversity 
and linguistic uniformity is in our hands and the outcome 
depends on our capability to devise, design, and use tools 
and techniques for the processing of natural languages. 
Unfortunately natural language processing requires 
extensive expertise and large collections of reference data.  
Linguistic is everything but a prescriptive science. The 
rules underlying a language and its usages come from 
observation. Furthermore the speakers continuously 
modify existing rules and internalize new rules under the 
influence of the socio-linguistic factors, the least one of 
which is not the penetration of foreign words. The 
Indonesian language is a particularly vivid example a 
living language in constant evolution. It includes 
vocabulary and constructions from a variety of other 
languages from Javanese to Arabic, English, and Dutch. 
It comprises an unusual variety of idioms ranging from a 
respected literary style to numerous regional dialects (e.g. 
Betawi) and slangs (e.g. Bahasa Gaul). Linguistic rules 
and data collections (dictionaries, grammars, etc.) are the 
foundation of computational linguistic and information 
retrieval. But their acquisition requires the convergence 
of significant amounts of effort and competence that 
smaller or economically challenged communities cannot 
afford. This compels semi-automatic or automatic and 
adaptive methods. 
The project we are presenting in this paper is a 
collaboration between the National University of 
Singapore and the University of Indonesia. The research 
conducted in this project is concerned with the 
economical and therefore semi-automatic or automatic 
acquisition and processing of such linguistic information 
necessary for the development of other-than-English 
indigenous and multilingual information systems. The 
practical objective of is to provide a better access to the 
wealth of information and documents in the Indonesian 
language available on the World Wide Web and to 
technically sustain the development of an Indonesian 
digital library [25].  
In this paper we present an overview of the issues we 
have met and addressed in the design and development of 
tools and techniques for the retrieval of information and 
the processing of text in the Indonesian language. We 
illustrate the need for adaptive methods by reporting the 
main results of four experiments in the identification of 
Indonesian documents, the stemming of Indonesian 
words, the tagging of part of speech, and the extraction 
of name-entities, respectively. 
2. Identifying Indonesian Documents 
The Indonesian Web, or the part of the World Wide Web 
containing documents primarily in the Indonesian 
language, is not an easily identifiable component. By the 
very nature of the Web itself, it is dynamic. Formally, 
using methods such as the one described in [14], or 
informally, one can safely estimate the size of the 
Indonesian Web to be several millions of documents. 
Web pages in Indonesian link to documents in English, 
Dutch, Arabic, or any other language. As we only wish to 
index Indonesian web pages, a language identification 
system that can tell whether a given document is written 
in Indonesian or not is needed.  
Methods available for language identification [15] yield 
near perfect performance. However these methods 
require a training set of documents in the languages to be 
discriminated. This setting is unrealistic in the context of 
the web as one can neither know in advance nor predict 
the languages to be discriminated. We devised a method 
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[24] that can learn from a training set of documents in the 
language to be distinguished only. To put it in the 
Machine Learning terms, we devised an algorithm that 
learns from positive examples only. As its predecessor, 
our method is based on trigrams. The effectiveness of our 
method relies on the specificity of the trigram frequencies 
for a given language. The comparative performance 
evaluation shows a precision of 92% and for a recall 
close to 100%. Figure 2.1 illustrate the performance of 
the initial method  after learning from iteratively larger 










Figure 2.1: Language Identification Performance 
 
 Yet this performance is still lower than the one of the 
algorithms based on discriminating corpuses. To improve 
the initial performance and to make the solution adaptive 
to changes in the language and usage, we devised a 
continuously learning method that uses the documents 
labeled as Indonesian by the algorithm to further train the 
algorithm itself. The performance evaluation of this 
Continuous-Learning Language Distinction quickly 
converged toward total recall and precision for random 
samples from the Web. The method even performs well 
under harsh conditions: it has for instance been able to 
distinguish Indonesian documents from documents in 
morphologically similar languages such a Tagalog and 
even Malay at very respectable levels of precision. 
3. Stemming 
One of the basic tools for textual information indexing 
and retrieval is word stemmer. Yet effective stemming 
algorithms are difficult to devise as they require a sound 
and complete knowledge of the morphology of the 
language.  
The Indonesian language is a morphologically rich 
language. There are around 35 standard affixes (prefixes, 
suffixes, circumfixes, and some infixes inherited from the 
Javanese language) (see [6]). Affixes can virtually be 
attached to any word and they can be iteratively 
combined. The wide use of affixes seems to have created 
a trend among Indonesian speakers to invent new affixes 
and affixation rules. This trend is discussed and 
documented in [23]. We refer to this set of affixes, which 
includes the standard set, as extended. 
In [18], we proposed a morphology-based stemmer for 
the Indonesian language. An evaluation using inflectional 
words from an Indonesian Dictionary [23] has shown that 
the algorithm achieved over 90% correctness in 
identifying root words [7, 18, 21]. The use of the 
algorithm improved the retrieval effectiveness of 
Indonesian documents [18]. In comparison with this 
morphology-based stemmer, a Porter stemmer and a 
corpus-based stemmer have been developed for Bahasa 
Indonesia [7]. However, the evaluation using inflectional 
words from an Indonesian Dictionary [23] showed that 
the morphology-based algorithm performed better in 
identifying root words [7, 18, 21]. Applying a root-word 
dictionary to all of the stemmer algorithms improved the 
identification of root words further [7]. 
In evaluating the effectiveness of the stemmer algorithms, 
we applied the stemmers to the retrieval of Indonesian 
documents using an information retrieval system. The 
result shows that the performance of  Porter and corpus-
based stemmer algorithms for Bahasa Indonesia is 
comparable to that of the morphology-based algorithm.  
In the field of information retrieval [25], stemming is 
used to abstract keywords from the morphological 
idiosyncrasies. Hopefully, improvement in retrieval 
performance is resulted. We noticed however a lower 
than expected retrieval performance after stemming 
(independently of the stemming algorithm). We 
explained this phenomenon by the fact that Indonesian 
morphology is essentially derivational (conceptual 
variations) as opposed to the morphologies of languages 
such as French or Slovene [19], which are primarily 
derivational (grammatical variations). This result refines 
the conclusion of [19] that the effectiveness of stemming 
is commensurate to the degree of morphological 
complexity in that we showed that it also depends on the 
nature of the morphology. 
In a recent development of our research we have devised 
and evaluated a method for the mining of stemming rules 
from a training corpus of documents [11, 12]. The 
method induces prefix and suffix rules (and possibly 
infix rules although this feature is computationally 
intensive). The method achieves from 80% to 90% 
accuracy (i.e. is able to induce rules 80% to 90% of 
which are correct stemming) from corpuses as short as 
10000 words. In the experiments above, we have 
successfully applied the method to the Indonesian and 
Italian languages as well as to Tagalog. 
4. Part of Speech Tagging 
Part-of-speech tagging is the task of assigning the correct 
class (part-of-speech) to each word in a sentence. A part-
of-speech can be a noun, verb, adjective, adverb etc. 
Different word classes may occupy the same position, 
and similarly, a part-of-speech can take on different roles 
in a sentence. Automatic part-of-speech tagging is 
therefore the assignment of a part-of-speech class (or tag) 















In [11] and [12] we present several methods for the fully 
automatic acquisition of the knowledge necessary for 
part-of-speech tagging. The methods follow and extend 
the ideas in [21]. In particular they use various clustering 
algorithms. The methods we have devised neither use a 
tagged training corpus such as the method in [3] nor 
consider a predefined set of tags such as the method in 
[13]. Our evaluation of the effectiveness of the proposed 
methods using the Brown corpus [5] tagged by the Penn 
Treebank Project [16] shows that the best of our methods 
achieves a consistent improvement over all other 
methods to which we compared with more than 80% of 
the words in the tested corpus being correctly tagged. 
The detailed results are illustrated in table 4.1. The table 
reports the average precision, recall and percentage of 
correctly tagged words for several methods based on 
trigrams (trigram 1,2 and 3), the state of the art methods 
(Schutze 1 and 2), and our proposed method (Extended 
Schutze). 
 






Trigram 1 0.70 0.60 64% 
Trigram 2 0.74 0.62 66% 
Trigram 3 0.76 0.62 67% 
Extended 
Schutze’s 
0.90 0.72 81% 
Schutze1  0.53 0.52 65% 
Schutze2 0.78 0.71 80% 
 
A particularly striking result is the appearance of finer 
granularity clusters of words which are not only of the 
same part of speech but also share the same affixes (e.g. 
“menangani”, “mengatasi”, “mengulangi” share the 
circumfix “me-i”), the same semantic category (e.g. 
“Indonesia”, “Jepang”, “Eropa”, “Australia” are names of 
geo-political entities) or both (e.g. “mengatakan”, 
“menyatakan”, “mengungkapkan”, “menegaskan” are 
synonyms meaning “to say”). Indeed, the Indonesian 
language has not only a derivational morphology, but 
also, as most languages, a concordance of the 
paradigmatic and the syntagmatic components. 
 
5. Named Entity Extraction 
The last remark suggests that a similar approach to the 
one we have used for part-speech tagging can be applied 
for a mainly paradigmatic tagging and therefore for the 
extraction of information.  
To illustrate our objective, let us consider the motivating 
example from which we wish to extract an XML 
document describing the meeting taking place: 
“British Foreign Office Minister O'Brien (right) and 
President Megawati pose for photographers at the State 
Palace.” 
Figure 5.1 contains the manually constructed XML we 
hope to obtain in fine. In italic are highlighted the 
components that require global, ancillary, or external 
knowledge. Indeed, although, we expect similar methods 
(association rules, maximum entropy) can be used to 
learn the model of combination of elementary entities 
into complex elements, we also expect that global, 
ancillary, and external knowledge will be necessary such 
as lists of names of personalities (Mike O'Brien, 
Megawati Sukarnoputri), gazetteers (Jakarta is in 
Indonesia), document temporal and geographical context 
(Jakarta, 05/06/2003), etc. 
In [8, 9, 10] we present our preliminary results in an 
effort to extract structured information in the form of an 
XML document from texts. We believe this is possible 
under some ontological hypothesis for a given and well 
identified application domain. Our preliminary results are 
only concerned with the individual tagging of named 
entities such as locations, person names, and 
organizations. Table 5.1 illustrates the performance of an 
association rule based technique with a corpus of 1.258 
articles from the online versions of two mainstream 
Indonesian newspaper Kompas (kompas.com) and 
Republika (republika.co.id). 
 
Table 5.1 Named Entity Recognition Performance 
Recall Precision F-Measure 
60.16% 58.86% 59.45% 
 
On the corpuses to which we have applied it, our method 





















Figure 5.1: Sample XML extracted from a text 
 
We applied the named entity tagger that identifies persons, 
organizations, and locations [10] to an information retrieval 
task, a question answering task for Indonesian documents [17]. 
The limited success of the experiment compels further research 
in this domain. 
6. Conclusion 
While attempting to design and implement tools and 
techniques for the processing of documents in the 
Indonesian language on the Web and for the construction 
of an Indonesian digital library, we were faced with the 
unavailability of linguistic data and knowledge as well as 
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with the prohibitive cost of data and knowledge 
collection. 
This situation compelled the design and development of 
semi-automatic or automatic techniques for or ancillary 
to tasks as varied as language identification, stemming, 
part-of-speech tagging and information extraction. The 
dynamic nature of languages in general and of the 
Indonesian language in particular also compelled 
adaptive methods. We have summarized in this paper the 
main results we have obtained so far.  
Our work continues in the same philosophy while 
addressing new tasks such as spelling error correction, 
structured information extraction as mentioned above, or 
phonology for text-to-speech and speech-to-text 
conversion. 
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  We developed a TM as an additional tool on top 
of our existing Machine Translation system
1
 to 
translate documents from English to Malay.  
 
2 English-Malay TM System - Basic Principle 
 
Zerfass (2002) described the text to be translated 
consists of smaller units like headings, sentences, 
list items, index entries and so on. These text 
components are called segments. Figure 1 shows an 



















Figure 1. An overall process of lookup segment 
using phrase look-up matching 
                                                 
1
 The present MT is an EBMT, a project we embarked 
with Universiti Sains Malaysia  and available for usage 
at www.terjemah.net.my 
Searching Method for English-Malay Translation Memory 




This paper describes the searching method 
used in a Translation Memory (TM) for 
translating English to Malay language. It 
applies phrase look-up matching
techniques. In phrase look-up matching, 
the system locates the translation 
fragments in several examples. The longer 
the length of each fragment, the better the 
matching is. The system then generates the 
translation suggestion by combining these
translation fragments. This technique 
generates a translation suggestion with the 
assistance of word alignment information. 
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1    Introduction 
 
The purpose of Translation Memory system 
(TM) is to assist human translation by re-using 
pre-translated examples. Several work have been 
done in this area such as (Hua et al., 2005; 
Simard and   Langlais, 2001;    Macklovitch   and
Russell, 2000) among others. A TM system has 
three parts: a) Translation memory itself, which 
records example translation pairs (together with 
word alignment information); b) Search engine, 
which retrieves related examples from the 
translation memory and c) On-line learning 
mechanism, which learns newly translated 
translation pairs. When translating a sentence, the 
TM provides the translation of the best-matched 




Input sentence Phrase look-up 
matching 




Fill in translation of 




3    Phrase Look-up Matching 
 
The phrase look-up matching is used to find 
suggested meaning for a phrase by parsing the 
phrase into sub-phrases and finding a meaning to 
these sub-phrases and combine the results to get 
the final output. Below is a figure showing an 
































3.1 Repetition Avoidance 
 
The basic output has no problems in structure, but 
it may contain repeated words. These repeated 
words are generated because of the way we deal 
with the source target pairs. We implement the 
repetition avoidance algorithm to solve this 
problem. Let us consider an example shows in 
Figure 3. 
    The target word “anda” for the source you and 
your is repeated 3 times in the output although 
















Figure 3. An Example of Basic Output With a 
Repetition of Word 
 
    We might notice that the word you and your are 
two different words, treated as two repeated similar 
words by the program, this is because the repetition 
avoidance algorithm consider “anda” in the target 
sentence as a repeated word, and since you and 
your both means “anda” in Malay, the repetition 
avoidance algorithm will consider 3 repeated 
“anda” in the output. 
    To determine which are the words “anda” need 
to be select from the above basic output, we used a 
mathematical model, named as the inter-phrase 
word-to-word distance summation. 
 
3.2 Inter-Phrase Word-to-Word Distance 
Summation 
 
This algorithm uses mathematical calculation to 
calculate a summation value that will give a clue on 
which word is repeated and needs to be omitted and 
which one is not. Each word that belongs to the 
basic output will have one summation value 
calculated. We call that summation value as dj. The 
word with a big dj value is more likely to be a 
repeated word. In order to know the summation 
value dj of that word, we have to sum the word-to-
word distance value between that word and the rest 
of the word in that basic output. Word to word 
distance is the number of words that separate one 
word to another in the original SAT entry. The 
selection combination of each word/s from SAT is 
based on the aligned word retrieved from Word 
Alignment Table (WAT). 
input sentence: 
Selected planting materials are picked when they 




Selected planting materials are picked when they 
are 30-60 cm high at about 4 months before  | 
harvesting 




Selected planting materials are picked when they 
are 30-60 cm high | at about 4 months before 
harvesting 
result found, applying algorithm, add result to 
the output 
 
basic output:  
“Bahan-bahan tanaman terpilih dipetik apabila ianya 
mencapai ketinggian 30-60 sm” 
process the right side  
at about 4  months  before harvesting 
result found, applying algorithm, 
add result to previous output 
 
basic output: 
“Bahan-bahan tanaman terpilih dipetik apabila ianya 
mencapai ketinggian 30-60 sm” + “pada kira-kira 4 
bulan sebelum penuaian” 
split point is after the final word, Algorithm ends 
Input Sentence: 
If you choose a non-clinical program. 
Example retrieved from Sentence Alignment 
Table (SAT): 
Source sentence (E): If you choose a non-clinical 
program you have a greater responsibility for 
monitoring  your own health 
Target sentence (M): Jika anda memilih suatu 
program bukan klinikal anda mempunyai 
tanggungjawab yang lebih besar untuk memantau 
kesihatan anda 
Basic Output: 
“Jika anda memilih suatu program bukan klinikal 
anda anda” 
Figure 2. Example of The Phrase Look-Up 
Matching using a Bi-Section Algorithm 
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     In order to determine the value for each of the 
distance word between word in basic output (loci) 
and word in SAT’s target sentence (locj) we will 
use this formula:  di =  |locj-loci|       
where : 
i,j = 0,1,….,n 
loci : location value for basic output   
locj : location value for SAT’s target   
        sentence 
     By applying this formula, the distance value for 
di will be getting by doing subtraction of the two 
values - locj and loci.  This process will continue 
until all location of the words has been subtracted 
properly. 
    Table 1 shows the value of loci and locj for each 
of word in the basic output and target sentence 
from SAT, while Table 2 shows the matrix table 
for all distance values di.   
      Running the Inter-Phrase Word-to-Word 
Distance Summation algorithm will first give us 
the total summation of all distance calculation 
result. 
     The dj is a summation for all the distance word 
values generated from di. Below is an equation 
formula on how we can get the summation value 
for dj:    
                dj = ∑ | locj – loci | 
 
     It is the sums of the absolute value of the 
difference between the locations of word locj and 
each other single entry in the basic output word 
loci. The value of this summation will be the main 
source of judgment for the choice between 
repeated words. 
     Table 2 describes the details for the summation 
value of word-to-word distances. The dj 
summation values will be used as judgment value 
to omit the extra “anda”. We have crossed the row 
values belong to the conflicted words, for example 
word “anda”. Then we sum the rest to get the dj 
of each word. 
    Since we have two words you in the source 
sentence from SAT, but there is only one in the 
input, so one of them must be omitted.  
    Figure 4 depicts the plot of the summations 





loci SAT locj 
0 jika 0 Jika 0 
1 anda 1 anda 1 
2 memilih 2 memilih 2 
3 suatu 3 suatu 3 
4 program 4 program  4 
5 bukan 
klinikal 
5 bukan  
klinikal 
5 
6 anda 6 anda 6 
7 anda 7 mempunyai 7 
   :  
   lebih besar 10 
   :  
   anda 14 
Table 1. The Location of word in the basic output 
and SAT. 
  
     The thick dotted line represents the margin 
between acceptance and non-acceptance words, i.e. 
everything left hand side the thick dotted line is 
acceptance and the rest is not. 
       After removing the dropped words from the 
basic output, we will have the final output as 
follows: “Jika anda memilih suatu program 
bukan klinikal”. 
 
4   Result 
 
     We have tested this technique with our 7,000 
English-Malay bilingual sentences and found that 
phrase lookup matching with Inter-Phrase Distance  
Summation technique can reduce some important 
error for the repetition of the same word meaning 
from the target sentence.  
      
5    Conclusion 
 
This paper describes a translation memory system 
using a look-up matching techniques. This 
technique generates translation suggestions through 
word alignment information in the pre-translated 
examples. We have also implemented a 
mathematical model that is used to make logical 
judgments that helps in maintaining the accuracy of 
the output sentence structure. The accuracy and the 
quality of the translation is dependent on the 
number of the examples in our TM database i.e. we 
can improve the quality by increasing the number 
of examples in the translation memory and word 








































Figure 4. Relation Between the Index and the  
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A Phrasal EBMT System for Translating English to Bengali 
Sudip Kumar Naskar 
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The present work describes a hybrid MT 
system from English to Bengali that uses 
the TnT tagger to assign POS category to 
the tokens, identifies the phrases through 
a shallow analysis, retrieves the target 
phrases using a Phrasal Example Base and 
then finally assigns a meaning to the 
sentence as a whole by combining the 





Bengali is the fifth language in the world in 
terms of the number of native speakers and is an 
important language in India. But till date there is 
no English- Bengali machine translation system 
available (Naskar and Bandyopadhyay, 2005b). 
Translation Strategy 
In order to translate from English to Bengali 
(Naskar and Bandyopadhyay, 2005a), the tokens 
identified from the input sentence are POS tagged 
using the hugely popular TnT tagger (Brants, 
2000). The TnT tagger identifies the syntactic 
category the tokens belong to in the particular 
context. The output of the TnT tagger is filtered to 
identify multiword expressions  (MWEs) and the 
basic POS of each word / term alongwith 
additional information from WordNet (Fellbaum, 
1998). During morphological analysis, the root 
words / terms (including idioms, named entities, 
abbreviations, acronyms), along with associated 
syntactico-semantic information are extracted. 
Based on the POS tags assigned to the words / 
terms, a rule-based chunker (shallow parser) 
identifies the constituent chunks (basic non-
recursive phrase units) of the source language 
sentence and tags them to encode all relevant 
information that might be needed to translate this 
phrase and perhaps resolve ambiguities in other 
phrases. A DFA has been written for identifying 
each type of chunk: NP, VP, PP, ADJP and ADVP. 
Verb phrase (VP) translation scheme is rule based 
and uses Morphological Paradigm Suffix Tables. 
Rest of the phrases (NP, PP, ADJP and ADVP) are 
translated using Example bases of syntactic 
transfer rules. A phrasal Example Base is used to 
retrieve the target language phrase structure 
corresponding to each input phrase. Each phrase is 
translated individually to the target language 
(Bengali) using Bengali synthesis rules (Naskar 
and Bandyopadhyay, 2005c). Finally, those target 
language phrases are arranged using some 
heuristics, based on the word ordering rules of 
Bengali, to form the target language representation 
of the source language sentence. Named Entities 
are transliterated using a modified joint source-
channel model (Ekbal et al., 2006). 
The structures of NP, ADJP and ADVP are 
somewhat similar in both English and Bengali. But 
the VP and PP constructions differ markedly in 
English and Bengali. First of all, in Bengali, there 
is no concept of preposition. English prepositions 
are handled in Bengali using inflexions to the 
reference objects (i.e., the noun that follows a 
preposition in a PP), and / or post-positional words 
after them (Naskar and Bandyopadhyay, 2006). 
Moreover, inflexions in Bengali get attached to the 
reference objects and relate it with the main verb 
of the sentence in case or karaka relations. An 
inflexion has no existence of its own in Bengali, 
and it does not have any meaning as well, but in 
English prepositions have their own existence, i.e., 
they are separate words. Verb phrases in both 
English and Bengali depend on the person, number 
information of the subject and tense and aspect 
information of the verb. But for any particular root 
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verb, there are only a few verb forms in English, 





POS Tagging and Morphological Analysis 
The input text is first segmented into sentences. 
And each sentence is tokenized into words. The 
tokens identified at this stage are then subjected to 
the TnT tagger that assigns a POS tag to every 
word. The HMM based TnT tagger (Brants, 2000) 
is at per with other state-of-the-art POS taggers.  
The output of the TnT tagger is filtered to 
identify MWEs using WordNet and additional 
resources like list of acronyms, abbreviations, 
named entities, idioms, figure of speech, phrasal 
adjectives, phrase prepositions. 
Although, the freely available WordNet 
(version 2.0) package provides with it the set of 
programs for accessing and integrating WordNet, 
we have developed our own interface to integrate 
WordNet into our system for implementing the 
particular set of functionalities required for our 
system. 
In addition to the existing eight noun suffixes in 
the WordNet, we have added three more noun 
suffixes – “ ’s ”,   “ ’ ”, “ s’ ” in the noun suffix set. 
Multiword expressions or terms are identified in 
this phase and are treated as a single token. These 
include multi-word nouns, verbs, adjectives, 
adverbs, phrase prepositions, phrase adjectives, 
idioms etc. Sequences of digits and certain types of 
numerical expressions, such as dates and times, 
monetary expressions, and percents are also treated 
as a single token. They can also appear in different 
forms as any number of variations. 
Syntax Analysis 
In this module, a rule-based (chunker) shallow 
parser has been developed that identifies and 
extracts the various chunks (basic non-recursive 
phrase units) from a sentence and tags them. 
A sentence can have different types of phrases - 
NP, VP, PP, ADJP and ADVP. We have defined a 
formal grammar for each of them that identify the 
phrase structure based on the POS information of 
the tokens (words / terms). 
For example, the system chunks the sentence 
“Teaching history gave him a special point of view 
toward current events” as given below: 
[NP Teaching history] [VP gave] [NP 
him] [NP a special point of view] 
[PP toward current events]. 
Parallel Example Base 
The tables containing the proper nouns, 
acronyms, abbreviations, and figure of speech in 
English and the corresponding Bengali translation 
are the literal example bases. The phrasal templates 
for the NPs, PPs, ADJPs, and ADVPs store the part 
of speech of the constituent words along with 
necessary semantic information. The source and 
the target phrasal templates are stored in example 
bases, expressed as context-sensitive rewrite rules, 
using semantic features. These translation rules are 
effectively transfer rules. Some of the MWEs in 
the WordNet represent pattern examples (e.g., 
make up one's mind, cool one's 
heels, get under one's skin; one's 
representing a possessive pronoun). 
Translating NPs and PPs 
NPs and PPs are translated using phrasal 
example base and bilingual dictionaries. Some 
examples of transfer rules are given below for NPs:  
<det & a> <n & singular, human, 
nom>  <ekjon> <n′> 
<det & a> <adj> <n & singular, 
inanimate>  <ekti> <adj′> <n′> 
<prn & genitive> <n & plural, 
human, nom>  <prn′> <n′> <-era/ra> 
Below are some examples of transfer rules for 
PPs.  
<prep & with/by> <n & singular, 
instrument >  <n′> <diye> 
<prep & with> <n & singular, person 
>  <n′> <-yer/er/r> <songe> 
<prep & before> <n & artifact>  
<n′> <-yer/er/r> <samne> 
<prep & before> <n & !artifact>  
<n′> <-yer/er/r> <age> 
<prep & till> <n & time/place>  
<n′> <porjonto> 
<prep & in/on/at> <n & singular, 
place>  <n′> <-e/te/y> 
Using the transfer rules, we can translate the 
following NPs as: 
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<det & a> <n & man (sng, human, 
nom)>  <ekjon> <chele> 
<det & a > <n & book (sng, 
inanimate, acc)> <ekti> <boi> 
<prn & my (gen)> <n & friends 
(plr, human, nom)>  <amar> 
<bondhura> 
<n & Ram’s (sng, gen)> <n & 
friends (plr, human, dat)>  
<ramer> <bondhuderke> 
Similarly, below are some candidate PP 
translations. 
<prep & with> <prn & his (gen)> 
<n & friends (plr, human, nom)> 
 <tar> <bondhuder> <sathe> 
<prep & in> <n & school (sng, 




Bengali verbs have to agree with the subject in 
person and formality. Bengali verb phrases are 
formed by appending appropriate suffixes to the 
root verb. Some verbs in English are translated in 
Bengali using a combination of a semantically 
‘light’ verb and another meaning unit (a noun, 
generally) to convey the appropriate meaning. In 
English to Bengali context this phenomenon is 
very common, e.g., to swim – santar (swimming) 
kata (cut), to try – chesta (try) kara (do). 
Bengali verbs are morphologically very rich. A 
single verb root has many morphological variants. 
The Bengali representation of the ‘be’ verb is 
formed by suffixing to the present root ach, past 
root chil and the future root thakb for appropriate 
tense and person information. The negative form of 
the ‘be’ verb in present tense is nei for any person 
information. And in past and future tense, it is 
formed by simply adding the word na 
postpositionally after their corresponding assertive 
form. 
Root verbs in Bengali can be classified into 
different groups according to the spelling pattern. 
All the verbs belonging to the same spelling 
pattern category, take the same suffix for same 
person, tense, aspect information. These suffixes 
also change from the Classical to Colloquial form 
of Bengali. There are separate morphological 
paradigm suffix tables for the verb stems that have 
the same spelling pattern. There are some 
exceptions to these rules. 
The negative forms are formed by adding na  or 
ni postpositionally. Other verb forms (gerund-
participle, dependent gerund, conjunctive 
participle, infinitive-participle etc.) are also taken 
care of in the same way by adding appropriate 
suffixes from a suffix table. Further details can be 
seen in (Naskar and Bandyopadhyay, 2004). 
Word Sense Disambiguation 
The word sense disambiguation algorithm is 
based on eXtended WordNet (version 2.0-1.1) 
(Harabagiu et al, 1999). The algorithm takes a 
global approach where all the words in the context 
window are simultaneously disambiguated in a bid 
to get the best combination of senses for all the 
words in the window instead of only a single word. 
The context window is made up of the all WordNet 
word tokens present in the current sentence under 
consideration. A word bag is constructed for each 
sense of every content word. The word bag for a 
word-sense combination contains synonyms and 
content words from the associated tagged glosses 
of the synsets that are related to the word-sense 
through various WordNet relationships for 
different parts of speech. Each word (say Wi) in the 
context is compared with every word in the gloss-
bag for every sense (say Sj) of every other word 
(say Wk) in the context. If a match is found, they 
are checked further for part-of-speech match. If the 
words match in part-of-speech as well, a score is 
assigned to both the words: the word being 
matched (Wi) and the word whose gloss-bag 
contains the match (Wj). This matching event 
indicates mutual confidence towards each other, so 
both words are rewarded by scoring for this event. 
A word-sense pair thus gets scores from two 
different sources, when disambiguating the word 
itself and when disambiguating neighboring words. 
Finally, these two scores are combined to arrive at 
the combination score for a word-sense pair. The 
sense of a word for which maximum overlap is 
obtained between the context and the word bag is 
identified as the disambiguated sense of the word. 
The baseline algorithm is modified to include more 
contexts. Increase in the context size, by adding the 
previous and next sentence in the context, resulted 
in much better performance. It resulted in 61.77% 
precision and 85.9% recall, tested on the first 10 





WordNet (version 2.0) is the main lexical 
resource used by the system. We have a separate 
non-content word dictionary. An English-Bengali 
dictionary has been developed which maps 
WordNet English synsets to its Bengali synsets. 
For the actual translation purpose, the first Bengali 
word (synonym) in the synset is always taken by 
the system. So, there is no scope for lexical choice 
in this work. But, during the dictionary 
development, the Bengali word that is mostly used 
by the native speakers is kept at the beginning of 
the Bengali synset. So effectively, the most 
frequently used Bengali synonyms are picked up 
by the system during the dictionary look up.  
Figure of Speech expressions in English have 
been paired with their corresponding counterparts 
in the target language and these pairs have been 
stored in a separate Figure of Speech Dictionary. 
Idioms also are translated using a direct example 
base. The morphological suffix paradigm tables are 
maintained for all verb groups. They help in 
translating VPs. 
Named Entities are transliterated. If there is any 
acronym or abbreviation within the named entity, it 
is translated. For this translation purpose, the 
system uses an acronym / abbreviation dictionary 
that includes the different acronyms/abbreviations 
occurring in the news domain and their 
corresponding representation in the Bengali. The 
transliteration scheme is knowledge-based. It has 
been trained on a bilingual proper name example-
base containing more than 6000 parallel names of 
Indian origin. The transliteration process uses a 
modified joint source-channel approach. The 
transliteration mechanism (especially the chunking 
of transliteration units) is linguistically motivated 
and makes use of a linguistic knowledge base. 
For sense disambiguation purpose we make use 
of eXtended WordNet (version 2.0-1.1).  
Conclusion 
Anaphora resolution has not been considered by 
the system, sine this is required only for proper 
translation of personal pronouns. Only second and 
third person personal pronouns have honorific 
variants in Bengali. Pronouns can be translated 
assuming a default highest honor. 
The system has not been evaluated as some 
parts (specially the dictionary creation) are under 
development. We intend to evaluate the MT 
system using the BLEU metric (Papineni et al., 
2002).  
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PREPOSITIONS IN MALAY: Instrumentality 
Zahrah Abd Ghafur 






This paper examines how Malay language manifests instrumentality. Two ways were shown to be the case: by 
introducing the notion with the preposition dengan, and by verbalisation of the instruments itself. The same 
preposition seems to have carried other notions too if translated to English. But, in thinking in Malay, there is 




Language has peculiar ways in introducing instruments. Malay has at least two ways in expressing this notion: 
one is by using preposition and the other is by verbalising the instruments themselves. 
 
 
A.      Preposition that introduced objects as instruments to perform the actions in the main sentence: 
 
1.    dengan 
 
STRUCTURE 1: The instrument is introduced by preposition: dengan  
X actions Y dengan Objects 
(instruments) 
Dia memukul anjing itu dengan sebatang kayu. 
He hit the dog with a stick 
Dia menghiasi rumahnya  dengan  peralatan moden. 
She  ornamented  her house  with  modern equipment. 
In the above examples, the word menggunakan 'use' can be inserted between the prepositions and the 
instruments. Together the group 'dengan menggunakan' can be translated as 'using' or 'with the use of'. 
 
 
X actions Y dengan + menggunakan Objects 
(instruments) 
Dia membuka sampul surat itu dengan menggunakan pembuka surat. 
He opened the envelope Using/ with the use of a letter opener 
Dia memukul anjing itu dengan menggunakan sebatang kayu. 
He hit the dog Using/ with the use of a stick 
Dia menghiasi rumahnya  dengan menggunakan peralatan moden. 
She  decorated  her house  Using/ with the use of modern equipment. 
These examples show that it is possible to delete 'menggunakan' from the group 'dengan menggunakan' 
without losing their instrumental meaning. 
 
 
STRUCTURE 2: The instrument is one of the arguments of the verb menggunakan 'use' and the action is 
explicitly expressed after the preposition untuk 'for_ing/to'. 
X menggunakan Objects 
(instruments) 
untuk actions Y 
Dia menggunakan baji untuk membelah kayu itu. 
He used (a) wedge to split the wood 
 
 
All the structures in 1 can be paraphrased into structure 2 and vice versa: 
 
X + actions + Y+ dengan + menggunakan + objects (instruments)  X + menggunakan + objects 






X menggunakan Objects 
(instruments) 
untuk actions Y 
Dia menggunakan pembuka surat untuk membuka sampul surat itu 
He used a letter opener to open the envelope 
Dia menggunakan sebatang kayu. untuk memukul anjing itu 
He used a stick to hit the dog 
Dia menggunakan peralatan moden. untuk menghiasi rumahnya  
She  used modern equipment. to decorate her house  
 
 
STRUCTURE 3: Verbalisation of a Noun_Instrument: meN- + Noun_Instrument  
In Malay most noun instruments can be verbalised by prefixing with the prefix meN-. 





Ali menenggala tanah sawahnya.  





Dia menggunting rambutnya.  





Dia mengkomputerkan sistem pentadiran. 
'He computerised the administrative system'. 
  
 Menenggala 'to plough using a tenggala.' 
 Menggunting 'to cut using a gunting' 
 Mengkomputerkan 'to computerise' 
 
In these cases, the derived verbs will adopt the default usage of the instruments. Probably that accounts for 
i.    not all instruments can be verbalised in this way. 
ii.   instruments which can be verbalised in this way are instrument with specific use.  
 
Thus: 
1. *memisau is never derived from pisau 'knife' (pisau has many uses) 
2. Menggunting will always mean 'cutting with a pair of scissors'. 
 Membunuh seseorang dengan menggunakan gunting (killed someone with a pair of scissors) can 
never be alternated with menggunting seseorang.   
 
Other examples: 
• Dia membelah kayu dengan kapak. (He split the piece of wood with an axe) 
 = Dia mengapak kayu. 
• Mereka menusuk kadbod itu dengan gunting. (They pierced the cardboard with scissors)  
 * Mereka menggunting kadbod. 
• Dia menggunting berita itu dari surat khabar semalam. (He clipped the news item from yesterday’s 
papers) 
 = Dia memotong berita itu dengan gunting … 
• Orang-orang itu memecahkan lantai dengan menggunakan tukul besi. (The men were breaking up 
the floor with hammers). 
 *menukul lantai 
 √menukul paku (to hammer nails) 
• Pada masa dahulu tanaman dituai dengan menggunakan sabit. (In those days the crops were cut 
by hand with a sickle. 
  √menyabit tanaman 
 
Other than introducing instruments, dengan also introduces something else. 
 
a.     Accompaniment: 
STRUCTURE 4: Verb + dengan + NP  entity 















































The use of Dengan in both these structures may be alternated with bersama-sama 'together with'. In all the cases 
examined, in these structures the prepositional phrase (PP) accompanies the subject of the sentence and the 
action verb is capable of having multiple subjects at the same time. 
 
If a verb has a default of having a single subject, the dengan PP will accompany the object of the verb: 



























b.     Quality: 
STRUCTURE 5: Verb (intransitive) + dengan + NP  Quality 


























Verb (transitive) + dengan + NP  Quality 

























In these cases the PP will modify the transitive as well as the intransitive verb forming an adverbial phrase 
describing quality (stative description). 
 
If these qualities are substituted by verb phrases (VPs), the group will refer to manner. 
 
c.     Manner: 
STRUCTURE 6: Verb (intransitive) + dengan + VP 





Mengangkat kaki tinggi-tinggi.  





Menggunakan suara tinggi. 






'exhibiting his strength' 
 
Verb (transitive) + dengan + VP   
















Membeli barang-barang tempatan. 







Meletakkan daun pisang di 
atasnya. 











Stative verbs can be modified by an NP introduced by dengan. 
 
d.     Modifier to stative verbs: 
STRUCTURE 7: Verb (intransitive) + dengan + VP 





Perintah agama.  





















e.     complement to certain verbs: 
STRUCTURE 8: Verb  + dengan + NP 































f.     to link comparative NPS: 
STRUCTURE 9: Comp Prep + NP + dengan + NP 


































The use of the same form of the preposition may point to one direction. It’s a manifestation of the same idea in 
the language. It suggests that the prepositional phrase occurs at the same time as the verb it qualifies. 
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