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Resumen
Este trabajo estudia la visualizacio´n de grandes volu´menes cuando se combinan las
te´cnicas de renderizado mediante texturas 3D y de bricking. Los datos recibidos por los
aparatos me´dicos son cada d´ıa mayores y nos encontramos con problemas a la hora de
intentar visualizarlos interactivamente. A veces, la cantidad de memoria requerida por
el volumen sobrepasa la ofrecida por la tarjeta gra´fica y esto impide su visualizacio´n. De
entre las distintas te´cnicas de visualizacio´n de volumen y de tratamiento de volu´menes
especialmente grandes, nosotros decidimos implementar las texturas 3D y la te´cnica de
bricking, con tal de evaluar el rendimiento en te´rminos de calidad y velocidad de la
combinacio´n de ambas te´cnicas. Se escogen las texturas 3D porque es la te´cnica que
ma´s rendimiento extrae de la tarjeta gra´fica, y se escoge bricking porque la visualizacio´n
que se obtiene es la misma que se obtendr´ıa si el volumen cupiese en memoria. Dado
que trabajamos con datos me´dicos queremos que las visualizaciones sean exactas. Los
resultados obtenidos son esperanzadores e invitan a seguir trabajando por este camino,
ya sea combinando nuestra solucio´n con nuevas te´cnicas, ya sea depurando las existentes.
1. Introduccio´n
La visualizacio´n de volumen tiene en las aplicaciones me´dicas una de sus utili-
dades ma´s importantes. Los datos recibidos por estas aplicaciones son cada vez ma´s
grandes, debido al incremento en la sensibilidad de los aparatos de medicio´n, que ge-
neran volu´menes con mayor resolucio´n y con ma´s detalles por unidad de volumen,
vo´xel. Estos volu´menes no siempre caben en la memoria que nos ofrecen las tarjetas
gra´ficas y, por lo tanto, no permiten su visualizacio´n interactiva. La solucio´n ma´s in-
tuitiva es el bricking, es decir, dividir el volumen en otros ma´s pequen˜os que s´ı quepan
en la GPU. En este informe se presenta una implementacio´n y evolucio´n de esta te´cnica
en combinacio´n con la visualizacio´n de volumen v´ıa texturas 3D.
En la mayor´ıa de las ocasiones, los volu´menes utilizados para la visualizacio´n me´dica
se obtienen de disco, donde esta´n almacenados como un conjunto de ima´genes 2D, figura
1a. A partir de estas se construye un mundo de vo´xeles, figura 1b, (generalizacio´n 3D
del te´rmino p´ıxel) residente en memoria RAM.
Esta estructura puede ser visualizada mediante distintas te´cnicas (texturas 3D, Splat-
ting, Raycasting,. . . ). En el caso de la te´cnica de texturas 3D, y de una manera similar
con Raycasting, es necesario construir a partir del mundo de vo´xeles una estructura que
la tarjeta gra´fica pueda reconocer y pintar. Esta estructura es la textura 3D, figura 1c,
y una vez enviada a la tarjeta gra´fica, esta la almacena en memoria interna de la GPU.
Normalmente, el taman˜o de estas memorias internas oscila entre los 128MB y los 512MB.
(a) conjunto de ima´genes 2D (b) mundo de vo´xeles (c) textura 3D
Figura 1: Estructuras que participan en el proceso. Dimensio´n comu´n: 2x3x3.
Teniendo en cuenta que la resolucio´n de un mundo de vo´xeles suele ser de 512 x
512xDimZ, donde DimZ oscila entre 256 y 1024 dependiendo del nu´mero de ima´genes
me´dicas del modelo, y que en cada vo´xel se guardan 1 o´ 2 bytes de informacio´n referente
al valor de propiedad devuelto por el esca´ner para dicho vo´xel, un modelo con 300
ima´genes (150MB) ya no podr´ıa ser visualizado por una tarjeta normal, menos au´n un
modelo como Visible Human, formado por 1871 ima´genes axiales, de 2048 x 1216 p´ıxeles
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de resolucio´n, que ocupa en total 14 GB, un taman˜o que no cabe ni siquiera en memora
RAM, lo que requiere el uso de otro tipo de te´cnicas, Out-Of-Core, para ser visualizado.
Limitando nuestro propo´sito a modelos que s´ı caben en memoria RAM, la te´cnica
para poder mandarlos a la GPU y as´ı visualizarlos es el bricking. Basado en la filosof´ıa
del ”divide y vencera´s”, se trata de subdividir el mundo de vo´xeles en bricks de menores
dimensio´nes, de manera que, a la hora de mandar a visualizar el volumen, en vez de
tener una sola textura 3D correspondiente al mundo de vo´xeles,de taman˜o superior al
que ofrece la GPU, tenemos tantas texturas 3D como bricks obtenidos a partir de la
subdivisio´n, las cuales caben individualmente en la memoria interna de la GPU, porque
nosotros hemos escogido las dimensiones apropiadas para este fin.Los bricks son almace-
nados en la memoria principal, y mandados a pintar en orden back-to-front, obteniendo
finalmente la imagen deseada, que no es otra que la del volumen global.
El bricking no reduce la cantidad de memoria necesaria para representar los datos
del volumen original, no hay compresio´n ninguna. Cada brick, o sea la textura 3d per-
tinente, tiene que ser enviado a la memoria local de la GPU antes de ser renderizado.El
rendimiento del bricking esta´ supeditado a la velocidad de transferencia entre la memoria
principal y la memoria local a la GPU. Se puede ver este proceso como una jerarqu´ıa
de cache´s,figura 2, es decir, inicialmente se tiene el modelo en disco, si cabe en memoria
principal se env´ıa, si no hay que aplicar me´todos Out-Of-Core. Una vez esta´ en memoria
principal se manda a memoria gra´fica, si cabe, perfecto (visualizacio´n directa), en caso
contrario se aplica bricking.
Figura 2: Esquema del flujo de datos entre los distintos dispositivos de almacenamiento
Para finalizar esta introduccio´n explicar por que´ se ha elegido bricking como me´to-
do para tratar con volu´menes grandes y por que´ texturas 3D como sistema de visual-
izacio´n. En las aplicaciones me´dicas se necesita la ma´xima precisio´n, ya que el mı´nimo
detalle puede ser importante para el profesional a la hora de sacar conclusiones de lo
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que esta´ viendo. Por lo tanto, hay que descartar procedimientos que impliquen pe´rdida
de precisio´n o detalle, tales como la compresio´n con pe´rdida. Otro factor determinante
en la eleccio´n del bricking es la sencillez de la idea y la menor complejidad a la hora
de implementarlo en comparacio´n con otras te´cnicas existentes. Se escogio´ texturas 3D
porque ya se ten´ıa una implementacio´n que permit´ıa visualizar volu´menes que s´ı cab´ıan
en GPU, y ofrec´ıa por un nu´mero menor de cambios en el co´digo, un rendimiento y unos
resultados mejores en comparacio´n con una implementacio´n nueva de Raycasting o de
Splatting.
El informe esta´ organizado en una breve Introduccio´n, seguida de la seccio´n Trabajos
relacionados, donde se comentan y referencian los me´todos ma´s utilizados en la visu-
alizacio´n de volumen y las te´cnicas ma´s estandarizadas en lo referente a la gestio´n de
grandes volu´menes. Despue´s introducimos la Visualizacio´n de volumen v´ıa texturas 3D
y los algoritmos utilizados en nuestra solucio´n bajo el ep´ıgrafe Bricking. Se presentan
varios experimentos realizados en Resultados y, finalizamos con un ana´lisis de los resul-
tados obtenidos y una enumeracio´n de las distintas opciones a estudiar en Conclusiones
y trabajo futuro.
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2. Trabajos relacionados
Hay muchos y muy buenos tutoriales sobre visualizacio´n de volumen[1], donde se
introducen las te´cnicas ma´s utilizadas, los me´todos de aceleracio´n ma´s conocidos y se
entra en detalle sobre muchos aspectos relacionados, como algoritmos de iluminacio´n,
procesos de segmentacio´n de los datos y funciones de trasferencia. La mayor parte de la
bibliograf´ıa y de los conocimientos necesarios para este proyecto han salido de ellos.
Existen varias te´cnicas a escoger a la hora de visualizar volu´menes. Nosotros uti-
lizaremos texturas 3D por los motivos anteriormente citados y por ser la te´cnica que
saca mayor rendimiento de la tarjeta gra´fica, pero podr´ıamos haber utilizado otros.
Entre estas otras te´cnicas, la ma´s popular es el Ray casting, un algoritmo que
trabaja en espacio imagen, la idea ba´sica del cual consiste en evaluar directamente la
integral de rendering a traves de rayos lanzados desde la ca´mara. Para cada pixel de la
imagen lanzamos un rayo que atraviesa el volumen de adelante hacia atra´s, de manera que
va componiendo el color de dicho p´ıxel conforme va progresando a trave´s del mundo de
vo´xeles (la estructura que representa nuestro volumen). Es el me´todo ma´s importante
para visualizaciones a partir de la CPU, se ha utilizado durante mucho tiempo y se
han desarrollado muchos me´todos de aceleracio´n. Tambien hay implementaciones para
GPU[5, 9] y junto con las texturas 3D son las te´cnicas ma´s utilizadas en visualizacio´n
de volumen.
Otra te´cnica bastante conocida es el Splatting[7], que antepone la velocidad de
renderizado a la calidad de este. Consiste en proyectar cada elemento del volumen, cada
vo´xel, en el plano imagen, como si fueran bolas de nieve que se estrellan contra una
pared. Es un algoritmo espacio objeto y la direccio´n en la que se recorre el mundo de
vo´xeles viene determinada por la direccio´n de visio´n.
Adema´s del bricking, existen otros me´todos que tratan de resolver el problema de
los volu´menes que no caben en memoria gra´fica. Ya hemos comentado que en el caso
que el volumen tampoco quepa en memoria principal, e´stos derivan de las te´cnicas Out-
Of-Core, que nosotros pasaremos por alto para centrarnos en los que caben en memoria
RAM.
El primero que presentaremos es el deMultiresolucio´n[6]. La idea consiste en dibu-
jar el modelo con menor o mayor resolucio´n dependiendo de do´nde se encuentre el ob-
servador. En caso de estar alejados, una simplificacio´n del modelo bastara´, en cambio
necesitaremos mayor detalle si estamos haciendo un zoom de alguna de las zonas. Usa-
mos un octree para simplificar/detallar las zonas del volumen de una manera eficiente y,
as´ı, navegar en tiempo real. Uno de los inconvenientes de este proceso es el tratamiento
que necesitan las fronteras entre zonas de diferente resolucio´n, ya que aparecen errores
cuando se hace el blending de estas.
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Otro enfoque es el proporcionado por las te´cnicas de compresio´n de texturas que
ofrecen las tarjetas gra´ficas. Como punto positivo esta´ el hecho de que es trasparente al
co´digo, es decir, el programador ha de modificarlo muy poco para activarlas y utilizarlas.
Como negativo encontramos que esta´n pensadas para datos RGB(A), que aparecen ar-
tifacts cuando los datos tienes gradientes pronunciados y que los ratios de compresio´n
son moderados y con pe´rdida (y en medicina no nos lo podemos permitir).
La compresio´n v´ıa Wavelets[8, 2] permite conservar las zonas con mayor detalle
a la vez que ofrece ratios de compresio´n considerables. La te´cnica consiste en aplicar
una transformada, conocida como ”transformada Wavelet”, sobre los datos del volumen.
De esta manera, podemos escoger el nivel de detalle con el que visualizar el modelo, se
comprime y, todo esto, de manera eficiente. Combinar esta te´cnica con la programacio´n
de tarjetas gra´ficas, puede ser la solucio´n definitiva al problema de los volu´menes grandes.
Por u´ltimo, mencionar las te´cnicas de Packing[4]. En un proceso previo se agrupan
en texturas ma´s pequen˜as aquellas zonas que comparten valores de densidad similares
y proximidad espacial. As´ı se reduce el taman˜o de la textura del volumen a cambio de
insertar un coste de traduccio´n intermedio en la fase de acceso a texturas.
Resaltar que no hay ninguna te´cnica que predomine o que se haya impuesto como
solucio´n esta´ndar al problema de los grandes volu´menes. Es un tema abierto y en el
que, dependiendo de la aplicacio´n que estemos buscando, en nuestro caso aplicaciones
de visualizacio´n me´dica interactiva con posibilidad de interaccio´n, podemos plantear
distintas combinaciones de te´cnicas.
Adema´s, hemos encontrado diferentes aproximaciones al Bricking[3, 10] que, si bien
no coincidian con nuestra solucio´n, nos han permitido corroborar detalles e inspirarnos
a la hora de implementar nuestra te´cnica.
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3. Introduccio´n a la visualizacio´n v´ıa texturas 3D
Supongamos que tenemos un volumen, la estructura que le representa en memoria es
un mundo de vo´xeles, una malla tridimensional donde podemos acceder al valor de cada
vo´xel de manera independiente. En nuestro caso particular, los valores almacenados en
los vo´xeles son valores de propiedad provinientes de captaciones producidas por aparatos
me´dicos. Creamos una textura 3D a partir de nuestro mundo de vo´xeles, y la rellenamos
con valores calculados a partir de e´l, ya sean colores RGB, ya sea, como en nuestro caso,
valores reales.
No existe un me´todo que directamente permita visualizar las texturas, sino que se
necesitan primitivas intermedias (usualmente pol´ıgonos) ubicadas en el interior del vo-
lumen que corresponde a la textura que se colorean de acuerdo con los elementos de la
textura que intersectan. Estas operaciones pueden realizarse eficientemente utilizando
programas (shaders) que se ejecutan en las tarjetas gra´ficas.
A partir de la caja contenedora del volumen y de la ca´mara que estamos utilizando,
calculamos tantos recta´ngulos perpendiculares a la direccio´n de visio´n, incluidos dentro
de esta caja contenedora, como queramos. Los recta´ngulos s´ı que son primitivas gra´ficas
por lo tanto, s´ı podemos enviarlos a pintar y se les conoce como planos proxy, figura 3 .
Figura 3: Planos proxy y resultado de la visualizacio´n con pocos planos
En estos recta´ngulos se mapea la textura 3D, de manera que al pintar todos los
planos de atra´s-hacia-adelante, recortarlos segu´n la caja y aplicar blending, se compone
la imagen del volumen almacenado en la textura 3D, figura 4. Como se puede deducir, a
mayor cantidad de planos, mayor calidad en la imagen resultante y menor rendimiento
del visualizador.
El aspecto positivo de este me´todo es que aprovecha la interpolacio´n trilineal que
ofrece la tarjeta gra´fica a la hora de mapear en los pol´ıgonos la textura 3D, obtenien-
do buena calidad a un precio no prohibitivo. Como puntos negativos, se observa que,
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cuando crece el nu´mero de planos que hacen de geometr´ıa proxy, el rendimiento decae
en igual medida y que la distancia de muestreado entre planos es constante, no como en
el Raycasting.
Figura 4: Recta´ngulos proxy recortados, ca´lculo de los valores mediante interpolacio´n
trilineal y blending.
Referente a los valores guardados en la textura 3D, nosotros guardamos un valor
alpha, un real, que utilizamos a modo de ı´ndice de una tabla paleta que asigna un color
y una opacidad de funcio´n de este valor alpha. De esta manera, para un mismo volumen
ya cargado en memoria, basta con cambiar interactivamente la paleta para que cambien
los colores y la imagen final, lo que es realmente u´til en aplicaciones me´dicas, por ejemplo
para hacer transparente un hueso, ya que los te´xeles de este material tendra´n valores de
propiedad parecidos.
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4. Bricking
La visualizacio´n v´ıa texturas 3D de un volumen subdividido en bricks no dista demasi-
ado de la de un volumen normal, hay que adaptar los algoritmos generales a la utilizacio´n
del bricking, pero la estructura y la idea coinciden en ambos casos. Los cambios ma´s
importantes los encontramos a la hora de generar las texturas 3D que visualizaremos y
en el algoritmo de renderizado, donde an˜adimos una etapa de clipping por cada brick.
Vamos a presuponer que tenemos el mundo de vo´xeles cargado en memoria RAM, es
decir, que ya hemos obtenido de disco una captacio´n de los aparato me´dicos y la hemos
transformado en una malla tridimensional, de la cual conocemos sus dimensiones. Como
la textura 3D que obtendr´ıamos no cabr´ıa en memoria interna de la tarjeta gra´fica,
tendremos que hacer bricking.
4.1. Generacio´n de los bricks
Recibimos como entrada la dimensio´n que queremos que tengan los bricks y el mundo
de vo´xeles.Al igual que en la visualizacio´n esta´ndar de texturas 3D ten´ıamos que crear
una textura 3D a partir del mundo de vo´xeles, en el bricking crearemos N texturas 3D
a las que llamaremos bricks. En nuestro caso, al trabajar con una tarjeta gra´fica de
NVidia, se permite cualquier taman˜o de brick. En el supuesto de trabajar con ATI, nos
ver´ıamos limitados a dimensiones potencia de 2, ya que sus tarjetas no permiten trabajar
con texturas que no cumplan dicha condicio´n.
No basta con dividir el mundo de vo´xeles en pequen˜os volu´menes disjuntos de la
dimensio´n recibida y crear el brick, es ma´s complejo. En primer lugar, calculamos si
todos los bricks pueden tener las dimensiones introducidas. En caso negativo, hacemos
que los de las fronteras ma´s lejanas al origen tengan las dimensiones residuo, es decir, que
el nu´mero de vo´xeles en cada direccio´n sea el resultado de aplicar la operacio´n residuo
a la dimensio´n global por el taman˜o deseado.
Figura 5: Visualizacio´n con bricks solapados y sin solapar
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No basta con que los bricks sean disjuntos porque en ese caso, al visualizar los vecinos
no se realizar´ıa bien la interpolacio´n y encontrar´ıamos errores, figura 5. Si la visualizacio´n
es sin iluminacio´n, basta con incrementar en uno los vo´xeles en cada direccio´n. En el
caso contrario, es necesario incrementar en dos los vo´xeles utilizados como offset. Esta
diferencia se debe al ca´lculo del gradiente y a que sea necesario acceder al vo´xel vecino
para calcularlo. Si en la fo´rmula de calcular nuestro gradiente accedemos a vo´xeles que
distan N del tratado, el nu´mero de vo´xeles a solapar sera´ de N + 1.
Por lo tanto, los datos que necesita el brick para ser creado correctamente son los
siguientes:
Vo´xel origen y dimensiones del brick.
Nu´mero de vo´xeles a solapar.
Caja contenedora del brick completo, brick con offset.
Caja contenedora de recorte, brick sin offset.
Una vez conocemos todos los detalles, figura 6, creamos una textura 3D (brick) a
partir del mundo de vo´xeles, que contenga los datos correspondientes a las dimensiones
globales del brick (con offset). Enviamos a la GPU esta textura y guardamos su identi-
ficador para hacer referencia ma´s tarde.
Figura 6: Obtencio´n de un brick a partir del mundo de vo´xeles
4.2. Visualizacio´n de los bricks
Llega el momento de visualizar el volumen. Como vamos a pintar los bricks en se-
cuencia, primero se ordenan, ya que interesa que los ma´s cercanos al observador sean los
u´ltimos en pintarse, en caso contrario los ma´s alejados ”machacar´ıan”los p´ıxeles de los
primeros, figura 7. La medida de distancia utilizada es la del observador al centro del
brick.
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(a) Bricks ordenados (b) Bricks desordenados
Figura 7: Mandar a pintar los bricks mal ordenados genera errores
Una vez organizados, se pinta cada brick. La idea es que, con independencia del
brick, se pinten siempre los mismos planos. E´stos, tal y como se ha comentado antes, son
perpendiculares a la direccio´n de visio´n y tienen el taman˜o especificado por la diagonal
de la caja contenedora del volumen, de manera que cualquier rotacio´n del volumen
cae en el espacio compartido por la sucesio´n de planos. A la hora de mandar estos
planos (en realidad se envian quads que les representan) se les aplica una matriz de
transformacio´n especial, no la modelview standard. Esta matriz viene definida por las
siguientes comandas:
glMatrixMode (GL MODELVIEW);
glPushMatrix();
glTranslatef (mCenter.x(),mCenter.y(),mCenter.z());
glMultMatrixf (temp);
donde temp es la inversa para las rotaciones de la modelview actual, y mCenter el
centro del volumen a visualizar. Haciendo una abstraccio´n en 2D, el proceso vendr´ıa
representado por el siguiente esquema, figura 8.
Lo que se esta´ realizando es mandar siempre a pintar los mismos planos, en el ejemplo,
un conjunto de l´ıneas centradas en el origen y direccio´n horizontal. Aplicamos la matriz
inversa a la modelview para hacer seguidamente una traslacio´n en coordenadas de mundo
y aplicarla para obtener las coordenadas de observador definitivas. Esto se realiza igual
para cada brick, las operaciones so´lo dependen del centro del mundo de vo´xeles, comu´n
a todos los bricks, y de la ca´mara.
Lo que s´ı var´ıa de brick a brick son las texturas que se env´ıan a mapear en los planos
proxy y las transformaciones realizadas para cada una de estas texturas mediante la
matriz de texturas, figura 9. En el momento de crear cada brick, se crea una matriz de
transformacio´n para la textura del mismo.
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Luego, durante el pintado del volumen, las transformaciones que se le aplican a la
textura de cada brick son las siguientes:
glMatrixMode(GL TEXTURE);
glPushMatrix();
glLoadIdentity();
glTranslatef (1./(2.0),1./(2.0), 1./(2.0));
glTranslatef(
(boxGlobal.Center().x() - mVolCenter.x()) / mVolWidth,
(boxGlobal.Center().y() - mVolCenter.y()) / mVolHigh,
(boxGlobal.Center().z() - mVolCenter.z()) / mVolDepth
);
glScalef(
boxGlobal.GetDiagonal()/mVolWidth,
boxGlobal.GetDiagonal()/mVolHigh,
boxGlobal.GetDiagonal()/ mVolDepth
);
glMultMatrixf(temp);
El proceso de transformacio´n de las coordenadas de textura consiste en enviar para
cada brick las coordenadas centradas en el origen, para poder realizar correctamente el
giro indicado por la inversa de la modelview. Acto seguido realizar el escalado correspon-
diente a la razo´n entre´las dimensiones del mundo de vo´xeles original y las del brick. Por
u´ltimo se hacen las traslaciones pertinentes para que la textura ocupe su lugar relativo
al mundo de vo´xeles global. En definitiva se puede abstraer el proceso de transformacio´n
de coordenadas para los planos proxy y las texturas 3D, a la colocacio´n de los planos en
el lugar determinado por la ca´mara y la colocacio´n de las texturas 3D para que se situen
dentro de dichos planos en la direccio´n correcta.
Otro paso que se realiza por brick es el recortado, enviando al shader una caja de
recorte, obtenida a partir de la textura sin offset de solapado. Con este paso se consigue
que so´lo se pinten los te´xeles del brick que son disjuntos a otros bricks, recortando los
te´xeles offset que han servido para calcular el color correcto de los otros, pero que no
deben contribuir a la imagen, porque lo hara´ el brick al que pertenezcan.
4.3. Ciclo de vida de la memoria RAM y de la memoria interna de la
GPU
Uno de los mayores problemas que nos encontramos durante la implementacio´n del
proyecto fue el de la gestio´n de memoria.
El primer paso es cargar de disco el volumen y construir un modelo de voxeles en
memoria RAM. Este paso no siempre se puede realizar directamente, los modelos cada
vez son ma´s grandes, llegando a ocupar hasta varias decenas de Gigabytes. La cantidad
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Figura 8: Proceso de transformacio´n de las coordenadas de los planos
Figura 9: Proceso de transformacio´n de las coordenadas de textura para cada brick
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de memoria RAM que ofrecen los ordenadores hoy en dia va desde 512 MB hasta varios
Gigabytes. En estos casos se pueden utilizar te´cnicas Out-Of-Core, que se encargan de
manipular el modelo durante la etapa de preproceso y gestionar el envio de datos a la
memoria RAM para que esta no se desborde.
En nuestro proyecto supusimos que el modelo cabia en memoria RAM, que el con-
flicto lo tendr´ıamos con la capacidad de la memoria interna de la GPU, los valores de la
cual oscilan entre 128 MB y 1 GB normalmente. Han ido surgiendo contratiempos a la
hora de trabajar con la manera de gestionar la memoria por parte de las tarjetas gra´ficas.
Las dos grandes compan˜ias en este campo, ATI y NVIDIA, no ofrecen documentacio´n
apenas sobre este apartado. Tampoco es que exista ningu´n tutorial ni articulo que ase-
gure su funcionamiento ni si existe diferentes comportamientos para tarjetas de la misma
compan˜ia. Por ejemplo, descubrimos que las tarjetas de Quadro de NVIDIA se encar-
gaban de gestionar ellas mismas la memoria, es decir, podiamos ir enviandole texturas
que cuando sobrepasaba el taman˜o de la memoria interna ella misma hacia swapping al
tener copias de las texturas en memoria RAM. En cambio, las tarjetas ATI que hemos
probado no cargaban las texturas enviadas al soprepasar el ma´ximo permitido.
Por lo tanto, a la hora de tratar con texturas, memoria interna de la GPU y memoria
RAM, hay diversos factores a analizar. El primero es que cuando enviamos una textura a
la tarjeta gra´fica, al mismo tiempo que se carga en ella, se carga una copia de esta textura
en RAM. Esta copia sera´ la tarjeta quien la gestionara´, ya sea para hacer swapping, ya
sea para fines desconocidos y no documentados.
Por otra parte, la carga y descarga de texturas en la tarjeta por parte del progra-
mador, introduce un overhead considerable, por lo que en la medida de lo posible nos
interesar´ıa aprovechar al ma´ximo las posibilidades que nos ofrezca la tarjeta gra´fica en
cuestio´n. En las tarjetas ATI nos veremos obligados a realizar manualmente el swapping
o no podremo visaulizar el volumen entero.
Para finalizar, otro factor muy importante a tener en cuenta es la capacidad de la
memoria RAM. Cuando cargamos un volumen de disco y creamos un mundo de vo´xeles,
este residira´ en memoria RAM. Supongamos que este modelo ocupa 512 MB, que nuestra
memoria RAM es de 1 GB, y que nuestra GPU tiene una memoria interna de 256 MB.
Una vez cargado el modelo, en RAM tenemos algo ma´s de 512 MB ocupados (el programa
que esta siendo ejecutado, el sistema operativo, ..., en verdad se esta´ ocupando bastante
ma´s de 512 MB) y que ahora tenemos que hacer bricking. Al trocear el mundo de
vo´xeles y enviar a pintar cada textura 3D (brick), la tarjeta esta´ haciendo una copia
en RAM, por lo que si no vamos descargando el brick una vez pintado esa memoria se
desborda. Si por el contrario descargamos el brick para cada frame, necesitamos tenerlo
guardado en RAM para poder volver a enviarlo en un frame posterior, por lo que estamos
ocupando 512 MB en RAM del conjunto de los bricks. Durante todas estas situaciones
hemos mantenido el mundo de vo´xeles cargado en memoria por si teniamos q hacer
bricking de nuevo con distintas dimensiones o por si necesita´bamos acceder a los valores
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originales del modelo, ya fuera para hacer segmentacio´n de los datos, o realizar procesos
de interaccio´n. En definitiva, es un problema complicado ya que la memoria RAM es
finita y podemos superar su capacidad con facilidad al trabajar con este tipo de modelos,
y una vez superado este limite el ordenador empieza a paginar y la aplicacio´n deja de
ser interactiva por completo.
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5. Resultados
Hemos realizado una serie de experimentos con el programa para evaluar su rendimien-
to y extraer conclusiones. Los experimentos se han planteado sobre un Pentium r© 4 3.4
GHz, con 1 GB de RAM, una NVIDIA Quadro FX 1400 como tarjeta gra´fica (128 MB)
y Windows XP Profesional Service Pack 2 como plataforma. La ejecucio´n del programa
fue en entorno Release.
Las variables que componen nuestro estudio son las siguientes:
Modelo utilizado: Corazo´n, Cabeza, Piernas y Tronco.
Tipo de vista: axial, sagital y coronal.
Nu´mero de planos proxy utilizados para la visualizacio´n: standard y el
10% de los standard.
Nu´mero de bricks utilizados:1, 2, 8 y 128.
(a) Corazo´n 0’17 MB (b) Cabeza 121’5 MB
(c) Piernas 256 MB (d) Tronco 375 MB
Figura 10: Modelos utilizados en nuestros experimentos
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5.1. Experimentos con modelos pequen˜os
En este apartado vamos a analizar las pruebas realizadas sobre modelos que s´ı caben
en memoria interna de la GPU. En principio, no ser´ıa necesario utilizar te´cnicas de
bricking para su visualizacio´n, pero queremos ver como se ven afectados los tiempos de
render por el uso de nuestros algoritmos.
En el caso del modelo Corazo´n, figura 11a, la textura es muy pequen˜a por lo que
los tiempos no son realmente significativos. Lo u´nico que podemos extraer es que no es
conveniente dividir el volumen en much´ısimos bricks, porque el coste an˜adido de gestionar
y mandar a dibujar tantos, supera en mucho al de utilizar un nu´mero menor.
En el caso del modelo Cabeza, figura 11b, vemos una textura que casi alcanza el
l´ımite de la tarjeta, 128 MB. Se observa que el coste entre utilizar un 10% de los planos
es linealmente proporcional al de usar todos los planos, pero la calidad de la imagen se
resiente mucho. Tambie´n, se observa que la vista sagital es la que requiere ma´s tiempo y
que los mejores resultados se obtienen con 2 y 8 bricks. Por lo dema´s, a mayor nu´mero
de bricks, sobre todo en el caso de 128, los costes por vista se igualan, lo que quiere decir
que pesa ma´s el nu´mero de bricks que el tipo de vista.
(a) Corazo´n 64x64x22 0’17 MB (b) Cabeza 512x512x243 121’5 MB
Figura 11: Resultados con modelos que caben enteros en memoria interna de la GPU.
5.2. Experimentos con modelos grandes
En este apartado vamos a analizar las pruebas realizadas sobre modelos que no caben
en GPU, los cuales sin la te´cnica implementada en este proyecto antes no podiamos
visualizar.
Los modelos estudiados, figura 12, ocupan el doble y ma´s del triple de la memoria
gra´fica disponible, por lo que era imposible visualizarlos. Ahora, si los dividimos en ma´s
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de dos bricks podemos representarlos de una manera casi interactiva. En el caso de tener
8 (caso que mejores resultados esta´ dando), comprobamos que, si la vista no es sagital, el
frame rate obtenido es correcto. Ahora bien, en cuanto aparece la vista sagital o elevamos
el nu´mero de bricks considerablemente, el rendimiento decae mucho. Como en el caso
anterior, el nu´mero de planos es un factor determinante tanto del rendimiento como de la
calidad de la imagen, por eso es interesante disminuirlo mientras se manipula el modelo
y utilizar un nu´mero o´ptimo para renderizar el modelo parado.
(a) Piernas 512x512x512 256 MB (b) Tronco 512x512x750 375 MB
Figura 12: Resultados con modelos que no caben enteros en memoria interna de la GPU.
5.3. Experimentos con iluminacio´n local
Otro factor a tener en cuenta es el uso o no de algoritmos de iluminacio´n local, que
mejoran la visualizacio´n pero afectan al rendimiento.
Podemos ver la diferencia de tiempo entre visualizar un modelo con iluminacio´n y
sin ella, figura 13. Es ma´s costoso con iluminacio´n, porque para cada p´ıxel el shader de
pintado accede a los valores de textura vecinos para calcular el gradiente. Dado el alto
nu´mero de p´ıxeles para calcular el color y, por lo tanto, la elevada cantidad de accesos
a texturas, el rendimiento se ve afectado. Adema´s, en este experimento realizado sobre
diferentes modelos y tipos de bricking, se aprecia co´mo, a medida que el rendimiento de
la visualizacio´n ba´sica decrece, el de iluminacio´n decrece de manera casi lineal.
Se observa tambie´n, teniendo en cuenta que los datos esta´n ordenados de menor a
mayor tiempo de render en el caso de iluminacio´n, que la vista sagital es el peor de los
casos, ya que en los tres modelos grandes es as´ı, siendo para Piernas y Cabeza mayor el
tiempo gastado por el modelo Tronco, realmente grande en las vistas Axial y Coronal.
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Figura 13: Resultados referentes al uso de te´cnicas de iluminacio´n local
Por u´ltimo recalcar que la imagen obtenida es exactamente la misma con cualquier
configuracio´n, es decir, que el nu´mero de subdivisiones en bricks hechas del volumen
no influye para nada en la imagen, figura 14. El algoritmo utilizado lo que asegura es
cualidad, se este´ empleando iluminacio´n local o no. Esto es importante sobre todo en el
a´mbito en el que estamos trabajando, donde no podemos permitir ningu´n tipo de error.
Como se comenta en la seccio´n Trabajos relacionados, no todas las te´cnicas existentes
cumplen esta condicio´n y en algunas, como en la Multiresolucio´n, es, adema´s, uno de los
problemas que existen.
(a) 1 brick (b) 2 brick (c) 8 brick (d) 128 brick
Figura 14: Ima´genes del modelo Corazo´n con distinta cantidad de subdivisiones.
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Figura 15: Imagen del modelo Cabeza con iluminacio´n local
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6. Conclusiones y trabajo futuro
Tras el ana´lisis de los resultados obtenidos, podemos concluir que con modelos que
s´ı caben en memoria gra´fica, el rendimiento del visualizador viene condicionado por el
nu´mero de planos proxy y, en menor medida, por el tipo de vista. En caso de tener una
cantidad elevada de bricks, el tipo de vista tiene menor influencia.
En el caso de ejemplos que no caben directamente en memoria de GPU, que antes
e´ramos incapaces de visualizar, las conclusiones son un poco diferentes. En este caso, los
aspectos que ma´s inciden en el rendimiento de la herramienta, a parte del taman˜o del
volumen, serian el nu´mero de planos proxy obviamente, y despue´s el tipo de vista. La
vista sagital es con diferencia la que requiere de mayor tiempo de renderizado.
En definitiva, los tiempos obtenidos son buenos, teniendo en cuenta los taman˜os con
los que estamos trabajando, pero se pueden mejorar mucho. Adema´s, el bricking nos
permite aprovechar te´cnicas ya implementadas, adaptar algoritmos existentes y utilizar
de nuevos, a un coste de recursos asequible. Otra cualidad del bricking es que permite
su implementacio´n en mu´ltiples GPUs en paralelo.
Una conclusio´n que alcanzamos es que hab´ıa que implementar el bricking y para
entender realmente como gestionan la memoria las tarjetas gra´ficas. Debido a la escasa
documentacio´n sobre este tema, el tiempo consumido en la implementacio´n y modifi-
cacio´n de co´digo relativo a la gestio´n de memoria y funcionamiento de las GPU ha sido
mayor en comparacio´n con ningu´n otro. Tras mu´ltiples pruebas y experimentos pode-
mos concluir que hay peculiaridades segu´n la tarjeta sea de la compan˜ia ATI o de la
compan˜ia NVIDIA. Las primeras no realizan el swapping automaticamente en caso de
sobrepasar la memoria de la GPU, en cambio las NVIDIA probadas se encargaban ellas
mismas. Ha sido estimulador intentar obtener el ma´ximo rendimiento de la GPU y a la
vez complicado al no disponer siempre de la documentacio´n requerida.
Una posible solucio´n al problema planteado en el apartado 4.3 es la de eliminar el
mundo de vo´xeles una vez construidos los bricks. En memoria tener solo las copias que
hace la tarjeta de las texturas 3D enviadas, y que cada vez que realicemos el swapping
manual obtengamos de la tarjeta la textura expulsada de la propia tarjeta, de esta
manera mantenemos la memoria RAM lo ma´s vacia posible pero en contra an˜adimos
el overhead de copiar la textura saliente y de hacer el swapping manual. Es una de las
posibilidades a implementar en un futuro para evaluar si el coste del overhead nos ofrece
la visualizacio´n de volu´menes ma´s grandes o si por el contrario el tiempo de visualizacio´n
se hace demasiado grande.
Entre las futuras l´ıneas de desarrollo de nuestra herramienta, consideramos que
aplicar algu´n tipo de compresio´n sin pe´rdida o que modifique minimamente la visu-
alizacio´n, u´ltimamente hemos estado investigando en profundidad la compresio´n que
ofrecen las tarjetas gra´ficas, utilizar te´cnicas de multiresolucio´n, enviar a renderizar
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simplificaciones del volumen para ca´maras lejanas, o introducir el uso de estructuras
jera´rquicas. Lo que queda muy claro es que la solucio´n a este problema se encuentra
en la combinacio´n de distintas te´cnicas y que los resultados obtenidos invitan a seguir
trabajando por este camino.
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