Abstract. We show that the recurrence rates of Laurent series about continued fractions almost surely coincide with their pointwise dimensions of the Haar measure. Moreover, let E α,β be the set of points with lower and upper recurrence rates α, β (0 ≤ α ≤ β ≤ ∞), we prove that all the sets E α,β are of full Hausdorff dimension. Then the recurrence sets E α,β have constant multifractal spectra.
Introduction
Let F q be a finite field of q elements and F q (z −1 ) denote the field of all formal Laurent series with coefficients in F q , and F q [z] denote the ring of polynomials with coefficients in F q .
For each x = ∞ n=n0 c n z −n ∈ F q (z −1 ) with n 0 ∈ Z, denote
which is called the integer part of x, and the order of x is defined as v(x) = − deg(x) = inf{n ∈ Z : c n = 0}. Define a non-Archimedean valuation on F q (z −1 ) as x = q −v(x) for all x ∈ F q (z −1 ) . The field F q (z −1 ) is locally compact and complete under the metric ρ(x, x ′ ) = x − x ′ .
Remark 1.1. Since the valuation · is non-Archimedean, it follows that if two discs intersect, then one contains the other.
Let I denote the valuation ideal of F q (z −1 ) , i.e., I = x ∈ F q (z −1 ) :
c n z −n : c n ∈ F q , and P the Haar measure on F q (z −1 ) normalized to 1 on I. For any x ∈ F q (z −1 ) and m ∈ Z, let B(x, q −m ) = {y ∈ F q (z −1 ) : y − x < q −m } be the open disc of center x and radius q −m , we have P (B(x, q −m )) = q −m . Consider the following transformation from I to I defined by
This map describes the regular continued fraction over the field of Laurent series and has been introduced by Artin [1] . As in the classical theory, every x ∈ I has the following continued fraction expansion:
A 1 (x) + 1
where the digits A n (x) are polynomials of strictly positive degree and are defined by A n (x) = 1 T n−1 (x) , ∀ n ≥ 1. We denote by D the set of polynomials with strictly positive degree. The sequence of random variables {deg A k (·)} is independent and identically distributed with respect to P (see also Berthé and Nakada [4] , Paysant-Leroux and Dubois [13] ).
The metric and ergodic properties of this dynamical system have been studied extensively (see, e.g. Schmidt [15] , Berthé and Nakada [4] ). For results on the dimension theory, we refer to Niederreiter and Vielhaber [10, 11] , Wu [16] , Hu, Wang, Wu and Yu [8] .
The main motivation for this work is the quantitative behavior of Poincaré recurrence. Let (X, B, T, µ) be an abstract measure preserving dynamical system. The famous Poincaré Recurrence Theorem states that if A is a measurable set of the space with positive measure, then the orbit of x returns to A infinitely many times for µ-almost every x ∈ A.
In the past decade, lots of authors paid more attention to this area. Firstly, Boshernitzan [5] said that if the space X is separable and the Hausdorff measure H α (X) is σ-finite for some α > 0, then lim inf n→∞ n 1/α d(T n x, x) < ∞, µ-almost everywhere (a.e. for short).
Define the first return time of a point x ∈ X into the set A by
Ornstein and Weiss [12] proved that for a finite partition ξ, if there exists a T -invariant ergodic Borel probability measure µ, then
where ξ n (x) is the intersection of ξ, T −1 (ξ), . . . , T −n+1 (ξ) which contains x, and h µ (ξ) denotes the measure-theoretic entropy of T with respect to the partition ξ. Moreover, in the special case X ⊂ R d for some d ∈ N, Barreria and Saussol [2] strengthened the above results by proving that
where d µ is the Hausdorff dimension of the measure. More precisely, define the lower and upper recurrence rate of x by
If two numbers R(x) and R(x) are same, then their common value is denoted by R(x), called the recurrence rate of x. On the other hand, the lower and upper pointwise dimensions of µ at a point x ∈ X are given by
With the above notations, for X ⊂ R d , Barreria and Saussol [2] proved that
with the conditions that µ has long return time (see [2] ) and d µ (x) > 0 for µ-a.e.x. A simple consequence of this result is a reformulation of Boshernitzan's result lim inf
Following in time, many researchers (for example, [3] ) studied the problem when the formulation (1) holds from many different points of view. Barreria and Saussol [3] proved that the formulation (1) holds for three important different situations, including repellers of C 1+α expanding maps together with equilibrium measures of Hölder continuous functions and the continued fraction transformation endowed Gauss measure.
In this paper, we study the quantitative recurrence rate of the measure preserving dynamical system (I, B(I), T, P ) and show that the formulation (1) holds for this system. We will show that each recurrence rate is one for almost all points in I. We remark that the former results [2, 3] can not cover our case. Theorem 1.2. For P -almost all x ∈ I, we have
Moreover, we calculate the Hausdorff dimensions of level sets related to Theorem 1.2 and prove that these kind of sets have constant multifractal spectra. Theorem 1.3. Let α, β be two real numbers with 0 ≤ α ≤ β ≤ +∞. Then the following set
has Hausdorff dimension one.
In other cases, the Hausdorff dimensions of the sets like (2) have been considered by many different authors. Feng and Wu [7] established the result in symbolic space with finite symbols. Saussol and Wu [14] studied the case of conformal repeller of the C 1+α map. Recently, Lau and Shu [9] got a similar result for the topological entropy of the set E α,β under the conditions of positively expansive and specification condition with the Bowen metric.
Basic properties
In this section, we collect a few results about the continued fraction expansion of Laurent series which we use frequently (see Niederreiter [10] or Berthé and Nakada [4] ).
Let x ∈ I and {
Pn(x)
Qn(x) , n ≥ 1} be the sequence of convergents of its continued fraction expansion, i.e.,
Proposition 2.1 ([4, 10, 11]). Let x ∈ I. Then we have
Lemma 2.2 ([4, 10]). For any
an n-th order fundamental cylinder. Then the set I(A 1 , A 2 , . . . , A n ) is a disc with diameter
degA k , where P is the Haar measure on I.
Metric theorem about recurrent rate
In this section, we will show some lemmas firstly, which induce Theorem 1.2 directly.
For any r > 0, we can find n ∈ N such that q
So we only need to consider the limits like (3) as n → ∞ when referring to the lower and upper recurrent rate. In order to prove Theorem 1.2, we only need to show that, for P -almost every x ∈ I, we both have R(x) ≥ 1 and R(x) ≤ 1.
Lemma 3.1. The whole space I can be partitioned to q m disjoint balls with radius q −m , that is, there exist y 1 , . . . , y q m ∈ I such that
Proof. Since {B(y, q −m )} y∈I is a open cover of I and I is compact, there exists a finite set {y 1 , y 2 , . . . ,
Since P (I) = 1 and {B(y i , q −m )} are mutually disjoint, then k = q m .
The first return time of the point y ∈ B(x, r) into B(x, r) is defined by
Lemma 3.3. For P -almost all x ∈ I, we have
By BorelCantelli lemma, we are led to prove that
In fact, by Lemma 3.1, we have the partition (4), then
Chebyshev's inequality implies
By Kac's theorem, we know that for any y ∈ I,
By Remark 3.2, we have (5). Combining (5), (7) and (8), we have
Therefore, by (6) and (9), we know
, which implies the convergence of the series
For the inverse inequality, we note that the equalities [2] require the important property named long return time on the measure µ. Let us recall some notations related to long return time. Let (X, B, µ, T ) be a measure-preserving dynamical system and x ∈ X, r, ǫ > 0. Consider the set E ǫ (x, r) = {y ∈ B(x, r) : τ r (y, x) ≤ µ(B(x, r)) −1+ǫ }.
We say that the measure µ has long return time if
for µ-almost every x ∈ X and every sufficiently small ǫ > 0.
In the sequel, we shall verify that the dynamical system (I, B(I), T, P ) satisfies the property long return time.
Lemma 3.4. The dynamical system (I, B(I), T, P ) satisfies the property of long return time.
Proof. For any x ∈ I and r > 0, there exists n ∈ N such that q −(n+1) < r ≤ q −n , we put
and
Here E ε (x, r) ⊂ E ε (x, r). Note that B(x, q −2p1 ) = I(A 1 (x), . . . , A m1 (x)) and {A k (·)} is a sequence of i.i.d. random variables with respect to P , by simple calculation, we have
for 1 ≤ k < m and
Then by Borel-Cantelli Lemma, it turns out that for P -a.e. x (denote by U such set of full measure), τ q −2p 1 (y, x) ≥ m 1 for sufficient small r > 0. For any x ∈ U , we know
it turns out that
for sufficient small r > 0. Hence we have log P (E ε (x, r)) log P (B(x, r))
For P -a.e. x, p1 p2 → 1 as r → 0 due to the strong law of large numbers for {deg A k (·)}, we know lim inf r→0 log P (E ε (x, r)) log P (B(x, r)) ≥ 1 + ε.
Thus we obtain the desired result.
Lemma 3.5. For P -almost every x ∈ I, we have
Proof. For any ǫ > 0 and m ∈ N, let
For any
. . , B(x q m , q −m ) be a partition of I (in the light of lemma 3.1). By Lemma 3.4, there exist κ i > 0 such that
Let κ = min{κ 1 , . . . , κ q m }. Then for each i = 1, . . . , q m , we have
Therefore,
Broel-Cantelli Lemma implies that for Palmost every y ∈ I, we have
Then R(x) ≥ 1 by the arbitrary of ǫ.
Proof of Theorem 1.2. Lemma 3.3 and Lemma 3.5 imply the result of Theorem 1.2.
Hausdorff dimensions of the sets E α,β
In this section, we give the proof of Theorem 1.3. To make the argument clear, we decompose the proof to several steps. Firstly, we shall construct a Cantor-like subset of E α,β with large dimension (nearly to 1).
Constructing a Cantor set with large dimension
Here we cite a result due to Wu [16] , which will be used later.
Proposition 4.1. Let S be a non-empty finite set of polynomials with strictly positive degree and coefficients lying in F q , say S = {a 1 , . . . , a m }. Write
Then dim H E S = t, where t is given by
, by Proposition 4.1, the Hausdorff dimension of the set F (M ) is t M , which is the unique solution to the equation
Proof. The proof is elementary.
Let p > 2 be an integer. Based on the set F (M ), we construct a Cantor subset of F (M ),
In order to obtain lower bound of Hausdorff dimensions, we need the following mass distribution principle (see [6, Proposition 4.2] ). for all discs D with diameter |D| ≤ δ, then
We will show that F (M, p) is a large dimensional subset of F (M ) by proving the following lemma.
Lemma 4.4. Let ǫ ≥ 0 satisfies the condition
By the above result, when we choose p large enough, we know dim H F (M, p) will be close to t M .
Proof of Lemma 4.4. To get the lower bound of dim H F (M, p), we will give a probability measure supported on it. In the light of mass distribution principle, we need to show that the given measure satisfies (12) . Part I. The measure µ supported on F (M, p) In this part, we define a probability measure µ supported on F (M, p). In part II and III we will show that the measure satisfies (12) .
We will give the fractal structure of the set F (M, p) as the following. For any n ≥ 1, denote
For any (A 1 , . . . , A n ) ∈ D n , call
an admissible cylinder of order n (with respect to F (M, p)). Then it gives
Now a set function µ will be constructed on admissible cylinders as the following. For n = 0, µ(I) = 1.
For any n > p and (A 1 , . . . , A n ) ∈ D n we define: if n = kp + 1, kp + p for some k ≥ 1, set (15) µ
It is easy to check that the measure µ is well defined, by (11) we have:
. . , A n ) , and
Then by Kolmogorov extension theorem, the set function µ can be extended into a probability measure supported on F (M, p). Part II. Estimate the measures of the admissible cylinders In this part, we estimate the measure on admissible cylinders and show (12) is true on them.
In fact, for n > p, denote s = ⌊ n p ⌋, i.e., the integer part of n p , for any
Since ǫ ≥ 0 and deg
where the last equality is from (13) . Combining (17), we have
Part III. Estimate the measures of arbitrary balls In this part, we estimate the measure µ on an arbitrary ball B(x, r) and show (12) is true, which implies the result of Lemma 4.4 by Mass Distribution Principle (Proposition 4.3) .
Let B(x, r) be a ball with center x ∈ I. We can assume x ∈ F (M, p). Otherwise, B(x, r) ∩ F (M, p) = ∅, then µ(B(x, r)) = 0 since µ is supported on F (M, p), thus (12) will hold trivially. We denote by I(A 1 , . . . , A n ) the n-th admissible cylinder containing x. For any r small enough, there exists n ∈ N such that |I(A 1 , . . . , A n , A n+1 )| < r ≤ |I(A 1 , . . . , A n )|. Then by Remark 1.1, it follows I(A 1 , . . . , A n , A n+1 ) ⊂ B(x, r) ⊂ I(A 1 , . . . , A n ).
And by the construction of the measure µ and the result of Part II (see (14) , (15) , (18) Therefore (12) holds for any ball.
Proof of Theorem 1.3
Before we prove the last theorem, we give the following lemma. Let x ∈ I. Denote by I k (x) = I(A 1 (x), . . . , A k (x)) the admissible cylinder of order k containing x and by R k (x) = inf{n ≥ 1 : T n (x) ∈ I k (x)} the first return time of x into I k (x). 
Thus the fact that x ∈ F (M ) implies (19). By the arbitrariness of ǫ, we have
This completes the proof of Theorem 1.3 by the arbitrariness of δ and F ⊂ E α,β .
