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Abstract
In April 2010, the Deepwater Horizon oil rig caught fire and sank, sending approx-
imately 5 million barrels of oil into the Gulf of Mexico over the ensuing 3 months.
Thousands of workers were involved in the response and cleanup efforts. Many harm-
ful chemicals were released into the air from crude oil, including total hydrocarbons
(THC), benzene, toluene, ethylbenzene, xylene, hexane (BTEXH), and volatile organic
compounds (VOCs). NIEHS’s GuLF STUDY investigators are estimating the exposures
the workers experienced related to their response and cleanup work and evaluating as-
sociations between the exposures and detrimental health outcomes.
My research focuses on developing statistical methods to quantify airborne chemical
exposures in response to this event and to other settings in environmental health. Fac-
tors complicating the exposure estimation include analytical method and data collection
limitations. All analytical methods used to measure chemical concentrations have a limit
of detection (LOD), or a threshold below which exposure cannot be detected with the
analytical method (measurements below the LOD are called censored measurements).
However, even these low exposures must be assessed to provide accurate estimates of
exposure. Similarly, due to the scope of this event, it was not possible to take measure-
ments in all scenarios where workers were involved in the response. Therefore, we must
develop methods that allow us to estimate exposures under these limitations.
In this dissertation, I introduce a strategy that uses chemical linear relationships
to inform exposure estimates. We describe a Bayesian linear model for quantifying
exposure while accounting for censoring in both a chemical predictor and a response.
We further expand this model to quantify exposure in multiple EGs.
Then, I describe a multivariate Bayesian linear model used to quantify exposures
under various amounts of LOD censoring in the chemical response and multiple chemical
predictors. We assess our model’s performance against simpler models at a variety
of censoring levels using WAIC. We apply our model to assess vapor exposures from
measurements of volatile substances in crude oil on the Ocean Intervention III taken
during the Deepwater Horizon oil spill response and cleanup.
i
Next, I explain how we used a database of over 26 million VOC measurements
to supplement information in THC and BTEXH. I discuss the methods we used to
convert this large VOC database into a exposure metric that could be compared with
THC exposure. Then, I describe how we used the VOC exposure metrics to estimate
THC and BTEXH exposure when VOC information was available but THC/BTEXH
measurements were unavailable.
Finally, I expand the Bayesian linear framework to a spatial setting that allows us
to estimate exposure for particular areas in the Gulf of Mexico while accounting for
values below LOD in both the response and predictor of interest. We also investigate
imputation strategies designed to allow us to estimate exposure to our chemical predictor
(providing input to our model) so we can better estimate our chemical response. I
conclude with a brief description of our current investigation of environmental exposures
during the Deepwater Horizon response and cleanup efforts.
ii
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Chapter 1
Introduction
1.1 Deepwater Horizon Background
On April 20, 2010, the Deepwater Horizon oil rig exploded and sank two days later,
resulting in the release of almost 5 million barrels of oil into the Gulf of Mexico over
the ensuing 3 months. Thousands of workers were involved in the response and cleanup
effort. Oil can release many harmful chemicals into the air. The National Institute for
Environmental Health Sciences (NIEHS) is conducting the GuLF STUDY to investigate
potential adverse health effects from exposure to spill-related chemicals (Kwok et al.,
2017). Once estimates of exposure levels have been developed, epidemiologists will use
these estimates to assess the relationships between various health outcomes and these
exposures.
1.2 Chemical Exposures of Interest
Of particular interest in this research are the toxic components of total hydrocar-
bons (THC). THC is a composite of the volatile components of oil. Some of the more
volatile, toxic components include benzene, toluene, ethylbenzene, xylene, and hexane
(BTEXH). A review of the literature by Aguilera et al. (2010) found that increased ex-
posure to oil-related chemicals in prior spills was associated with a variety of detrimental
health effects including respiratory illnesses and cancer.
Volatile organic compound (VOC) samples were also collected across the course of
1
2the cleanup efforts. While the goal of this analysis is not to assess VOC exposure, we
hope to use information in VOC to allow us to provide better estimates of BTEXH and
THC exposure.
1.3 Exposure Assessment
In the GuLF STUDY, like in many studies, it was not possible to collect measure-
ments for each individual worker over time. In this work we focus on assessing exposure
for groups of workers. For each group of workers, we assess the mean exposure, reported
as an arithmetic mean (AM), geometric mean (GM) exposure, 95th percentile of expo-
sure, and geometric standard deviation (GSD) in exposure. These exposure estimates
are placed in an exposure matrix.
Then for each worker involved in the response, we assign the worker to particular
groups. Then, using the group exposure estimates, a exposure estimate is assigned to
a given worker. The official assignment of exposure (using multiple group assignments)
to a given worker is not the purpose of this dissertation and will be performed by a
separate biostatistics team. This dissertation focuses on assigning exposure to groups
and completing the exposure matrix.
1.3.1 Individual Variability
Since we are using group means, we are ignoring within subject variability. For
the purposes of the GuLF STUDY, insufficient data are available to allow us to assess
individual variability. While it is possible that a subject is included in an average more
than once, we do not believe this will significantly influence the results reported here.
1.3.2 Data Collection
Personal Measurement Database
Exposures for THC, BTEXH, and a variety of other chemicals were measured using
passive dosimeters worn by workers. We call this database, the personal measurement
database to distinguish it from other sources of information. Over 26,500 personal
air samples (each sample was analyzed for 5-10 different chemicals resulting in about
3150,000 measurements) that met the study criteria. Each sample represented 4-18 hours
in duration for a given worker.
Samples were taken throughout the Gulf but may have not been analyzed for all
chemicals of interest. For example, hexane was not reported routinely for samples taken
for workers on land or workers who were involved in the early response efforts. Nev-
ertheless, estimates of exposure are desired for hexane in these areas and time periods
where it was not routinely collected.
In addition, samples may have not been taken in all scenarios of interest. Due to the
scope of the study, it was not possible or feasible to have exposures assessed on every
worker at all times in the study. Therefore, we must approximate exposures in some
scenarios where few or no measurements exist.
VOC Database
Also collected during the response and clean-up efforts was a database of over 26
million VOC measurements. This area measurement database contains measurements
on 38 different vessels taken between May and August 2010. The measurements were
approximately instantaneous, lasting approximately a second, and could have been taken
as frequently as every minute. Many different instruments were located on each ship
taking measurements (mean number of instruments per ship: 9).
Unfortunately, we do not know the location of each instrument, and instruments
may have moved locations or turned on/off at any time. Instruments may have been
anywhere from outside near crude oil to inside the living quarters. More information
on this database will be provided in chapter 4.
1.3.3 Limits of Detection
Both the personal samples and VOC samples included a number of results at or below
the analytical method’s limits of detection (LOD). These measurements are known as
left-censored. The proportion of measurements below the LOD is, in part, a function of
the analytic method’s sensitivity and the duration of sampling.
These low levels of exposure are of interest for several reasons. In epidemiological
studies, health effects at low level exposures have not always been studied. Possible
4additive or synergistic adverse health effects may occur in the presence of other exposures
experienced at the time (e.g., other oil components, dispersants, particulates, heat, and
long working hours). The actual exposure threshold where adverse outcomes occur may
not be known. Finally, a low exposed group is often used in epidemiological studies
as the reference population to which higher exposed groups are compared. Therefore,
although measurement values may be below the LOD, the low or censored measurement
values are not zero and could be informative.
1.4 Determinants of Exposure
Exposure during the clean-up efforts would have varied by a variety of different
characteristics, known as determinants of exposure. In our case, we expect that exposure
would change with time period the person was exposed, the location/area the person was
working in, the vessel the person was working on, the job/task the person performed,
the duration of exposure, and other characteristics.
1.4.1 Time Periods
We are primarily interested in assessing exposure from April 20, 2010 to June 2011.
To formally assess exposure, this time frame was divided into 6 different time periods
(TP) shown in Figure 1.1. TPs were divided based on important events that would
have led to differences in exposures. These TPs include 1A, 1B, 2, 3, 4, 5, and 6 (5 and
6 not shown).
For example, TP1A would have slightly different exposure than TP1B because start-
ing on May 15, 2010, dispersant, or a chemical that breaks up oil on the surface of the
water, was applied at the water surface. Prior to May 15, dispersant was not constantly
applied leading to a different exposure scenario.
Other important events that led to differences in exposure were the top capping
and bottom capping of the well. These would have led to less oil release. Similarly, a
well bottom kill strengthens the capping of the well, preventing oil from being released.
Decontamination of vessels, occurred throughout the efforts, but most decontamination
efforts were completed by December 31, 2010. Efforts continued to cleanup wildlife and
marshes throughout the efforts and into 2011.
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Figure 1.1: Time periods (TPs) in the GuLF STUDY. TP1A, TP1B, TP2, TP3, TP4,
TP5, and TP6 are defined based on events that would have led to different exposures
(TP5-6 not shown)
We also used TPs because not enough information was available to assess daily
exposure levels. So TPs also allow us to assess exposures for groups of workers with
sufficient sample size.
1.4.2 Areas
To help differentiate areas of the Gulf where one may expect exposure to differ, a set
of 7 areas were defined. Four of these areas were located in the water including the hot-
zone, source, offshore, and near shore. The three land areas included beaches/marshes,
ports/docs, and other land areas (not shown).
We expect exposure to change as one gets farther from the well, but oil may also
collect near land in the shore, beaches, and marshes leading to increased exposures.
The hotzone, or a circle of 1 nautical mile (nm) in radius around the well site would be
expected to have very high exposure since the oil is being released from this location. A
five nm circle around the well site contains the source (when not part of the hotzone).
Near shore is 3 nm from the shoreline. Offshore contains any area not defined that is
in the water.
While these categories of exposure were important in the GuLF STUDY for assigning
exposure for particular workers doing tasks in particular areas, this dissertation also
contains a spatial analysis of exposure at a finer resolution (See Chapter 5).
6Figure 1.2: Areas in the GuLF STUDY. We divided up the Gulf into several areas
that we believed would have had different exposures. These areas include the hotzone,
source, offshore, near shore, beaches/marshes (not shown), ports/docs (not shown), and
other land areas (not shown).
1.4.3 Vessels
Many different types of vessels were involved in the response and clean-up efforts.
Of particular interest in this dissertation were four rig vessels assigned to the clean-
up efforts including the Discoverer Enterprise, Development Driller III, Development
Driller II, and the Q4000. These four ships were generally located in the hotzone or
source area. The Discoverer Enterprise was stationed over the wellhead and collected
gas and oil. The Development Driller II and Development Driller III drilled relief wells
to stop the oil spill. The Q4000 performed the static kill of the well. A static kill was
performed in order to relieve pressure in the well. To do this, cement and heavy mud
were poured into the top of the damaged well.
7Other ships involved in the response and cleanup efforts include the research vessels,
sampling vessels, remotely operated vehicles (ROVs), coast guard vessels, marine vessels,
fishing vessels, barges, and other miscellaneous vessels. These vessels were responsible
for a variety of tasks including skimming, or the removal of oil from the surface of
the water. Others such as the ROVs inspected damage to equipment underwater and
observed the quantity of oil on the Gulf floor. Barges were used as flotels (floating
hotels), staging platforms, and other platforms. Many ships helped create a boom around
the oil spill by sitting end to end preventing the spread of oil. Many fishing vessels were
employed and used for transportation, skimming logistics, and other tasks.
In total, over 9,000 vessels were involved in this effort. While it was not possible to
collect samples on all of these vessels, we do have information on various vessel types.
Here, we define a vessel type to be a larger grouping of individual defined by the tasks
the vessels were responsible for. For example, we consider a rig vessels to be a vessel
type as well as ROV vessels. It is expected that exposures would have varied by vessel
type due to the different tasks the vessel completed.
1.4.4 Job Titles
Within a given ship, we expect exposures to differ by the tasks or job titles of the
individual workers. For example, we expect cooks to have different exposures than those
working outside. Some examples of job titles in the GuLF STUDY include roustabouts,
IH-Safety workers, and operations technicians..
1.4.5 Exposure Groups
We know that these different exposure determinants (job titles, vessels, time periods,
areas, etc) led to different exposure profiles. Therefore, an exposure group (EG) was
defined as a group where a similar exposure distribution was expected based on the
determinants of exposure present.
In the GuLF STUDY, our goal is to assign each EG an exposure estimate. Due to
all the various determinants of exposure, around 35,000 EGs have been defined in this
study.
81.5 Preview
This dissertation presents methods to quantify exposure in scenarios where informa-
tion may be limited (measurements for a chemical are not available or measurements
are censored).
In chapter 2, we introduce a strategy that uses chemical linear relationships to inform
exposure estimates. We describe a Bayesian linear model for quantifying exposure while
accounting for censoring in both a chemical predictor and a response. We further expand
this model to quantify exposure in multiple EGs.
In chapter 3, we expand the framework in chapter 2, to model a single chemical using
multiple chemical predictors. Like the model in chapter 2, we account for censoring in
the response and all chemical predictors.
Chapter 4 describes our analysis a database of over 26 million VOC observations.
We discuss the methods needed to supplement THC and BTEXH information in the
personal measurement database. These estimates were used in our spatial analysis
(Chapter 5).
In chapter 5, we expand the framework in chapter 2 to a spatial model. This model
allows us to quantify exposure over space using a chemical predictor while accounting
for censoring in both the response and predictor.
I conclude with a discussion of the implications of these methods and future direc-
tions for research.
Chapter 2
Bivariate left-censored Bayesian
model for predicting exposure:
Preliminary analysis of worker
exposure during the Deepwater
Horizon oil spill
As previously mentioned, the GuLF STUDY personal measurement database con-
tains many chemicals with measurements below LOD. Likewise, there are also scenarios
where exposure measurements were not taken in some chemicals but were taken in oth-
ers. Since chemicals were censored at different levels or observed in different situations,
developing a model where we can use one chemical to predict exposures in another is
desired.
In this chapter, we develop a statistical model that allows us to predict exposure
levels to oil-related chemicals using the corresponding THC measurements because cen-
soring is much more prevalent among the BTEXH measurements. Equally important,
we seek to quantify the uncertainty in both our estimate of each censored observation
and in our estimate of the relationship between BTEXH and THC. This provides us
insight beyond current approaches for handling censored observations. Therefore, we
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constructed a hierarchical Bayesian regression model that accounts for censored ob-
servations in both THC and the chemical of interest (including pairs when both the
chemical and THC are censored). In this chapter, we model THC concentration as
the predictor (X) and consider the response (Y ) to be the concentration of one of the
BTEXH chemicals. After establishing a relationship between THC and the chemical,
we can use this relationship to generate relatively unbiased exposure estimates for that
chemical for different EGs.
In the next section, we briefly describe the measurement of the chemicals and un-
derlying chemical relationships. Then we describe the method and provide a simulation
study assessing our method at different censoring levels. Finally, we provide an example
of xylene exposure estimates for a subset of EGs on a rig ship called the Development
Driller III (DDIII), although this method should generalize to the other BTEH chemi-
cals.
2.1 Exposures during the Deepwater Horizon Oil Spill
Airborne exposure measurements were collected by industrial hygiene personnel
working for a BP (the responsible party) contractor using 3M 3500, 3M 3520 or As-
say Technology 521 passive organic vapor dosimeters. Sampling lasted from <1 to >24
hours, but we use measurements with durations of 4-18 hours to reflect the worker’s full-
shift of 8-12 hours. Each measurement used in the model was analyzed for a number
of chemicals, including THC, BTEX, and for a subset, hexane. THC was determined
using a modified NIOSH method Naphthas 1550, whereas, BTEXH was determined
using OSHA Organic Vapors Method 7 (National Institute for Occupation Safety and
Health, 1994; Occupational Safety and Health Administration Methods Development
Team (US), 2000). The gas chromatographs used in the analyses were equipped with
dual detectors: one to determine the THC concentration and the other, the individ-
ual BTEXH chemicals concentrations. THC was determined as the composite of the
volatile chemicals collected with the dosimeter: the area under all the peaks eluded
from the sample (including the BTEXH chemicals) was integrated to determine the
THC area-count. The THC detector was calibrated using known standards of n-hexane
and reported in ppm. With the second detector, the area under each BTEXH chemical
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peak was integrated to determine an area-count (except for xylene that eludes as two
peaks (m- and p- xylene as one peak and o-xylene as the other). The areas under both
peaks were added to obtain a total xylene). Each BTEXH chemical was calibrated using
a series of standards of the specific chemical. The LODs were established at the point
where the detector response was significantly different from the corresponding response
in the sampler blanks (generally about 3 times the response of the sampler blanks). All
samples were analyzed by laboratories accredited by the American Industrial Hygiene
Association Laboratory Accreditation Programs, LLC.
Approximately 10% by weight of the crude oil released in the Deepwater Horizon oil
spill was THC and about 2% was BTEXH (for information on how to access this infor-
mation please see the supplementary materials of Groth et al. (2017)). This means for
a particular exposure measurement, the concentration of the specific BTEXH chemical
is a small fraction of the THC concentration. The analytical method is more sensitive
for BTEXH than for THC (about 3 ppb for the former vs. 100 ppb for THC). Despite
the higher sensitivity for BTEXH, the fact that the BTEXH components comprised
<20% of the THC resulted in greater censoring of BTEXH measurements than THC
measurements.
In the Gulf STUDY, THC is correlated with each of these chemicals since the pri-
mary source of exposure was likely the crude oil, and the composition of the oil was
approximately constant within each of the study’s TPs.
The bases for the relationships of the oil components or other mixtures are the Ideal
Gas Law and Raoult’s Law (Stenzel and Arnold, 2015). The vapor concentration (VC)
of a pure chemical in the air above a chemical’s liquid surface at a specific liquid tem-
perature is the ratio of the chemical’s vapor pressure (VP) divided by the atmospheric
pressure. With mixtures such as crude oil, the VP of each component in the mixture
is lower than that of the pure chemical. The degree of VP lowering is related to the
chemical’s percent composition in the mixture and its molecular weight. This lower VP
is called the chemical’s adjusted vapor pressure (AVP). Once the AVP is determined, it
can be divided by atmospheric pressure to estimate the VC of the chemical in the air
above the mixture surface. If the composition of the mixture (in mass percent) generat-
ing the vapor is constant, then the VC of each component will be constant, resulting in
the relative VCs of the components of the mixture being constant (Stenzel and Arnold,
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2015). This relative relationship of two components in the air can be estimated from the
correlation of the components in a group of two corresponding sets of air measurements.
The correlation (or linear regression) approach is often used in assessing exposure when
data from one chemical in a mixture are used to estimate exposures to another chem-
ical in the mixture (Stenzel and Arnold, 2015). In this paper, we develop a regression
equation for predicting the mean of Y for a group of interest of the form β0 + β1Xi
containing an intercept (β0) and slope (β1) with predictor Xi.
The concentration of these chemicals cannot be zero because each of these chemicals
is found at ambient levels due to consumer and industrial sources of release. Therefore,
by using a naturally logged response and predictor, we prevent the predicted exposure
for the chemical of interest from being exactly zero.
Occupational exposures are affected by a variety of determinants such as job title,
activity, and location. Exposure can vary among EGs because of variations in tasks
performed and the duration of these tasks, but the correlations between the specific
chemicals and THC concentrations should be constant because the dominant source of
the exposure is likely the crude oil. Since the ultimate goal in exposure assessment
is to provide exposure estimates for each of these EGs, we simultaneously modeled
multiple EGs, each having its own regression equation (intercept and slope coefficient)
to distinguish different exposure levels among the EGs. To better inform estimates with
limited information, we allowed the slope and intercept estimates to be influenced by
other EGs in the model when censoring was high or sample size was low. This makes the
model estimates for particular EGs more stable because the model formulates a global
intercept and global slope estimate to use when information is limited.
2.1.1 Left Censoring Statistical Methods
Several methods have been proposed to account for left-censored responses (May
et al., 2011; Chen et al., 2013; Ganser and Hewett, 2010; Chu et al., 2005). After
reviewing the most promising frequentist methods, Huynh et al. (2014) compared max-
imum likelihood estimation, β-substitution, and reverse Kaplan-Meier methods. Huynh
et al. (2014) concluded that the β-substitution method was less biased and provided
lower root mean squared error estimates than the other two methods under conditions
of high censoring (>50%) and small (n=5-10) sample sizes. Huynh et al. (2016) then
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compared Bayesian models to the β-substitution method. At various censoring levels,
Bayesian models performed similarly (for bias and root mean squared error) to the
β-substitution method for generating exposure estimates. The Bayesian models, how-
ever, also provided variance estimates, i.e. CIs, whereas the β-substitution method did
not provide equations for calculating confidence intervals (comparable to CIs) for many
statistics of interest (i.e. GMs, GSDs, and 95th percentiles). Therefore, Huynh et al.
(2016) suggest that Bayesian models have advantages over frequentist methods such as
β-substitution for censored analyses in occupational health studies. Our contribution
here is to expand upon the earlier work of Huynh et al. (2014, 2016) and propose a
method for regression settings where either the dependent variable or the independent
variable, or both, may be censored in one or more EG(s).
2.2 Statistical Methods
Bayesian methods account for uncertainty by identifying the posterior distribution
of parameters of interest, including censored observations (Gilks et al., 1996; Marin and
Robert, 2007; Carlin and Louis, 2008; Gelman et al., 2013; Brooks et al., 2011).
First, consider a typical hierarchical linear regression framework assuming all mea-
surements on Y (natural log of xylene) and X (natural log of THC) are above their
respective LODs. Instead of focusing solely upon the conditional distribution of Y |X,
which proves restrictive when extending to censored or partially observed measurement
pairs (X and Y ), we prefer to work with a joint distribution for Y and X. We build
this joint distribution by first modeling X ∼ N(µ, σ2X) where µ is the mean and σ2X is
the variance. Then, we use the following regression parameterization of the mean of Y
(E(Y ))
E(Y ) = β0 + β1X (2.1)
where β0 is the intercept, and β1 is the slope. This parameterization can be written more
formally as Y |X ∼ N(β0 + β1X,σ2Y |X). A Bayesian hierarchical model is formulated
by assigning prior distributions on these parameters. We use a customary univariate
normal prior for µ, the mean of X, with mean θµ and variance σ
2
µ, a bivariate normal
prior for β = (β0, β1)
> with mean vector µβ and variance-covariance matrix Vβ, and
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inverse-gamma priors for the variances σ2X and σ
2
Y |X . This yields the joint distribution
of all model parameters
IG(σ2Y |X | a, b)× IG(σ2X | c, d)×N(µ | θµ, σ2µ)×N(β |µβ,Vβ)
×
m∏
j=1
N(Xj |µ, σ2X)×
m∏
j=1
N(Yj |β0 + β1Xj , σ2Y |X) , (2.2)
where we use the standard parametrization for the normal N(·, ·) and inverse-gamma
IG(·, ·) distributions, as given in, e.g., the text by Gelman et al. (2013). The shape
parameters (a and c) and scale parameters (b and d) in the IG densities stipulate the
extent of prior information on the variance components. The a priori means for σ2Y |X
and σ2X are
b
a− 1 and
d
c− 1 (for a > 1 and c > 1), respectively, while the variances are
b2
(a− 1)2(a− 2) and
d2
(c− 1)2(c− 2) (for a > 2 and c > 2), respectively.
Now consider the situation we face: some measurements on X and Y are below the
LOD and, hence, not known exactly. Let LODj(X) and LODj(Y ) be the LODs on
a natural log scale for the j-th observation on X and Y , respectively. Let CX = {j :
Xj ≤ LODj(X)} and CY = {j : Yj ≤ LODj(Y )} be the sets of indices for which Xs
and Y s are censored, and let OX and OY denote the the observed values of X and
Y respectively. The Bayesian hierarchical model is the joint distribution (of all model
parameters and censored values)
IG(σ2Y |X | a, b)× IG(σ2X | c, d)×N(µ | θµ, σ2µ)×N(β |µβ,Vβ)
×
∏
j∈OX
N(Xj |µ, σ2X)×
∏
j∈CX
Φ
(
LODj(X)− µ
σX
)
×
∏
j∈OY
N(Yj |β0 + β1Xj , σ2Y |X)×
∏
j∈CY
Φ
(
LODj(Y )− (β0 + β1Xj)
σY |X
)
, (2.3)
where Φ(u) denotes a standard normal cumulative density function (CDF)at u. To
obtain standard normal distributions of X and Y , respectively, we standardize all values
(using its mean and standard deviation). Therefore, if Z is a standard normal random
variable, then Φ(u) = P (Z ≤ u) is the value of integral of a standard normal density
below the value u.
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The above assumes that the relationship between Y and X remains the same across
EGs. We now extend (2.3) to multiple EGs by allowing the slope and intercept to
vary across EGs (here called the hierarchical Bayesian EG model). Let Yij and Xij
be the j-th measurement on Y and X, respectively, in EG i, where i = 1, 2, . . . , NEG,
and j = 1, 2, . . . ,mi. With analogous definitions of OX , OY , CX and CY , the joint
distribution of all model parameters and censored values is
IW (Vβ |S, ω)×N(µβ |θµ,Vµ)×
NEG∏
i=1
N(µi | ν, γ2)×N(βi |µβ,Vβ)
×
NEG∏
i=1
IG(σ2Y |Xi | ai, bi)× IG(σ2Xi | ci, di)×
∏
(i,j)∈OX
N(Xij |µi, σ2Xi)
×
∏
(i,j)∈CX
Φ
(
LODij(X)− µi
σXi
)
×
∏
(i,j)∈OY
N(Yij |β0i + β1iXij , σ2Y |Xi)
×
∏
(i,j)∈CY
Φ
(
LODij(Y )− (β0i + β1iXij)
σY |Xi
)
, (2.4)
where β0i and β1i are the intercept and slope parameters for EG i, µi is the mean
of X’s for each EG i, σ2Y |Xi is the conditional variance of Y |Xi for EG i and σ2Xi
is the variance of Xi for EG i. These two variances are assumed to be distributed
independently across the EGs as inverse-gamma distributions. While the shape and
scale of these inverse-gamma distributions are allowed to vary across the EGs in (2.4),
in practice it is difficult to have strong prior information regarding these distributions,
so we will assume that ai = a, bi = b, ci = c and di = d and specify values for a, b, c and
d. The µi’s are also modeled a priori as normal distributions, independent across EGs.
For prior distributions on the regression coefficients, we define βi = (β0i, β1i)
> as the
2 × 1 vector containing the intercept and the slope for EG i, which is distributed as a
bivariate normal distribution with mean µβ and a 2×2 variance-covariance matrix Vβ.
Again, these coefficients are assumed to be independent across EGs, but they borrow
strength by shrinking the EG means to µβ. Finally, µβ is assigned a Gaussian prior
and Vβ is modeled a priori with an inverse-Wishart (IW ) distribution with parameters
S−1 and ω (see, e.g. Gelman et al. (2013)).
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The posterior distribution for the model parameters is proportional to the corre-
sponding joint distribution in the respective models (2.2), (2.3), and (2.4). The pos-
terior distribution is evaluated using numerical methods, arguably the most popular
being Markov chain Monte Carlo (MCMC) algorithms such as the Gibbs sampler (as
described in Gelfand et al. (1992) for censored data) and Metropolis-Hastings algorithms
(Gilks et al., 1996; Marin and Robert, 2007; Carlin and Louis, 2008; Gelman et al., 2013;
Brooks et al., 2011). MCMC algorithms produce samples from the marginal posterior
distribution of each unknown parameter in (2.2). All subsequent inference proceeds from
these samples. Models (2.2), (2.3), and (2.4) are easily implemented in both OpenBUGS
and RJAGS and easily evaluated. Censored observations using the above standard nor-
mal CDF notation were introduced in OpenBUGS using the I(, ) notation. In JAGS,
censored observations were implemented using the dinterval() function (for programs
see Appendix B). Descriptions of GM, AM, and GSD calculations can also be found in
Appendix B.
2.2.1 Posterior Predictive Model Comparisons
Once the posterior distribution has been evaluated, e.g., using MCMC, Bayesian
model assessment often proceeds from simulating replicates of the observed data (e.g.,
Gelman et al. (2013)). To be specific, for (2.2), the joint posterior predictive distribution
of the replicates for the i-th observation, Yrep,i and Xrep,i, is given by
p(Yrep,i, Xrep,i | yobs, xobs) =
∫
N(Yrep,i |β0 + β1Xrep,i, σ2Y |X)
×N(Xrep,i |µ, σ2X)× p(θ | yobs, xobs)dθ , (2.5)
where yobs and xobs are observed Y ’s and X’s, respectively and θ={β0, β1, µ, σ2X , σ2Y |X}.
We draw samples from (2.5) by first sampling θ(l) from the posterior distribution
p(θ | yobs, xobs), then sampling X(l)rep,i ∼ N(µ(l), σ2(l)X ), and finally sampling Y (l)rep,i ∼
N(β
(l)
0 + β
(l)
1 X
(l)
rep,i, σ
2(l)
Y |X). This is repeated for i = 1, 2, . . . , n.
For the censored model (2.3), how the replicates will be generated depends upon
how X and Y have been measured. If both X and Y are above their respective LODs
for the i-th observation, the posterior predictive distribution is the same as in (2.5),
and we generate the replicates Yrep,i and Xrep,i as described above. When X is above
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the LOD for the i-th observation, we draw the replicates X
(l)
rep,i ∼ N(µ(l), σ2(l)X ) for each
posterior sample θ(l). This is done irrespective of whether Y is above its LOD for that
observation.
Now suppose that for the i-th observation, Y is above its LOD, but X is below
its LOD. Bayesian inference treats unquantified variables as unknown parameters, and
any imputation of unquantified variables must be carried out by sampling from the
posterior distribution of the unmeasured variable. To be specific, let Xc,i be the random
variable denoting the unquantified, or censored, X for the i-th observation. Note that
replicates are defined only for observed data, so Xc,i is not a replicate and will not be
used in model assessment. However, it will be sampled in order to correctly sample
the replicate Yrep,i. Using the posterior samples µ
(l)
X and σ
2(l)
X , we will draw X
(l)
c,i ∼
N(µ
(l)
X , σ
2(l)
X )I(X(c,i) < LODj(X(c,i))), where these values can be described as samples
from a normal distribution (with mean µ
(l)
X and variance σ
2(l)
X ) below the LODj(Xc,i)
(Gelfand et al., 1992). Then, for each X
(l)
c,i , we draw Y
(l)
rep,i ∼ N(β(l)0 + β(l)1 X(l)c,i , σ2(l)Y |X).
Finally, consider the model in (2.4). This extends (2.3) by allowing the parameters
to vary by EG. Sampling the replicates will be the same as for (2.3) with θ now being
the collection of all model parameters in (2.4).
For model comparisons, we use the replicated data to construct Gelfand and Ghosh’s
“D-statistic” for Bayesian predictive model assessment. The “D-statistic” can be com-
puted for each model and used to compare different models fitted to the same dataset.
Specifically, we compare the replicated data to the observed data by computing a
goodness-of-fit measure G and a predictive variance P that penalizes more complex
models. For (2.4), we compute
G =
∑
(i,j)∈OY
(
yij − µYrep,ij
)2
+
∑
(i,j)∈OX
(
xij − µXrep,ij
)2
and
P =
∑
(i,j)∈OY
σ2Yrep,ij +
∑
(i,j)∈OX
σ2Xrep,ij , (2.6)
where yij and xij are the observed measurements on Y and X, respectively, µYrep,ij
and µXrep,ij are the means, and σ
2
Yrep,ij
and σ2Xrep,ij are variances of Yrep,ij and Xrep,ij ,
respectively. The means and variances of Yrep,ij and Xrep,ij used in (2.6) are computed
from their samples. We then calculate D = G + P as a metric for comparing models.
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Lower D-statistics are preferred (Gelfand and Ghosh, 1998).
2.3 Simulation Study
2.3.1 Methods
We performed three simulation experiments under different levels of LOD censoring.
Table 2.1 describes the parameters we set for all three scenarios. We started off by
dividing a set of 300 observations into 10 groups of various sizes ranging from 9 to 92,
which is similar to what we see in the GuLF STUDY measurement data.
We set the true parameters using common characteristics of the data (not shown).
Since the model uses a natural logged response and predictor, the parameters listed
reflect what the parameters would be on the natural log scale for both X and Y .
Specifically, we selected for each group a slope parameter between 0.6 and 1, which, for
example, corresponds to the slopes generally found between ln(THC) (X) and ln(xylene)
(Y ). Based on previous regression models, we set intercept values between -2.5 and -
0.5 (in ln(ppb) units), where an intercept can be interpreted as the mean estimate of
ln(xylene) when ln(THC) is 0.
Then, also using common characteristics of the data, we set the mean of X to be
between 5 and 7.25 ln(ppb) (148.4 ppb and 1408.1 ppb). Next, we set the variances to be
between 1.44 and 5.29 for X and 0.49 and 3.24 for Y |X, corresponding to GSDs ranging
from 3.3 to 10 for X, and from 2 to 6 for a second chemical Y . We then generated Xs
from N(µx, σ
2
X) and, for each generated X, we drew a Y from N(β0i + β1iX,σ
2
Y |Xi),
where µi, σ
2
Xi
, β0i, β1i, and σ
2
Y |Xi are as defined earlier.
The parameters described above were kept for all simulation studies. After assigning
the parameters, three scenarios were defined. For the first scenario, the censoring levels
were below 31% in both X and Y , corresponding to lower levels of LOD censoring.
In the second scenario, the censoring on X remained the same as scenario 1, but we
increased the censoring in Y to 25-50%. Finally, in the third scenario, censoring on X
remained as in scenario 1, but the censoring ranged from 25-70% in Y , to demonstrate
a scenario with highly censoring (censoring > 50%) in the predicted variable of some
groups. Censoring levels among the groups varied within a scenario, allowing for similar
sample sizes to have different censoring levels. To be consistent, the percent censored in
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Y was always greater than or equal to the percent censored in X (as is generally seen
in our GuLF STUDY data).
In order to create censoring, we determined the quantiles in each scenario corre-
sponding to above or below each percentage censoring. All values below the quantile
were censored or became missing. Following this, a set of LODs was assigned for each
group in a uniform distribution just below the quantile chosen. This allowed for multiple
LODs for each group, due to, in our data, different durations of sampling (i.e. 4-18 hr).
True Parameter Values
Group N β0 β1 σ
2
X σ
2
Y |X µx
1 9 -1.50 0.70 2.25 1.00 5.50
2 50 -2.50 1.00 2.25 1.44 6.75
3 10 -2.00 0.80 4.00 3.24 6.50
4 92 -2.00 0.80 2.25 1.00 6.50
5 20 -1.50 0.70 1.44 0.49 6.80
6 12 -1.20 0.65 2.56 1.44 5.50
7 15 -2.00 0.80 5.29 3.24 6.20
8 14 -2.50 1.00 1.44 1.00 7.25
9 16 -0.50 0.60 2.25 1.69 5.00
10 62 -1.50 0.70 2.89 1.96 6.25
All Scenarios Scenario 1 Scenario 2 Scenario 3
Group X < LOD (%) Y < LOD(%) Y < LOD (%) Y < LOD(%)
1 22.2 22.2 33.3 33.3
2 10.0 10.0 50.0 70.0
3 20.0 30.0 30.0 40.0
4 15.2 25.0 41.3 59.8
5 5.0 10.0 35.0 35.0
6 25.0 25.0 25.0 25.0
7 13.3 13.3 26.7 33.3
8 14.3 14.3 35.7 50.0
9 18.8 25.0 43.8 43.8
10 21.0 30.6 30.6 59.7
Table 2.1: Simulation study scenarios for assessing oil-related chemical exposure. β0 is
the intercept, β1 is the slope, σ
2
X is the variance of X, σ
2
Y |X is the variance of Y |X,
and µx is the mean of X.
We implemented our Bayesian models by running an additional 10,000 MCMC it-
erations after 5,000 initial iterations for burn-in. In our model, we used inverse-gamma
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priors on the variance components. We also conducted simulation studies using infor-
mative uniform priors on the standard deviations with GSDs ranging from 1.01 to 12.
Estimates of the intercept and slope parameters were similar, but the variance estimates
varied more under the inverse-gamma priors as expected. Results of the simulation stud-
ies using uniform priors can be found in Appendix B.
In our model, we used an inverse-Wishart prior on Vβ with 2 degrees of freedom.
The 2 by 2 scale matrix of this prior had upper left element 200, lower right element 0.2,
and 0 otherwise. A normal prior was placed on µβ with a mean vector 0 and variance-
covariance matrix Vµ. The variance-covariance matrix Vµ had variances of 1,000,000
and covariances of 0. We used a normal prior on each µi with mean 0 and variance
100,000 for all 10 groups. Then, finally, we used an inverse-gamma distribution on the
σ2Xi and σ
2
Y |Xi for each group with shape parameter 0.01 and rate (1/scale) parameter
0.01.
We also compared our hierarchical Bayesian EG model in (2.4) with three simpler
models for each of the three scenarios described earlier. For model comparisons, we
replicated the observed Xs and observed Y s from the respective models. In the first
model, only an intercept was included for prediction of X and Y ; X was not used in
the estimation of Y , and each group was modeled separately. This assumed different
variances for each group where we simply modeled means, not accounting for additional
information. The second model had a common intercept and common slope, where
groups were not modeled separately but as one group. The third model used varying
intercepts for groups but assumed that all groups had the same slope estimate. In all
of the above models, we account for censoring in X and Y . D-statistics were used to
compare models.
2.3.2 Results
The results of the model comparison for all three scenarios indicate that the hierar-
chical Bayesian EG model was preferred according to the D-statistic (Table 2.2). The
D-statistic, in all scenarios, was lower for the hierarchical Bayesian EG model than for
the other three model types. This finding demonstrates that if groups really did have
their own intercept and slope estimates, the hierarchical Bayesian EG model would
be preferred over the simpler models. Across all three scenarios, modeling the groups
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separately was meaningful. The D-statistics should not be compared across scenarios
since the datasets between the three scenarios were fundamentally different due to the
different levels of censoring. G-statistics were consistently higher for the common inter-
cept and common slope model, indicating that there were great deviations between the
replicates based on this model and the real values. The real values were not generated
based on a single regression line, and were, as described above, based on individual
regression lines per group. Thus, this finding was expected.
Scenario Model D-Statistic P G
1 Intercept Only Model 2710.0 1681.7 1028.4
Common Intercept and Common Slope 2775.0 1591.8 1183.3
Common Slope and Varying Intercepts 2748.5 1706.6 1041.8
Hierarchical Bayesian EG Model 2690.8 1664.1 1026.6
2 Intercept Only Model 2656.6 1632.0 1024.6
Common Intercept and Common Slope 2731.8 1535.3 1196.5
Common Slope and Varying Intercepts 2635.5 1617.9 1017.6
Hierarchical Bayesian EG Model 2602.9 1595.9 1007.0
3 Intercept Only Model 2517.0 1476.5 1040.5
Common Intercept and Common Slope 2555.1 1362.1 1193.0
Common Slope and Varying Intercepts 2415.1 1431.5 983.6
Hierarchical Bayesian EG Model 2404.2 1417.8 986.4
Table 2.2: Model Comparison for our simulation study of models for assessing exposure
to oil-related chemicals
The CIs are provided for the intercept (β0), slope (β1), variance of X (σ
2
X), and
variance of Y |X (σ2Y |X) to see if they contained the true value of the parameter (Table
2.3). In all scenarios, all parameters were contained within the CIs.
In scenario 1, all slopes were significantly positive, although group 6 was barely
so. This particular group had a small number of non-censored samples below 10 that
likely led to the wide CI. Thus, slope estimation was reasonable in this scenario and
followed what we would expect based on the values we provided. The upper bounds on
the variance of X in groups 3 and 7 were quite high. However, in both of these cases,
we had set the highest variances for these parameters of the groups, so this result was
expected.
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Scenario1 Scenario 2
Group β0 CI β1 CI σ
2
X CI σ
2
Y |X CI β0 CI β1 CI σ
2
X CI σ
2
Y |X CI
1 (-4.89, -0.56) (0.46, 1.23) (0.72, 12.29) (0.20, 2.30) (-5.30, -0.50) (0.44, 1.28) (0.67, 9.96) (0.21, 3.23)
2 (-3.19, -0.80) (0.74, 1.11) (1.93, 4.51) (0.73, 1.71) (-4.29, -0.96) (0.75, 1.22) (1.95, 4.64) (0.84, 2.80)
3 (-4.63, 1.96) (0.20, 1.00) (2.55, 27.37) (0.77, 9.88) (-4.98, 1.94) (0.20, 1.04) (2.59, 28.67) (0.77, 10.81)
4 (-3.13, -1.05) (0.68, 0.96) (1.78, 3.46) (0.63, 1.27) (-3.12, -0.83) (0.66, 0.96) (1.77, 3.43) (0.51, 1.13)
5 (-2.59, 2.00) (0.19, 0.87) (0.62, 2.42) (0.43, 1.85) (-3.63, 1.42) (0.28, 1.00) (0.64, 2.47) (0.32, 2.00)
6 (-3.33, 2.12) (0.01, 0.89) (1.38, 10.95) (0.69, 8.14) (-3.60, 2.16) (-0.01, 0.92) (1.38, 11.93) (0.68, 8.40)
7 (-5.40, -1.36) (0.57, 1.15) (3.04, 15.76) (0.83, 4.87) (-6.43, -1.77) (0.61, 1.27) (3.17, 19.30) ( 0.83, 5.82)
8 (-4.31, 1.98) (0.39, 1.21) (0.60, 3.69) (0.55, 3.37) (-5.22, 2.42) (0.33, 1.30) (0.61, 3.78) (0.60, 5.20)
9 (-2.86, 1.30) (0.22, 0.91) (1.86, 10.70) (0.78, 5.07) (-4.12, 1.25) (0.22, 1.04) (1.90, 11.26) (0.83, 8.20)
10 (-3.03, -0.40) (0.50, 0.87) (2.63, 6.07) (0.99, 2.47) (-3.11, -0.46) (0.50, 0.88) (2.65, 6.02) (0.97, 2.53)
Scenario 3
Group β0 CI β1 CI σ
2
X CI σ
2
Y |X CI
1 (-5.17, -0.43) (0.44, 1.25) (0.67, 9.02) (0.21, 3.40)
2 (-3.65, 0.14) (0.66, 1.14) (1.93, 4.54) (0.48, 2.26)
3 (-5.64, 2.00) (0.20, 1.09) (2.57, 26.46) (0.87, 14.75)
4 (-3.38, -0.48) (0.62, 0.98) (1.76, 3.41) (0.48, 1.31)
5 (-3.59, 1.37) (0.29, 0.99) (0.64, 2.49) (0.32, 1.97)
6 (-3.60, 2.03) (0.01, 0.92) (1.34, 10.49) (0.69, 8.02)
7 (-6.63, -1.71) (0.62, 1.30) (3.05, 16.65) (0.62, 4.55)
8 (-5.48, 2.54) (0.28, 1.28) (0.60, 3.83) (0.77, 11.13)
9 (-4.06, 1.22) (0.22, 1.05) (1.85, 11.14) (0.81, 7.42)
10 (-4.26, -0.66) (0.53, 0.99) (2.68, 6.16) (0.92, 3.21)
Table 2.3: Simulation study CIs for parameters in our hierarchical Bayesian EG model. β0 is the intercept, β1 is the
slope, σ2X is the variance of X, and σ
2
Y |X is the variance of Y |X. The median and 95% CIs are reported for each
parameter.
23
In scenario 2 with moderate censoring in Y (25-50% censoring), the CIs tended
to be slightly wider for the slopes compared to scenario 1. With increased censoring,
there was less certainty and smaller non-censored sample sizes to estimate the true
parameters. For group 6, the slope was insignificant as seen from the 95% CI, which
marginally includes 0. We note that the 90% CI (not shown) did not include 0, indicating
significance at this level. For most groups, the upper bounds of the variance of Y |X
increased from scenario 1 to scenario 2. As censoring increased in Y , there may have
been more variability that went into estimation of Y at lower values of X, increasing
the variance of Y |X in some cases.
In scenario 3 containing some high levels of censoring in Y , the group with the highest
censoring, group 2, had an increased median posterior intercept and a decreased median
posterior slope compared to scenarios 1 and 2 (medians not shown). Since censoring
was relatively high in this scenario, our model began to use inference from other groups
to model this group. Overall, the slopes for the other groups were lower than this group.
Therefore, this group’s slope estimate at very high levels of censoring closely reflected
the slopes of other groups.
To summarize, these results highlight that the model performed well under a variety
of levels of censoring and that the 95% CIs contained the true parameters. It is expected
that as censoring increases the relationships will change, but the model clearly was
able to generate reasonable estimates and model the data adequately at levels < 70%
censoring.
2.4 Results: Illustrative Example of Estimation of Xylene
Exposure during the Deepwater Horizon Oil Spill
In this preliminary analysis, we focused on seven EGs between May 15 and July 15,
2010 on the DDIII, a rig ship charged with drilling a relief well. During this time, other
vessels were trying to stop or contain the oil release. In addition, dispersants were being
injected near the Gulf floor and on the surface of the water to break up the oil and
reduce atmospheric concentrations of oil-derived substances. Our goal is to estimate
summary statistics for exposure to xylene, one of the volatile oil components from the
THC measurements. Censoring in these measurements ranged from 0-25% and in the
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xylene measurements from 0-32.3% (Table 2.4). Censoring was higher for xylene than
for THC in most of groups. Sample sizes ranged from 6-96 measurements.
Exposure Group N % Censored THC % Censored Xylene
Derrick Hand 6 0.0 0.0
Floorhand/Roughneck 10 10.0 10.0
Crane Operator 16 12.5 31.3
Roustabout 96 19.8 32.3
Operations Technician or Operator 10 20.0 20.0
ROV Technician 12 25.0 25.0
IH-Safety 19 10.5 5.3
Table 2.4: Description of EGs (Number of EGs=7) on the DDIII between May 15-July
15, 2010, assessed in this preliminary analysis as part of the GuLF STUDY. These
EGs included Derrick Hands, Floorhands/Roughnecks, Crane Operators, Roustabouts,
Operation Technicians and Operators, Remotely Operated Vehicle (ROV) Technicians,
and IH-Safety workers.
Details on the prior specifications can be found in the Appendix B. In this paper, we
present results using weakly informative inverse-gamma priors on the variance compo-
nents. We compared these results to a setting where we had informative uniform priors
on the standard deviation of the natural log of THC and standard deviation of the nat-
ural log of xylene |THC (restricting the GSDs 1.01-12 based on known characteristics
of our data). Figures of the intercepts, slopes, correlation coefficients, GMs, GSDs, and
AMs using the uniform priors are provided in Appendix B.
Convergence diagnostics, as assessed by Gelman Rubin statistics and trace plots,
indicated that convergence was almost immediate. The Gelman Rubin diagnostics were
less than 1.2 for all parameters of interest for the first 5,000 iterations of the model.
Therefore, to ensure all parameters had converged adequately, we used 25,000 iterations
after 5,000 iterations of burn-in.
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Figure 2.1: Non-censored relationships by EG on the DDIII from May 15-July 15, 2010.
The plot displays all the non-censored datapoints for each EG and the corresponding
linear relationship for each of those non-censored EG datasets.
A plot of the non-censored datapoints and separate linear regression lines for each
EG shows that particular EGs had slightly different linear relationships (Figure 2.1).
In general, most points tended to follow a linear trend that could be summarized by a
single regression line. However, the censored information needs to be included to know
how the relationships differed among EGs. The plot also indicates that a few of the
observations may be outliers. Since every point is considered real in our dataset, outliers
were not excluded.
We compared our hierarchical Bayesian EG model to other simpler models. For
model comparisons, we replicated the observed Xs and observed Y s from the respective
models. In the first model, only an intercept was included for prediction of X and
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Y ; X was not used in the estimation of Y , and each EG was modeled separately. This
assumed different variances for each EG where we simply modeled means, not accounting
for additional information. The second model had a common intercept and common
slope, where EGs were not modeled separately but as one EG. The third model used
varying intercepts for EGs but assumed that all EGs had the same slope estimate. In
all of the above models, we account for censoring in X and Y . D-statistics were used
to compare models.
The common intercept and slope model accounting for censoring in X and Y had the
lowest D-statistic of the models tested (Table 2.5). This is likely due to the relatively
low degree of censoring in this example and the highly linear trend among most of the
non-censored data points (Figure 2.1). In addition, the P-statistic was elevated in the
hierarchical Bayesian EG model because many additional parameters were estimated
compared to other models. However, we still argue that our hierarchical model provides
additional inference that may be useful. The common slope and common intercept
model uses all the data as one EG, and does not allow us to differentiate differences
among EGs. Meanwhile, the Bayesian Hierarchical EG model allows us to model each
EG separately and compare the relationships among the different EGs. Although these
findings suggest that the common intercept and common slope and intercept model
performed the best, the Bayesian Hierarchical EG model was the best choice for our
analytic needs, which include the ability to distinguish between the EGs.
Model D-Statistic P G
Intercept Only Model 772.0 479.1 292.8
Common Intercept and Common Slope 732.4 406.0 326.4
Common Slope and Varying Intercepts 750.3 440.6 309.8
Hierarchical Bayesian EG Model 790.2 471.0 319.2
Table 2.5: Model comparisons metrics for the different models discussed in the text
relating worker exposure to xylene on the DDIII.
Limited work has been done to incorporate a linear relationship in estimation while
accounting for censoring in X and Y in previous studies. From this model comparison,
we can see that a common slope with a common intercept model and a common slope
with a varying intercept model were superior to the intercept only model. Therefore,
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accounting for the additional information from the linear relationship was useful.
The global parameter estimate from the hierarchical Bayesian EG model shows
that the overall intercept posterior median estimate was -1.49 in natural log units and
non-significant (Table 2.6). The lack of significance suggests that when ln(THC)=0
(or THC=1 ppb), ln(xylene)=0 (or xylene=1 ppb). The global slope estimate was
significantly positive with a median posterior estimate of 0.70. This indicates that for
every unit increase in ln(THC), there is a corresponding 0.70 ln unit increase in xylene.
The large amount of variance in the intercepts (33.31) is likely due to the low accuracy
and precision of the analytical method near the chemical’s LOD. However, the relatively
low variability in the slope estimates (0.06) suggests that there is likely to be only one
major source generating these exposures.
Model Parameter Median 95% Credible Interval
µβ0 -1.49 (-6.47, 3.46)
µβ1 0.70 (0.45, 0.97)
V11 33.31 (13.06, 123.21)
V22 0.06 (0.02, 0.27)
ρ(β0, β1) -0.16 (-0.75, 0.58)
Table 2.6: Posterior inference for the hyperparameter (global parameter) estimates in
(2.4) on the DDIII between May 15-July 15, 2010. The parameters V11 and V22 are the
diagonal elements of Vβ. The correlation between the intercepts and slopes is reported
as ρ(β0, β1). It was not significant and does not feature in the substantive inference.
We reported the median and 95% CIs for the intercept, slope, correlation, GSD of
xylene, GSD of THC, GSD of xylene |THC, AM of THC, and AM of xylene (Table 2.7).
The corresponding figures, including figures for the GMs, are included in Appendix B.
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Derrick Hand Floorhand/Roughneck Crane Operator Roustabout
Parameter Median 95% CI Median 95% CI Median 95% CI Median 95% CI
Intercept -1.98 (-4.76, 0.86) -1.65 (-4.67, 1.24) -1.34 (-3.51, 0.61) -2.84 (-4.29, -1.51)
Slope 0.76 (0.36, 1.17) 0.72 (0.33, 1.13) 0.62 (0.32, 0.95) 0.91 (0.69, 1.14)
Correlation 0.78 (0.32, 0.97) 0.64 (0.27, 0.89) 0.69 (0.35, 0.88) 0.70 (0.57, 0.80)
GSD of THC 2.55 (1.73, 8.50) 4.63 (2.72, 16.11) 2.90 (2.12, 5.21) 3.09 (2.63, 3.83)
GSD of Xylene |THC 1.76 (1.38, 3.70) 3.76 (2.32,11.79) 2.00 (1.57, 3.39) 2.82 (2.40, 3.50)
GSD of Xylene 2.64 (1.80, 7.55) 6.04 (3.31, 20.47) 2.68 (1.95, 4.86) 4.32 (3.46, 5.80)
AM of THC (ppb) 1472 (701, 12168) 3454 (1170, 60690) 871 (503, 2321) 675 (517, 944)
AM of Xylene (ppb) 42 (20, 277) 144 (39, 3487) 20 (12, 50) 35 (24, 59)
Operations Technician ROV Technician IH-Safety
or Operator
Parameter Median 95% CI Median 95% CI Median 95% CI
Intercept -0.96 (-3.86, 1.65) -1.03 (-2.49, 0.21) -0.49 (-1.73, 0.58)
Slope 0.68 (0.28, 1.09) 0.64 (0.44, 0.86) 0.59 (0.43, 0.78)
Correlation 0.67 (0.27, 0.91) 0.94 (0.77, 0.99) 0.89 (0.70, 0.96)
GSD of THC 5.45 (2.88, 25.05) 3.24 (2.08, 9.05) 2.68 (2.00, 4.57)
GSD of Xylene |THC 3.48 (2.12, 12.38) 1.31 (1.19, 1.66) 1.36 (1.24, 1.61)
GSD of Xylene 5.87 (3.02, 25.49) 2.24 (1.65, 4.55) 1.95 (1.63, 2.67)
AM of THC (ppb) 2050 (601, 98761) 852 (420, 5030) 889 (554, 2016)
AM of Xylene (ppb) 121 (33, 4747) 23 (15, 57) 32 (24, 50)
Table 2.7: Preliminary Results: DDIII May 15-July 15, 2010 hierarchical Bayesian EG model parameter estimates
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The EGs of floorhand/roughneck and the operations technician/operator had the
highest median GSDs and AMs for both THC and xylene, as well as the highest CIs
for these statistics. These EGs were characterized by having some very high and some
very low measurements for each of the two chemicals (e.g., for the floorhand/roughneck,
the measurements ranged for THC >5000 ppb to <LOD of 100 ppb). These groups
were directly involved in the drilling, tasks that had the highest exposures, but the
day-to-day work was quite variable, resulting in the high GSDs.
The correlation estimates between ln(THC) and ln(xylene) were all quite strong; all
were significantly positive with median posterior estimates above 0.6. The correlations
were strongest for the Remotely Operated Vehicle (ROV) technician (median correlation
posterior estimate: 0.94) and IH-Safety (0.89). The floorhand/roughneck and operations
technician/operator had the lowest median correlation posterior estimates but the CIs
were once again very wide. Given the various activities performed, these jobs may have
more than one source of THC or xylene exposure.
2.5 Discussion
2.5.1 Importance of Censored Data
Censoring levels are moderate to high in our study datasets overall (19-88% for THC
and BTEXH). We evaluated the influence of censored data on the relationship between
oil-related chemicals. To do so, we analyzed data from various EGs on one of the
drilling rigs charged with stopping the oil release, the Discoverer Enterprise. While our
primary analysis focuses on xylene exposure on the DDIII, the Discoverer Enterprise
provides a particularly vivid example of the importance of censored data. An overall
regression was performed of all outside measurements of workers who spent most of
the time outside of the rig’s living areas accounting for censoring and not accounting
for censoring. Associated 95% CIs were obtained for the slope and intercept. We
found that there was a difference in the intercepts and slopes between the two sets
of measurements. For example, for benzene and THC, approximately 86% and 11%,
respectively, of the measurements in this subset of the data were censored. We found a
significantly positive 95% CI for the slope when including censored data (median=0.81,
CI=(0.62,1.10)), while the CI for the slope included 0 when censored data were excluded
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(median=0.03, CI=(-0.10,0.18)).
Although we recognize that bias cannot be formally assessed using the comparison
of these two datasets due to not knowing the true concentration, we believe that these
findings demonstrate that additional censored data provide important information that
could result in biasing the results if not used. If the slope was truly 0, we would expect
the benzene exposure levels to be constant for all levels of THC. This is contrary to ex-
pectations arising from the oil composition. After accounting for censored information,
we clearly saw that lower THC levels were associated with lower benzene exposure levels,
as expected from physical and chemical laws. Similar discrepancies in slope and inter-
cept estimates were found for TEXH when comparing non-censored models to models
including censored data (not shown). Thus, including the censored observations allows
us to utilize more information over a wider range of values and yields more statistical
power (because of larger sample sizes) to detect significant relationships between the
chemicals.
2.5.2 Results from the Deepwater Horizon Oil Spill
The exposures to THC and BTEXH as experienced by workers who participated in
the DWH oil spill response, could have come from a number of sources. These include
the spilled crude oil; various solvents used in cleaning agents or in paints; chemicals
associated with specific activities such as using drilling mud when drilling of the relief
wells or operating equipment and vessels; fuels; or engine exhaust. The composition of
the chemicals of interest varies substantially in these substances and their use/presence
varied across the EGs. Therefore, exposure to BTEXH likely varies substantially among
EGs, resulting in a differing and less consistent picture than shown in Figure 1. If the
predominant source of the THC was crude oil, and the composition of the oil did not
change over the period of these measurements, a strong correlation should be observed
between the measurements for each of the chemicals and THC across the various EGs,
as shown in Figure 1 (effect of oil weathering see Appendix B). In contrast, if the
predominant source of exposure was the solvents and other chemicals in the workplace,
weaker correlations would be expected because the composition of the solvents and other
chemicals likely varied across the products used at the worksites and thus across the EGs.
If the primary source was fuel or fuel exhausts, the composition of the fuel or exhaust
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would be relatively constant but neither would be consistent with the composition of
crude oil, so that a different correlation would be observed for those EGs whose primary
exposure was fuel/exhaust.
Our application of the methodology to the GuLF STUDY data for xylene indicated
patterns consistent with the measurement data and tasks being performed. Expected
high exposure jobs that involved a variety of tasks had higher exposure levels, higher
variability, and wider CIs than jobs that were expected to have lower exposures. Higher
censoring and smaller sample sizes increased the width of the CIs.
These results for xylene suggest that the correlation between THC and its volatile
components may be a powerful tool to use for generating exposure estimates, particu-
larly when censoring is lower in one chemical than in another chemical. The correlations
(ρ) between ln(xylene) and ln(THC) were surprisingly strong (median posterior esti-
mates from 0.64 to 0.94) in all EGs. Due to the strength of these linear relationships,
these linear associations can be used as reasonable Bayesian priors (along with other
pertinent information) when assessing exposure.
2.5.3 General Discussion
This method also properly accounts for censored data by allowing there to be a
distribution for the censored observations. Instead of simply ignoring censored data or
substituting a single value, we are able to estimate the distribution of each chemical and
account for uncertainty in each censored observation. Our simulation study showed that
the model performed well under low, moderate, and moderate to high levels of censoring
in Y while having censoring levels low in X. D-statistics indicated that our model was
consistently the best model in each scenario of the simulation study. Estimation was
relatively robust for small sized EGs or with EGs with higher levels of censoring. We
were able to use the known information that the chemical was censored to generate
estimates. This helped us avoid having potentially biased estimates.
Our results are dependent on the level of censoring. Although we evaluated a range
of censoring for X and Y in the simulation study, for some EGs in our study, we see
even higher censoring or smaller sample sizes. These occurrences are likely to result in
increased uncertainty, and therefore, it is recommended that our model be used with
caution at higher levels (> 80%) and smaller sample sizes (< 5) than evaluated in the
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simulation study.
These results depended on the relationship between THC and its volatile compo-
nents being linear in nature, even below the LOD. If the relationships were not linear,
this methodology would not work sufficiently. We also assumed that each volatile com-
ponent on a natural log scale was normally distributed. Other distributions were not
investigated.
Future work could also incorporate repeated measurements within a worker. Kim
et al. (2011), Xing et al. (2013), and Tielemans et al. (1998) have shown that accounting
for within worker variability in epidemiological studies is important for inference and
leads to narrower standard error estimates on the effect of exposure on the heath out-
comes of interest. Burstyn et al. (2000) and Rappaport et al. (2009) provide excellent
examples of how repeated measures should be treated in epidemiological studies.
Additionally, here only one chemical was used for predicting each BTEXH chemical.
The next chapter expands this work to a scenario with multiple X censored variables.
It is possible that by including multiple chemicals as predictors, we can obtain even
stronger estimates of exposure.
Chapter 3
Multivariate left-censored
Bayesian model for predicting
exposure using multiple chemical
predictors
3.1 Introduction
Frequently, vapor emissions of volatile and semi-volatile organic chemicals from mul-
tiple sources can contribute to overall airborne exposure. When the multiple sources are
mixtures, they may share common chemical components but often those components
are not highly correlated. In other situations, a single mixture may be present (either as
a single source or from multiple sources) but its components are not highly correlated.
In either instance, measurements on all chemicals of interest may not be available.
Some chemicals may have been measured on only some of the groups of interest or mea-
surements may be below the analytical method’s LOD, adding additional uncertainty
about the exposure of interest
As previously discussed, within any given vapor mixture, typically, there are linear
relationships between the vapor concentrations of that mixture’s chemical components
and their molar weight composition. There are two situations of interest in this chapter:
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(a) If there are multiple mixtures with common components present, we may expect that
the relationships of two or more components in measured scenarios can help us estimate
exposure to a third component that is missing information for some of these scenarios.
In particular, one source of exposure may allow for strong prediction of the chemical of
interest using a chemical X(1) where another source would use a chemical predictor X(2).
As a result, a multiple linear regression framework with both chemicals as predictors
may be useful. (b) Similarly, if there is only one mixture present with components that
have low correlations, a multiple linear regression could use two or more chemicals (X(1),
X(2), etc.) to predict another chemical of interest.
To account for these two situations, this chapter extends the work of Groth et al.
(2017) to a multiple linear regression framework for estimation of a chemical of interest
while accounting for censoring in multiple predictors (X) and in the primary chemical
response of interest (Y ). Due to the multivariate framework (which allows us to derive
a multiple linear regression equation for each chemical using the other chemicals in the
model as predictors), this model also allows us obtain exposure estimates for multiple
chemicals simultaneously.
In the next section, we briefly discuss some additional statistical and chemical back-
ground. Next, we describe the model, as well as a method for comparing it to other
models with different numbers of predictors. Then, we discuss the results of several
comparisons that compare our model to simpler models with fewer chemical covariates
and test our model’s coverage, or the ability to encompass the true parameter values
(values we set) in the model’s 95% CIs. Finally, we conclude with a data analysis
example using air measurement data collected from a vessel that participated in the
Deepwater Horizon oil spill response and clean-up efforts, the Ocean Intervention III.
3.2 Background
In the previous chapter, we discussed the basis for chemical relationships within
crude oil. While we focused on the mixture of crude oil in chapter 2, linear relationships
can also be found in other mixtures. Our goal here is to consider situations where
multiple mixtures may be present as the sources of exposure, or cases where multiple
chemicals may have low correlations with a chemical of interest.
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Statistical methods for censored data were discussed in the previous chapter. The
previous chapter clearly demonstrated that censored information should not be ignored
and that information can be gleaned from censored data using a Bayesian linear regres-
sion framework. The goal of this work is to expand the previous chapter to a setting
where we allow for multiple chemical predictors.
We also hope to expand the bivariate nature of the framework discussed in chapter
2. In chapter 2, we were able to model both THC and one of the BTEXH chemicals at
the same time. We hope to be able to model two or more chemicals all in one model.
The multivariate framework allows us to model simultaneously correlations between all
chemicals included in the model. As a result, multiple linear regression equations for
each chemical in the model can be derived if desired, along with estimates of exposure
to all chemicals in the model. This structure avoids the need to fit additional models
to assess exposure to a chemical already included in the model.
3.2.1 Multicollinearity
We seek to add multiple predictors that could be potentially correlated with one
another. The inclusion of multiple highly correlated predictors in a linear regression
setting creates a commonly known problem called multicollinearity (also called collinear-
ity). High correlations among at least two predictors can lead to misleading regression
estimates and inflated standard errors. Inflated standard errors are a significant prob-
lem as they may lead us to conclude that the linear relationships are not significant and
therefore not useful. In reality, the relationship identified by the model (the slope and
intercept estimates) may actually provide meaningful information to inform exposure
estimates, but due to inflation of the standard errors are just testing as insignificant.
Dormann et al. (2013) found that variables with greater than 0.7 correlation will likely
create problems with statistical inference if included as predictors in a model. While 0.7
is the generally accepted threshold, others argue that researchers should try to avoid
correlations above 0.5 if possible.
We will avoid multicollinearity (i.e. with non-censored correlations greater than 0.5-
0.7 depending on the degree of censoring) by simply including only one of the highly
correlated variables in the model as a predictor. For more information on multicollinear-
ity, see Dormann et al. (2013) and Kutner et al. (2004).
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3.3 Statistical methods
To build our model, we start with a simple linear Bayesian regression framework.
Let Yi be the natural log of the primary chemical of interest and Xi,(1) be the natural
log of the first chemical covariate of interest for observation i with i = 1, . . . N . Later
on, we will add multiple chemical covariates, so we denote this first chemical covariate
with a subscript (1). We assume Xi,(1) follows a normal distribution with mean β0,(1)
and variance σ2(1). Let the regression coefficient vector β(Y |X) be the slope (β1,(Y |X))
and intercept (β0,(Y |X)) for Y |X(1). Therefore, we assume Yi follows a normal dis-
tribution with mean β0,(Y |X) + β1,(Y |X)Xi,(1) and conditional variance σ2(Y |X). To this
structure, we place priors on the variance components (σ2(Y |X), σ
2
(1)) and mean compo-
nents (β0,(1),β(Y |X)). With traditional definitions of inverse gamma (IG()) and normal
(N()) distributions as described in Gelman et al. (2013), we arrive at the following joint
distribution
IG(σ2Y |X | a, b)× IG(σ2(1) | c, d)×N(β0,(1) | θµ, σ2µ)×N(β(Y |X) |µβ,Vβ)
×
N∏
i=1
N(Yi |β0,(Y |X) + β1,(Y |X)Xi,(1), σ2Y |X)×
N∏
i=1
N(Xi,(1) |β0,(1), σ2(1)) . (3.1)
In this framework, we used inverse gamma priors on the variance components and
normal priors on the mean components. Other priors are possible, and the above priors
are used to allow for weakly informative priors and conjugate relationships to be used.
We also fix the mean θµ and variance σ
2
µ in the prior for β0,(1). Finally, we set the
mean (µβ) and variance-covariance matrix (Vβ) for our regression coefficients β(Y |X).
Alternatively, one may set hyperpriors on this mean and variance-covariance matrix
for β(Y |X) to allow these parameters to be estimated. It may be of particular interest
to estimate these parameters for more than one EG. But, for simplicity, we focus on
modeling one group’s exposures.
To account for censored observations in both the response and predictor, we adjust
the above model’s likelihood. Let LODi(X(1)) be the LOD on the natural log (ln) scale
for the ith observation for chemical predictor X(1) and LODi(Y ) be the LOD for the ith
observation of Y . Then, we separate the N observation for each variable into censored
and observed sets. Define C(1) = {i : Xi,(1) ≤ LODi(X(1))} and C(Y ) = {i : Yi ≤
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LODi(Y )} as the censored sets of observations of Xi,(1) and Y respectively. Let O(1)
and O(Y ) to be the observed observations. Using the same definitions of parameters
and variables defined in equation (3.1), the resulting joint distribution of all model
parameters including censored values is
IG(σ2Y |X | a, b)× IG(σ2(1) | c, d)×N(β0,(1) | θµ, σ2µ)×N(β(Y |X) |µβ,Vβ)
×
∏
i∈O(Y )
N(Yi | (β0,(Y |X) + β1,(Y |X)Xi,(1)), σ2Y |X)
×
∏
i∈C(Y )
Φ
(
LODi(Y )− (β0,(Y |X) + β1,(Y |X)Xi,(1))
σY |X
)
×
∏
i∈O(1)
N(Xi,(1) |β0,(1), σ2(1))×
∏
i∈C(1)
Φ
(
LODi(X(1))− β0,(1)
σ(1)
)
, (3.2)
where Φ(u) denotes the cumulative density function (cdf) of a standard normal random
variable at u.
To this bivariate situation described in Groth et al. (2017), we add additional chem-
ical covariates with potential censoring. Our ultimate goal is to model a chemical
response Y that is dependent on all chemical predictors (X). We will consider p chem-
ical predictors. Let X(k) represent one of the chemicals of interest (natural log scale)
where k = 1, . . . p. We model each additional X(k), where k = 2, . . . p, as conditional
on the set of all X(l), where l = 1 . . . k − 1, to generate multivariate model framework.
Due to the conditional distributions, this model can also be written using a multivariate
normal distribution framework.
To adjust the likelihood for multiple chemical covariates when modeling Y , we di-
vide our likelihood into three likelihood components that when multiplied form the
full likelihood of this multivariate model. The first component is the likelihood of
our chemical response Y which is dependent on all chemical predictors X. Like in
equations (3.1) and (3.2), let β(Y |X) and σ2Y |X represent the vector of regression coeffi-
cients and the conditional variance respectively for the conditional expression of Y |X
where now we have multiple X components. To simplify notation of the conditional
means, let Di,(Y |X) represent the row of the design matrix for the i-th observation
for Y . Here the design matrix would consist of a column of 1s for the intercept and
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X(1), . . . X(k) in columns. Therefore, we can abbreviate the mean expression for Yi |Xi
(β0,(Y |X) + β1,(Y |X)Xi,(1) + · · · + βp,(Y |X)Xi,(p)) as Di,(Y |X)β(Y |X). To account for cen-
sored Y values, this likelihood of Y will contain a censored set C(Y ) (dependent on the
LODi(Y )) and observed set O(Y ) as previously defined in equation (3.2). The second
component is the likelihood of all chemical predictors other than X(1). Here each chem-
ical X(k) is modeled as conditional on X(1) and other chemical predictors X(l) where
l = 2, . . . k − 1. Let β(k) represent the vector of all regression coefficients for the con-
ditional expression on X(k). Like we did for Yi, we let Di,(k) represent the row of the
design matrix for the i-th observation for X(k), The design matrix for X(k) is a column
of 1s followed by columns of each X(l) where l = 1, . . . k−1. This allows us to abbreviate
the conditional mean of Xi,(k) as Di,(k)β(k). Then, we define the conditional variance of
X(k) |X(1), . . . X(k−1) as σ2(k|1,...k−1). Again as in equation (3.2), we consider a censored
set C(k) (with LODi(X(k))) and observed set O(k) in the likelihoods of each X(k). Fi-
nally, the third component is the likelihood of X(1) which is dependent on its mean β(1)
and variance σ2(1) as previously defined in equations (3.1) and (3.2). In order to account
for censoring, we use previous definitions of the observed set O(1), the censored set C(1),
and LODi(X(1)) from equation (3.2).
From these likelihood components, we obtain the following joint distribution of all
model parameters and censored values
N(β(1) |µβ,(1), γβ,(1))× IG(σ2(1) | a(1), b(1))×N(p+1)(β(Y |X) |µβ,(Y |X),Vβ,(Y |X))
× IG(σ2(Y |X) | a(Y ), b(Y ))×
p∏
k=2
IG(σ2(k|1,...k−1) | a(k), b(k))
×
p∏
k=2
Nk(β(k) |µβ,(k),Vβ,(k))×
∏
i∈O(Y )
N(Yi |Di,(Y |X)β(Y |X), σ2(Y |X))
×
∏
i∈C(Y )
Φ
(
LODi(Y )−Di,(Y |X)β(Y |X)
σ(Y |X)
)
×
∏
i∈O(1)
N(Xi,(1) |β(1), σ2(1))
×
∏
i∈C(1)
Φ
(
LODi(X(1))− β(1)
σ(1)
)
×
p∏
k=2
∏
i∈O(k)
N(Xi(k) |Di,(k)β(k), σ2(k|1,...k−1))
×
p∏
k=2
∏
i∈C(k)
Φ
(
LODi(X(k))−Di(k)β(k)
σ(k|1,...k−1)
)
, (3.3)
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where µβ,(1) and γβ,(1) are the mean and variance respectively of β(1). We let all vari-
ances and conditional variances follow inverse gamma distributions with shape param-
eters a(1), a(2), . . . a(k), a(Y |X) and scale parameters b(1), b(2), . . . b(k), b(Y |X). In practice,
we usually set the same shape and scale parameters for each variance or conditional
variance. We define µβ,(Y |X) as the mean vector for regression coefficients β(Y |X) (of
length p+1) and Vβ,(Y |X) as the (p+1)× (p+1) variance-covariance matrix for β(Y |X).
Finally, we define each µβ,(k) as the mean vector for the regression coefficients β(k) and
Vβ,(k) as the k×k variance-covariance matrix of β(k). For β(k), we consider k = 2, . . . p,
and define a separate variance-covariance matrix and mean vector for each k.
Many possible extensions of (3.3) exist. For example, if we were interested in model-
ing more than one group of workers at the same time and allowing groups with minimal
information (smaller sample sizes and/or high censoring) to be informed by an overall
regression relationship, we may add a hierarchical structure and hyperpriors across each
set of β coefficients. Furthermore, researchers may be interested in modeling individual
level variability if subjects had more than one measurement. The flexible nature of the
Bayesian regression framework allows us easily to add in random effects for individual
to the above model.
3.3.1 Posterior inference
In a non-censored setting, all posterior inference of marginal means and variances
extends from conditional means and variance formulas. As previously mentioned, this
model with p chemical predictors and primary response Y may be represented through
multivariate normal framework. Let µY and σ
2
(Y ) be the marginal mean and variance
respectively of Y . Similarly, for each X(k) with k = 1, . . . p, let X(k) have marginal mean
µ(k) and marginal variance σ
2
(k). Then, the set of all X and Y would be modeled multi-
variate normal with a (p+ 1) length vector of marginal means (µ(1), µ(2), . . . µ(p), µ(Y )),
and a (p+ 1)× (p+ 1) variance-covariance matrix. This symmetric variance-covariance
matrix would have marginal variances of all Xs followed by the marginal variance of Y
(σ2(1), σ
2
(2), . . . σ
2
(p), σ
2
(Y )) on the diagonal. Covariances between each set of variables are
found on the off-diagonals.
From this framework, it is easy to derive relationships between conditional and
marginal variables. For example, for the response Y , let µ(Y |X) be the conditional mean
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of Y |X. Therefore, the marginal mean (µ(Y )) and variance (σ2(Y )) for the response Y
are defined by
µ(Y ) = µ(Y |X) −BTΣ(X)−1(X− µ(X)) σ2(Y ) = σ2(Y |X) + BTΣ(X)−1B (3.4)
where B is a vector of length p of the covariances of Y with each X and Σ(X) is an p×p
variance-covariance matrix with variances of all Xs on the diagonal, and covariances on
the off-diagonals. It should be noted that we can obtain marginal means and variances
for each chemical in the model, not just Y . Therefore, we can obtain a multiple linear
regression expression for every chemical included in the model (with all other chemicals
as predictors). This allows us to estimate exposure to multiple chemicals simultaneously
while accounting for correlations among chemicals.
Posterior inference for the parameters of interest in the censored setting uses an
overarching Gibbs sampler as described in Gelfand et al. (1992). In the Bayesian setting,
we treat the censored values as parameters in our model. Therefore, within each iteration
j, j = 1, . . .M), we can first sample these censored values using the full conditionals
(with parameters defined by the previous iteration) of each X(k) and Y . This fills in the
censored values, giving us a full dataset. Second, using the full dataset (including the
previously censored X(k) values), we can sample the conditional means and variances
using full conditional distributions. We repeat these steps within each iteration until
convergence of the parameters is met.
Convergence of this model is immediate (well within 5,000 iterations) as assessed
by Gelman Rubin diagnostics, trace plots, and MCSE. To account for additional un-
certainty with higher censoring levels, we recommend running the chain long enough to
allow the model to fully explore the parameter space. This appeared to be completed
well within 5000 iterations for censoring levels less than 70%. In all cases, we provide
25,000 iterations after 5,000 iterations of burn-in to ensure convergence of our model.
Inference for GMs, AMs, and GSDs stem from the posterior samples of the marginal
means and variances. First, through the conditional formulas, we calculate the marginal
means and variances for each iteration. Then, we obtain inference on the GM of each
chemical by exponentiating the posterior samples of the marginal means previously
found for each chemical. The variances reported in the model are for the natural log
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of each variable. Once marginal standard deviations are found, we simply exponentiate
them to find the GSD. The AMs are derived using the posterior samples of the GSD
and GM of each variable and are calculated using AM = GM × e 12 (log(GSD))2 .
The above framework can be easily coded in Openbugs or RJAGS for specific p. A
sample RJAGS code for p = 2 is provided in the supplementary materials.
3.3.2 Posterior predictive model comparisons: WAIC
In any model, there may be multiple chemicals to consider as chemical covariates.
We need a method to decide if we should add an additional chemical covariate to the
model. We want to compare the ability of each model (with different number of chemical
covariates) to predict the real data provided to the model. This method must account
for censoring in any of the predictors, in the chemical response of interest, or in both
the predictions and the response.
Watanabe (2010) developed a criteria known as widely applicable information crite-
rion (WAIC) that is based on the likelihood of each observation (i) over a set of itera-
tions j (j = 1, . . . ,M) that can be used to compare models fit to the same datasets. The
use of the likelihood allows us to also account for censored observations. Other methods
such as Gelfand and Ghosh’s D-statistics do not allow us to account for censored obser-
vations because they rely on a statistic that compares points generated from the model
to the true data values (Gelfand and Ghosh, 1998). The true censored measurements
are not known in our case, so using this statistic would require us to ignore censored
response values.
In the multivariate framework, the full likelihood of each observation consists of three
primary components as modeled in equation (3.3). Again, the components include the
likelihood for of Y |X, the likelihoods for each Xi,(k) |Xi,(k−1), . . . Xi,(1), and the like-
lihood of Xi,(1). These likelihood components when multiplied form the full likelihood
for a particular observation i. As in equation (3.3), a censored Yi would have likeli-
hood Φ
(
LODi(Y )−Di,(Y |X)β(Y |X)
σY |X
)
while an observed observation in set OY would have
likelihood N(Yi |Di,(Y |X)β(Y |X), σ2Y |X). Similarly, the likelihood of a censored Xi,(k)
for any k, k = 2, . . . p, would be Φ
(
LODi(X(p)−Di,(k)β(k)
σk|k−1,...1
)
. The likelihood for an ob-
served Xi,(k) would be N(Xi,(k) |Di,(k)β(k), σ2(k|k−1,...1)). Finally, the likelihood for a
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censored Xi,(1) is Φ
(
LODi(X(1)−β0,(1)
σ1
)
while an observed Xi,(1) would have likelihood
N(Xi,(1) |β0,(1), σ2(1)).
The full likelihood is calculated using parameter estimates at each iteration j, where
M is the total iterations sampled after burn-in (the number of posterior samples of each
parameter). These parameter estimates include censored Xi, regression coefficients
(β0,(1), β0,(2) etc.), and variances (σ
2
(1), σ
2
(2|1), . . . , σ
2
(p|p−1,...1), σ
2
(Y |X)). A censored
chemical measurement Xi,(k) may depend on likelihoods of other Xi for observation i
as well as other parameters.
WAIC of full likelihood
WAIC involves two statistics that rely off the likelihoods, known as LPPD, or the
log posterior predictive density, and P , the penalty term. The quantity LPPD can be
thought of as the goodness of fit term. P is the penalty for more model parameters
and greater variation in the likelihoods. Let Lij be the full likelihood formed using the
three components previously defined for a particular measurement i calculated using
parameter estimates at iteration j. Then, LPPD and P are defined as follows:
LPPD =
N∑
i=1
log
 1
M
M∑
j=1
Lij
 P = N∑
i=1
Var (log(Lij)) , (3.5)
where we provide the penalty term (P2) recommended by Gelman et al. (2014). The vari-
ance (Var) is over M iterations for each observation i. The penalty developed by Watan-
abe (2010), which we call P1 is defined as
∑N
i=1 2
(
log( 1M
∑M
j=1 Lij)− 1M
∑M
j=1 log(Lij)
)
but usually is close to that defined by Gelman et al. (2014).
Since we want to maximize the mean likelihood for each observation, we want to
maximize LPPD. We want to minimize the penalty term P since we want variability
in parameter estimates to be small, leading to lower variability in the likelihood of each
observation. To develop a deviance-like statistic we define WAIC = −2(LPPD − P ).
Lower values of WAIC are preferred (Watanabe, 2010).
43
WAICY
If the primary interest is modeling the response Y , one can simplify WAIC and
rely only on the likelihood component for Y , referred to as WAICY . The calculations
and formulas are the same as when we consider the full likelihood, but now Lij is the
likelihood for only Yi at iteration j (observation i). This formulation of WAIC allows
us to know which model is better modeling our response Y . It also more easily allows
models with different numbers of chemical covariates to be compared without assuming
other models for the covariates not included in the full model. However, by using
WAICY , we assume that we do not care about modeling any chemical covariates, and
assume the chemical covariates are modeled appropriately.
Model Comparisons
Since the components in the likelihood vary slightly between WAICY and WAIC of
the full likelihood, we perform two different model comparisons in this paper, one with
each WAIC form. WAIC of the full likelihood allows us to identify if the multivariate
nature of the model is beneficial for all chemicals included in the model (not just Y )
whereas WAICY focuses on if the model is beneficial/preferred when modeling Y only.
In practice, one may want to compare the multivariate model to a bivariate model or
ANOVA model accounting for censoring (or a combination of models). The calculations
of WAIC remain the same, but the likelihood changes for these models. We will assume
similar notation for censored and observed observations (like in equation (3.2) and (3.3)).
For a bivariate model of Y andX, let µY |Xi be the expression for Yi |Xi (mean expression
is α0 +α1Xi) where α0 is an intercept, α1 is the slope, and Xi is the chemical covariate
at observation i. Let σ2Y |X be the variance of Y |X under the bivariate model. Then,
the likelihood of a censored Y is Φ
(
LODi(Y )−µY |Xi
σY |X
)
while an observed observation in
set OY would have likelihood N(Yi |µY |Xi , σ2Y |X). Then X would be modeled like the
X(1) component above with an mean estimate β0,(1) and variance estimate σ
2
(1). For
an ANOVA framework, let µY and σ
2
Y are the marginal mean and marginal variance
of Y respectively. Then the likelihood of a censored Y would be Φ
(
LODi(Y )−µY
σY
)
and
observed likelihood of Y would be N(Yi |µY , σ2Y ). Modeling other variables as ANOVAs
would have similar forms for the likelihood components.
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3.4 Simulation studies
In practice, it is important to assess if additional chemical predictors will add mean-
ingful information despite the censoring that may be present. In order to formally test
if our multivariate model would allow additional covariates to provide meaningful infor-
mation, we performed a series of simulation studies where we compare our multivariate
modeling framework to simpler models. We also tested our models’ ability to model
all chemicals included in the model compared to combinations of simpler models. In
addition to comparing models, we tested the multivariate model’s 95% coverage.
3.4.1 Data development
In all simulation studies, we assume the true model contains three chemicals. The
response Y would be best modeled by two chemical covariates. To generate data to fit
this modeling scenario, we generated 100 observations (i; N=100) for each X(1), X(2)
and Y . Specifically, we modeled Xi,(1)
iid∼ N(2.6, 2.25), Xi,(2) iid∼ N(2.75+0∗Xi,(1), 0.64),
and Yi
iid∼ N(1.25 + 0.35Xi,(1) + 0.25Xi,(2), 0.36). This particular dataset assumes that
both X(1) and X(2) contribute significantly to the estimation of Y , but X(1) and X(2) are
not correlated to avoid multicollinearity concerns. We also assume that X(1) contributes
sightly more than X(2). The coefficients chosen here were made based on data commonly
presented in environmental health studies.
After developing the raw data, we imposed censoring on each variable by censoring
all values below particular quantiles of each variable. In this context, censoring values
means labeling a indicator as censored, and changing the value to missing. We imposed
censoring on the raw dataset using all possible combinations of 25, 50 and 75 percent
censoring. We consider each of these datasets with different imposed censoring levels to
be a separate modeling scenario.
We also developed LODs for each chemical by sampling the LODs from a uni-
form distribution defined by the chemical’s censoring status. For a given variable
Z at observation i we determined its censored status. For censored values, we sam-
pled from Unif(Zi + 0.1, quantile(Z) + 0.2) and for observed values, we sampled from
Unif(min(Z) − 0.1, Zi − 0.1). For censored values, we chose the upper bound to be a
value slightly above the quantile of Z (quantile: value at which censoring occurs below).
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This allowed LODs to occur roughly in a band below a censoring value which provides a
range of LODs in each chemical as seen in practice. Censored values had LODs higher
than the original data point while observed values had LODs below the real observed
values. LODs are not used in our model formulation if the values are observed, so this
definition of LODs is sufficient for our purposes as long as the LODs are less than the
real values.
We also ran a completely non-censored case to ensure our model would be preferred
to simpler models under a completely observed data scenario. We maintained the same
sampling strategy for LODs here, using only the observed LOD sampling strategy.
3.4.2 Model comparison simulation
We have two primary purposes of this modeling framework. First, we are interested
in if our multivariate model will be preferred over simpler model combinations with
respect to WAIC for all chemicals included in the model (both Y and all X). Secondly,
we are interested in the multivariate framework will lead to lower WAICY compared
to simpler models with fewer covariates. In our opinion, the best model would have
lowest WAIC and/or WAICY , reflecting that the model is a good fit to the data while
not adding unnecessary complexity. To test how well our model meets these two goals,
we performed two sets of model comparisons. On our first set of models, we calculated
WAIC for the full likelihood including all chemical predictors and responses. On a
second set of models, we assessed WAICY .
WAIC for full likelihood
To each unique dataset, we fit a series of five separate modeling frameworks that all
account for censored observations. The first model was the true multivariate model as
described above (Model 3.3). Frameworks 2, 3, and 4 involved a bivariate model and
an ANOVA that when multiplied allowed us to model all three variables. Framework
2 modeled X(1) and Y using a bivariate model and modeled X(2) using an ANOVA
modeling framework. Modeling framework 3 modeled X(2) and Y with a bivariate
model, and used an ANOVA model for X(1). Modeling framework 4 modeled X(1) and
X(2) using a bivariate model and used an ANOVA model for Y . Framework 5 used
an ANOVA model for each variable individually and multiplied them to form the full
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modeling framework. Modeling frameworks 2-5 assume that the models for different
components are independent.
We calculated WAIC for each of these frameworks by calculating the likelihood
components (for X(1), X(2), and Y ) as described above under each modeling framework
(Section 3.3.2). WAIC values for the full likelihood model comparison are shown in
Table 3.1. WAIC values should only be compared to models fit to the same dataset,
and therefore WAIC values should only be compared across a given row of Table 3.1.
To ensure our model framework was set up correctly, we ran WAIC for the com-
pletely observed scenario (percent censoring of 0). The WAIC values in this scenario
indicated that our 3 variable model would be preferred as expected and designed. Sim-
ilarly, results of our model comparison across the scenarios with different percent cen-
soring levels showed that the 3 variable model had the lowest WAIC of the modeling
frameworks tested. This result demonstrated that we identified the multivariate model
had the best fit given the complexity of the models tested (which matches how we
designed the simulation), even under various censoring levels.
As expected, modeling framework 2 (Bivariate (X(1),Y) ANOVA(X(2))) had the sec-
ond lowest WAIC across all model scenarios. Modeling frameworks 4 and 5 performed
poorly as expected since the modeling frameworks failed to account for correlation be-
tween each chemical covariate and response Y .
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WAIC of Full Likelihood
Modeling Framework 1 2 3 4 5
Percent 3-Variable Bivariate Bivariate Bivariate ANOVAs
Censoring Model ANOVA ANOVA ANOVA
(X(1))
(X(1),Y ) (X(2),Y ) (X(1),X(2)) ×(X(2))
X(1) X(2) Y (X(1),X(2),Y ) ×(X(2)) ×(X(1)) ×(Y ) ×(Y )
0 0 0 799.3 814.5 865.5 874.3 875.7
25 25 25 762.3 776.2 819.6 828.1 826.3
25 25 50 736.6 749.3 795.0 802.3 800.5
25 25 75 691.4 699.0 735.0 739.5 737.6
25 50 25 737.9 752.3 797.2 803.9 802.4
25 50 50 712.6 725.4 772.5 778.1 776.6
25 50 75 666.1 675.1 711.7 715.3 713.8
25 75 25 688.4 695.3 742.2 747.3 745.5
25 75 50 659.2 668.5 715.9 721.5 719.7
25 75 75 612.0 618.2 655.1 658.7 656.8
50 25 25 715.4 728.0 766.0 774.2 772.6
50 25 50 685.8 695.6 741.3 748.4 746.8
50 25 75 641.8 648.3 681.2 685.6 684.0
50 50 25 691.6 704.1 743.5 749.7 748.7
50 50 50 660.5 671.7 718.8 723.9 722.9
50 50 75 616.5 624.4 658.0 661.0 660.1
50 75 25 641.3 647.2 688.5 693.6 691.8
50 75 50 607.1 614.8 662.3 667.8 666.0
50 75 75 561.9 567.5 601.4 605.0 603.1
75 25 25 619.1 628.7 667.3 675.9 673.8
75 25 50 594.0 601.9 642.5 650.1 648.0
75 25 75 538.1 544.0 582.5 587.2 585.2
75 50 25 593.9 604.8 644.7 651.4 649.9
75 50 50 569.6 578.1 620.0 625.6 624.2
75 50 75 513.4 520.1 559.2 562.8 561.3
75 75 25 540.3 547.8 589.8 594.7 593.0
75 75 50 513.2 521.1 563.5 569.0 567.2
75 75 75 456.9 463.2 502.7 506.1 504.3
Table 3.1: WAIC statistics for the full likelihood by model type for various different
datasets with different degrees of censoring in X(1),X(2), and Y . WAIC of the full
likelihood values are reported using the same model seed.
WAICY
To compare how well we could model Y , we compared a series of four models with
WAICY . The first model was the true model described above (used for data generation
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in Section 3.4.1) where the response Y depended on both X(1) and X(2). The second
model was a bivariate model that assumes that our response Y was dependent on only
X(1). Our third model was a bivariate model where we assumed our response Y was
dependent on only X(2). Then, finally, our last model used an ANOVA framework and
did not assume any dependence on X(1) or X(2).
To compare models, we calculatedWAICY for each model in each modeling scenario.
In order to assess variability in WAICY , we also calculated WAICY for 100 runs under
each model with different model seeds (but no change to the raw dataset). We also
calculated P1 to identify if trends differed with the penalty term used.
Table 3.2 shows the results of the WAICY model comparison. For more simulation
results including results of the WAICY variability assessment and WAICY based on
P1, see the supplementary materials.
In the non-censored scenario (percent censoring of 0), the 3 variable model had
the lowest WAICY , indicating this model would be preferred over simpler models.
This result confirms that our dataset was generated appropriately and under normal
regression scenarios. This result was expected because the 3 variable model is the true
model, i.e. the model under which the data were generated.
Across all level of censoring in Y , X(1), and X(2), WAICY was lowest for the 3
variable model indicating that the 3 variable model would be preferred to other sim-
pler models in all scenarios. The ANOVA model had the highest WAICY across each
scenario. This indicated that models including a chemical covariate were preferred over
simply modeling the mean exposure. The bivariate model with X(1) had the second
lowest WAICY values, indicating that X(1) explained slightly more variation than X(2),
also as expected. Variability in WAICY was minimal, and trends were similar for
WAICY calculated with penalty P1 (see Appendix C).
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Percent WAICY
Censoring 3-Variable Bivariate Model Bivariate Model ANOVA
X(1) X(2) Y Model with X1 with X2 Model
0 0 0 179.7 196.7 247.7 254.6
25 25 25 178.0 193.6 237.2 243.7
25 25 50 152.2 166.6 212.4 218.0
25 25 75 107.1 116.3 152.4 155.1
25 50 25 178.0 193.6 238.6 243.7
25 50 50 152.4 166.6 213.9 218.0
25 50 75 106.1 116.3 153.1 155.1
25 75 25 184.9 193.6 240.6 243.7
25 75 50 155.6 166.6 214.3 218.0
25 75 75 108.4 116.3 153.5 155.1
50 25 25 185.0 199.2 237.2 243.7
50 25 50 154.4 166.8 212.4 218.0
50 25 75 111.4 119.5 152.4 155.1
50 50 25 185.4 199.2 238.6 243.7
50 50 50 154.4 166.8 213.9 218.0
50 50 75 110.6 119.5 153.1 155.1
50 75 25 191.6 199.2 240.6 243.7
50 75 50 157.5 166.8 214.3 218.0
50 75 75 112.2 119.5 153.5 155.1
75 25 25 187.3 198.7 237.2 243.7
75 25 50 162.3 172.0 212.4 218.0
75 25 75 106.5 114.1 152.4 155.1
75 50 25 186.2 198.7 238.6 243.7
75 50 50 161.8 172.0 213.9 218.0
75 50 75 105.6 114.1 153.1 155.1
75 75 25 189.4 198.7 240.6 243.7
75 75 50 162.3 172.0 214.3 218.0
75 75 75 106.1 114.1 153.5 155.1
Table 3.2: WAICY statistics by model type for various different datasets with different
degrees of censoring in X(1),X(2), and Y . WAICY values are reported using the same
model seed.
3.4.3 Coverage simulation
In order to understand our model’s ability to develop parameter estimates that
resemble the true parameters we set, we ran a simulation study to detect 95% coverage
of the regression coefficients for (β0,(1), β0,(2),β1,(2), β0,(Y |X), β1,(Y |X), β2,(Y |X)) and
variances (σ2(1), σ
2
(2|1), σ
2
(Y |X)). First, we generated 1000 different datasets for each
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censored combination (including a scenario with no censored observations), using the
characteristics described in Section 3.4.1 (i.e. β0,(1) = 2.6, β0,(2)=2.75, β1,(2) = 0,
β0,(Y |X) = 1.25, β1,(Y |X) = 0.35, β2,(Y |X)=0.25, σ2(1) = 2.25, σ
2
(2|1) = 0.64, and σ
2
(Y |X) =
0.36). Then, we fit our 3 variable multivariate model to each dataset and obtained
95% CIs for the regression coefficients and variances. For each of the 1000 runs, we
identified whether the true value of each parameter of interest was contained within the
95% CI. 95% Coverage was defined as the percentage of these CIs that contained the
true parameter value. We repeated this process for each separate dataset (with different
censored combinations of X(1), X(2),and Y ).
Results
Coverage probabilities are provided in Table 3.3. To show our model worked cor-
rectly, we reported the coverage probability for a scenario with no censored data points
(completely observed data). All coverage probabilities, as expected were near 95% in
all parameters.
Results when censoring was introduced revealed that as censoring levels increased,
coverage decreased for the intercepts. As censoring in X(1) increased (holding censoring
constant in both X(2) and Y ) for example, we saw coverage of β0,(1) decrease. As cen-
soring in X(2) increased (holding censoring constant in both X(1) and Y ), the coverage
for the intercept β0,(2) decreased.
Trends in coverage for the regression coefficients associated with Y (β(Y |X)) are
related to the graphical region of the plot of Y and X where censored points are being
estimated. To better understand the influence of the estimated censored values, Figure
3.1 shows a scatter plot with predictor X and response Y . In this graphic, we assume
that the LODs of X and LODs of Y were each at a particular value which are represented
by the dark solid lines. These lines divide our graphic into 4 regions, and each region
corresponds to a different censored and observed combination of the variables X and Y .
For example, the upper right hand region contains observed X and Y coordinate pairs
while the lower left region contains coordinate pairs where both X and Y are censored.
From this graphic, it is easy to see that the region where points are estimated will
influence the overall regression estimates. For example, if we estimate many censored
values for Y where X is observed (for a range of observed X values), and don’t estimate
51
many points in other regions, we are likely to see the regression line become flatter.
95% Coverage Probabilities
Percent
Censoring Regression Coefficients Variances
X(1) X(2) Y β0,(1) β0,(2) β1,(2) β0,(Y |x) β1,(Y |X) β2,(Y |X) σ2(1) σ
2
(2|1) σ
2
(Y |X)
0 0 0 94.3 95.8 95.3 94.2 94.6 94.3 95.2 94.9 94.0
25 25 25 92.6 95.8 94.9 95.7 95.2 95.4 83.0 90.2 91.7
25 25 50 92.7 95.7 95.2 79.1 82.5 91.8 81.2 89.7 65.5
25 25 75 92.5 95.7 94.9 23.0 40.2 83.8 81.7 89.8 16.8
25 50 25 92.6 89.4 95.5 94.5 95.9 94.6 82.9 47.1 93.0
25 50 50 92.4 89.4 95.6 88.1 82.2 94.8 81.2 46.7 68.9
25 50 75 92.6 89.4 95.1 27.7 40.3 88.3 82.1 47.0 17.9
25 75 25 92.6 40.5 95.5 74.1 95.8 80.0 83.2 1.1 94.6
25 75 50 92.7 39.8 95.1 97.2 84.2 92.6 82.1 1.2 73.5
25 75 75 92.6 39.1 95.1 43.6 43.0 95.5 81.8 1.1 24.3
50 25 25 62.7 95.2 95.2 92.9 87.1 95.9 33.5 89.9 93.8
50 25 50 58.7 94.9 95.6 92.7 96.4 92.5 29.7 89.9 72.4
50 25 75 56.5 95.4 95.7 38.6 59.3 84.3 29.1 90.0 22.2
50 50 25 61.9 86.5 95.2 84.6 86.9 94.5 33.8 48.3 94.0
50 50 50 58.8 85.7 94.3 95.8 97.1 95.7 29.5 47.7 74.8
50 50 75 56.7 85.7 94.8 44.8 59.7 88.6 29.0 46.7 24.0
50 75 25 62.3 27.3 95.9 44.8 86.6 81.2 33.9 1.5 94.9
50 75 50 58.4 25.1 96.3 94.2 96.1 92.3 30.0 1.6 79.7
50 75 75 56.4 24.6 95.8 68.3 61.7 95.6 29.3 1.1 30.5
75 25 25 1.0 95.5 95.2 62.9 40.4 95.1 1.9 91.2 95.8
75 25 50 0.8 95.0 95.1 94.5 84.9 92.4 1.0 90.9 84.6
75 25 75 0.4 95.1 95.0 81.9 95.4 85.6 0.5 90.8 37.5
75 50 25 1.0 78.9 95.0 43.1 39.4 95.6 1.9 50.1 95.0
75 50 50 0.9 77.5 94.9 87.5 84.6 94.2 0.9 50.4 86.2
75 50 75 0.4 77.9 95.3 88.6 95.2 89.9 0.6 50.2 40.2
75 75 25 1.1 7.7 94.1 8.8 41.5 83.2 1.7 1.8 95.3
75 75 50 0.6 4.9 94.8 54.1 85.0 91.7 0.9 1.8 89.2
75 75 75 0.3 4.4 94.6 98.4 95.8 96.2 0.5 1.8 47.7
Table 3.3: Coverage Probabilities for different degrees of censoring in X(1),X(2), and Y .
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Figure 3.1: Graphical representation of regression with censoring in both X and Y .
This graphic demonstrates that knowing the censoring status of both the predictor X
and response Y allows us to know the region in which censored data points will be
estimated. The locations where points will be estimated are important because it will
influence the slope and intercept of the regression line.
Coverage of β1,(Y |X), the slope coefficient for X(1) depended greatly on the censoring
of both X(1) and Y (Table 3.3). If X(1) and Y had the same censoring levels, then
coverage of this coefficient was around 95%. However, when there were differences
in the censoring levels, coverage dropped. If censoring levels were different in X and
Y , then we would be more likely to estimate points in the regions where only X(1) is
censored (Y observed) or only Y (X(1) observed) is censored in the coordinate pair.
Estimating values in these two regions will be likely to pull the regression line (either
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up or down depending on the region) and therefore lead to regression estimates that
differ from the true values. Coverage of β2,(Y |X), the slope coefficient for X(2) performed
similarly and was dependent on censoring in both X(2) and Y . An intercept coefficient
is likely to change with any adjustments in the slopes. Therefore, whenever either of
the slopes coverage dropped, we also saw drops in coverage for β0,(Y |X).
The variances also showed reduced coverage at higher censoring levels in the variable
of interest. For example, as censoring increased in X(2), the coverage of σ
2
(2|1) decreased.
This result is expected because we expect greater uncertainty when we have to estimate
more censored values. All median posterior estimates of the variances when CIs did not
contain the true variance were higher than the true variance. The conditional variance
for Y |X did not decrease as quickly. This result is likely related to information being
provided from each X, and therefore, this statistic is partially dependent on censoring
in each X.
The coverage for the slope of X(1) in the equation for X(2) (β1,(2)), remained rel-
atively constant regardless of censoring. The slope we used to generate the data was
a slope of 0. As censoring increased, the CI width (not shown) became larger (due to
increased variances). While some censored values may have been estimated in regions
that influenced this slope with increased censoring (causing the center of each CI to
change), the increased width of the CI meant that we still captured 0 most of the time.
This led to the high coverage probabilities.
While coverage may suffer greatly at high censoring levels, we do not necessarily
expect that the estimates from the model to be close to the truth with high levels
of censoring. With increased censoring, we fundamentally change the dataset and in-
troduce additional parameters (the censored values) we need to estimate. With each
censored value, we also introduce an LOD. These LODs greatly limit the values that
can be estimated and may lead to changes in the model parameters.
3.5 Preliminary analysis: Deepwater Horizon oil spill re-
sponse and clean-up efforts
In this data example, we are interested in developing a model to estimate hexane
exposure from July 16, 2010 to September 30, 2010 on the Ocean Intervention III, an
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ROV vessel involved in the response and clean-up effort. ROV vessels deployed remotely
operated vehicles (ROV) as part of their contribution to the response effort. Hexane is
important to estimate because hexane has been associated with neuropathology (Ritchie
et al., 2001). Furthermore, in the GuLF STUDY, hexane was not always directly mea-
sured in many scenarios that were measured for THC and BTEX, so it needs to be
approximated using these other chemicals. Also of interest are exposures for toluene
and xylene, as these chemicals have also been associated with detrimental health effects
in studies of other oil spills (Aguilera et al., 2010). Thus, these data are being used to
illustrate the second of two situations (described earlier in this chapter), i.e. a single
mixture with components with low correlation amongst themselves.
Count Percent Non-censored Correlations
Chemical Non-censored Censored Hexane Toluene Xylene
Hexane (Y ) 53 12 0.42 (N=40) 0.25 (N=44)
Toluene 45 25 0.01 (N=38)
Xylene 48 20
Table 3.4: Characteristics of Ocean Intervention III observations (N=60) from July 16
to September 30. We report count, percent censoring, and non-censored correlations
between hexane, toluene, and xylene.
This dataset consists of 4-18 hour measurements that were collected using passive
dosimeters worn by workers who worked on the outside of the vessel (compared to the
living quarters inside). Each sample was analyzed for a variety of chemicals including
THC, BTEX, and in some cases hexane. This particular dataset contained 60 measure-
ments. Censoring in this sample for hexane, toluene, and xylene was generally low, with
censoring levels ≤ 25% (Table 3.4).
We performed two slightly different model comparisons using two different forms of
WAIC defined above (Section 3.3.2). Under model comparison 1, we compared model
fit for all 3 chemicals toluene, xylene, and hexane, using WAIC for the full likelihood.
For model comparison 2, we compared model fit for hexane only using WAICY . Results
of model comparison 2 are included in Appendix C.
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3.5.1 Model comparison 1
First, we assessed how well our model fit the toluene, xylene, and hexane data
accounting for complexity. Like in the simulation study (Section 3.4), framework 1 was
the multivariate model and frameworks 2, 3, and 4 used a bivariate model multiplied by
an ANOVA model. In framework 2, we modeled hexane and toluene using a bivariate
model and modeled xylene using an ANOVA model. In framework 3, we modeled
hexane and xylene using a bivariate model and used an ANOVA model for toluene.
In framework 4, we modeled xylene and toluene using a bivariate model and used an
ANOVA model for hexane. Framework 5 used separate ANOVAs for hexane, toluene,
and xylene and assumed hexane, toluene, and xylene were not correlated with each other.
Models were compared using WAIC for the full likelihood (which includes likelihood
components for toluene, xylene and hexane). Variability in WAIC was assessed by
changing model seeds and doing 100 runs for each model type.
Results of our first model comparison are shown in Table 3.5. These results re-
vealed that the 3 variable model (the multivariate model) had the lowest WAIC of the
modeling frameworks tested. An assessment of variability of WAIC indicated that this
difference appears to be significant (at alpha of 0.10) even though the magnitude of the
differences in the 5 models’ WAIC was minimal. Modeling frameworks 4 and 5 had
the highest WAIC reported of all models tested. This result indicates that modeling
frameworks accounting for the correlation between hexane and toluene or hexane and
xylene were preferred to modeling frameworks that did not account for this correlation.
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Model Model Types LPPD P2 WAIC
Frame-
work Est. Est. Est. (5%, 95%)
1 3 Variable -277.7 9.2 573.9 (573.9, 574.2)
(Hexane, Toluene, Xylene)
2 Bivariate ×ANOVA -280.7 7.0 575.3 (575.0, 575.2)
(Hexane, Toluene)×(Xylene)
3 Bivariate ×ANOVA -283.7 6.9 581.3 (581.1, 581.3)
(Hexane, Xylene) ×(Toluene)
4 Bivariate ×ANOVA -285.7 6.3 584.0 (583.8, 584.0)
(Toluene, Xylene) ×(Hexane)
5 ANOVAs -286.7 5.2 583.7 (583.6, 583.7)
(Hexane)×(Xylene)×(Toluene)
Table 3.5: Model comparison for the Ocean Intervention III data. Comparing WAIC
with full likelihood values for model frameworks 1-5. WAIC estimates (Est.) are
reported for the same model seed of the program. The 5th and 95th percentiles of 100
runs with different model seeds are reported for WAIC.
We also saw consistent trends in both LPPD and P2. LPPD was highest for the 3
variable model indicating strong goodness of fit. P2 was highest for the 3 variable model
because this model contained more model parameters (increased model complexity).
However, the improvement in the goodness of fit measure LPPD was able to outweigh
the increased complexity of the 3 variable model (hence the lower WAIC).
3.5.2 General results
Next, we examined estimates from the 3 variable model framework since it was
preferred in both model comparisons. Table 3.6 contains median posterior estimates
and 95% CIs of the GMs, GSDs, and AMs for hexane, toluene, and xylene. We also
report the median posterior estimates and 95% CIs for the correlations among hexane,
toluene, and xylene and the regression coefficients defined for hexane as Y (toluene was
X(1) and xylene was X(2)).
57
2.5 97.5
Parameter Median Quantile Quantile
Geometric Hexane 9.66 7.08 13.03
Mean (ppb) Toluene 9.16 5.29 15.34
Xylene 10.89 7.73 15.01
Geometric Hexane 3.21 2.63 4.20
Standard Toluene 7.16 4.98 11.93
Deviations Xylene 3.48 2.77 4.82
Arithmetic Hexane 19.06 13.47 30.51
Means (ppb) Toluene 63.72 29.87 209.35
Xylene 23.82 16.30 40.59
Correlations ρ(ln(Hexane), ln(Toluene)) 0.41 0.17 0.61
ρ(ln(Hexane), ln(Xylene)) 0.29 0.03 0.52
ρ(ln(Toluene), ln(Xylene)) 0.18 -0.08 0.43
Regression β0,(1) 2.21 1.67 2.73
Coefficients β0,(2) 2.13 1.61 2.62
β1,(2) 0.12 -0.05 0.29
β0,(Y |X) 1.29 0.62 1.92
β1,(Y |X) 0.22 0.08 0.37
β2,(Y |X) 0.21 -0.02 0.44
Table 3.6: Exposure estimates and parameter estimates from the 3 variable multivariate
model for samples taken outside on the Ocean Intervention III from July 16-September
30, 2010. The median and 95% CI (2.5 and 97.5 quantiles) are reported for each
parameter.
Results of the 3 variable model demonstrated that although the 3 variable model was
preferred in the model comparisons, the slope coefficient (β2,(Y |X)) of xylene when mod-
eling hexane was insignificant (median posterior estimate: 0.21; 95% CI: (-0.02,0.44)).
The lack of significance in this regression coefficient implied that xylene was not able
to explain a significant amount of the variation in hexane when toluene was already
a predictor in the model. However, xylene was related to hexane as demonstrated
by the significant correlation coefficient (median posterior estimate: 0.29, 95% CI=
(0.03,0.52)). So while the model containing both xylene and toluene as predictors had
slightly better fit than a model only containing toluene as a predictor, the improvement
in fit (for all variables and for just hexane) was not substantial, leading to a minimal
difference in WAIC and WAICY .
58
The regression coefficient corresponding to the slope between hexane and toluene
(β1,(Y |X)) was statistically significant (0.22, 0.08-0,37) (and the correlation coefficient
was also strong; median posterior estimate of 0.41). The intercepts for hexane (β0,(Y |X)),
toluene (β0,(1)), and xylene (β0,(2)) were all significantly positive. Finally, the slope and
correlation estimates between toluene and xylene (β1,(2)) were slightly positive, but
insignificant.
Among the chemicals tested, median posterior estimates of the GM exposure esti-
mates (in ppb) were highest for xylene, and lowest for toluene. The GSD estimates were
reasonable for all chemicals with 95% CIs well within the range commonly observed for
the GuLF STUDY data (1.01 to 12). Toluene was by far the most variable with a GSD
median posterior estimate of 7.16. Hexane was slightly less variable than xylene. The
AM estimates were greatly influenced by the GSDs. The median posterior estimates
for the AMs of hexane, toluene, and xylene were 19.06 ppb, 63.72 ppb, and 23.82 ppb
respectively. Increased variability in toluene led to a higher AM estimate for toluene.
Since hexane had a lower GSD, a lower AM of hexane was reported.
3.6 Discussion
This model provides a statistical framework for exposure estimation when measure-
ments are not available (due to being censored or not measured) for a chemical in a single
or in two or more mixtures but measurements of other chemicals common to the same
mixture or mixtures, respectively are available. The simulation study and data analysis
example both showed that we can use the linear relationships in chemical mixtures to
better inform exposure estimates when data or missing or censoring is present.
Results of our simulation study indicated that we could correctly identify when
particular covariates (X(1) and X(2)) may be useful in a model setting under a variety of
censoring levels. We were able to correctly identify that both X(1) and X(2) contributed
significantly to the model regardless of the censoring levels in the variables in the model.
Results of our coverage simulation demonstrated that coverage may fall when censor-
ing was different in the covariate and response. This result is expected because censored
points would be estimated in a region on Figure 3.1 which will pull the regression line
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down or up. This change in the regression line will change, therefore, the slope and in-
tercept estimates. Results also indicated that with increased censoring, we have higher
variability.
Results of our analysis of hexane exposure from July 15-September 30, 2010 on the
Ocean Intervention III indicated that the 3 variable model was preferred over other sim-
pler models. Both xylene and toluene were moderately correlated with hexane (r=0.2-
0.4). Models with only toluene or only xylene as a predictor for hexane (i.e. frameworks
2 and 3; models 2 and 3), did not fit the data quite as well, given the model complexity,
as the multivariate model. Together, however, the correlations provided enough infor-
mation to our model to allow us to develop reasonable estimates for hexane when such
data were missing either because the measurements were not collected or because the
measurements were below the LOD. In addition, we used the model to better inform
toluene and xylene estimates using the available but limited hexane data. The GSD for
toluene was the highest among the three chemicals analyzed, likely due to the slightly
higher censoring level, which led to greater uncertainty.
This model assumes that there is a clear linear relationship between the logarithms of
the response and each predictor. Other relationships were not explored. This model also
assumes the assumptions of linear regression including independence of observations,
equal variances, and normality of the residuals. Other distributions or violations of these
assumptions were not investigated. Furthermore, this work assumed that covariates
were not strongly correlated to avoid influences on the standard error of the regression
coefficients. Future statistical research should investigate methods for dealing with
multicollinearity in Bayesian censored settings. We also did not investigate censoring
levels greater than 75%. Future work should be done to develop methods for highly
censored variables.
Chapter 4
Supplementing information in
THC and BTEXH using a
database of 26 million VOC area
observations collected during the
Deepwater Horizon oil spill
clean-up
As part of the Gulf STUDY, we hope to quantify THC exposure for each worker.
Occasionally limited (lr no) personal exposure measurement data are available for par-
ticular groups of workers and methods are needed to estimate exposures for THC or
BTEXH when data are lacking.
As part of this effort, over 26 million VOC direct-reading area measurements were
taken (called VOC database). This database consists of measurements taken on 38
vessels involved in the response and clean-up efforts. Statistically and computationally,
this VOC database represents a big data scenario, or a scenario where the database
is so massive that it cannot be analyzed using normal available computing resources.
However, this database may be able to provide useful additional information to help us
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better estimate THC exposure.
In this chapter, we describe how we used this VOC database to supplement the THC
information contained in the personal measurement database. Specifically, through the
use of Bayesian modeling, we develop an exposure metric that can be compared with
the THC measurements in a linear regression setting. First, we describe the chemical
rationale for developing this exposure metric. Next, we describe the method. Then, we
illustrate this process by showing results from a rig vessel involved in the response and
clean-up efforts, the Discoverer Enterprise.
We conclude this chapter with a description of the results of this effort. These results
are incorporated in the spatial analysis described in Chapter 5.
4.1 Methods for Supplementing Information in THC and
BTEXH Using the VOC Database
4.1.1 Chemical and Sampling Background
The VOC database consists of observations from April 20, 2010 through August 29,
2010. These measurements were taken on 4 rig vessels, 13 remotely operated vehicles
(ROVs), and 21 marine vessels involved in the response and clean-up efforts. Of these
vessels, 2 marine vessels were removed from this database because all measurements
on these ships represented a period of instrument testing or had other instrumentation
faults. These measurements in the VOC database were roughly instantaneous lasting
for only a second. These measurements were taken as frequently as every minute on a
number of instruments on each vessel. Unfortunately, locations for the instruments are
not known. Instruments may be located anywhere from inside the living quarters to
outside near the boom of the ship.
The VOC database contains many measurements below the area monitor’s LOD. In
this setting,the LOD is 0.10 ppm. However, the limit of reporting (LOR) was 0.05 ppm.
This means that if the value was between 0.05 and 0.14 ppm it was recorded in the
database as 0.10 ppm. However, if the value was less than 0.05 ppm, it was recorded as
censored.
As previously discussed, approximately 25,000 THC personal measurements (part of
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personal measurement database) were collected were taken with passive dosimeters worn
by workers (representing 4-18 hours). First we focus on supplementing THC exposure
in this database. But later on, we supplement BTEXH samples also.
In this chapter, we hope to use the linear relationship between THC and VOC to
estimate THC exposure when VOC observations are available but THC is not. We
expect a linear relationship to be present between THC and VOC if the mixture crude
oil is the primary source of these exposures. However, since we are comparing direct
reading area measurements to personal samples, it is unknown if this relationship will
still hold. We hope to investigate if this relationship still holds in this chapter. If a
relationship is found, we hope to use it to estimate THC and BTEXH exposure when
VOC is available but THC/BTEXH are not.
4.1.2 Big Data Methods
In order to determine if we could use the VOC database to supplement THC ex-
posure, we developed an new VOC exposure metric using Bayesian methods. We went
through a series of steps to develop this VOC metric that we determined could be
compared with THC exposure. These steps included developing an instrument hourly
VOC average, hourly VOC average, sample VOC average, and daily VOC average. We
describe the methods used to calculate each step below.
Instrument Hourly Averages
As previously mentioned, many instruments were operating on each vessel (average
of 9 instruments per vessel). Since we do not know where each instrument was located
and the number of samples varied by instrument, we decided to develop instrument
hourly averages. These instrument hourly averages would reflect the exposure based
on a particular instrument in a given hour. The process of creating these instrument
hourly averages is described in Figure 4.1.
These instrument hourly averages need to account for censored measurements. To
account for the censored observations, we use a Bayesian approach to estimate exposure
for each instrument hourly average.
The model used allowed each instrument and hour to have its own intercept. The
same variance was used for each instrument in an hour. We assumed a common variance
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for each hour (same variance across instruments) based on characteristics of the GuLF
STUDY data. Empirical analysis of variances by instrument and by time revealed that
variability estimates were similar in the same hour and within the same instrument.
However, we expected instruments to change location from time to time, and may
have only operated during short periods of time. Likewise, accounting for a variance
by instrument would be very difficult to implement in this big data setting. As a
result, an variance assumption that all instruments should have similar variance was
not used. Similarly, we investigated allowing separate variances by both instrument
and hour. This led to instability of the estimates, wide CIs, and some convergence
issues. Therefore, we assumed the same variance for each instrument in an hour to
better meet the ANOVA assumption.
In this modeling framework, we model each vessel in a separate model for simplic-
ity. Let Yijk be the ln(VOC) for observation k on instrument i at hour j where i =
1 . . . Ninstr, j = 1 . . . Nhours, and k = 1 . . . nij . Then, let CY = {k : Yk ≤ LORk(Y )}
be the set for which Y s was censored, and let OY denote the observed observations.
Here, the LORk(Y ) was ln(0.05). Then the joint distribution for a particular vessel had
the following form:
Nhours∏
j
Unif(σj |a, b)
Ninstr∏
i
N(µij |c, d)
∏
i,j,k∈OY
N(Yijk |µij , σ2j )
∏
i,j,k∈CY
Φ
(
ln(0.05)− µij
σj
)
, (4.1)
where we set a common variance component σ2j for each hour j and Φ(Z) represents
the standard normal cumulative density function (CDF) of Z. This ANOVA model
accounted for values below LOD and used an informative prior on the variance compo-
nent to restrict GSDs between 1.01 and 12, as commonly observed in the GuLF STUDY
data. If a instrument had less than 5 observations in an hour, the observations within
that instrument and hour were excluded from the analysis due to limited information.
From this model, we extracted GM and GSD posterior samples. Then, we use these
quantities to calculate the posterior distribution of the AM for each instrument hour
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using (4.2).
AMij = GMij ∗ exp(1
2
(log(GSDj))
2) (4.2)
Convergence, as assessed by Gelman Rubin diagnostics and trace plots, indicated
immediate convergence well within the first 5000 iterations. To allow for optimal con-
vergence, we used 10,000 iterations after 5,000 iterations of burn-in. We implemented
this model using RJAGS.
VOC Database
for Vessel A:
12 Hour Period
For each
instrument and hour
Assess
percent
censoring
Bayesian program
and estimation
Use 0.05 as the
AM Estimate
GSD
per hour
GM per
instrument-
hour
Calculate instrument-
hour AMs
Instrument-Hour
VOC AM Database
≤80%>80%
Figure 4.1: Flowchart of steps in estimating VOC exposure. This flowchart describes
how we estimated VOC instrument hourly averages in several scenarios (like high cen-
soring).
Based on previous research by Huynh et al. (2016), the above ANOVA based ap-
proach may have high uncertainty at censoring levels greater than 80%. As a result, if
within an hour the measurements of one instrument were censored at a level of greater
than 80%, we did not use the above estimation approach. Instead, we gave each in-
strument and hour with this high censoring an AM of 0.05 ppm (Figure 4.1). This
value was chosen based on chemical knowledge that a censored value is unlikely to be
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truly 0.0 but no higher than 0.05. Likewise, a series of simulation studies (not shown)
comparing various substitution levels and an interval censoring approach indicated that
this substitution value had a slightly stronger linear relationship between ln(VOC) and
ln(THC).
This process was computationally expensive due to the size of the dataset. As a
result, we used Minnesota’s Supercomputing Institute (MSI) to perform these analyses
in parallel. To make it feasible to calculate instrument hourly averages, we performed the
analysis on 12 hour chunks of VOC data on each vessel at a time (our child processes).
We considered each vessel and child process to be statistically independent allowing for
parallelization and reduced computing time. The hierarchical nature of this dataset and
the subdivision of work is described in Figure 4.2.
VOC Database Vessel (38)
Multiple
12-Hour
Periods (≤262)
Contains Each Vessel Contains
Figure 4.2: Hierarchical structure of VOC database. Our program processed 12 hours
of data at a time (called one child process). We had 38 vessels and contained as many
as 262 of these child processes.
Since we selected 0.05 as the minimum estimate of VOC under high censoring levels,
we also assessed if any estimates came out lower than 0.05 using our Bayesian model.
This would be concerning because higher censoring levels should have lower means than
samples with less censoring. Less than 1% of the estimates were less than 0.05. Since
practically 0.05 should be the minimum measurement observed and few values would
be influenced, we replaced any estimates below 0.05 with 0.05.
The results of this analysis were compiled into an instrument hour AM database
for analysis. We reported the 2.5, 97.5, median, and mean posterior estimates of each
instrument hourly average. We chose to use the median estimate of the instrument
hourly averages in further calculations to reflect the true center of the distribution.
Hourly Averages
Next, we obtained an hourly average by averaging all the instruments observed
within a hour on a vessel (described in Figure 4.3). This metric was chosen as we do
66
not know the exact location of every instrument. We felt that this metric would best
represent the hourly averages within a vessel by taking into account each instrument
with equal weight. Weighing instruments by the number of observations carries the
risk that a instrument with many observations was located in a location with minimal
exposure, while another instrument with few observations was located where exposure
levels were high. We wanted to avoid weighting instruments that were really inside
more than outside instruments and thus chose to weight each instrument equally in this
average.
VOC
Instrument
AM Database
Calculate
VOC Hourly
Averages
Pair with
corresponding
THC Personal
Hours Sampled
Calculate
VOC Sample
Average
Calculate THC
and VOC
Daily Averages
Figure 4.3: Method for placing VOC and THC on the same scale. This process allowed
us to look at the relationship between VOC and THC.
Matching VOC Hourly Averages to THC Personal Samples
After developing hourly averages, we match the VOC hourly averages with THC
personal samples by time and vessel to develop a database that contains cases where
THC and VOC samples were taken during the same hours on the same vessel (described
in Figure 4.3). Many VOC hourly averages were matched to a personal THC sample
since each personal THC sample represented 4-18 hours.
To be considered an appropriate match, samples must have contained at least 4
hours of overlapping VOC samples. Since THC personal samples often overlapped,
VOC hourly averages may have been matched to more than one THC personal sample.
During this matching process, not all THC personal samples would contain overlap-
ping VOC samples. Likewise, VOC may have been present when a THC sample was not
available. In these cases, these samples were omitted when developing the relationship
between THC and VOC. However, we later extracted the VOC samples that did not
match with THC personal samples for prediction of THC.
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Sample Averages
To develop one value that could be compared with each THC personal measure-
ment, we simply averaged all VOC hourly averages that matched to the personal THC
measurement as described in Figure 4.3 (called sample VOC average). This averaging
process allowed us to have a VOC sample AM and THC sample AM on the same row
representing roughly the same time on a particular vessel.
After developing sample averages, we chose to omit any THC-VOC pairs with cen-
sored THC personal samples. We chose to omit censored THC samples at this stage
after establishing the linear relationships between VOC and THC at this stage (both
on a natural log scale). We developed the relationships when accounting for censoring
and not accounting for censored THC measurements. Findings indicated little to no
influence on the correlation between THC and VOC (results not shown). Therefore, to
simplify the analysis, censored THC observations were omitted.
Daily Averages
Since samples varied in length (4-18 hours), we took the average of all samples ob-
served each day on a vessel to obtain a daily average for both THC and VOC (described
in Figure 4.3). This allowed us to more accurately look at average daily exposure. Ex-
posure was assigned to a particular day if the THC sample began anytime during that
day regardless of the starting time.
Furthermore, to promote consistency, we eliminated samples with less than 3 THC
observed (non-censored) data points in a day. Comparisons by number of samples per
day revealed that the more non-censored THC observations required per day, the greater
the resulting R-squared for the regression of the natural log of THC and natural log of
VOC (not shown).
Regressions
Using the daily averages of THC and VOC, we developed a relationship between
THC and VOC to use to predict THC exposure when VOC was available but THC was
not. To preserve the normality assumption, both THC and VOC daily averages were
provided on the natural log scale (in ppb units). Regressions were performed for various
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groups to determine where relationships differed. For example, we looked at regressions
by TP and vessel type.
Part of the point of this analysis was to identify if a strong relationship would exist.
To judge the strength of the relationships, we considered the slope, correlation, and
R-squared estimates.
All regressions were performed using Bayesian methods using weakly informative
inverse gamma priors on the variance components. We used weakly informative inverse
gamma priors in order to replicate a classical non-Bayesian regression.
4.1.3 Results: Discoverer Enterprise
To illustrate our method, we describe the results for the Discoverer Enterprise, a
rig ship involved in the response and cleanup efforts. This vessel had approximately 2.5
million VOC area measurements and 422 THC personal measurements. VOC data was
available from May 14 to July 3, 2010. This rig vessel contains a significant number of
overlapping VOC and THC observations, allowing us to easily identify and describe the
relationship between THC and VOC on this vessel.
4.1.4 Instrument Hourly AMs
First, we developed instrument hourly averages. Thirty-one instruments operated
for at least one hour on the Enterprise. On average 20 instruments were operational
each day.
To better understand how the AM estimates differ by instrument over time, we took
a closer look at exposures on June 28, 2010. This day represents a typical day where
exposure was relatively stable over time. Instruments either functioned all day, started
functioning, or stopped functioning during the day. We did not observe instruments
that both stopped and started on this day.
Exposure varied by instrument and different temporal trends in exposure were
present by instrument (Figure 4.4). Some instruments (like instrument 5) had lower
levels of exposure (around 0.05 ppm). Other instruments had exposure rise and fall
throughout the day. Instrument 10 had VOC exposure peak around 7:00. Instrument
8 had relatively low exposure at first but then the exposure peaked around 12:00.
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Figure 4.4: VOC AM estimates by instrument and hour on the Enterprise on 6/28/2010. The median posterior AMs
vary by both instrument and hour. Some instruments had higher levels of VOC while others had low levels of VOC
likely due to the instruments’ locations on the vessel (i.e. inside in the living quarters versus the open deck)
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Figure 4.5: Comparing GSDs by instrument to GSDs by hour on 6/28/2010. The top
figure shows GSDs by hour of VOC instrument hourly averages. The bottom figure
shows the GSDs by instrument of VOC instrument hourly AMs.
To further investigate variability between instruments (by hour) and variability
between hours (by instrument), we calculated GSDs by hour and by instrument on
6/28/2010 (Figure 4.5). The GSD by hour represents variability between instruments
in a given hour. The GSD by instrument looks at the variability between the hours
when the instrument was operating. The top image demonstrates that the GSD by
hour remained around 6. The instrument GSDs were around 2. From this analysis, it
is clear that variability within instrument was less than variability within an hour.
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Figure 4.6: Relationship between THC Daily AMs and VOC Daily AMs on the Discoverer Enterprise from May 15-
July 15, 2010. The upper left graph shows the VOC AMs (ppm) over time. The lower left graph shows the THC AMs
(ppm) over time. The graph in the right shows the linear relationship between these variables when both variables are
displayed on the natural log scale (in ppb).
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4.1.5 Daily Averages and Relationship between THC and VOC
Next, we developed hourly averages and matched THC personal samples with the
VOC hourly averages. Following that, we developed sample VOC averages and daily
averages. Each daily average was the average of at least 3 samples (THC or VOC).
Figure 4.6 shows the THC exposure and VOC exposure by day. Exposure in both
chemicals followed the same trend from day to day. Exposure peaked on June 7, 2010
in both chemicals at a very high level. The reason for these high levels is currently
unknown. The right panel shows the linear relationship between the natural log of
THC (daily averages in ppb) and natural log of VOC (daily averages in ppb). There
was a clear linear relationship between ln(THC daily AMs) and ln(VOC daily AMs).
The correlation estimate reported from the regression was 0.93.
4.1.6 Discussion
Discoverer Enterprise Regression Findings
The linear relationship between the natural log of daily THC AMs and natural log of
daily VOC AMs on the Enterprise was quite strong. The strength of this relationship
indicates that it can be used to predict THC daily exposure on days when VOC is
available but THC is not. These findings indicate that on other vessels we should be
able to use this linear relationship to predict THC exposure.
Variability between Instruments and Hours
Results from this analysis indicated that the variability in VOC among instruments
within an hour was greater than the variability among hours within an instrument.
Variability among instrument AMs is expected to be high in this study because instru-
ments were located in different locations. We expect different locations on the vessel
to have different exposure levels. Based on these results, we can speculate that instru-
ments with lower exposures were inside in living quarters while instruments with higher
exposures were outside. However, we are unable to know with certainty where any of
these instruments were located, so this is just speculation.
Variability from one hour to another within a single instrument was relatively small
as expected. Within a given day, it is not as likely that instruments would have been
73
moved to different locations. In addition, exposure at a particular location may remain
relatively constant throughout a day.
In both cases, this variability was within ranges we typically see in the GuLF STUDY
data (GSDs between 1.01 and 12). While this analysis does eliminate the variability
we report here by averaging over instruments and hours, this variability was not dra-
matic. Therefore, we believe averaging over instruments and hours was an appropriate
approach.
General Discussion
From this analysis on the Enterprise, it is clear that this method can be used to bring
a large database of area measurements to a more desirable and comparable exposure
metric. The field of environmental health sciences is plagued with large area measure-
ment databases, but thus far very few strategies have been proposed to bring these
databases to a more reasonable size that can be used for exposure assessment. We feel
that our strategy provides one potential avenue for analysis of these large databases.
Future work should be done to expand this strategy and investigate other analysis
strategies for these big data situations in environmental health.
This work assumed that both VOC and THC were normally distributed when dis-
played on a naturally logged scale. Other distributions were not investigated. To
better meet the equal variance assumptions of ANOVA, we also assumed equal vari-
ances among VOC observations (one GSD for an hour assigned to each instrument)
on the same vessel in the same hour. Future work should investigate other variance
assumptions. Furthermore, to meet assumptions of linear regression, we assumed that
the relationship between the natural log of daily VOC and natural log of daily THC was
linear in nature and that these observations were independent of each other. Within
worker variability in THC was not investigated.
Similarly, we also assumed that the median posterior estimate was a representative
measure of the instrument hourly AM. Due to the large sample size (26 million) of VOC
and the number of instrument-hourly averages calculated, we were unable to save all
posterior samples of the AMs or analyze this data all together. Future work should be
done to investigate how results would differ based on different chosen metrics (such as
the 2.5 quantile, 97.5 quantile, or mean posterior estimate).
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Now that we have have established that linear relationships exist between these daily
VOC AMs and daily THC AMs, we can now use them to inform exposure for THC when
VOC is available and THC is not. In the GuLF STUDY, data for the four rig ships
was mostly complete, and VOC data would provide limited information. Therefore, we
use this strategy to supplement THC information for the marine vessels and the ROV
vessels. We describe the methods used and results of this work in the next section.
4.2 ROV and Marine Vessel Results
In the real data, many days do not have THC exposure in the ROVs and marine
vessels. We hope to supplement the THC samples in the personal measurement database
with THC time weighted averages (TWAs) calculated by using the linear relationship
with VOC. We describe how we developed these TWAs below.
Following the development of THC TWAs, we can use the methods described in
chapter 2 to predict BTEXH exposure from these THC TWAs. This section also obtains
a description of how we predicted a set of BTEXH TWAs.
4.2.1 Development of VOC Prediction Set
To supplement information in the personal measurement database, we needed to
develop a set of VOC daily averages for which THC will be predicted. We call the set
of observations for which we predicted, the prediction set.
Before completing this process, we defined observations that would remain in the
personal measurement database. Specifically, we were only interested in samples of 4-18
hours in length, taken outside (compared to inside), where the task performed was not
painting or fueling related, and the source of the sample was not BP. We call this the
restricted personal measurement database.
To develop the prediction set, we compared each vessel’s personal measurement
database to each vessel’s VOC hourly average database. We chose to only include VOC
measurements taken from a day when no other personal measurements in the restricted
personal measurement database were present for that vessel. In addition, we required
at least 4 hours of VOC samples to have been recorded on the given day to generate
the daily average, so VOC daily averages were also excluded if less than 4 hours of data
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were present.
From the VOC hourly averages, we calculated a daily VOC average by averaging
all hourly averages within a day for a particular vessel. This final set of daily averages
were defined as the prediction set.
4.2.2 Predicting Daily THC Exposure
In order to predict exposure, we needed a regression relationship between THC and
VOC. We developed a series of matched THC and VOC daily AMs using the methods
described in Section 4.1.2 and Figure 4.3. We further divided this set of THC and VOC
daily AMs by TP grouping (TP1A-B and TP2-3) and vessel type. Again, this method
uses only noncensored THC samples for the average and requires at least 3 THC samples
to develop the VOC and THC daily average.
Relationship Used for Prediction
Since only non-censored personal samples were present in the regression dataset,
all observations were completely known. Simple Bayesian linear regressions (with stan-
dard weakly informative inverse-gamma priors) were performed by TP and vessel type
(comparing marine vessels and ROVs). From these analyses, it was determined that
the relationship was strongest and significantly positive in TP1A-1B on the ROVs. Few
observations were available in TP2-3. Also few measurements were available for the
marine vessels. Similarly, we did not observe as many large THC values on the marines.
Sampling strategies differed between the marine vessels and ROV vessels, but it was
anticipated that a similar relationship should have been found.
Therefore, based on our assumption that the marines should be similar to the ROVs,
and due to the large amount of data collected in TP1A-1B for the ROVs, we decided
to use this relationship as the prediction equation for THC for both the marines and
ROVs in any TP.
The regression used for prediction of observation i can be described as
ln(THCi) = β0 + β1 × ln(V OCi) + i (4.3)
where β0 is the intercept, β1 is the slope, i is the error which is independently and
76
identically distributed N(0, σ2). The posterior estimates of β0, β1, the correlation ρ
and the R-squared are provided in the Table 4.1.
Parameter Median 95% CI
Intercept (β0) 3.17 (2.59, 3.76)
Slope (β1) 0.63 (0.54, 0.71)
Correlation 0.78 (0.71, 0.84)
R-Squared 0.61
Table 4.1: Parameters for ROV TP1A-1B regression. This relationship was used for
prediction of all THC points in all TPs on either the marines or the ROVs. The median
and 95% CI are reported for the intercept slope, and correlation. The median posterior
R-Squared estimate is also reported.
Prediction Methods
To predict THC for each VOC daily average, we used simple linear Bayesian pre-
diction using the equation (4.3). Since all VOC daily averages were known, and the
equation used was for a non-censored measurements, we were easily able to employ this
model in Openbugs/RJAGS.
All predictions were done on the natural log (ppb) scale. Since each measurement
in the personal measurement database represents an AM over the time frame sampled,
we used the variance of Y |X (transformed to a GSD) to calculate the AM of each
observation. While other statistics and quantiles are provided in our statistics file, we
used the median posterior AM estimate as the final prediction value for each observation.
Predictions were performed for all vessels and TPs. This provided us with what we
call the THC TWAs.
4.2.3 Predicting Daily BTEXH Exposure
Using the recently obtained THC TWAs, we next developed estimates of daily
BTEXH exposure (which we will call BTEXH TWAs) that would correspond to the
exposures for each predicted THC TWA.
To develop daily BTEXH exposure estimates, we used specific linear relationships
present in the personal measurement database as predictions between each BTEXH
chemical and THC. These relationships were developed using the methods in chapter 2.
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Then we predicted exposure using these equations for each value of the THC TWAs.
ROVs
For the ROVs, Table 4.2 shows the relationships used to develop BTEXH estimates
for each predicted THC TWA. Most relationships are by TP. For benzene, we felt the
relationships by TP were not representative. The R-squared values were less than 0.20
and varied greatly due to high censoring levels. Therefore, we decided to use an all TP
relationship, which appears more representative of the benzene-THC relationship, as
the prediction equation. In this situation, since we are using this mechanism only to
predict each daily benzene exposure measurement, a relationship that is representative
of the expected relationship and a relationship with a higher R-squared is desired.
We used a TP1A-1B relationship to estimate BTEXH in TP1A because TP1A con-
tained too few measurements to develop a strong prediction equation. Furthermore, for
hexane, measurements do not exist in the personal measurement database in TP1A.
Therefore, we predicted hexane measurements using the relationship in TP1B only to
predict measurements in both TP1A and 1B.
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Time Time Intercept Slope R-Squared
Period Period 2.5 97.5 2.5 97.5
Chemical Regression Predicted Median Quantile Quantile Median Quantile Quantile Median
Benzene All All -2.72 -3.22 -2.22 0.38 0.32 0.44 0.31
Toluene 1A-B 1A -3.13 -3.46 -2.82 0.76 0.72 0.80 0.64
1B 1B -2.89 -3.25 -2.55 0.71 0.66 0.76 0.58
2 2 -2.07 -2.72 -1.43 0.65 0.54 0.77 0.40
3 3 -1.91 -2.93 -1.02 0.62 0.45 0.81 0.29
Ethylbenzene 1A-B 1A -5.35 -5.68 -5.01 0.96 0.91 1.00 0.84
1B 1B -5.00 -5.42 -4.61 0.90 0.85 0.95 0.80
2 2 -5.08 -6.06 -4.19 1.07 0.92 1.23 0.56
3 3 -3.04 -4.26 -2.11 0.67 0.51 0.88 0.44
Xylene 1A-B 1A -3.05 -3.30 -2.78 0.88 0.85 0.92 0.78
1B 1B -2.96 -3.25 -2.67 0.86 0.82 0.90 0.75
2 2 -2.65 -3.32 -1.99 0.94 0.82 1.06 0.54
3 3 -1.06 -1.75 -0.40 0.64 0.51 0.76 0.56
Hexane 1B 1A-B -5.21 -5.67 -4.76 1.23 1.17 1.30 0.80
2 2 -3.16 -4.14 -2.35 0.71 0.58 0.87 0.35
3 3 -2.34 -3.73 -1.27 0.49 0.30 0.71 0.23
Table 4.2: Parameters the BTEXH predictions by chemical and TP for the ROVs. The slope, intercept and R-squared
are reported for each regression.
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Marines Vessels
Time Time Intercept Slope R-Squared
Period Period 2.5 97.5 2.5 97.5
Chemical Regression Predicted Median Quantile Quantile Median Quantile Quantile Median
Benzene 1A-B 1A -3.15 -3.49 -2.81 0.65 0.60 0.70 0.32
1B 1B -3.18 -3.55 -2.84 0.65 0.60 0.71 0.31
2 2 -3.63 -4.2 -3.12 0.76 0.67 0.85 0.38
Toluene 1A-B 1A -1.76 -2.00 -1.52 0.65 0.61 0.69 0.33
1B 1B -1.71 -1.94 -1.48 -0.64 0.60 0.68 0.33
2 2 -1.11 -1.38 -0.84 0.57 0.52 0.62 0.33
Ethylbenzene 1A-B 1A -5.00 -5.36 -4.67 0.92 0.87 0.97 0.58
1B 1B -4.97 -5.32 -4.60 0.91 0.86 0.97 0.58
2 2 -4.20 -4.75 -3.66 0.81 0.73 0.89 0.49
Xylene 1A-B 1A -0.63 -0.80 -0.47 0.56 0.54 0.59 0.43
1B 1B -0.60 -0.76 -0.45 0.56 0.53 0.58 0.43
2 2 0.03 -0.16 0.20 0.50 0.47 0.53 0.45
Hexane 1B 1A-B -5.18 -6.02 -4.44 1.08 0.97 1.20 0.50
2 2 -3.84 -5.99 -2.12 0.65 0.39 0.95 0.21
Table 4.3: Parameters the BTEXH predictions by chemical and TP for the marine vessels. The slope, intercept and
R-squared are reported for each regression.
80
The relationships used for the marine vessels are described in Table 4.3. We chose to
use relationships by TP for these vessels because it proved difficult to provide areas for
every day and every vessel. These other vessels did not have predicted measurements
in TP3.
4.2.4 Pairing TWAs with Latitude/Longitude Information
Following the estimation of the BTEXH and THC TWAs for the ROVs and marine
vessels, we needed to pair the information with latitude/longitude information in order
to incorporate these TWAs into the spatial analysis of exposure.
We consider a set of TWAs for a given vessel on a day for THC and BTEXH to
be considered a TWA data entry. Thus, the goal was to supply latitude and longitude
information for each TWA data entry.
To pair the information with spatial information, one of our members of our data
management team, Caitlin Roush, searched a variety of databases for spatial information
for these TWAs. For each TWA, she first looked to see if a personal measurement had
been recorded for that vessel and latitude/longitude information were available. In most
cases, she was unable to find personal measurements that contained latitude/longitude
information for a particular day because we had purposely not predicted exposure when
these personal measurements existed. However, there were a few cases when a personal
measurement was excluded from our analysis (too long or too short; a painting/fueling
sample; an inside sample), where she was able to populate a latitude and longitude for
that TWA data entry.
If information could not be found in the personal measurement database, Caitlin
searched the VOC database for spatial coordinates. This database did have coordinates
available for many of the direct reading measurements. If latitude and longitude in-
formation was available for a particular day in the VOC database, Caitlin assigned all
unique latitude and longitude pairs for that day on that vessel to the TWA data entry.
In some cases, this meant we had thousands of latitude and longitude pairs assigned to
a single TWA data entry.
Finally, if information could not be found in the VOC database, Caitlin searched
another database known as the Location at 13:00 Database. This database contains a
single latitude and longitude for each vessel in the database on each day. It represents
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the location of the vessel at 13:00 (military time).
Nevertheless, this series of steps sometimes did not yield a set of latitude/longitude
information. If possible, information from the day before or day after may have been
used. But otherwise, we labeled the location of the TWA entry as unknown. The
unknown locations were excluded from the spatial analysis described in the next chapter.
Chapter 5
Left-censored Areal Bayesian
Spatial Model for Predicting
Chemical Exposures using a
Linear Relationship with a
Left-censored Chemical Covariate
Developing environmental exposure estimates over space, can be quite difficult es-
pecially if data where not collected over all regions or if chemicals have measurements
recorded below the LOD. However, recent research has suggested that we can gain bet-
ter inference on a particular chemical exposure by using another chemical as a predictor
in our models while accounting for measurements below LOD in the chemical response
and chemical predictor (Groth et al., 2017). In this chapter, we focus on expanding the
framework first discussed in chapter 2 to a spatial framework. Specifically, we design
and compare several modeling strategies that allows us to estimate exposure over space
for our chemical of interest Y , using a chemical covariate X in a setting where both
chemicals have censored observations.
First in this chapter, we discuss some statistical and chemical background. Next,
we describe an initial modeling framework and perform a simulation study to help
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understand how uncertainty increases in a spatial context with increased censoring.
Then, we consider that we may need to estimate exposures in regions where we do not
have data. To do that, we propose several methods to assess exposure when we have
missing data. We compare these preprocessing strategies using a separate simulation
study. Then, we conclude with a preliminary spatial analysis of xylene during the
Deepwater Horizon oil spill response and clean-up efforts.
5.1 Statistical and Scientific Background
5.1.1 Scientific Background
As previously discussed, in exposure assessment, it is often difficult to obtain ex-
posure measurements in every scenario we desire particularly over a large spatial area.
However, spatial relationships are incredibly important to account for in exposure as-
sessment studies. Scientists glean a lot of information by identifying which areas of a
workplace or of a large geographical area have higher exposures. It may even help them
pinpoint sources of exposure.
In chapters 2-3, we found that there are linear relationships that exist within chem-
ical mixtures that may help in exposure estimation. In general, higher levels of THC
tend to be associated with higher levels of the BTEXH chemicals for example. In a
spatial setting we would also expect this to be true. Therefore, if we can develop a
model that allows us to use a chemical covariate X to inform exposure estimation in a
chemical response Y , we will obtain more informed estimates of exposure.
While the relationship between two chemicals is a powerful mechanism for generating
estimates, the spatial relationship cannot be ignored particularly if there is missing
data or censored data. If we ignore the spatial relationship of X for example when
estimating Y , we will likely not find the correct levels in Y . For example, if we decide
to use an overall mean of X estimate as part of our estimation for Y (and ignore
spatial correlation) in squares without data, we may completely miss that there is a
spatial relationship in Y . If X was truly low in one square, we will likely overestimate
exposure in Y . Similarly, if X exposure was truly high in that particular square, we
may underestimate exposure for Y if we use the grand mean of X.
Therefore, a spatial model where we account for a relationship between a predictor
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X and a response Y (while accounting for censoring in both X and Y ) is an important
statistical contribution for the environmental health literature. It allows us to not omit
spatial information but also account for this informative relationship.
5.1.2 Statistical Background
In this chapter, we focus on the estimation of exposure within particular areas, or
areal data analysis. This approach may be particularly applicable to industrial hygiene
settings as we are interested in the exposure by region. Workers are often identified to
be in a particular region, but latitude and longitude information may be unavailable.
One common approach used in areal data is a conditional autoregressive model
(CAR) model. In this chapter, we use this modeling framework in the Bayesian setting.
Therefore, we assign a CAR prior to a spatial random effect. This prior allows there to
be a particular relationship present between each area and its neighbors. A commonly
used form of this prior is the intrinsic autoregressive prior which is implemented in
GeoBUGS, a program within OpenBUGS (Banerjee et al., 2014).
While ideally we would attempt to model both X and Y using a multivariate normal
framework, the multivariate intrinsic autoregressive prior available in WinBUGS proved
to be too unstable for our purposes. The prior was extremely sensitive to the variance-
covariance matrix supplied to the model. Also, as discussed in Datta et al. (2017), this
model does not have a desirable interpretation. Therefore, we avoid this method.
However, if one is primarily interested in exposures for Y it is possible to add a
spatial random effect to a Y |X model. This is the approach we use in this paper to
model the relationship between X and Y accounting for censored measurements and
accounting for the spatial correlation in Y .
5.2 Statistical Methods
We start with the linear regression framework accounting for censoring in both Y
and X described in chapter 2 (or in Groth et al. (2017)). Let Yi be the ith observation
of the natural log of the chemical response and Xi be the ith observation of the natural
log of the chemical predictor X where i = 1, . . . N .
This model assumes an observed Xi is modeled with a N(µX , σ
2
X). An observed
85
response Yi is modeled conditionally with distribution N(Yi |β0 +β1Xi, σ2Y |X) where β0
is the intercept and β1 is the slope. We model the mean of X (µX) using a traditional
normal prior with mean θµ and variance σ
2
µ. Similarly, we model the regression coef-
ficients β = {β0, β1} with flat priors (p(β)) from the OpenBUGS language. Similarly,
we model the variance of X (σ2X) with an inverse gamma prior with shape parameter
a and scale parameter c. The variance of Y |X (σ2Y |X) is modeled with inverse gamma
prior with shape parameter d and scale parameter e.
To account for censoring, we let LODi(X) and LODi(Y ) be the LODs on a natural
log scale for the j-th observation on X and Y , respectively. Let CX = {i : Xi ≤
LODi(X)} and CY = {i : Yi ≤ LODi(Y )} be the sets of indices for which Xs and Y s
are censored, and let OX and OY denote the observed values of X and Y respectively.
Then, the Bayesian model accounting for censoring is
IG(σ2Y |X | a, c)× IG(σ2X | d, e)×N(µX | θµ, σ2µ)× p(β0)× p(β1)
×
∏
i∈OX
N(Xi |µX , σ2X)×
∏
i∈CX
Φ
(
LODi(X)− µX
σX
)
×
∏
i∈OY
N(Yi |β0 + β1Xi, σ2Y |X)×
∏
i∈CY
Φ
(
LODi(Y )− (β0 + β1Xi)
σY |X
)
, (5.1)
where Φ(u) denotes a standard normal cumulative density function (CDF) at u. To
obtain standard normal distributions of X and Y , respectively, we standardize all values
(using its mean and standard deviation). Therefore, if Z is a standard normal random
variable, then Φ(u) = P (Z ≤ u) is the value of integral of a standard normal density
below the value u.
Now, we add a spatial random effect to the model above. Let there be M areas
of interest. Let Yij and Xij be the ith observation (i = 1, . . . nj) of the response and
predictor respectively (each on the natural log scale) in spatial area j (where j =
1, . . .M). This parameterization allows for nj repeated measurements within area j.
The total number of measurements in the model can be described by N =
∑M
j=1 nj . We
define bj as the spatial random effect for the Y |X for area j. We allow the vector of
bj (b) to have an intrinsic autoregressive prior, which we denote CAR(), with variance
parameter σ2b . We set an inverse gamma prior on σ
2
b with shape parameter f and scale
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parameter g. Then, we model each observed response with N(Yij |β0+β1Xij+bj , σ2Y |X).
Let LODij(X) and LODij(Y ) be the LODs on a natural log scale for the i-th
observation in area j on X and Y , respectively. With similar definitions of CX , CY ,
OX , and OY , (CX = {(i, j) : Xij ≤ LODij(X)} and CY = {(i, j) : Yi ≤ LODij(Y )}; OX
and OY are the observed observations of X and Y respectively) the joint distribution is
IG(σ2Y |X | a, c)× IG(σ2X | d, e)× IG(σ2b | f, g)×N(µX | θµ, σ2µ)× p(β0)× p(β1)
× CAR(b |σ2b )×
∏
(i,j)∈OX
N(Xij |µX , σ2X)×
∏
(i,j)∈CX
Φ
(
LODij(X)− µX
σX
)
×
∏
(i,j)∈OY
N(Yij |β0 +β1Xij +bj , σ2Y |X)×
∏
(i,j)∈CY
Φ
(
LODij(Y )−(β0 +β1Xij +bj)
σY |X
)
, (5.2)
where we let a = d and c = e in practice for simplicity. To preserve identifiability, we
require
∑M
j=1 bj = 0 and require the dflat() prior on β0.
This model allows for a spatial relationship for Y |X. The predictorX is not modeled
with a spatial random effect.
This model is implemented using MCMC algorithms like Gibbs sampling and Metropo-
lis Hasting Algorithms. Convergence on this model was immediate (within the first
10,000 iterations) as assessed by trace plots, histograms, and MCMC standard errors.
To ensure convergence of all model parameters, we run 50,000 iterations after 10,000
iterations of burn in. We found that a prior of IG(0.001, 0.001) on σ2b was sufficient for
our purposes (using the definition of IG() as defined by Gelman et al. (2013)). This
model was implemented in OpenBUGS. OpenBUGS code is available in appendix D.
5.3 Simulation Study 1
In the spatial domain, many researchers begin to question if the estimates we gener-
ate while accounting for censored measurements will have to much uncertainty. To test
how uncertainty increases with censoring in the spatial setting, we performed a simu-
lation study. Of particular interest in this simulation study were how 95% CIs for the
parameters θ (θ = {β0, β1, µx, σ2b , σ2x, σ2y|x}) changed in width with increased censoring
and how the median posterior estimates changed with increased censoring.
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5.3.1 Data Set Up
To test the uncertainty, we simulated data on a 10 by 10 grid. We assigned 10
measurements per grid square for a total of 1000 measurements (N = 1000). Thus
there were a total of 100 grid regions to estimate (M = 100).
First we simulated X measurements. To do so, we sampled from N(µX , σ
2
X) where
we set µX to be 6 and the standard deviation of X (σX) to be 1.5. Then, we assigned
each X value to grid squares. To do so, we ranked the measurements from 1 to 1000,
with 1000 being the maximum measurement and 1 being the minimum. These ranks
were kept paired with each measurement, regardless of the number of measurements
remaining after a particular sampling was performed to ensure we selected all 1000
measurements. We wanted to simulate a hot spot in the center 9 squares, with lower
levels on the outer edges. This set up reflects a common observation in spatial settings
and is what we expect to see in the GuLF STUDY. The highest square was simulated
by randomly selecting 8 measurements with rank higher than 980. Then we selected the
remaining 2 measurements from the measurements with a rank greater than 100. This
ensured that this square would have the highest X concentrations, by still allowing for
some variability and the potential for censoring.
The remaining 8 squares in the hot spot region were simulated by randomly selecting
56 measurements from X measurements with a rank higher than 850 (the remaining
measurements with this rank). These measurements were assigned to grid square by
randomly sampling 7 of these measurements for each of the 8 squares. Then, we sampled
24 measurements from the measurements ranked higher than 100. Again, we assigned
these measurements to the 8 grid squares by randomly selecting 2 (without replacement)
of these 24 measurements for each square. This ensured that the the hot zone would
have higher levels of X than the remaining squares.
To assign the remaining grid squares, we sampled 10 measurements per square from
the remaining rankedX measurements (sampling without replacement). This completed
the assignment of X to grid regions.
Then to simulate Y , we needed to generate a reasonable random effect bj . To do so,
we simulated several matrices. The first matrix A consisted of a binary adjacency matrix
with 1s for neighboring squares and 0s otherwise. We used the queen structure, meaning
that center squares had 8 neighbors (includes the diagonal squares). The second matrix
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D consisted of a diagonal matrix with the number of neighbors on the diagonal. We let
I be the identity matrix. Then we calculated a matrix Q to be (I −AD−1)D. Then we
took the eigenvalues (λi, . . . λM ) and eigenvectors (matrix of eigenvectors as columns is
Λ) of the matrix Q. Let Diag(λ1, . . . λM−1) be the diagonal matrix of eigenvalues λ1 to
λM−1. Then, we used an approximation of an intrinsic autoregressive model defined by
Rue and Held (2005) of Λ[, 1 : (M − 1)](Diag(λ1, . . . λM−1))−1/2×N(0, 1). We sampled
100 samples from this expression (using the rnorm() function) to obtain the random
effects b. The first sample was b1 and last sample was bM .
After sorting theX data by grid square, we sampled Yij fromN(β0+β1Xij+bj , σ
2
Y |X)
where β0 = −1.4, β1 = 0.75, and σ2Y |X = 1. This provided us with a Yij for every Xij
value (or 10 measurements in each of the 100 grid squares).
To show what the final data looked like spatially, we plotted the means of each
square in Figure 5.1. In Figure 5.1, we labeled each square with a number. As you may
notice, there is a series of squares with lighter coloring (indicating higher mean values)
in squares 44 to 46, 54 to 56, and 64 to 66. The square 55 was designed to be the center
of the hot spot. Note that this data was simulated based on the characteristics typically
seen in GuLF STUDY datasets and remains on the log scale for the duration of the
simulation study (we do not exponentiate to obtain GMs or transform to AMs).
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Figure 5.1: Plot of mean of Y by grid squares in complete dataset (before we censored
Y and X). Grid squares are numbered so we can differentiate squares of interest.
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Next, we developed the censored datasets. We imposed censoring on each variable by
censoring all values below particular quantiles of each variable. In this context, censoring
values means labeling a indicator as censored, and changing the value to missing. We
imposed censoring on the raw dataset using all possible combinations of 25, 50 and 75
percent censoring. We also considered 3 scenarios where we had no censoring in X but
censoring levels of 25, 50, and 75 in Y . We call these levels of 0, 25, 50, or 75 percent
censoring as the overall censoring level.
We also developed LODs for each chemical by sampling the LODs from a uniform
distribution defined by the chemical’s censoring status. We sampled the LODs using the
same set up as in chapter 3. For a given variable Z at observation i we determined its
censored status. For censored values, we sampled from Unif(Zi+0.1, quantile(Z)+0.2)
and for observed values, we sampled from Unif(min(Z)− 0.1, Zi − 0.1). For censored
values, we chose the upper bound to be a value slightly above the quantile of Z (quantile:
value at which censoring occurs below). This allowed LODs to occur roughly in a band
below a censoring value which provides a range of LODs in each chemical as seen in
practice. Censored values had LODs higher than the original datapoint while observed
values had LODs below the real observed values. LODs are not used in our model
formulation if the values are observed, so this definition of LODs is sufficient for our
purposes as long as the LODs are less than the real values.
This censoring strategy led there to be different percent censoring levels in each
square of our simulation. Graphics of the percent censoring in each square for X and
Y for each overall censoring level is provided in Figure 5.2. As you will notice, the
squares in the hot spot tended to have lower censoring levels (as expected) than the
remaining squares. At a censoring level of 75%, we started to see squares with 100
percent censoring.
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(e) 75 % Censored X
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(f) 75 % Censored Y
Figure 5.2: Percent censoring by grid square for X and Y at overall censoring levels of
25%, 50%, and 75%. We notice that censoring levels varied by grid square. At 75%
overall censoring, we begin to see 100% censored grid squares.
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5.3.2 Methods
To observe the uncertainty, we obtained the 95% CI and median posterior estimates
for the parameters of β0, β1, µX , σb, σX , and σY |X for each dataset (with different percent
censoring). From each CI, we calculated the width of the CI. To better understand how
the estimates and uncertainty changed with censoring, we also provide these CIs and
median posterior estimates for a dataset without censoring in either X or Y .
5.3.3 Results
Results for the means and regression coefficients can be found in Table 5.1. In
general, we notice that as censoring increased (from 25 to 75) in Y , the CI width
became larger in β0 and β1. This finding is expected because as censoring increases in
Y , we have less knowledge about the relationship between Y and X.
The median posterior estimates show trends similar to those found in chapter 3 for
β0 and β1. If we hold censoring constant in X but increase censoring in Y , we notice that
β0 tends to decrease while β1 tends to increase. However, if we hold censoring constant
in Y and increase censoring in X, we notice the estimates of β0 tends to increase while
the estimates of β1 tend to decrease. These relationships can be explained by Figure
3.1 that was previously described in chapter 3. As more data points are censored in Y
but not in X, we add more points to the upper left region of the graphic. This pulls
the regression line up. Similarly, as more datapoints are censored in X but not in Y ,
we add more points in the lower right region of the graphic. This pulls the regression
line down, decreasing the slope.
As censoring increased in X, we notice that the CI widths increased. Similarly, the
median posterior estimates decreased. This result is expected because we are incorpo-
rating more low values in X pulling the median posterior sample down. The width of
the CI would increase because we have more and more datapoints that are not fixed
and need to be estimated. These points lead to a wider number of possible mean values
for X.
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Percent β0 β1 µX
Censored CI CI CI
X Y Median 95% CI Width Median 95% CI Width Median 95% CI Width
0 0 -1.39 (-1.67, -1.11) 0.56 0.74 (0.70, 0.79) 0.09 5.96 (5.86, 6.06) 0.20
0 25 -1.80 (-2.16, -1.45) 0.71 0.80 (0.75, 0.86) 0.11 5.96 (5.86, 6.06) 0.20
0 50 -2.79 (-3.32, -2.29) 1.03 0.92 (0.85, 1.00) 0.15 5.96 (5.86, 6.05) 0.19
0 75 -5.38 (-6.46, -4.50) 1.96 1.21 (1.09, 1.36) 0.27 5.96 (5.86, 6.06) 0.20
25 25 -1.44 (-1.78, -1.10) 0.68 0.75 (0.70, 0.80) 0.10 5.85 (5.74, 5.96) 0.22
25 50 -2.48 (-2.97, -2.01) 0.96 0.88 (0.81, 0.95) 0.14 5.85 (5.73, 5.96) 0.23
25 75 -5.18 (-6.19, -4.27) 1.92 1.18 (1.06, 1.32) 0.26 5.85 (5.73, 5.96) 0.23
50 25 -0.73 (-1.08, -0.39) 0.69 0.66 (0.61, 0.71) 0.10 5.56 (5.41, 5.71) 0.30
50 50 -1.65 (-2.11, -1.17) 0.94 0.77 (0.70, 0.84) 0.14 5.53 (5.37, 5.68) 0.31
50 75 -4.31 (-5.29, -3.45) 1.84 1.073 (0.95, 1.20) 0.25 5.51 (5.35, 5.66) 0.31
75 25 0.53 (0.15, 0.88) 0.73 0.52 (0.46, 0.57) 0.11 4.68 (4.37, 4.96) 0.59
75 50 -0.18 (-0.65, 0.29) 0.94 0.61 (0.54, 0.68) 0.14 4.55 (4.22, 4.84) 0.62
75 75 -2.29 (-3.14, -1.45) 1.69 0.84 (0.73, 0.96) 0.23 4.43 (4.06, 4.74) 0.68
Table 5.1: Spatial simulation study results for means and regression coefficients. We report the median posterior
estimates, the 95% CI, and the CI width for the intercept (β0), slope (β1), and mean of X (µX).
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Percent σb σX σY |X
Censored CI CI CI
X Y Median 95% CI Width Median 95% CI Width Median 95% CI Width
0 0 0.79 (0.57, 1.04) 0.47 1.57 (1.50, 1.64) 0.14 1.05 (1.00, 1.10) 0.10
0 25 0.82 (0.56, 1.10) 0.54 1.57 (1.50, 1.64) 0.14 1.13 (1.07, 1.20) 0.13
0 50 1.06 (0.73, 1.42) 0.69 1.57 (1.50, 1.64) 0.14 1.27 (1.19, 1.36) 0.17
0 75 1.12 (0.55, 1.72) 1.17 1.57 (1.50, 1.64) 0.14 1.60 (1.45, 1.78) 0.33
25 25 0.81 (0.55, 1.10) 0.55 1.74 (1.65, 1.84) 0.19 1.13 (1.07, 1.19) 0.12
25 50 1.05 (0.73, 1.42) 0.69 1.75 (1.65, 1.84) 0.19 1.26 (1.17, 1.35) 0.18
25 75 1.13 (0.57, 1.72) 1.15 1.74 (1.65, 1.84) 0.19 1.56 (1.44, 1.77) 0.33
50 25 0.85 (0.59, 1.15) 0.56 2.03 (1.91, 2.18) 0.27 1.09 (1.03, 1.16) 0.13
50 50 1.09 (0.75, 1.47) 0.72 2.07 (1.93, 2.22) 0.29 1.23 (1.14, 1.32) 0.18
50 75 1.17 (0.64, 1.77) 1.13 2.07 (1.94, 2.23) 0.29 1.57 (1.41, 1.75) 0.34
75 25 0.81 (0.48, 1.16) 0.68 2.62 (2.39, 2.89) 0.50 1.07 (1.00, 1.16) 0.16
75 50 0.98 (0.62, 1.38) 0.76 2.74 (2.49, 3.02) 0.53 1.19 (1.09, 1.30) 0.21
75 75 1.03 (0.26, 1.70) 1.44 2.79 (2.53, 3.11) 0.58 1.55 (1.38, 1.74) 0.36
Table 5.2: Spatial simulation study results for standard deviations. We report the median posterior estimates, the 95%
CI, and the CI width for the spatial random effect standard deviation parameter (σb), the standard deviation of X
(σX), and the standard deviation of Y |X (σY |X).
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Results for the variance components (shown as the standard deviations) can be found
in Table 5.2. As censoring increased in X, the CI width of σX increased as expected.
With more unknown values of X, censored values could be estimated to be relatively
close to the observed values (lower sd) or much lower (large sd) than the observed
values. This estimation may lead to a wider variability in possible σX . Similarly, as
censoring increased in X, we notice that the median posterior estimates of σX increased.
This result is also expected because we now have to incorporate even lower estimates of
censored values of X. This leads to larger standard deviations as the values get farther
from the observed values.
We notice a similar trend with σY |X . As censoring increased in Y , the median
posterior estimates increased and the CI width increased. Again, as more values are
estimated for Y , smaller and smaller values of Y |X are possible. This leads to lower
standard deviation estimates. Similarly, since censored values can be estimated to be in
a wide range, a wider range of standard deviations are possible, leading to the increased
CI width.
As censoring increased in Y , we notice that σb increased and the CI width was
larger. This result is expected because we have less certainty on particular values of
Y . As noted in Banerjee et al. (2014), this parameter should not be interpreted as
reflecting the strength of the association between neighboring squares. Rather, σb is
used mostly in a conditional distribution that allows us to estimate the mean of one
grid square conditional on the means of the neighboring grid squares. In particular, σ2b
is used in the variance calculation. The larger the value of σb the larger the variation
in this conditional distribution. But this parameter does not reflect the strength of the
association as it does not directly tell us how one square is related to another (like how
the means differ). Here, we may expect that censoring in Y may lead us to have a larger
range of plausible values for the mean of a given grid square. That coupled with the
neighboring grid squares, may lead to an increased σb. Similarly, censored values may
also lead us to be less certain on the variation in the conditional distribution.
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5.4 Estimating Areas with Missing Data Methods
In real datasets, we often have missing data in regions and want to estimate exposure
for those regions. Under the current model (equation (5.2)), we do not have a method
to estimate this exposure for a grid square with completely missing data as we do not
have a value to supply for X. Supplying an overall mean of X over the entire dataset,
as mentioned earlier, would create bias since it is likely to not represent the levels of X
in that missing grid square. Therefore, we need some other means of estimating X in
these missing grid squares in order to derive a model based estimate of Y .
Imputation Strategies
We experimented with two imputation strategies that allow us to estimate exposure
to Y in areas without X and Y data. In both strategies, we separately model X. Let qj
be the random effect for the jth area for X. Let α be the intercept which we model using
a dflat prior. We use an intrinsic autoregressive prior on the vector of spatial random
effects (q). We model σ2X and σ
2
q with inverse gamma priors with shape parameters h
and v and scale parameters l and w. Then, with the definitions of LODij(X), CX , and
OX given in equation (5.2), the joint distribution is
IG(σ2X |h, l)× IG(σ2q | v, w)× p(α)× CAR(q |σ2q )
×
∏
(i,j)∈OX
N(Xij |α+ qj , σ2X)×
∏
(i,j)∈CX
Φ
(
LODij(X)− (α+ qj)
σX
)
, (5.3)
where p(α) represents the dflat prior on α. Again, we require
∑M
j=1 qj = 0 for identifi-
ability.
In imputation method 1, we estimate censored Xij values and supply these into
equation (5.2) above. This makes Xij completely observed in the equation of Y |X.
We also estimate the mean of Xij for each area j where data is not available. We call
these means of Xs for squares with missing data as meani(Xij). Then, we sample an
estimate of the mean of Yij for each square j without data using posterior samples of
bj , β0, and β1 and the expression β0 + β1 ∗meani(Xij) + bj .
In imputation method 2, we only do estimation of the mean of Yij for the missing
96
squares (mean for each j that has missing data). We allow the Y |X model described
in (5.2) to estimate the censored X and Y values. The data supplied to model (5.2)
may contain both censored X and Y values.
The parameter estimates from model (5.2) may be different between the two impu-
tation strategies because the Xij supplied differs between both imputation strategies.
This may lead to different estimates of Yij .
These strategies reduce potential variability because we must supply a posterior
statistic of meani(Xij) (like the mean posterior sample). In addition, both of these
strategies assume that the missing meani(Xij) can be modeled using the univariate
model in (5.3). If this model is incorrect, it may lead to incorrect inference.
5.5 Simulation Study 2: Areas with Missing Data
To investigate the performance of these two methods of imputation, we performed a
simulation study. This simulation study uses the datasets originally made in simulation
1, but introduces some squares with missing data.
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Figure 5.3: Plot of mean of Y by grid square showing the squares with missing data.
The grid regions with an X are the missing grid squares in simulation study 2.
On the datasets described in simulation 1, we randomly sampled 10 squares which
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to make “missing data.” We then removed that data from these squares for all analyses
and required that the methods estimate the exposures in these squares. The squares
selected are shown in Figure 5.3. The squares with an X were the squares defined as
missing. These squares included a few squares in the hot spot area.
To allow us to compare to the true means, we reported the true means of each
missing grid square in Table 5.3. We report the mean of X and Y for each case. The
grid squares of 45, 54, and 64 all have very high X and Y values which we hope to
estimate.
Grid Mean of Y Mean of X
26 3.48 6.34
35 3.11 6.10
40 2.57 5.19
45 3.78 7.82
49 3.59 5.84
54 4.35 7.82
64 4.21 7.78
88 2.80 6.43
94 2.55 5.25
95 3.08 6.21
Table 5.3: The means of the non-censored data in the grid squares that were randomly
selected to be made squares with missing data. We report means for both X and Y .
5.5.1 Model Comparison Methods
In this simulation, we hope to see which method of imputation of X will supply
estimates closer to the real non-censored estimates. This model is highly applicable
when we want to gain inference in moderately censored Y and we have less censoring in
a chemical predictor X. Therefore, we chose to use simulation datasets for a censoring
level of 25% in X and a range of censoring in Y (datasets for 25, 50, and 75% censoring).
For each combination of censoring levels (25% censoring in X and 25, 50, and 75%
censoring in Y ), we obtained estimates of the mean exposure in each missing grid
square. Similarly, we averaged the censored estimates of the Y s and observed Y s in
each grid square to obtain a plot of mean exposure for all 100 grid squares. Finally, we
also compared the parameter estimates for β0, β1, σ
2
Y |X , and σ
2
b found in each modeling
strategy.
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But before we compared methods, we were also interested in how well we could
predict the exposures in the grid squares with missing data if we had a completely non-
censored dataset. To see how well we could do, we used model imputation method 2
to estimate exposures in grid squares with missing data. Since all data was observed,
model 1 was not applicable in this situation.
5.5.2 Results
Our estimates under a non-censored missing data scenario are provided in Table 5.4.
We notice that this model underestimated the mean of X for grid squares 26, 49, 54,
and 64. This led to poor estimation of Y for these squares. A plot of the mean of Y
(Figure 5.4) shows us much more smoothing than in the original image. In all cases,
squares 26, 49, 54, and 64 were much darker, indicating lower values of the mean of
Y . While most CIs for the means of these squares do contain the true mean for X and
Y , this result makes us cautious of results received from this method. It cautions us
that a single imputation of X for missing grid squares if incorrect may lead to incorrect
inference on Y . Using the mean statistic for the estimate of the mean of X in each grid
square was not sufficient, as it was much lower than the true mean of X in that square.
Note that this is only a single imputation. Multiple imputations may lead to esti-
mates closer to the truth.
Y X
Grid Mean Median 95% CI Mean Median 95% CI
26 2.71 2.71 (2.09, 3.32) 5.67 5.67 (4.70, 6.62)
35 3.19 3.18 (2.57, 3.81) 6.16 6.15 (5.21, 7.12)
40 2.92 2.92 (2.13, 3.69) 5.92 5.92 (4.71, 7.13)
45 3.60 3.60 (2.99, 4.23) 6.65 6.65 (5.70, 7.63)
49 2.92 2.92 (2.30, 3.54) 5.70 5.71 (4.74, 6.64)
54 3.40 3.40 (2.78, 4.02) 6.57 6.56 (5.63, 7.55)
64 3.47 3.47 (2.86, 4.10) 6.41 6.41 (5.47, 7.37)
88 3.18 3.18 (2.56, 3.79) 5.94 5.94 (4.98, 6.89)
94 3.16 3.16 (2.38, 3.95) 5.87 5.87 (4.67, 7.08)
95 2.95 2.95 (2.15, 3.72) 5.87 5.88 (4.65, 7.08)
Table 5.4: Estimates of the mean of Y for grid squares with missing data when data in
other squares is completely non-censored (squares without missing data are observed).
We report the mean, median, and 95% CI for estimates under imputation method 2.
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Figure 5.4: Plot of mean of Y by grid square when data in non-missing squares is
completely non-censored (squares without missing data are observed). The estimated
mean of Y in each missing square is shaded according to its value.
Under 25% overall censoring in both X and Y , the estimates of the mean of Y for
both methods were quite similar (Table 5.5). The estimates in imputation method 2
were slightly lower than imputation method 1. Estimates for each mean are lower than
the non-censored estimates in this scenario because of increased censoring (compared to
0 % censoring). Plots of the mean of Y per square show increased smoothing but very
few differences between methods (Figure 5.5). There are a few minor differences in grid
squares 1 and 2 between plots but similar trends are present under both methods.
Imputation Method 1 Estimates Imputation Method 2 Estimates
Grid Mean Median 95% CI Mean Median 95% CI
26 2.61 2.61 (1.97, 3.25) 2.58 2.58 (1.95, 3.22)
35 3.07 3.07 (2.43, 3.73) 3.05 3.05 (2.41, 3.69)
40 2.84 2.84 (2.01, 3.64) 2.83 2.83 (2.01, 3.63)
45 3.51 3.51 (2.87, 4.16) 3.49 3.49 (2.86, 4.14)
49 2.80 2.80 (2.15, 3.44) 2.78 2.79 (2.13, 3.42)
54 3.35 3.35 (2.69, 3.99) 3.33 3.33 (2.68, 3.97)
64 3.41 3.41 (2.78, 4.05) 3.40 3.40 (2.77, 4.04)
88 3.12 3.13 (2.48, 3.76) 3.12 3.12 (2.48, 3.75)
94 3.11 3.11 (2.28, 3.93) 3.11 3.11 (2.29, 3.92)
95 2.88 2.89 (2.04, 3.70) 2.88 2.88 (2.04, 3.69)
Table 5.5: Missing grid square estimates for 25% overall censoring in Y (overall censoring
before the grid squares were missing). We report the mean, median, and 95% CI for
each imputation method and each grid square.
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(a) Imputation Method 1: Mean of Y
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(b) Imputation Method 2: Mean of Y
Figure 5.5: Mean of Y estimates by imputation method when overall censoring in Y is
25%. Each grid square is shaded by the value of the mean in that square.
Under 50% and 75% overall censoring in Y (25% censoring in X), estimates of the
mean of Y were quite similar between methods (Table 5.6 and 5.7). The estimates under
50% censoring were lower than those under 25% censoring and those estimates under
75% censoring were the lowest. There were slightly larger differences between methods
under 75% overall censoring in Y , with estimates under imputation method 2 coming
in slightly lower than imputation method 1. Similarly, the plots of the mean of Y per
square under both imputation methods under 50% and 75% overall censoring in Y were
quite similar (Figure 5.6 and 5.7). Means were slightly lower under imputation method
2, adding slightly darker squares to the plot of the mean of Y for imputation method 2
for 75% overall censoring in Y .
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Imputation Method 1 Estimates Imputation Method 2 Estimates
Grid Mean Median 95% CI Mean Median 95% CI
26 2.27 2.27 (1.42, 3.12) 2.24 2.24 (1.41, 3.07)
35 2.83 2.83 (1.97, 3.69) 2.80 2.80 (1.96, 3.65)
40 2.59 2.60 (1.50, 3.65) 2.57 2.57 (1.49, 3.61)
45 3.33 3.33 (2.50, 4.18) 3.31 3.31 (2.49, 4.15)
49 2.59 2.59 (1.73, 3.43) 2.56 2.56 (1.71, 3.39)
54 3.11 3.11 (2.24, 3.95) 3.09 3.10 (2.24, 3.92)
64 3.20 3.20 (2.36, 4.03) 3.18 3.18 (2.34, 4.00)
88 2.85 2.85 (1.99, 3.67) 2.84 2.84 (2.00, 3.66)
94 2.89 2.90 (1.80, 3.97) 2.87 2.88 (1.81, 3.92)
95 2.57 2.58 (1.46, 3.63) 2.56 2.57 (1.47, 3.61)
Table 5.6: Missing grid square estimates for 50% overall censoring in Y (overall censoring
before the grid squares were missing). We report the mean, median, and 95% CI for
each imputation method and each grid square.
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(b) Imputation Method 2: Mean of Y
Figure 5.6: Mean of Y estimates by imputation method when overall censoring in Y is
50%. Each grid square is shaded by the value of the mean in that square.
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Imputation Method 1 Estimates Imputation Method 2 Estimates
Grid Mean Median 95% CI Mean Median 95% CI
26 1.08 1.10 (0.09, 1.98) 1.04 1.05 (0.05, 1.93)
35 1.82 1.84 (0.88, 2.72) 1.79 1.80 (0.85, 2.67)
40 1.52 1.55 (0.27, 2.62) 1.48 1.52 (0.25, 2.56)
49 1.47 1.49 (0.48, 2.38) 1.42 1.44 (0.44, 2.33)
45 2.48 2.49 (1.54, 3.35) 2.45 2.46 (1.52, 3.31)
54 2.39 2.41 (1.46, 3.26) 2.36 2.38 (1.43, 3.22)
64 2.41 2.41 (1.51, 3.30) 2.36 2.36 (1.47, 3.25)
88 2.08 2.09 (1.14, 2.97) 2.04 2.04 (1.10, 2.91)
94 2.11 2.10 (0.99, 3.27) 2.05 2.05 (0.92, 3.18)
95 1.85 1.87 (0.64, 2.98) 1.81 1.82 (0.63, 2.91)
Table 5.7: Missing grid square estimates for 75% overall censoring in Y (overall censoring
before the grid squares were missing). We report the mean, median, and 95% CI for
each imputation method and each grid square.
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Figure 5.7: Mean of Y estimates by imputation method when overall censoring in Y is
75%. Each grid square is shaded by the value of the mean in that square.
Estimates were slightly lower in imputation method 2 at high censoring levels (75%)
in Y because the estimation of Y was being impacted more strongly by not knowing
the exact values of some X values. In imputation method 2, the model must estimate
the censored X and Y values in model (5.2). If the estimates in X come in lower,
this will lead to slightly lower Y values. Meanwhile, under imputation method 1, we
estimated the censored X values in the first model, so all X values are known exactly
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going into model (5.2). The estimation of censored X values will only depend on other
X values in imputation method 1. Under imputation method 2, it is possible that
observed information in Y or censored information in Y may inform the estimation of
the censored X values (if Y is observed but X is not for example).
Overall % Imputation Method 1 Imputation Method 2
Censoring Y Statistic Median 95% CI Median 95% CI
25 Intercept (β0) -1.33 (-1.68, -1.00) -1.46 (-1.84, -1.11)
Slope (β1) 0.73 (0.68, 0.79) 0.75 (0.70, 0.81)
σb 0.84 (0.56, 1.14) 0.83 (0.56, 1.14)
σy|x 1.16 (1.10, 1.24) 1.13 (1.07, 1.20)
50 Intercept (β0) -2.36 (-2.88, -1.90) -2.55 (-3.08, -2.03)
Slope (β1) 0.86 (0.79, 0.94) 0.89 (0.81, 0.97)
σb 1.10 (0.76, 1.50) 1.09 (0.75, 1.49)
σy|x 1.31 (1.21, 1.41) 1.27 (1.18, 1.37)
75 Intercept (β0) -4.92 (-5.94, -4.02) -5.15 (-6.27, -4.19)
Slope (β1) 1.15 (1.03, 1.28) 1.18 (1.05, 1.33)
σb 1.08 (0.54, 1.71) 1.06 (0.53, 1.68)
σy|x 1.61 (1.45, 1.81) 1.60 (1.44, 1.80)
Table 5.8: Parameter estimates by imputation method for overall censoring in Y of 25%,
50%, and 75%. We report the median and 95% CI of the intercept (β0), slope (β1), σb,
and the standard deviation of Y |X (σY |X).
Table 5.8 shows the parameter estimates under each imputation method. Parameter
estimates were quite similar between methods. However, the slope estimates (β1) under
imputation method 2 were slightly higher than under imputation method 1. Similarly,
the intercepts (β0) were slightly lower under method 2 compared to method 1. The
estimates of σb and σY |X were quite similar with slightly lower values for imputation
method 2.
This imputation model comparison showed that both methods yielded results that
were similar (if not identical). The similarity in the estimates may be related to the
similarity of the methods. The only difference between these modeling strategies was
where the censored X values were estimated. If the model of just X (model (5.3)) is able
to provide similar estimates for censored values as the model with Y |X (model (5.2)),
then the results will be similar. It appears that the censored values of X were estimated
to be similar under both imputation methods, which led to the similar estimates of the
mean of Y for both missing grid squares and grid squares with censored data.
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5.6 Xylene Exposures During the Deepwater Horizon Oil
Spill Response and Cleanup
Now we move to modeling environmental exposures for xylene during the Deepwater
Horizon oil spill response and clean-up. Specifically, we are interested in developing
maps of xylene exposure by TP over the water. In this chapter, we focus on estimating
exposure in TP2.
Environmental exposure in the GuLF STUDY is defined as exposures that occur
from breathing in the outside air at a particular location and are not related to a spe-
cific task. In practice, we hope to assign an environmental exposure to each worker as
representative of overnight exposure or non-task-related exposure. Since land measure-
ments in the GuLF STUDY were always task specific, land measurements were excluded
from this analysis.
5.6.1 Spatial Data Preparation
There were two primary sources of data available to assess environmental exposure.
The first dataset consists of a subset of the personal measurement database (described
in chapter 1). One variable in this dataset was whether it was considered representative
of environmental exposure. We restricted to the set that were representative of envi-
ronmental exposure and contained latitude/longitude information. Of the over 25,000
personal samples in this database, 5,669 measurements for each chemical (BTEX and
THC) met this criteria.
The second dataset consisted of the TWA VOC derived BTEX and THC measure-
ments developed in chapter 4. This dataset consisted of over 500 TWA measurements
taken on marine and ROV vessels for each chemical (BTEXH and THC). These mea-
surements were developed through a linear prediction and were entered into the spatial
analysis as fully observed information (measurements were defined as above LOD). This
dataset did not originally have latitude and longitude data assigned to each measure-
ment. Through an extensive process using multiple databases, we assigned latitude and
longitude information where available to each sample. This assignment of latitude and
longitude information allowed for the possibility that a single TWA may have multiple
latitude/longitude locations (see Chapter 4 for more information).
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Initial exploratory data analysis revealed that the number of spatial locations rep-
resented by the TWA data was quite large (>50,000 unique locations). Originally, we
had planned to assign the value of the TWA to each unique latitude/longitude corre-
sponding with that measurement. However, if the TWA data was assigned to all of the
these locations, the TWA data would have driven the spatial inference since there were
less than 6,000 personal measurements. In reality, we had less confidence in the TWA
data since it was developed through an estimation process. Furthermore, it was found
that many of the unique spatial locations were very close together. It was speculated
that multiple instruments may have recorded slightly different latitude and longitude
measurements which led to this large number of spatial locations.
To reduce the spatial dimension, a spatial grid was developed over the oil spill area
(Figure 5.8). This grid region consisted of 10 by 10 nautical miles (nm) squares. One
of these 10 by 10 nm squares containing the well head was further divided into a 1 by 1
nm square grid. This grid was developed based off of the definitions of the source and
hotzone described in chapter 1. The grid region concerned ranged from 35 nm south of
the well to the coast of Louisiana, Mississippi, and Alabama in the north. The region
spanned from the western border of Louisiana to the western coast of Florida (as far as
Tampa, FL).
Then, we assigned each latitude and longitude location to a grid square. For the
TWA data, we assigned a TWA to only unique grid regions corresponding to the latitude
and longitude information. This resulted in 843 total measurements, where some TWA
were repeated because latitudes/longitudes corresponding to that measurement were
found in more than one grid region. Personal measurement data were also assigned to
a grid square.
The design described above made it possible for a grid square to have multiple
measurements within a TP. Each grid square may contain censored or observed mea-
surements. Table 5.9 describes the xylene and THC data by TP. Censoring was generally
low in THC (below 31%). Censoring in xylene was moderate with censoring ranging
from 24 to 47.7%. The TWA data were considered observed measurements in TP1A-3
which decreased the censoring percentage a little from censored percentages seen in the
raw personal measurement database.
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Figure 5.8: Spatial grid of the Gulf. The grid developed for estimation of exposure during the Deepwater Horizon oil
spill response and clean-up. This grid consists of 10 by 10 nm grid squares. The grid square containing the well site is
split up into 100 1 by 1 nm squares. The star represents the well site.
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Due to the lack of measurements and number of unique spatial regions in TP1A
and 4, we decided to create joint TPs for estimating exposure in those TPs. Namely,
we developed a joint TP of TP1A-1B and a TP3-4. While we had a maximum of 166
unique spatial regions in any one TP, we still estimated exposure in grid regions without
measurements using the spatial relationship.
Time Number of % Censoring % Censoring Number of Unique
Period Measurements THC Xylene Spatial Regions
1A 212 13.2 34.4 13
1B 4093 9.0 27.0 166
2 1442 14.3 24.3 89
3 683 30.7 47.7 49
4 82 1.2 29.3 5
1A-1B 4305 9.2 27.3 166
3-4 765 27.6 45.8 49
Table 5.9: Description of THC and xylene measurements by TP during the Deepwater
Horizon response and clean-up efforts. We report the percent censoring in xylene and
THC, the number of measurements, and the number of unique spatial grid regions in
each TP.
In this chapter, we will focus on estimating exposures in TP2. This TP spans
between the top capping and bottom capping of the well (July 16-August 10, 2010).
We further investigated the division of measurements into grid squares for this TP.
Figure 5.9 shows the number of observations available in each grid square of interest.
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0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 4 1
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 1 59 173 5 0 0 0
0 0 5 6 142172 5 1 1 0
0 3 7 8 3 6 2 0 1 0
1 14 3 1 0 1 0 0 0 0
1 3 3 0 1 0 0 0 0 0
3 4 6 1 2 0 1 0 0 0
*
Figure 5.9: Number of measurements per grid square for the full grid and the 10 by 10 nm region containing the spill.
The star indicates the well site. Gray squares had measurements in this TP.
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5.6.2 Comparison of Methods
For both imputation methods, we developed AM exposure maps of xylene in ppb
under both methods. Under imputation method 1, we estimated all censored values of
THC using the model of just THC. The censored values reflect GM predictions, and
therefore were transformed using the standard equation to convert to AMs (GM ×
exp(0.5 log2(GSD))). Similarly, for both methods, we transformed the predicted means
for squares with missing data to AM estimates. We obtained the mean posterior sample
of each predicted AM of THC square estimate and used those in later calculations. We
will denote a predicted AM of THC estimate for the jth square as µTHCj .
Once the transformation was performed, we obtained the mean of the censored THC
AM estimates and supplied those in the data for model (5.2) under imputation method
1 (supplied them on the ln scale since we are assuming log normality). In imputation
method 2, we simply ran the data through model (5.2) without imputing any censored
THC values.
In both cases, we obtained posterior samples of the censored xylene (Y ) values from
model (5.2). We transformed these values to values that represent an AM exposure
estimate using the standard conversion equation. Then, due to the sheer number of
measurements, we took the mean posterior AM censored xylene estimates as the es-
timate of the censored values. We calculated a mean of the observed and censored
xylene measurements in each square. These gave us the estimates for squares with data
reported for xylene.
For the squares without data, we calculated the GM mean of xylene by taking
the posterior estimates of β0, β1, and bj and placing them in the following expression:
GM = exp(β0 + β1 log(µTHCj ) + bj). Then, we transformed it to a AM estimate. We
report the mean AM estimate of each predicted square in our plots of estimates (Figures
5.10 and 5.11).
Finally, we also report the parameter estimates of β0, β1, µX , σb, σX , and σY |X under
both imputation methods. These estimates are displayed in Table 5.10.
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Figure 5.10: Xylene AM estimates (ppb) using imputation method 1 on the full grid and for the 10 by 10 nm square
containing the spill. Lighter squares indicate higher exposures.
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Figure 5.11: Xylene AM estimates (ppb) using imputation method 2 on the full grid and for the 10 by 10 nm square
containing the spill. Lighter squares indicate higher exposures.
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5.6.3 Results
Figures of xylene estimates showed similar trends for both imputation methods
(Figures 5.10 and 5.11). Higher xylene AM estimates were reported near the coast
in port cities under both methods as well as in a few squares west of the well site.
Within the 10 by 10 nm square containing the well site, there was one particular square
south west of the well with a higher xylene estimate. Upon further investigation, it was
discovered that a very high reading for an ROV lead to this finding (on one particular
day).
The estimation of exposure within the 10 by 10 nm square containing the well site
showed some minor differences between methods. The estimates in this grid square
were generally higher in the upper left hand corner and lower right hand corner under
method 2 than in imputation method 1. For these squares, we predicted exposure, so
this indicates that the imputation method 2 was yielding slightly higher AM estimates
in these squares than imputation method 1. To further investigate why this finding
may have occurred, we observed the values of the random effect for these squares.
The random effect estimates in the upper left and lower right corners of this square had
lower values of the spatial random effect under imputation method 1 than in imputation
method 2 (not shown: an example is mean posterior estimates of -0.41 in imputation
method 1 to -0.30 in imputation method 2 for a square 1023 (second row, third square
from the left)). This led the estimates under imputation method 2 to be slightly higher
that the estimates in imputation method 1.
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Imputation Method 1 Imputation Method 2
Statistic Median 95% CI Median 95% CI
Intercept (β0) -1.33 (-1.78, -0.92) -0.91 (-1.33, -0.49)
Slope (β1) 0.76 (0.72, 0.81) 0.69 (0.65, 0.73)
Mean of X (µX) 5.52 (5.45, 5.58) 5.33 (5.25, 5.41)
σb 1.03 (0.68, 1.42) 0.97 (0.62, 1.37)
σX 1.32 (1.27, 1.37) 1.53 (1.47, 1.59)
σY |X 0.91 (0.87, 0.96) 0.88 (0.84, 0.92)
Table 5.10: Parameter estimates by imputation method for our spatial analysis of xylene
exposure in TP2 of the Deepwater Horizon response and cleanup. We report the median
posterior estimate and 95% CIs for the intercept (β0), the slope (β1),the mean of X
(µX), the standard deviation parameter of the CAR random effect (σb), the standard
deviation of X (σX), and the standard deviation of Y |X (σY |X) for both imputation
methods.
In addition, we observed some differences in model parameter estimates for model
(5.2) between imputation methods (Table 5.10). Estimates were lower under imputation
method 2 for β1, µX , σb, and σY |X than in imputation method 1. The intercept (β0) and
the standard deviation of X (σX) were higher in imputation method 2. The imputation
of the censored X values in imputation method 1 could have led to the differences we
observe in parameter estimates. It appears that the censored X values were estimated
to be higher than the censored values of X in imputation method 2. This lead to the
difference we observe in µX . The estimated censored values of X in imputation method
1, could have pulled the slope up and intercept down compared to in imputation method
2. Under imputation method 2, model (5.2) had to estimate the censored X values and
lower values may have been slightly more plausible than in imputation model 1 because
µX was lower in imputation model 1. The lower mean could have also increased σX to
encompass the higher X values.
5.6.4 Discussion of Results and Future Directions within the Deepwa-
ter Horizon Spatial Analysis
Regardless of the differences in estimates between the methods, all methods indicated
similar locations for peaks in exposure. Further investigation into specific rationale for
these findings is needed. If some of the high estimates near the shoreline reflect the
decontamination efforts for example, a scientist may argue that this exposure was more
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related to a task (decontamination) then environmental exposure. Therefore, a thorough
investigation of the data included in this analysis is needed in order to understand why
we see these findings, and if they reflect environmental exposure.
Similarly, we need to consider that in particular squares, there may be less measure-
ments than in other squares. The range in the number of measurements per square is
quite large in this study. If a high measurement was observed in a square with many
lower measurements, the mean exposure in that square may not be as high compared to
another square where one high measurement was reported but only a few other smaller
measurements are available for that square. This may lead to slightly misleading spatial
maps because the variability of measurements in a grid square may vary greatly from
other squares. Further investigation into the variability of estimates in each square is
needed.
Furthermore, most of the spatial region consists of squares without data (missing
data squares). Most of the observed squares were located towards the center of the region
of interest. By predicting so far west and east, we may be extrapolating exposure more
than we should. For example, towards the western and eastern edges of the spatial plots
in Figures 5.10 and 5.11, we see that exposures may actually get higher the farther you
go west on the western side, or the farther you go east on the eastern edge of the area of
interest. This finding is unrealistic, as intuitively exposure should increase closer to the
well site since oil would be located closer to the well site. We may need to reconsider
the spatial area so we do not extrapolate to areas where we don’t have sufficient data
(and estimates may be misleading).
Reducing the spatial area will also help reduce the number of areas where we perform
estimation which may lead to less problems with computation. With using 50,000
iterations after 5,000 iterations of burn in, processing the data in the program R led
R to exceed it’s memory capacity. If the memory is exceeded with this number of
observations (N=1442), then we will almost surely exceed the memory limits when we
explore TPs with more data (like TP1B).
In the future, this model should be adapted to incorporate all TPs and model a
temporal effect if possible. Many of the grid squares observed in TP2 are also observed
in TP1B for example. By adding a temporal effect, we may also begin to estimate
exposures better for grid regions observed in one TP but not another.
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5.7 Discussion
In this chapter, we further investigated a spatial model extension of the model
derived in chapter 2. The model in chapter 2 accounts for the linear relationship between
a chemical X and another chemical Y , while accounting for censored measurements in
both chemicals. Simulation 1 demonstrated that CIs will become wider with increased
censoring. Researchers need to make judgments about what levels of uncertainty in
estimates they are comfortable with. Narrowing prior distributions may lead to slightly
less uncertainty than we found in simulation 1. But if researchers are not comfortable
with the increase in uncertainty exhibited even with narrow priors, other methods should
be used to estimate exposures.
We also compared two separate imputation methods allowing us to estimate expo-
sures in areas with missing data. These methods performed quite similarly in simulation
study 2, yielding similar parameter estimates and mean estimates of Y . The simulation
study 2 also demonstrated that if X is not estimated correctly, then the estimation of
Y will be influenced. Therefore, finding a correct model of X is incredibly important.
From the results of the assessment of xylene exposure in TP2 during the Deepwater
Horizon response and cleanup, we found that the imputation strategy 2 provided slightly
higher exposure estimates for squares in the 10 by 10 nm square containing the well
head. In this particular data example, the estimation of the spatial random effect values
may have led to differences in the estimation of xylene exposures.
Both methods performed very similarly, so it may be hard to pick which strategy
to employ in a particular context. However, if it is desired to also estimate exposure
for X, then imputation method 2 would be preferred. Imputation method 2 allows for
information about Y to inform the estimation of the censored X measurements. For
example, let’s consider a square where all Y observations were observed but some X
observations were not. The model would be able to estimate the parameters driving
the mean of Y in each case (like estimate the spatial random effect). If we also have
confidence in the slope and intercept estimates, one may be able to better understand
what X should be to generate the particular mean estimate of Y . Therefore, information
from Y may better inform our X estimates, leading to more informed estimates of both
Y and X.
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While both methods performed similarly in general, both methods assumed that we
could correctly predict exposure in squares without data using the model on X alone.
This assumption is a very strong assumption. Furthermore, variation was reduced by
choosing particular posterior statistics to represent censored and predicted exposure
levels in X. Other statistics should be investigated to better understand how the choice
of the statistic may guide the model inference.
In addition, the imputation modeling approach requires two steps to modeling the
response Y . Ideally, an approach where we could estimate both X and Y simultane-
ously should be used. Jin et al. (2005) developed bivariate model which allows one to
account for the spatial relationship when modeling both Y and X. This framework
uses a conditional model set up similar to the model presented here but adds a spatial
component to X. Further work should be done to expand the framework of Jin et al.
(2005) to account for censoring in both X and Y . This framework would be ideal as we
can account for the spatial relationship of the data in both X and Y while accounting
for the relationship between X and Y . This method would also allow us to deal with
estimating exposure in squares without data in the same model. Work is currently being
done to implement this strategy and compare it with the above imputation methods.
In addition further research should be done to expand this modeling framework to
account for larger datasets and to improve the interpretation of the random effects of
the intrinsic autoregressive model. Datta et al. (2017) describe a more interpretable
framework called DAGAR which allows one to model spacial association in larger more
complex datasets. Expanding the model presented in this chapter to a similar framework
with more intuitive interpretations should be considered.
Chapter 6
Conclusion and Discussion
6.1 Summary
Throughout the last five chapters, we developed a series of models that allow us to
better quantify airborne chemical exposures in the GuLF STUDY. These models focus
on using one or more chemicals as predictors to model the chemical of interest using
linear chemical relationships. These models provide researchers a way of quantifying
exposures while accounting for uncertainty in measurement (measurements below LOD).
Industrial hygienists and other environmental scientists can use these models to better
understand chemical exposures when limited information (either small sample size or
high censoring) is available on a chemical of interest.
In chapter 2, we developed a simple linear regression framework to estimate expo-
sures to one chemical, using another chemical as a linear predictor. This work demon-
strated that accounting for values below LOD is fundamentally important as inference
may change if censored data is excluded. Throughout this dissertation, we have ex-
panded the basic bivariate modeling framework to a multivariate setting (chapter 3)
and most recently to a spatial setting (chapter 5). In all cases, we demonstrated that
these censored measurements provide valuable information that can be used to better
quantify chemical exposures.
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6.2 Limitations and Assumptions
In this dissertation, we focused on linear relationships and assumed the assumptions
of linear regression. Among these assumptions is the normality of error assumption. We
did not investigate other distributions and assumed that our data reflected a lognormal
distribution, as is often assumed in practice. Another assumption we made was that
the linear relationship continued below LOD. The linearity assumption is a particularly
strong assumption, as data is not available to formally test that assumption.
Furthermore, in chapter 4, we reduced our variability by taking posterior median
estimates of the instrument hourly averages. We did this due to the sheer magnitude
of the database; it was also not possible to save posterior samples of each instrument
hourly average for processing. In addition, we also may have reduced our variability
when we developed the TWAs. By taking an average of all instruments within an hour,
we are omitting any variation between instruments for example. Future work should be
done to investigate methods where we can account for this lost variation.
Finally, the spatial methods described here are imputation based methods. By
using an imputation based strategy, we are assuming that this strategy will represent
the values of X correctly. This assumption may or may not be true in reality as shown in
our simulation study 2. Likewise, we also reduced to a posterior statistic of the censored
values and of the new grid square imputedX values. As previously mentioned, this omits
potential uncertainty present in those estimates.
6.2.1 GuLF STUDY Assumptions
For the GuLF STUDY exposure assessment, we further assumed that crude oil
should be the primary source of exposure. As previously explained, if crude oil is the
primary source of exposure, then the relationship between each BTEXH chemical and
THC should be linear. It is possible that other sources particularly in later TPs or closer
to shore may have existed. While we developed the multivariate model to respond to the
possibility of multiple sources of exposure, in practice, we do not use the multivariate
model in the GuLF STUDY. Correlations between THC and each BTEXH chemical were
overwhelmingly strong in almost all cases. Correlations were so high with THC, that
additional chemical covariates did not explain much variability above THC. In addition,
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multicollinearity would almost always occur if THC was added to a model along with
another BTEXH chemical as a predictor. Therefore, the multivariate method was not
used in practice in the GuLF STUDY.
Throughout this effort, we assume that a group’s exposure is representative of an
individual’s exposure. We did not attempt to quantify exposures for particular individ-
uals or account for within subject variability. We did not account for within subject
variability due to lack of information available to us. If individual level information be-
comes available, the methods proposed here should be adjusted to account for individual
variation within a subject and/or individual level variability should be assessed. But for
our purposes, we feel comfortable assuming that exposure for an EG is representative
of a person’s exposure because of how we designed our EGs. We have thousands of
EGs that truly differentiate how exposures may have differed for different individuals.
Therefore, we believe it is reasonable to assume exposure for an EG is representative of
an individual.
6.3 Future Research
6.3.1 Spatial Research
Future research should investigate expanding a bivariate CAR framework described
by Jin et al. (2005) to account for censored data in the spatial setting. This framework
would be ideal for use on the Deepwater Horizon data as it would allow for simultaneous
estimation of both THC and xylene while also estimating exposures in squares without
data present.
6.3.2 Big Data Research
In chapter 4, we developed a method of taking a database of over 26 million VOC
measurements and condensing it to a metric which could be compared to personal
measurements. Future research should be conducted to expand methods like these to
other direct reading area measurement databases. In the chemical, oil and gas indus-
tries, monitors are used to collect billions of direct reading environmental measurements
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every year. These databases hold a massive amount of exposure information, but lit-
tle methods development has occurred to convert these direct reading environmental
databases to a summary exposure metric. I aspire to develop better statistical meth-
ods for assessing exposures using these large databases while accounting for missing or
censored data.
6.4 Implications of the GuLF STUDY
Health research on the Deepwater Horizon oil spill itself is quite meaningful to the
response workers, BP, and policy makers. Whether the exposures that were measured
are associated with detrimental health outcomes is still to be determined. No matter
the result, this research project is the largest, most extensive study of exposure from
an oil spill in history. Researchers and policy makers will gain a wealth of knowledge
about potential factors influencing exposure such as job, location, and time.
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Appendix A
Acronyms
Care has been taken in this thesis to minimize the use of jargon and acronyms,
but this cannot always be achieved. This appendix defines jargon terms in a table of
acronyms and their meaning.
A.1 Acronyms
Table A.1: Acronyms
Acronym Meaning
BTEXH Benzene, ethylbenzene, toluene, xylene, and hexane
BTEX Benzene, ethylbenzene, toluene, and xylene
THC Total hydrocarbons
VOC Volatile Organic Compounds
LOD Limit of detection
EG Exposure Group
ppm Parts per million
ppb Parts per billion
nm nautical mile(s)
GSD Geometric standard deviation
GM Geometric mean
Continued on next page
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Table A.1 – continued from previous page
Acronym Meaning
AM Arithmetic mean
SD Standard deviation
CI Credible Interval
ROV Remotely operated vehicle
TWA Time weighted Average
GuLF STUDY Gulf Longterm Follow Up Study
NIEHS National Institute for Environmental Health Sciences
Appendix B
Appendix for Chapter 2
B.1 Oil Weathering
A complicating factor related to oil spills is that the composition of released crude
oil does not remain constant. The components in the oil can evaporate, dissolve into
water, or be broken down by sunlight or bacteria. These processes are referred to as oil
weathering and will result in a change in crude oil composition.
When the Deepwater Horizon sank it caused the oil to be released 5000 feet below
the surface. Some of the weathering occurred to the oil as it rose to the surface, but once
oil reached the surface, significant oil weathering occurred within a few days. During
the period when the well was leaking, fresh leaking oil replaced the weathered oil on
the surface, leading to a pseudo steady state that should result in an approximately
constant crude oil composition and should lead to observable and strong correlations
over the period the oil was being released. In cases where the integrity of the surface
barrier of the oil or tar (arising from the weathered oil) was maintained, such as is
the case with undissolved submerged oil, the volatile components of the crude should
remain within the crude oil plume or tar and only be released when the surface barrier
is broken. Thus, release of crude oil volatile components could occur after the well was
capped at significant distances in space or time from the original source of the spill. This
phenomenon is also why the THC concentration can vary over time and space. From
the perspective of this paper, it is not necessary to definitively identify the reason for
the correlations between THC and the chemicals of interest, but rather, if, by empirical
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observation, correlations are constant over a defined time period, then these correlations
can be used to estimate exposures to the THC components for the workers involved in
the response.
B.2 Linear Relationship Background
Since the relationship is known to be linear in nature, we further assessed whether
an intercept was necessary using a cross-validation approach. From this analysis (not
shown), we concluded that including an intercept allowed us to predict exposure levels
while minimizing the influence of outlying observations. Additionally, chemical concen-
trations are often depicted on a ln scale to better meet normality assumptions. This
proved to be appropriate for our data. Therefore, the final model uses an intercept and
the natural log scale for both the predictor and response.
GM, AM, and GSD Calculations
To obtain GM estimates for Yi from our model, using the posterior samples of
each parameter, we calculated the mean based on the model (β0i + β1iµi) for each EG
i using the estimated mean of X (µi). Then, we exponentiated this distribution to
obtain the distribution of the GM of Yi for each EG. Similarly, for the GM estimates
for Xi, we exponentiated the posterior samples of µi for each EG i. To obtain the
GSD distributions of Xi and Y |Xi, we exponentiated the posterior samples for the
standard deviation of Xi and Y |Xi respectively. To obtain, the variance of Yi, we
calculated the covariance of Xi and Yi for each EG i (using covi = σ
2
Xi
β1i). Then, using
formulas for conditional variances, we solved for the distribution of the variance of Y
(where σ2Yi = σ
2
Y |Xi + cov
T
i
(
σ2Xi
)−1
covi). Then, finally using the posterior distributions
of the GSD and GM of Yi previously calculated, we calculated the distribution of the
arithmetic mean (AM) of Yi for EG i using AM = GM × e(
1
2
(ln(GSD))2). Likewise, for
the AM of Xi we used the same AM formula with the GM and GSD of Xi for each
EG i for the GM and GSD respectively. These equations allowed us to obtain posterior
distributions of all parameters of interest. In this paper, our primary interest is AM
exposure estimates.
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B.3 RJAGS Model
model { for (i in 1:N){
is.notcensoredx[i] ~ dinterval(X[i],cx[i])
X[i] ~ dnorm(mux[SEG[i]],tausqx[SEG[i]])
is.notcensoredy[i] ~ dinterval(Y[i],cy[i])
Y[i] ~ dnorm(mu[i], sigmasq[SEG[i]])
mu[i]<- beta[SEG[i],1] + beta[SEG[i],2]*X[i]
}
mu.beta[1:2] ~dmnorm(mean[],prec[,])
Omega[1:2,1:2] ~ dwish(W[,],2)
for(k in 1:NSEG) {
mux[k] ~ dnorm(0,0.00001)
beta[k,1:2] ~ dmnorm(mu.beta[],Omega[,])
sigmasq[k] ~ dgamma(0.01,0.01)
tausqx[k] ~ dgamma(0.01,0.01)
mu.seg[k] <- beta[k,1] + beta[k,2]*mux[k]
sigmaxsq[k] <- 1/tausqx[k]
sigmaysq[k] <- 1/sigmasq[k]
cov[k]<-sigmaxsq[k]*beta[k,2]
variancey[k]<-sigmaysq[k]+cov[k]*tausqx[k]*cov[k]
corr[k]<-cov[k]/(sqrt(variancey[k])*sqrt(sigmaxsq[k]))
}
LSigma[1:2,1:2]<-inverse(Omega[,])
}
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B.4 Openbugs Model
model{
for (i in 1:N) {
X[i] ~ dnorm(mux[SEG[i]], tausqx[SEG[i]]) I(,cx[i])
Y[i] ~ dnorm(mu[i], sigmasq[SEG[i]]) I(,cy[i])
mu[i] <- beta[SEG[i],1] + beta[SEG[i],2]*X[i]
}
mu.beta[1:2] ~dmnorm(mean[],prec[,])
Omega[1:2,1:2] ~ dwish(W[,],2)
for(k in 1:NSEG) {
mux[k] ~ dnorm(0,0.00001)
beta[k,1:2] ~ dmnorm(mu.beta[],Omega[,])
sigmasq[k] ~ dgamma(0.01,0.01)
tausqx[k] ~ dgamma(0.01,0.01)
mu.seg[k] <- beta[k,1] + beta[k,2]*mux[k]
sigmaxsq[k] <- 1/tausqx[k]
sigmaysq[k] <- 1/sigmasq[k]
cov[k]<-sigmaxsq[k]*beta[k,2]
variancey[k]<-sigmaysq[k]+cov[k]*tausqx[k]*cov[k]
corr[k]<-cov[k]/(sqrt(variancey[k])*sqrt(sigmaxsq[k]))
}
}
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B.5 Illustrative Example from EGs on the DDIII : Results
with Inverse-gamma Variance Priors
B.5.1 Prior and Model Specification
In our model, we used an inverse-Wishart prior on Vβ with 2 degrees of freedom.
The 2 by 2 scale matrix of this prior had upper left element 200, lower right element 0.2,
and 0 otherwise. A normal prior was placed on µβ with a mean vector 0 and variance-
covariance matrix Vµ. The variance-covariance matrix Vµ had variances of 1,000,000
and covariances of 0. We used a normal prior on each µi with mean 0 and variance
100,000 for all 10 groups. Then, finally, we used an inverse-gamma distribution on the
σ2Xi and σ
2
Y |Xi for each group with shape parameter 0.01 and rate (1/scale) parameter
0.01.
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B.5.2 Figures
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(a) Intercepts
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(b) Slopes
Figure B.1: Intercepts and slopes for the EGs on the DDIII from May 15-July 15, 2010.
The upper panel displays the intercepts from the regression model. The lower panel
displays the slopes.The dots in each bar represent the median posterior samples.
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Figure B.2: 95% Credible intervals of the posterior correlation estimates by EG on the
DDIII from May 15-July 15, 2010. The dots in each bar represent the median posterior
samples.
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Figure B.3: 95% Credible intervals of the posterior GMs estimates for THC by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
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Figure B.4: 95% Credible intervals of the posterior GMs estimates for xylene by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
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(a) GSD of THC
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(b) GSD of Xylene
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(c) GSD of Xylene|THC
Figure B.5: Variance components of the model by EG on the DDIII from May 15-July
15, 2010. The top panel displays the GSD for THC. The bottom left panel displays the
GSD for xylene. The bottom right panel displays the GSD for xylene given THC. The
dots in each bar represent the median posterior samples.
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Figure B.6: 95% Credible intervals of the posterior AMs estimates for THC by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
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Figure B.7: 95% Credible intervals of the posterior AMs estimates for xylene by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
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B.6 Uniform Prior Supplementary Materials
B.6.1 Simulation Study: Results with Uniform Priors on Standard
Deviations
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Scenario1 Scenario 2
Group β0 CI β1 CI σ
2
X CI σ
2
Y |X CI β0 CI β1 CI σ
2
X CI σ
2
Y |X CI
1 (-4.93, -0.48) (0.44, 1.23) (0.77, 5.78) (0.22, 2.97) (-5.41, -0.48) (0.44, 1.30) (0.74, 5.71) (0.24, 3.73)
2 (-3.15, -0.78) (0.74, 1.10) (1.98, 4.61) (0.73, 1.76) (-4.43, -0.94) (0.75, 1.24) (1.99, 4.82) (0.87, 2.97)
3 (-4.55, 1.86) (0.21, 1.01) (2.36, 6.09) (0.86, 5.75) (-4.87, 1.77) (0.22, 1.05) (2.38, 6.10) (0.88, 5.77)
4 (-3.14, -1.04) (0.67, 0.96) (1.82, 3.50) (0.64, 1.27) (-3.19, -0.85) (0.66, 0.97) (1.79, 3.52) (0.52, 1.18)
5 (-2.69, 2.05) (0.19, 0.88) (0.65, 2.66) (0.45, 2.04) (-3.89, 1.39) (0.28, 1.03) (0.68, 2.77) (0.35, 2.22)
6 (-3.33, 2.04) (0.01, 0.89) (1.44, 5.94) (0.78, 5.67) (-3.53, 2.01) (0.02, 0.93) (1.44, 5.95) (0.78, 5.62)
7 (-5.47, -1.27) (0.56, 1.16) (2.86, 6.11) (0.88, 4.80) (-6.57, -1.84) (0.62, 1.29) (2.86, 6.10) (0.91, 5.24)
8 (-4.42, 2.01) (0.38, 1.23) (0.67, 4.34) (0.59, 3.82) (-5.25, 2.31) (0.34, 1.31) (0.66, 4.33) (0.68, 5.02)
9 (-3.03, 1.26) (0.22, 0.93) (1.97, 6.00) (0.84, 5.12) (-4.13, 1.12) (0.24, 1.07) (1.93, 6.01) (0.90, 5.61)
10 (-3.12, -0.41) (0.50, 0.88) (2.71, 5.78) (1.01, 2.55) (-3.12, -0.46) (0.50, 0.88) (2.70, 5.70) (1.01, 2.53)
Scenario 3
Group β0 CI β1 CI σ
2
X CI σ
2
Y |X CI
1 (-5.40, -0.41) (0.44, 1.28) ( 0.75, 5.68) (0.24, 4.02)
2 (-3.88, 0.15) (0.65, 1.16) (1.99, 4.66) (0.49, 2.67)
3 (-5.11, 1.80) (0.21, 1.06) (2.38, 6.10) (0.98, 5.90)
4 (-3.27, -0.50) (0.62, 0.97) (1.76, 3.46) (0.48, 1.31)
5 (-3.85, 1.32) (0.30, 1.02) (0.67, 2.66) (0.36, 2.28)
6 (-3.45, 2.01) (0.02, 0.92) (1.46, 5.94) (0.77, 5.67)
7 (-6.73, -1.73) (0.63, 1.30) (2.90, 6.12) (0.70, 4.53)
8 (-5.44, 2.47) (0.29, 1.30) (0.65, 4.12) (0.89, 5.78)
9 (-4.04, 1.09) (0.24, 1.05) (1.92, 5.99) (0.92, 5.62)
10 (-4.56, -0.68) (0.53, 1.02) (2.75, 5.82) (0.96, 3.47)
Table B.1: Simulation study CIs for parameters in our hierarchical Bayesian EG model using uniform priors. β0 is the
intercept, β1 is the slope, σ
2
X is the variance of X, and σ
2
Y |X is the variance of Y |X. The median and 95% CIs are
reported for each parameter.
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B.6.2 Illustrative Example from EGs on the DDIII : Results with Uni-
form Priors on Standard Deviation
Model Parameter Median 95% Credible Interval
µβ0 -1.47 (-6.52, 3.47)
µβ1 0.71 (0.44, 0.97)
V11 32.93 (13.07, 126.43)
V22 0.06 (0.02, 0.27)
ρ(β0, β1) -0.16 (-0.75, 0.57)
Table B.2: Posterior inference for the hyperparameter (global parameter) estimates in
(2.4) on the DDIII between May 15-July 15, 2010. The parameters V11 and V22 are the
diagonal elements of Vβ. The correlation between the intercepts and slopes is reported
as ρ(β0, β1). It was not significant and does not feature in the substantive inference.
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Derrick Hand Floorhand/Roughneck Crane Operator Roustabout
Parameter Median 95% CI Median 95% CI Median 95% CI Median 95% CI
Intercept -1.94 (-4.92, 1.05) -1.65 (-4.72,1.39) -1.38 (-3.67, 0.65) -2.86 (-4.30, -1.52)
Slope 0.76 (0.33, 1.19) 0.72 (0.30, 1.13) 0.63 (0.31, 0.97) 0.91 (0.69, 1.14)
Correlation 0.77 (0.28, 0.96) 0.63 (0.25, 0.87) 0.69 (0.34, 0.89) 0.70 (0.57, 0.80)
GSD of THC 2.84 (1.79, 8.75) 4.98 (2.81, 10.82) 3.07 (2.18, 5.93) 3.12 (2.64, 3.88)
GSD of Xylene |THC 1.90 (1.41, 4.68) 4.09 (2.40, 10.08) 2.09 (1.60, 4.06) 2.84 (2.41, 3.53)
GSD of Xylene 2.99 (1.88, 8.36) 6.55 (3.51, 15.95) 2.87 (2.02, 5.74) 4.38 (3.50, 5.89)
AM of THC (ppb) 1630 (710, 13786) 3783 (1221, 26941) 919.96 (508, 2798) 680.49 (519, 961)
AM of Xylene (ppb) 47 (20, 368) 165 (40, 2085) 22 (12, 61) 36 (24, 60)
Operations Technician ROV Technician IH-Safety
or Operator
Parameter Median 95% CI Median 95% CI Median 95% CI
Intercept -0.99 (-3.93, 1.69) -1.04 (-2.65, 0.24) -0.47 (-1.75, 0.62)
Slope 0.68 (0.27, 1.10) 0.64 (0.44, 0.88) 0.59 (0.42, 0.79)
Correlation 0.65 (0.27, 0.88) 0.94 (0.75, 0.99) 0.89 (0.70, 0.96)
GSD of THC 5.61 (3.01,11.25) 3.62 (2.18, 9.57) 2.77 (2.03, 5.06)
GSD of Xylene | THC 3.83 (2.22, 10.07) 1.33 (1.19, 1.80) 1.37 (1.24, 1.65)
GSD of Xylene 6.29 (3.17, 16.84) 2.41 (1.70, 4.96) 1.99 (1.64, 2.86)
AM of THC (ppb) 2078 (610, 14731) 936 (433, 5601) 922 (566, 2306)
AM of Xylene (ppb) 130 (34, 1754) 24 (15, 65) 33 (24, 52)
Table B.3: Preliminary Results:DDIII May 15-July 15, 2010 hierarchical Bayesian EG model parameter estimates using
uniform priors
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(a) Intercepts
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(b) Slopes
Figure B.8: Intercepts and slopes for the EGs on the DDIII from May 15-July 15, 2010.
The upper panel displays the intercepts from the regression model. The lower panel
displays the slopes. The dots in each bar represent the median posterior samples.
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Figure B.9: 95% Credible intervals of the posterior correlation estimates by EG on the
DDIII from May 15-July 15, 2010. The dots in each bar represent the median posterior
samples.
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Figure B.10: 95% Credible intervals of the posterior GMs estimates for THC by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
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Figure B.11: 95% Credible intervals of the posterior GMs estimates for xylene by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
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(a) GSD of THC
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(b) GSD of Xylene
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(c) GSD of Xylene|THC
Figure B.12: Variance components of the model by EG on the DDIII from May 15-July
15, 2010. The top panel displays the GSD for THC. The bottom left panel displays the
GSD for xylene. The bottom right panel displays the GSD for xylene given THC. The
dots in each bar represent the median posterior samples.
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Figure B.13: 95% Credible intervals of the posterior AMs estimates for THC by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
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Figure B.14: 95% Credible intervals of the posterior AMs estimates for xylene by EG
on the DDIII from May 15-July 15, 2010. The dots in each bar represent the median
posterior samples.
Appendix C
Appendix for Chapter 3
C.1 RJAGS Model
model { for (i in 1:N){
is.notcensoredx1[i]~dinterval(X1[i],cx1[i])
X1[i]~dnorm(beta[SEG[i],1], tausqx1[SEG[i]])
is.notcensoredx2[i]~dinterval(X2[i],cx2[i])
X2[i]~dnorm(mu1[i], tausqx2[SEG[i]])
mu1[i]<-beta[SEG[i],2]+beta[SEG[i],3]*X1[i]
is.notcensoredx3[i]~dinterval(X3[i],cx3[i])
X3[i]~dnorm(mu2[i], tausqx3[SEG[i]])
mu2[i]<-beta[SEG[i],4]+beta[SEG[i],5]*X1[i]+beta[SEG[i],6]*X2[i]
}
mu.beta1[1:2] ~dmnorm(mean1[],prec1[,])
mu.beta2[1:3] ~dmnorm(mean2[],prec2[,])
Omega1[1:2,1:2] ~ dwish(W1[,],v1)
Omega2[1:3,1:3] ~ dwish(W2[,],v2)
for(k in 1:NSEG) {
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beta[k,1] ~ dnorm(0,0.00001)
beta[k,2:3] ~ dmnorm(mu.beta1[],Omega1[,])
beta[k,4:6] ~ dmnorm(mu.beta2[],Omega2[,])
tausqx1[k] ~ dgamma(0.01,0.01)
tausqx2[k] ~ dgamma(0.01,0.01)
tausqx3[k] ~ dgamma(0.01,0.01)
sigmax1[k]<-1/tausqx1[k]
sigmax2x1[k]<-1/tausqx2[k]
sigmax3x1x2[k]<-1/tausqx3[k]
}
LSigma1[1:2,1:2]<-inverse(Omega1[,])
LSigma2[1:3,1:3]<-inverse(Omega2[,])
}
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C.2 Simulation Study
C.2.1 WAICY Variability Results
Percent 3 Variable Model
Censoring LPPD P2 WAICY (P2) P1 WAICY (P1)
X(1) X(2) Y 5% 95% 5% 95% 5% 95% 5% 95% 5% 95%
0 0 0 -85.4 -85.4 4.4 4.5 179.6 179.9 4.1 4.3 179.1 179.3
25 25 25 -81.6 -81.5 7.4 7.5 177.7 178.1 6.6 6.7 176.2 176.5
25 25 50 -70.8 -70.7 5.3 5.5 152.1 152.5 4.8 4.9 151.0 151.4
25 25 75 -49.6 -49.5 4.0 4.2 107.0 107.6 3.6 3.8 106.1 106.6
25 50 25 -79.5 -79.3 9.5 9.7 177.7 178.0 8.4 8.6 175.5 175.9
25 50 50 -69.1 -69.0 7.0 7.2 152.1 152.5 6.2 6.4 150.5 150.9
25 50 75 -48.3 -48.2 4.7 4.9 105.9 106.3 4.1 4.3 104.7 105.1
25 75 25 -81.3 -81.1 11.2 11.4 184.7 185.1 9.9 10.1 182.2 182.6
25 75 50 -68.1 -67.9 9.7 9.9 155.3 155.7 8.4 8.5 152.8 153.1
25 75 75 -47.7 -47.4 6.4 6.7 107.9 108.5 5.5 5.7 106.0 106.5
50 25 25 -79.4 -79.2 13.2 13.3 184.8 185.3 11.0 11.1 180.5 180.9
50 25 50 -67.4 -67.2 9.7 9.9 153.9 154.5 7.9 8.1 150.4 150.8
50 25 75 -49.5 -49.3 6.2 6.4 111.1 111.8 5.0 5.2 108.7 109.3
50 50 25 -78.3 -78.1 14.4 14.6 185.2 185.7 11.9 12.1 180.2 180.7
50 50 50 -66.3 -66.1 11.0 11.2 154.4 154.9 9.0 9.1 150.3 150.7
50 50 75 -48.4 -48.3 6.9 7.1 110.4 111.0 5.6 5.7 107.7 108.2
50 75 25 -79.8 -79.6 16.0 16.2 191.3 191.8 13.3 13.5 186.0 186.5
50 75 50 -65.8 -65.6 12.8 13.0 157.0 157.5 10.5 10.6 152.2 152.7
50 75 75 -48.0 -47.8 8.2 8.4 112.2 112.7 6.6 6.8 109.0 109.4
75 25 25 -70.6 -70.3 23.0 23.2 186.8 187.5 17.9 18.0 176.4 177.1
75 25 50 -63.0 -62.7 18.0 18.3 161.7 162.5 13.9 14.1 153.4 154.2
75 25 75 -43.8 -43.5 9.6 9.8 106.4 107.1 7.3 7.5 101.9 102.5
75 50 25 -68.5 -68.2 24.5 24.8 185.8 186.5 18.8 19.0 174.2 174.9
75 50 50 -61.4 -61.1 19.5 19.7 161.3 162.1 15.0 15.1 152.1 152.9
75 50 75 -42.3 -42.1 10.4 10.6 105.0 105.8 7.9 8.1 100.1 100.7
75 75 25 -68.7 -68.2 26.3 26.5 189.4 190.2 20.1 20.2 176.8 177.7
75 75 50 -60.2 -59.8 21.1 21.3 162.0 162.8 16.1 16.2 151.9 152.6
75 75 75 -41.3 -41.0 11.7 11.9 105.4 106.2 8.9 9.1 99.9 100.6
Table C.1: WAICY statistic 5 and 95 quantiles for the 3 variable model for various
different datasets with different degrees of censoring in X(1),X(2), and Y .
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Percent Bivariate with X(1)
Censoring LPPD P2 WAICY (P2) P1 WAICY (P1)
X(1) X(2) Y 5% 95% 5% 95% 5% 95% 5% 95% 5% 95%
0 - 0 -94.7 -94.7 3.6 3.7 196.6 196.8 3.4 3.5 196.2 196.4
25 - 25 -91.6 -91.6 5.2 5.3 193.5 193.7 4.7 4.8 192.6 192.8
25 - 50 -79.7 -79.6 3.7 3.8 166.7 166.9 3.4 3.5 166.1 166.3
25 - 75 -55.8 -55.7 2.4 2.6 116.2 116.6 2.3 2.4 116.0 116.3
50 - 25 -88.0 -87.9 11.6 11.7 199.1 199.4 9.8 9.9 195.5 195.8
50 - 50 -74.5 -74.4 8.9 9.1 166.8 167.2 7.3 7.4 163.5 163.9
50 - 75 -54.8 -54.7 5.0 5.2 119.4 119.8 4.1 4.2 117.6 117.9
75 - 25 -76.9 -76.6 22.5 22.7 198.5 199.0 17.5 17.7 188.4 189.0
75 - 50 -68.1 -67.8 18.2 18.4 172.1 172.7 14.0 14.1 163.7 164.3
75 - 75 -47.8 -47.6 9.2 9.3 113.7 114.2 7.0 7.1 109.2 109.7
Table C.2: WAICY statistic 5 and 95 quantiles for the bivariate model with X(1) for
various different datasets with different degrees of censoring in X(1),X(2), and Y .
Percent Bivariate with X(2)
Censoring LPPD P2 WAICY (P2) P1 WAICY (P1)
X(1) X(2) Y 5% 95% 5% 95% 5% 95% 5% 95% 5% 95%
- 0 0 -120.3 -120.3 3.5 3.6 247.6 247.8 3.3 3.4 247.2 247.4
- 25 25 -114.9 -114.8 3.8 3.9 237.2 237.4 3.6 3.7 236.8 237.1
- 25 50 -102.8 -102.8 3.4 3.5 212.3 212.6 3.2 3.3 211.9 212.2
- 25 75 -73.3 -73.2 2.8 2.9 152.1 152.5 2.6 2.7 151.7 152.1
- 50 25 -114.1 -114.0 5.1 5.3 238.4 238.7 4.9 5.0 237.9 238.2
- 50 50 -102.5 -102.4 4.4 4.5 213.8 214.0 4.1 4.2 213.2 213.4
- 50 75 -73.1 -73.0 3.4 3.6 152.9 153.3 3.1 3.3 152.3 152.7
- 75 25 -113.9 -113.7 6.5 6.7 240.5 240.7 6.1 6.3 239.9 240.0
- 75 50 -100.9 -100.6 6.3 6.5 214.3 214.5 5.8 6.0 213.2 213.5
- 75 75 -72.2 -72.0 4.6 4.7 153.4 153.7 4.1 4.3 152.5 152.8
Table C.3: WAICY statistic 5 and 95 quantiles for the bivariate model with X(2) for
various different datasets with different degrees of censoring in X(1),X(2), and Y .
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Percent ANOVA Model
Censoring LPPD P2 WAICY (P2) P1 WAICY (P1)
X(1) X(2) Y 5% 95% 5% 95% 5% 95% 5% 95% 5% 95%
- - 0 -124.6 -124.6 2.7 2.7 254.6 254.7 2.5 2.6 254.3 254.4
- - 25 -119.6 -119.5 2.3 2.4 243.7 243.8 2.2 2.3 243.5 243.6
- - 50 -106.9 -106.9 2.1 2.1 217.9 218.1 2.0 2.0 217.8 217.9
- - 75 -75.9 -75.9 1.6 1.7 155.0 155.2 1.6 1.7 154.9 155.1
Table C.4: WAICY statistic 5 and 95 quantiles for the ANOVA model for various
different datasets with different degrees of censoring in X(1),X(2), and Y .
C.3 Preliminary analysis: Deepwater Horizon oil spill re-
sponse and clean-up efforts
C.3.1 Model comparison 2
In our second modeling comparison, we were interested in how well each model
would fit the hexane data (accounting for complexity). Our first model was the multi-
variate framework where we allowed hexane to be dependent on both xylene and toluene
exposures (called 3 variable model). We considered these two covariates because the
non-censored measurements of toluene and xylene were not correlated significantly (Ta-
ble 3.4). This allowed us to avoid multicollinearity concerns. Second, we consider two
bivariate models for hexane with only xylene as a predictor and only toluene as a pre-
dictor. Finally, our last model considered modeling hexane alone (not dependent on
THC, xylene, or toluene) using an ANOVA model. We assessed this model comparison
using WAICY . Variability in WAICY was also assessed by changing model seeds and
doing 100 runs for each model type.
Results of our second model comparison are shown in Table C.5. In this model
comparison, WAICY was lowest for the 3 variable model like in comparison 1; therefore,
this model was preferred. Again, the magnitude of the difference in WAICY values was
small, but a test of variability indicated that this difference was significant at the alpha
level of 0.10. The ANOVA model of hexane had the highest WAICY indicating that
modeling hexane dependent on xylene or toluene was useful. LPPD and P2 estimates
followed similar patterns to model comparison 1.
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Model Predictors LPPD P2 WAICY
Estimate Estimate Estimate (5%, 95%)
3 Variable Toluene, Xylene -81.6 4.6 172.4 (172.3, 172.5)
Bivariate 1 Toluene -83.5 3.3 173.6 (173.5, 173.7)
Bivariate 2 Xylene -86.4 3.4 179.6 (179.5, 179.7)
ANOVA -89.4 1.7 182.1 (182.1, 182.1)
Table C.5: Model comparison for the Ocean Intervention III Data. Comparing
WAICY values for the 3 variable model, bivariate models, and ANOVA model for
hexane.WAICY estimates are reported for the same model seed of the program. The
5th and 95th percentiles of 100 runs with different model seeds are reported for WAICY .
Appendix D
Appendix for Chapter 5
D.1 OpenBUGS Code
model {
# Likelihood
for (i in 1 :N) {
X[i] ~dnorm(mux,taux)C(,LODX[i])
Y[i] ~ dnorm(mu[i],tauyx)C(,LODY[i])
mu[i]<-beta1+beta2*X[i]+b[LOC[i]]
}
# CAR prior distribution for random effects:
b[1:M] ~ car.normal(adj[], weights[], num[], taub)
for(k in 1:sumNumNeigh) {
weights[k] <- 1
}
# Other priors:
beta1~dflat()
beta2~dflat()
taub~dgamma(0.001,0.001)
mux~dnorm(0.0, 1.0E-5)
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taux~dgamma(0.01,0.01)
tauyx~dgamma(0.01,0.01)
b.mean <- sum(b[])
sigmax<-sqrt(1/taux)
sigmayx<-sqrt(1/tauyx)
sigmab<-sqrt(1/taub)
}
