Abstract: We propose a definition of vorticity at inverse temperature β for Gibbs states in quantum XY spin systems on the lattice by testing exp[−βH] on a complete set of observables ("one-point functions"). We show in particular that it is independent of the choice of a particular basis. Imposing a compression of Pauli matrices at the boudary, which stands for the classical environment, we make some numerical simulations on finite lattices, and exhibit usual vortex patterns. 
nearest neighbor interactions. Marmin-Wagner, and Hohenberg theorems tell that Gibbs states, for all inverse temperature β, are invariant under simultaneous rotation of spins (absence of continuous symmetry breaking in two dimensions). In the classical case, we know a bit more : although there is a unique Gibbs state, with rotational symmetry, which rules out the existence of first order transitions, a particular form for phase transition exists, characterized by a change of behavior in the correlation functions. For the XY system, it has been described by Berezinskii, and Kosterlitz-Thouless in term of topological excitations, called vortices [FrSp] . For the Heisenberg model, we observe higher order topological defects, called instantons [BePo] . See also 2] . We can also glue to Λ a finite boundary ∂Λ and modify H Λ (Φ)
to H Λ∪∂Λ (Φ) accordingly, accounting for an approximate "external field". In finite volume Λ ∪ ∂Λ, the only (normalized) Gibbs state is given by (0.2) A → ω β (A) = tr(e −βH Λ∪∂Λ A)
tr(e −βH Λ∪∂Λ ) and called the "canonical Gibbs state". We shall actually define vorticity at inverse temperature β by decomposing the linear form ω β on a canonical (orthonormal) basis of observables.
Indeed, to favour the existence of vortices in finite volume, we have completed Λ by a finite volume environment ∂Λ ⊂ Z 2 where Pauli matrices σ j are "compressed" in given directions (θ j ) j∈∂Λ .
Thus, measurements of the observable "direction of spin" are deterministic on ∂Λ, which accounts for the "classical" aspect of the environment, but the sign of spin still remains a free variable, allowing for a certain "chessboard symmetry" of the Hamiltonian, and comparison between ferro-and antiferromagnetic behaviors. More precisely, for j ∈ ∂Λ we replace σ j by σ j (θ j ) = Π θ j σ j Π θ j where Π θ j is the orthogonal projection in the direction cos θ j sin θ j .
One of the main requirements for consistency of our definition is to check co-variance of the vorticity matrix with respect to the choice of orthonormal basis.
This paper is organized as follows:
In Part 1, we define vorticity matrices as the decomposition of the Gibbs state in a certain orthonormal basis of 1-point functions; we call quantum vortices the points of the lattice where the vorticity matrix vanishes.
In Part 2, we study holonomy properties on the Lie group SL(2; R), and show how to define (in the ideal continuous limit) the class of holonomy of vorticity matrices through the "non-commutative degree".
In Part 3, we carry some numerical simulations on constrained quantum anisotropic XY systems, and provide pictures of vortices at thermal equilibrium.
In the Appendix we show that vorticity matrices are defined intrinsically, i.e. don't depend, up to unitary equivalence, on the choice of a specific orthonormal basis within a simple class of observables.
To some extend, our approach can be generalized to Heisenberg model, replacing vortices by "instantons", or "skyrmyons" as in Belavin-Polyakov theory. But here the non-commutative calculus makes difficult to define properly the degree. This will be hopefully investigated in some later work.
takes values in {δ 1 , δ 2 , δ 3 , δ 4 }, where
So the family of block-diagonal 2N × 2N matrices with 2 × 2 entry δ j , 1 ≤ j ≤ 4 at the i:th place,
gives an orthonormal basis (ONB) of 1-point functions O R .
Example 2: O R is the algebra generated by Pauli matrices ( D i ) i∈Λ∪∂Λ with diagonal block supported on site i that takes values in {Id, iσ x , iσ y , iσ z }.
We shall restrict to the canonical algebra, whose generators enjoy the nice property of being real matrices. Let also o R ⊂ o be the algebra of 2×2 matrices with real coefficients, endowed with the scalar product (A|B) = Tr(B * A), which is isometric with R 4 . By extension, the basis δ = {δ 1 , δ 2 , δ 3 , δ 4 } of o R will be called an "elementary basis" of O R , since N copies of δ, attached to each site i, give a
We say the same thing of any other ONB b = {b 1 , b 2 , b 3 , b 4 } of o R , and of the corresponding basis (B i j ) i∈Λ,1≤j≤4 of O R , where B i j is defined as in (1.3), with b j instead of δ j . Actually, the order of the elements of b matters, so we prefer the matrix notation, namely
is a 2 × 2 block-matrix, where b k is of the form
which we identify with the vector
. Actually we will never use the algebraic structure of o R in this paper.
Consider now b as a linear operator on
is defined by the requirement :
where tr = So tr 1 are the components, in some matrix representation, of the usual trace, or ("tracial state") on o R . For simplicity we set T (b) = tr 1 (b) and call it the "matrix of traces". An important rôle will be played with symmetric basis. 
With the notations of (1.4) and (1.6) we have
In the same way, we form e −βH B i j , so we can map to each site i ∈ Λ ∪ ∂Λ a 2 × 2 matrix :
Definition 1.2: We call vorticity matrix at site i, relative to the basis b, at inverse temperature β, the matrix :
The traceless matrix
is called the reduced vorticity matrix at site i. 
Thus Ω i β (b) enjoys the nice property, to be diagonalizable with real (opposite) eigenvalues for all sites i, and all inverse temperature β. Viewing these as a field of matrices over the lattice, we can figure out the "vorticity" of the system (whenever this makes sense), by simply looking at their principal directions. This also gives a measure of vorticity, i.e. numbers (integers) that should be independent of the choice of "elementary" basis b.
Next we define vortices as the set of sites where the reduced vorticity matrix is singular. .4), and P ∈ O(2; R), we set with obvious notations (1.12) a = t P bP (i.e. as if b j 's were numbers). The same holds after taking the co-product ∆ of each term, i.e. a = t P bP . This defines conjugacy classes, which pass to the partial traces (1.6), i.e. T (a) = t P T (b)P ,
(1.14)
and (1.13) also extends when taking X ∈ L(R 4N ) and replacing a by
we obtain that conjugacy classes pass to vorticity matrices, i.e.
In Appendix we characterize completely the set of δ-symmetric ONB's up to the action of the group
(1.5) the identification of b k with the 2 × 2 matrix b k ). Namely, we show in Appendix that if b is δ-symmetric, then modulo the action of G 0 , there exists discrete or one-parameter families P s ∈ O(2; R)
So we have :
Proposition 1.4: Definitions 1.2 and 1.3 are consistent, i.e. vorticity matrices relative to all δ-symmetric ONB b are related by (1.15) for some P s ∈ O(2; R), and in particular ξ is a vortex relative to δ iff this is a vortex relatively to any δ-symmetric b.
Moreover we have the numerical evidence that, among all δ-symmetric basis b, the canonical basis δ is most "faithful", in the sense that Ω i β (δ) have on the boundary lattice ∂Λ the same principal directions as the directions along which Pauli matrices are compressed (associated with the eigenprojector Π j ).
Let us conclude this section by some heuristic remark: In the case of a translation invariant interaction Φ(X), and free boundary condition (∂Λ = ∅) it is standard to show that Gibbs state (0.1) converges in the thermodynamical limit, and so do the vorticity matrices. This is already of interest, because in the framework of Mermin-Wagner and Hohenberg theorems, it is believed that (quantum) vortices merge spontaneously in infinite volume, without any boundary conditions. In our case however, the compression of Pauli matrices on ∂Λ = ∅ breaks the translation invariance. When A state is the assignment of an operator ρ X for each finite X ⊂ Z 2 with Tr(ρ X ) = 1 and
Given the nearest neighbor interaction Φ(X), and a state ρ on Z 2 , we define the Hamiltonian on all
that couples Λ with the external field ρ through its nearest neighbors at the boundary.
For any quasi-local observable A on Z 2 , define the expectation value
Then it is known that both |Λ| −1 log Tr Λ exp −βH ρ Λ (Φ) and |Λ| −1 log Tr Λ exp −βH ρ Λ (Φ) A have a limit as |Λ| → ∞, and so has A ρ β,Λ . On that basis we could expect that the vorticity matrices with a conditional external field have a limit in the thermodynamical limit. However, it is not quite clear which field ρ could stand for the compression of Pauli matrices at the boundary (see [AscPil] for the 1-D XY chain); our Hamiltonian H Λ∪∂Λ (Φ) is only an approximation for H ρ Λ (Φ).
Holonomy on the Lie group SL(2; R).
We pass here to an idealistic continuous limit, where vorticity matrices would be defined as a smooth field on R 2 (away from vortices) , valued in the Lie algebra sl(2; R), consisting of traceless matrices. Our purpose is to integrate such fields vanishing at some points, and define the "noncommutative degree". For advanced results on Differential Calculus on lattices in the scalar case, see [Sm] . The non-commutative discrete case, also allowing for an extension of our XY model to Heisenberg model, has still to be set up.
i.e. M (x) 2 = λ(x) Id, λ(x) ≥ 0, and consider ρ ∈ Λ 1 (R 2 ; sl(2; R)) the 1-form defined by
with the property of being antisymmetric if M is symmetric. Since
we have
If moreover D ⊂ R 2 is simply connected and λ(x) > 0 in D,
2λ(x) is exact, and if γ is a loop in D :
In the general case, using identity M (x) 2 = λ(x) Id, we find easily
and setting M = a b c −a , a computation shows that
and this condition holds if M is symmetric. For such a map M uniformly elliptic at infinity, in the sense that |λ(x)| ≥ C > 0, |x| ≥ r 0 we can define the number (2.7)
which, by Stokes' formula, turns out to be independent of r ≥ r 0 . In the same way, if ξ is a vortex (i.e. the map M is singular at ξ) we define the "local degre local" (2.8)
whenever M (x) is invertible for x = ξ, integrating on a small contour γ around ξ.
Let us now compute Maurer-Cartan structure equation for the form ρ(x) [Ma, p.165] . The structure coefficients for the Lie algebra sl(2; R), with basis e 1 = 1 0 0 −1 , e 2 = 0 1 0 0 , e 3 = 0 0 1 0 are given by C 
Under (2.6), this relation together with (2.5) show that ρ verifies
Recall that if G is a Lie group, and A its Lie algebra, ω the canonical Maurer-Cartan form on G,
invariant by left translations, we define Darboux differential of the map f ∈ C 1 (D; G) by π f = f * ω. The fundamental existence theorem ("Poincaré lemma"), with a differential form ρ ∈ Λ 1 (D; A)
verifying dρ + [ρ, ρ] = 0, associates (locally) a map f ∈ C 1 (D; G), whose Darboux differential is precisely equal to ρ. Moreover this map is unique when assigning its value on a point x 0 ∈ D.
On the other hand we know [Ki, p.117& 321] , that the Lie group whose Lie algebra is sl(2; R), is the universal covering E = SL(2; R) of the unimodular group SL(2; R). The unimodular group is topologically equivalent to the cylinder S 1 × R 2 , its fundamental group equals Z, and E is homeomorphic to R 3 . (It is known however that one cannot parametrize E by matrices, more precisely E cannot be written as a subgroup of some GL(m; C), with m ∈ N, but rather as a tensor product of such matrices. )
Relation (2.9) ensures the existence of a local primitive N ∈ C 1 (D; SL(2; R)) of ρ, the "logarithm"
of M . If D is simply connected, this primitive is also global. Otherwise, consider its extension to E, and let γ ⊂ R 2 be a loop at x 0 ∈ D, we may define the monodromy opeerator T γ acting on functions
Example 1: For symmetric matrices in sl(2; R) (2.10) M 0 (x) = cos nθ sin nθ sin nθ − cos nθ , M r (x) = r cos nθ sin nθ sin nθ −r cos nθ we have (deg ∞ (M )) 2 = n 2 . The 1-form ρ associated wih M 0 is simply 0 n −n 0 dθ.
Since the fundamental group of E is Z, s ∞ and s ξ are integers so that we set (2.11)
Degrees at infinity and at x 0 are then invariant by homotopy. In particular, a perturbation theory can be carried out by expanding M as Fourier series. The degree for matrices M ∈ sl(2; R) verifiant (2.6) can be also obtained by Brouwer theory [Mi] , by considering these matrices as (locally) a 2-D manifold. If matrices M are symmetric, then ρ is antisymmetric, and (2.12) 1 2π γ ρ = 0 −n n 0 with n ∈ Z.
Numerical simulations.
Recall we have completed the lattice Λ with an environment ∂Λ ⊂ Z 2 where Pauli matrices are compressed in directions (θ j ) j∈∂Λ , i.e. we change σ by Π θ σΠ θ , where Π θ = cos 2 θ cos θ sin θ cos θ sin θ sin 2 θ Thus 
so H (n,k) (σ|∂Λ) is self-adjoint and real. When n = k = 1, Λ = Z 2 , H = H (1,1) is the most natural (isotropic) model with O + (2) symmetry. It enjoys nice properties, like reflection positivity; its spectrum is believed to be absolutely continuous on [−2, 2] as this of the Laplacian on Z 2 , but this is not rigorously known, see [DaManTie] , [De] . For k = 1, we call H (1,k) (σ|∂Λ) the anisotropic XY model.
Only when ∂Λ = ∅, H (1,k) is unitarily equivalent to H (k,1) . In general, H (1,k) (σ|∂Λ) has no obvious symmetry, but it is most suitable for studying vorticity matrices on finite lattices Λ ∪ ∂Λ, at least for small β.
We consider rectangular lattices of minimal sizes to exclude important volume effects, with sufficiently large ∂Λ to constrain the "quantum system" within Λ. We choose θ j = dω j + φ where ω j is the polar angle representing the vector j ∈ ∂Λ. We compare calculations for n = 1 and k = 1, 2, 10.
a) Considerations on spectra.
Numerically, we observe that the spectrum of H (1,k) is distributed in an interval I close to [−2, 2] , and looks symmetric around 0, allowing for equivalence between ferromagnetic Hamiltonian H (1,k) (σ|∂Λ) and antiferromagnetic −H (1,k) (σ|∂Λ). The distribution has smaller density at the edges of I, and larger near λ = 0. We present below the integrated density (statistical distribution) of states ρ(λ) = #{λ k |λ k < λ} in various situations, namely we compare isotropic and anisotropic cases without boundary (Fig.1 a, b ) and anisotropic case with boundary ( Fig.1 c) . The reason for degeneracy at λ = 0 is the following. In the isotropic case n = k = 1 the matrix
is of rank 2, so when ∂Λ = ∅, half of the eigenvalues of H vanish, and also in the general case there is a big degeneracy of the spectrum near λ = 0. As in QFT we could try to remove that "artificial" part of Ker H by reducing the Hilbert space H = C 4N to a "physical space", but a difficulty arises because H is not positive in the form sense. The effect of anisotropy is to lift this degeneracy, and enhance vorticity effects. Another reason for degeneracy is boundary effects as can be seen from comparison between Fig. 1 .b and 1.c. Degeneracy could be also reduced by enlarging the inner lattice, but at the expense of computational difficulties.
b) Vorticity patterns.
We study Gibbs state at inverse temperature β, with significant results provided β ranges in some interval, for which however, there is no evidence of a second order phase transition.
To visualize monodromy of the vorticity matrices Ω i β (δ), we plot their principal directions as "crosses", of length proportional to their eigenvalues (recall the reduced vorticity matrices are symmetric, with eigenvalues ± √ λ i , ) as we would do with arrows in the classical model [El-BRo] . As expected, their principal directions coincide on ∂Λ, with those of the eigenprojectors Π θ i . We expect also the number of vortices to be equal to the topological degree d = s ∞ . Indeed, computing 1 2π γ ρ as a discrete integral along a contour γ ∈ Λ, not too far from the boundary (in practice, 2 or 3 layers), it turns out that the computed degree is close to this we would obtain in example (2.12).
Because of degeneracy in the isotropic case vorticity matrices in all sites that are not the first neighbors to the boundary are of the form Ω are no longer degenerate and so eigenvalues in the center are no more zeros (see Fig. 3 ). In this case eigenvalues decay when getting far from the boundary towards the center of Λ and it seems that the rate of decay is exponential with distance from the boundary. To make the vorticity patterns more demonstrative we draw the crosses on a logarithmic scale. All points sufficiently close to the center of Λ look like vortices within the standard accuracy of computations, but the number of "true" vortices should be equal to the To compute the degree we use the discrete approximation based on finite-differences method:
and a similar formula for − γ dM (x)M −1 (x). When angles are close to πn/2, n ∈ Z, eigenvalues of reduced vorticity matrices are close to zero due to properties of σ i x (θ i ) on the boundary. Multiplying matrices with a big discrepancy in their eigenvalues would lead to large computational errors; to compensate for this effect we use in Eq. (3.4) "normalized" matrices that are divided by square roots of their Jacobians.
The main factor of inaccuracy in degree calculations consists in the discrete approximation of the integral and the number of points on an integration contour. As a rule, accurate results require a lot of points on the integration contour; but for larger degrees the variation of the angle increases from point to point and so do the error due to discrete approximation. This problem can be solved by enlarging the lattice size. Another factor that affects the computations is that eigenvalues are decaying while getting further from the boundary. This we partially compensate by considering anisotropic model. In principle we can consider anisotropic model with smaller anisotropy (e.g. k = 2 or even close to 1). As soon as k > 1 eigenvalues inside the lattice are not zeros and the degree can be computed. But in practice for small anisotropy the rate of decay of eigenvalues is very high, so the computed degree is more accurate for large anisotropy. To make our vorticity patterns more demonstrative we consider the case of high anisotropy with k = 10. In Table 1 below we give the results for degree, computed for a large lattice along the cycle γ ⊂ Λ consisting of the rectangle of the first or the second neighbors to the boundary for different values of the anisotropy parameter k = 2; 10. Inverse temperature is β = 1. Increasing the boundary size for the same inner lattice does not almost change anything inside.
This can be explained by the "exponential" decay of the information that propagates from boundary sites. So the influence of the third boundary layer on the inner points is too small compared with the effect of the closer sites on the first and the second boundary layers; in simulations it suffices to use only 2 boundary layers.
Let us consider the influence of the inverse temperature β. As expected, the smaller β the smaller are the eigenvalues of Ω i β (δ) when i ∈ Λ, because of disorder at high temperature; but taking larger β makes Ω The number of vortices is equal to the topological degree and can be calculated by the integral along some contour. We use discrete approximation of this integral to compute the degree for a finite lattice Λ ∪ ∂Λ. The main factors responsible for computational errors are the small number of points on the integration contour and the fast decay of eigenvalues inside the lattice. We can use larger lattices and longer integration contour approaching the boundary to reduce the computational error related to the number of points, or consider smaller degrees. We deal with anisotropic case to slow down the decay of eigenvalues near the center of Λ, and take the inverse temperature of order 1.
and moreover, b = t P s δP s , with
If we do no more allow for the action of G 0 , we can look for a δ-symmetric basis associated with an isometry R ∈ O − (4), its product with an element of G 0 being again a rotation. This readily gives 
