Abstract-Multiple ray paths are resolved using highresolution digital signal processing algorithms. The Cramer-Rao (CR) bound is used as a benchmark where a combination of the singular value decomposition method and the eigen-matrix pencil method is proven to be most successful. The conventional complex channel model for wireless propagation is extended to include the frequency-dependent feature of rays which can be used to classify the ray arrivals and provide physical insight of the channel. A novel complex-time model is used to approximate the suggested model. This approach is important to various applications such as equalizer, RAKE receiver, etc., in wireless communication systems. Five key features (noise immunity, robustness, resolution, accuracy, and physical insight) of the proposed algorithm are studied using numerical examples.
teristics agreeing with the measured data in some statistical senses. The pioneering work in impulse response modeling of the multipath fading channels was done by Turin in 1956 . This classical simulation approach was initially suggested by Turin in a 1956 technical report [53] and a classical paper [54] and then applied to the urban channel [12] . Soon, the RAKE receiver appeared [46] . Turin's model was later modified by Hashemi [13] , [14] , Ganesh and Pahlavan [15] , Suzuki [16] , Saleh and Valenzuela [17] , and Rappaport et al. [18] . The model is sometimes too simple, and some environment related information cannot easily be incorporated to make the model suitable for different environments without further measurements. (This is not necessarily always true. For example, the work of [14] is the end product of an estimated 25 000 man hours of work. The model is very sophisticated, and the extent of the original measurement and the statistical nature of the model make it capable of simulating the channel for almost all types of environments in the outdoor mobile channel.) Thus, to overcome this limitation, the prediction model is suggested by using some site-specific environmental description [21] [22] [23] . For example, the average street width can be a site-specific input to the prediction model. The deterministic ray tracing approach belongs to this category [24] [25] [26] [27] [28] . Unfortunately, a ray tracing approach is always computationally intensive and is often not practical to take into account the structure details of buildings, terrain, trees, surface roughness, etc., which may sometimes affect the channel characteristics greatly. Thus, the statistical simulation approach and the deterministic approach are complementary to each other, and due to the multitude of possible environments for wireless communications, developing a universal statistical or deterministic approach to model all practical channels is unfeasible. One way to take advantages of both approaches is to add more statistical descriptions into the prediction type of algorithms. The other way is to develop novel simulation models including more site-specific information.
In this paper, we suggest a novel complex travel-time model by incorporating frequency-dependent features of rays into the stochastic simulation model. For broad-band signals, the frequency-dependent feature of each individual ray path is traced to provide insights into the "history" of the ray path. Such insights into the frequency-dependency distribution can be considered as a site-specific information and may be useful for characterization, classification, and modeling of the different broad-band channel types. When the bandwidth of a radio frequency (RF) signal is small with respect to the usually high-carrier frequency, the frequency-dependent feature of each individual ray becomes negligible. However, 0018 -9545/99$10.00 © 1999 IEEE the composite effect of multiple rays with similar travel times may contribute to strong frequency dispersion. Therefore, the frequency-dependent model is still relevant in multipath environments for narrow-band signals. In Section II, the proposed model represents the combination of path delay and frequencydependence factor as a complex travel time. Thus, in the frequency domain, the received signal consists of exponentials with complex exponents.
Having set up the model, we can then use a spectral estimation algorithm to evaluate the complex exponents (travel times). Although there exist many conventional approaches [29] [30] [31] [32] [33] , none can work satisfactorily. The spectral resolution of the fast Fourier transform (FFT)-based approaches is limited by the frequency bandwidth which is usually fixed in a given system setup. Periodogram, Black-Tukey, and MUltiple SIgnal Classification methods cannot provide the real parts of the complex exponents. Prony-based algorithms can only work in conditions with very high signal-to-noise ratios (SNR's). The AutoRegressive and AutoRegressive Moving Average series usually have trouble in relating their estimated results directly to the physical unknowns. To remedy these difficulties, we apply a newly developed modified eigen-matrix pencil which is originally developed for identifying scattering centers for target identification [34] , [35] , [41] and is used for the wireless channel modeling more recently [36] , [37] , [42] , [43] . This new algorithm consists of three steps. First, the singular value decomposition (SVD) method [38] is employed to filter out the white noise. Second, the eigen-matrix pencil method is used to identify the complex damped exponents. Finally, the complex amplitudes can be obtained by a least square approach. The eigen-matrix pencil method is similar to the matrix pencil by Hua and Sarkar [39] , due to the fact that both methods use a matrix pencil to find the system poles in the transformed domain. However, the matrix pencil of the former is based on the principal eigenvectors of the Hermitian data matrix, while the matrix pencil of the latter is directly based on the data to be processed. In our work, the SVD is used to further improve the performance in presence of noise. The algorithm is presented in Section III.
Numerical results are shown in Section IV, and conclusions are made in Section V. The Cramer-Rao (CR) lower bounds are used as a benchmark to study the algorithm performance. It is found that unlike its conventional counterpart, the SVD eigen-matrix pencil method is statistically efficient and almost "optimal" in the sense of the smallest variance. The approach is shown to have good performances of the following important features: 1) robustness (few spurious poles); 2) noise immunity; 3) resolution; 4) accuracy; and 5) physical insight (relation between estimated results and physical mechanisms). With such a powerful spectral estimation approach in hands, one can then use the complex travel-time model to characterize various wireless communication channels for designing equalizers, RAKE receivers, etc.
II. EXTENDED BROAD-BAND WIRELESS CHANNEL MODEL WITH PATH FREQUENCY DEPENDENCE
A great number of empirical and theoretical channel models have been used to describe the statistics of multipath propagation [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Among these models, Turin's approach [12] is widely employed in which the channel is represented in terms of uncorrelated impulse responses or the corresponding transfer function (1) where and are the strength, travel time, and carrier phase shift of the th arrival. However, the model in (1) does not include the frequency-dependent information of individual rays. For broad-band signals, various diffractions and reflections pertain to different frequency-dependent behaviors. To include the frequency dependence of individual rays, (1) is modified as (2) where accounts for the frequency dependence of the th ray arrival. As a useful example, consider the case that (3) which can be employed to explain most practical diffraction phenomena occurring on buildings, windows, and furniture. The frequency dependency of some commonly encountered structures is given in [35] , [42] , [47] , and [48] . The justification for the appearing of frequency dependency in the wireless channel modeling is given in [42] . For examples, a ray coming from a line of sight (LOS) path does not have frequency dependence [i.e., ], a ray coming from the diffraction of the wall edge has the frequency dependence of , a ray coming from the diffraction at the desk corner has , and a double-diffracted ray, which is first diffracted by the wall edges and then by the desk corner, has . The other important frequencydependent example is when more than one ray arrive around at the same time. Consider the instance of three rays with similar travel times. The contribution from these three rays is equivalent to one ray with a frequency-dependent amplitude as (4) If the function is a slowly varying function of within the applied frequency bandwidth, (2) can be approximated as (5) near the carrier frequency . In (5), the first-order ap-proximation has been assumed. Here, is the complex travel time, is the real travel time, and is the frequency-dependent factor.
The implication of the approximation used in ignoring the higher order terms of the Taylor series to arrive at (5) is to represent the frequency-dependence functions of each individual path by an exponential function. Thus, the frequency-dependence exponent contributes to the complex pole as a decay damping factor. One can expect that a ray with a larger frequency shows larger frequency dependency. For most applications, this approximation is sufficient. However, for a very dispersive ray this should be careful. Such a scenario occurs when a number of multiple rays merge into a single ray, e.g., due to very narrow bandwidth, narrow angle spread, or simply the richness of multiple paths (e.g., indoor environment). In this case, the suggested model in (2) still works, but (5) needs modification and other algorithms (e.g., [51] ) are needed for such purpose.
Note that the utilization of the first-order approximation of Taylor series leads to the reduction from a search for both real travel time and frequency dependence to a simple estimation of complex poles in a linear system. It was originally proposed for target identification in ultra-wide-band (UWB) electromagnetics in [35] and further used in [41] . This approach was also used for wireless channel modeling in [36] , [37] , and [42] [43] [44] .
One comment on the suggested model of (2) is the correlation between individual rays, as pointed out by a reviewer. Such correlations have impact on system design, for instance, they reduce the benefits of path diversity in RAKE receivers, etc. This is similar to the classical diversity gain degradation due to the correlation between different diversity antennas. In urban areas, correlation coefficients of 0.4 to 0.6 on the log amplitudes are obtained by Turin et al. [12] while such temporal correlations are negligible for the indoor channel [47] . In principle, such correlations can be taken into account by making and correlated in the same way as the path delays and . This will obviously make the model more complicated. The issues caused by such correlations will form future research topics.
One last comment on (2) is the necessarity of incorporating frequency dependency in a wide-band wireless system in the future, such as wide-band (or broad-band) CDMA for the next generation system, the OFDM system, or even the UWB system [50] . System design issues regarding how the information of the frequency dependency is used in a timedivision multiple-access (TDMA) or CDMA wireless system demand futher research. In fact, the wider the RF bandwidth, the stronger the impact of the frequency dependency. For a carrier system, the relative bandwidth is defined as the ratio of RF bandwidth to carrier frequency. It is difficult to obtain such frequency-dependency information when the carrier frequency is very high relative to the RF bandwidth. However, such information is always there disregarding the strength of its impact. Notice also that (5) just suggests one approach to estimate the frequency dependency in which the first-order approximation of has been used there to simplify the estimation algorithms. Other algorithms exist for such a purpose (e.g., [51] ).
III. SINGULAR VALUE DECOMPOSITION AND EIGEN-MATRIX PENCIL METHOD Based on (5), the problem of estimating the complex time reduces to estimation of the complex poles in a linear system. Thus, a lot of methods such as the Prony (least square or SVD) [29] , the matrix pencil method of Hua and Sarkar [39] , and the eigen-matrix pencil method of Pillai and Oh [34] can be used for this purpose. To avoid confusion, it is necessary to address the early development of this current version [35] , [42] of the eigen-matrix pencil method. Two methods in [39] and [34] are both based on the generalized eigenvalues [38] . The main difference between Hua's and Sarkar's work and Pillai's and Oh's work is that the first is based on a matrix pencil made of two matrixs formed directly from the data. While the second is based on a similar matrix pencil, but made of two matrixs from the principal eigen vectors (obtained from the eigen value decoposition instead of SVD) instead of directly from the data. In this paper, we will use a method based on Pillai and Oh's work [34] , [45] , but slightly different. As mentioned before, simultaneously with [34] and [45] used for real signals, this method was modified for the complex signals in UWB electromagnetics [35] , [45] and futher in [41] and [42] . It was not until in [35] that the eigen-matrix pencil method [34] , [45] was realized to work for complex siganls since only real signals were used in [34] and [45] . Although the current method was used in [35] , detailed formulation was first documented in [42] . The main difference between the current version [35] , [42] and its old version [34] , [45] is that the SVD is used to prefilter the complex signals and then the conventional procedures similar to [34] and [35] are used. The key to the prefiltering is for noise suppression. The underlying idea is to establish a rank properly satisfied by the noise free signal matrices and use it to approximate noisy data via rank reduction. This approach is well known [30] . For the real signals, the SVD is equivalent to the conventional eigen value decomposition and thus the role of this step is negible. However, for complex signals this step improves considerablely the accuracy and statistical properties of the eigen-matrix method. The fundamental reason to explain why this prefitering step works is that the signal space spanned by the principal singular vectors obtained using the SVD is different for compelx signals from that spanned by the principal singular vectors obtained from the eigen value decoposition. For real signals, it can be proven that these two signal spaces are identical [45] .
Let denote the complex frequency spectrum in (5) plus some white noise sampled at the th frequency (6) where is the frequency sampling interval and . Here, we have assumed that the carrier frequency is at the center of frequency band. Rewrite (6) as (7) A
. Hankel Data Matrix Decomposition
Now form a square Hankel data matrix of size with , and is defined as (8) where the data samples are used. The Hankel matrix has equal elements along lines perpendicular to the principal diagonal [40] .
Define as the Hankel noise matrix constructed from in the same way as in (8) . The Hankel data matrix can then be decomposed as (9) where the Vandermonde matrix has the structure (10) and is a diagonal matrix with the th diagonal element given by . Here, superscripts represent the matrix transpose. Both matrices and are of rank . Thus, for the noiseless case, the matrix is also of rank and has zero eigenvalues among the total eigenvalues.
B. Rank-Reducing Filtering Through Singular Value Decomposition
With noise, the matrix is of rank and the task of spectrum estimation becomes very difficult. Fortunately, we can employ the singular value decomposition algorithm to reduce noise strength in many practical occasions. Write the matrix as (11) where the superscript denotes matrix Hermitian. Here, and are the th singular value, left singular vector, and right singular vector of the matrix , respectively [37] . In other words (12) Arrange the positive singular values with decreasing order. Assume the signal strength is sufficiently strong. Then, among the pairs of left and right eigenvectors, there are only pairs (with largest singular values) primarily spanning the signal space [37] . The other pairs primarily span the noise space. Thus, we can replace the matrix through SVD with its rank-approximation matrix (13) The rank-approximation reduces the noise contribution to the data matrix and effectively enhances the SNR. The noise energy is given by the Frobenius norm of the difference matrix defined as , where . (14) where is an by diagonal matrix with as its th diagonal element. Therefore, we can express as (15) where is by matrix with rank .
C. Principal Eigenvectors

D. Generalized Eigenvalues of the Matrix Pencil
Next, we form matrices using the first rows of ranging from the first row to the th row and using the next rows of ranging from the second row to the th row. Here, is chosen to be larger than . Then, and , where is defined in (10) and is an by diagonal matrix with as its th element, . The generalized eigenvalue of the matrix pencil is defined by the complex roots of the characteristic polynomial (16) where is an -dimensional identity matrix and " " denotes the determinant of the matrix. By solving (16) , the desired complex spectra where . 
F. Complex Amplitudes
By defining vectors and (7) can be expressed in matrix form (17) where Vandermonde matrix is defined in (10) . The least square solution of (17) leads to the complex amplitudes as (18) IV. NUMERICAL RESULTS To characterize the performance of our approach statistically, we first consider a two-ray model. Fig. 1(a)-(c) shows the robustness features with respect to the spurious poles of three methods: the SVD-Prony [30] , the matrix pencil method [39] , and the SVD eigen-matrix pencil method described in Section II. Based on (7), we made 50 independent Monte Carlo runs to obtain 50 independent shots of each pole on the complex plane, where an independent Gaussian noise series is generated in each run. For all three cases, we in advance know that the order of the system is two. The SVD-Prony, a very popular method for the estimation of complex exponentials, has a serious problem with respect to spurious poles. There are only two ray paths or poles, but as many as eight poles (six spurious poles) have been obtained. After 50 independent shots on the plane, we can tell the real poles from the spurious poles, but this kind of redundant procedure may not be feasible in practice. Without incorporating the SVD approach, Hua's and Sarkar's method also has the spurious pole problem. There are poles to be obtained where is the so-called pencil parameters [39] . To get good performance, is chosen empirically between and , where is the number of total data samples. In Fig. 1(b) , and . The performance of Hua's and Sarkar's method is better than the SVD-Prony method because the estimated spurious poles do bot converge. Fig. 1(c) shows that the SVD eigen-matrix pencil method has the best performance among these three methods where there are no spurious poles. This algorithm is very accurate and robust because the estimated poles hit the right positions on the plane for almost every shot.
Figs. 2 and 3 show how the SVD method improves the performance of the conventional eigen-matrix pencil method by facilitating the rank-reducing approximation of the noisy Hankel data matrix. Fig. 2 shows the true values versus the mean values estimated through 500 Monte Carlo runs using the conventional eigen-matrix pencil method (the top two figures) and the SVD eigen-matrix pencil method (the bottom two figures). In each independent run, we generate a white Gaussian noise. The conventional algorithm without using SVD breaks down at SNR dB because of the unacceptable bias. On the other hand, the SVD eigen-matrix pencil method works well down to SNR dB for path delay, and to approximately SNR dB for frequency-dependent factor . It means that the estimation of the frequencydependent feature is more difficult than that of the path delay. Fig. 3 shows the CR lower bounds versus the variance values estimated through 500 Monte Carlo runs. The variance of any unbiased algorithm is bounded by the CR lower bound. Such a bound is very useful because it tells the best possible performance (smallest variances) for an unbiased estimator. Estimators or algorithms whose variance is close to or equals this bound can then be said to be "optimal." In Fig. 3 , the top two figures are the results obtained using the conventional eigen-matrix pencil method, and the bottom two figures are obtained from the SVD eigen-matrix pencil method. Note that the left two figures are for time delays and the right two figures are for . The conventional method without SVD performs badly because of the large variances relative to the CR bound. But the performance of the SVD eigen-matrix pencil method is very close to the CR bound down to SNR dB for both the path delay and the frequency dependence. Thus, the SVD eigen-matrix pencil method is nearly optimal in the sense of the smallest variance.
In Figs. 4-7 and Tables I-IV, a heuristic approach is used to illustrate the concept and the effective ness of the proposed technique. A number of multipath components are assumed heuristically with given parameters, and then the frequency response is modeled with (2) . Finally, the time domain data is estimated using the classical FFT approach and the SVD eigen-matrix pencil method first suggested in [35] and further detailed in [42] . The inputs of the model are all the parameters required to model an impulse response channel. The outputs of the model are the estimated path delays, associated frequencydependency factors, amplitudes, and phases. Basically, this is a problem similar the channel estimation used, e.g., for a RAKE receiver of a CDMA system.
In Fig. 4 and Table I , our approach is employed to estimate the power profile of a channel containing eight rays, among which three rays have frequency dependencies and , respectively, and others have no frequency dependencies. Fig. 4(a) shows the frequency response from 900 MHZ to 1 GHz. The frequency sampling interval is 1.875 MHz. Since the channel has a 100-MHz bandwidth (which may be available in future wireless local loops), the ray arrivals with relative delays within 10 ns cannot be resolved in the time domain if a Fourier-based algorithm is employed. Fig. 4(b) and (c) shows the estimated power profiles derived by using the FFT with a Hamming window and the SVD eigen-matrix pencil method, respectively. It is interesting to note that the FFT is not able to resolve the rays correctly. (Blackman Harris windowing will give better resolution than Hamming window and leads to a resolution of 10-20 ns with a bandwidth of 400 MHZ [11] .) But in addition to providing accurate results of the power profile of the channel, our approach can also supply the frequency dependence of a ray. From the estimated values in Table I , the frequency dependencies provide information about the "path history" of these rays. For example, from , we know the ray with the arrival time of 80 ns experiencing an edge diffraction, the ray with encountering a corner diffraction or two edge diffractions, and the ray with undergoing one-corner and one-edge diffraction or three-edge diffractions. Thus, the combination of the time delay, amplitude, and frequency dependence can indeed provide more physical insight into the indoor propagation channel. Table II shows the estimated complex travel times and amplitudes of three rays arriving almost at the same time. In this case, we can employ (4) to use a ray with complex travel time to represent these three rays. The second column in Table II gives the exact values of the three rays with real travel times (i.e., the three 's are equal to zero). The time unit is nanoseconds. Note that the difference among the travel times is very small. The third column shows the estimated results under the noise-free condition. The numerical error is extremely small. The fourth and fifth columns show the estimated results of two noisy situations when the SNR's are equal to 30 and 15 dB, respectively. In both situations, the results indicate only one dominant complex travel-time ray because the amplitude of the first ray is much larger than those of the other two rays:
. It is interesting to see that the frequency-dependent factor becomes nonzero and the magnitude becomes larger than its original value for the first ray in order to account for the contributions from the other two rays. Also note that the estimated time delay is very accurate. The resulting complex travel-time ray is a combination of the three incident real travel-time rays. Fig. 5 shows the frequency responses of the incident fields (chaindotted lines) and the simulated results using estimated spectra and amplitudes (solid lines). The unit of the horizontal axis is 0.125 MHz, and the total frequency bandwidth is 12.5 MHz. It is demonstrated that the complex travel-time model tends to ignore the random fluctuation of the noise and provides the best approximation to the incident results.
We consider the other case of three rays with a larger separation of the travel times. The exact input parameters and the estimated results are shown in Table III . In this case, the three rays are accurately estimated even in noisy situations. The estimated results are insensitive to the increase of noise. Fig. 6 shows the frequency responses of the incident fields (chain-dotted lines) and the simulated results using estimated spectra and amplitudes (solid lines). Again, our model ignores the random fluctuation of the noise and provides the best approximation. From these two examples, we conclude that the complex travel-time model is more robust than the real travel-time model when two or more rays arriving with close travel times.
In Table IV and Fig. 7 , we consider seven incident rays where the travel times of three of them are close to one another. The true input parameters and the estimated results are shown in Table IV . The contributions due to the three rays with close travel times are combined and reduced into a complex travel-time ray in the estimated results. It is remarkable that the estimated results are accurate and also insensitive to the increase of noise. Fig. 7 shows the frequency responses of the incident fields (chain-dotted lines) and the simulated results using estimated spectra and amplitudes (solid lines). It is not surprising to see that the complex travel-time model ignores the random fluctuation of the noise and provides very good approximation. This example confirms again that the complex travel-time model is more robust with respect to noise than the conventional real travel-time model when many rays arrive in the same time. Moreover, the complex model may be employed in systems with fewer "degrees of freedom" than the number of incoming waves because the additional "degrees of freedom" are provided by the "loss" factor in the complex phase.
V. CONCLUSION
Complex travel times can be used to model the real time delay and the frequency-dependent features of the multipath arrivals. Specifically, the real part of the complex travel time represents the real time delay and the imaginary part models the frequency-dependent characteristics which may contain additional information about the corresponding ray trajectories. A combination of the singular value decomposition method and the eigen-matrix pencil method is proven to be very useful for finding the complex travel times. Compared to FFTbased approaches, our high-resolution algorithm yields better resolution for multipath arrivals in wireless communication environments. In addition, it also provides the frequencydependent information of individual rays and/or groups of rays and hence enables us to extend the conventional Turin model to account for the frequency-dependent features. These features can be used to classify the ray arrivals and hence provide physical insight of the channel.
We have shown that the complex travel-time model is more effective in modeling more than one rays arriving at similar times for both broad-band and narrow-band systems. In these situations, the complex travel-time model may provide a better description of the physical process. It is remarkable that the complex travel-time model can be used in systems with fewer "degrees of freedom" than the number of incoming waves because of the additional "degrees of freedom" provided by the "loss" factor in the complex phase.
The conventional eigen-matrix pencil method has been improved by using a rank-reducing approximation based on the SVD to reduce the noise and to estimate the order of the system. It is found that the rank-reducing approximation considerably improves the performance of the eigen-matrix pencil method for the noisy data. The CR lower bound have been used as a benchmark for the variance and the mean. For a two-ray model, the variance of the frequency-dependence factor is approximately 15 dB larger than that of travel time. The variance for travel time and frequency dependence derived by our approach is very close to the CR bound.
In our earlier studies [36] , [37] of indoor environments, the early arrivals have small frequency dependence, while the late arrivals have large frequency dependence. This means that the late-time rays tends to represent clusters of rays arriving at similar times and/or to experience more diffraction and scattering than the early-time rays. Similar to the break points in path loss, the break points in the frequency-dependent factor may be relevant to practical engineering design because larger frequency dependence are usually related to greater loss. These observations may be extendable to other environments.
In the current CDMA systems, the bandwidth is very small and the frequency-dependent factor is small in most cases. However, the proposed broad-band model and high-resolution spectral estimation approach may still be useful in characterizing the channels for various designing purposes. For the future wireless local loop and other broad-band applications, the bandwidth may significantly increase. Then, the frequencydependent effect becomes crucial to system designs and the wide-band model and the high-resolution approach presented here can become a very powerful tool.
This current work is centered on theoretical issues of the modified Turin's model for both outdoor and indoor channel impulse responses, initially based on the insight gained from the wide-band electromagnetics [41] . Basically, the modeling of channel impulse response is analogous to the radar target identification in the wide-band electromagnetics. Thus, a lot of literature in that mature area is available in our current problem. Based on the current work, we are proposing a time domain conversion of the measured frequency responses using the proposed model. Note that the complex frequency responses instead of only channel envelopes are required. Such data can be measured in different ways in time or frequency domain. For example, the frequency domain transfer function measurement system [28] using a network analyzer can be used to measure the transfer function of the time-varying filter with (2). It is also experimentally shown that results from frequency domain measurement are similar to those of traditional time-domain measurement approach that is based on a spread spectrum system with a sliding correlator at the receiver [52] . Representing the measured frequency responses (sampled transfer function) in terms of the suggested model of (2) will help address a lot of practical issues of this model for system design, such as spatially correlated impulse responses representing samples of the channel at close locations which may run into tens of thousands of impulse response profiles [10] .
Finally, the computation time for the model is very modest. Implementing our algorithm in MATLAB, a couple of minutes are needed on a PC (clock 66 MHZ) to estimate all the model parameters including path delays, frequency-dependency exponents, amplitudes, and phases. Although the algorithm used for complex pole searching looks sophisticated, the matrix size is usually very small, depending on the number of rays being modeled. Due to the limitation of the applied signal bandwidth and theoretical limits of a signal processing algorithm, the number of multiple rays is modest, e.g., a few of multiple complex-time rays are usually of interest.
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