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Development of X-ray Methods for the Investigation of Protein Dynamics 
Alexander Michael Wolff 
Abstract 
Throughout history, methodological innovations have resulted in breakthroughs in our 
understanding of biology. Methods for determining static protein structures, as well as those for 
probing protein dynamics, are well-established. Nonetheless, visualizing molecules as dynamic 
entities that respond to their environment is still an outstanding challenge. Specifically, it is 
challenging to measure the spatial position of all the atoms within a molecule as a function of 
time. That challenge is the broad focus of this dissertation. 
In chapter one, I begin by diving into modern crystallographic techniques that enable one 
to solve protein structures from sub-micron-sized crystals. I compare and contrast two methods, 
serial crystallography and electron crystallography, asking how each technique affects the 
protein’s structure. A primary factor differentiating these two methods is the temperature of the 
sample during the experiment. Despite this difference, both methods enable one to solve high-
resolution structures from small crystals. This is advantageous for time-resolved experiments. 
Since there are fewer molecules in a small crystal, the perturbation is more uniform, which 
provides a clearer time-resolved signal.  
In chapter two, I investigate temperature-jumps as a generalized perturbation for 
resolving the energy landscape of proteins. In this work, I focus on solution scattering 
experiments, which allow one to examine large-scale perturbations to a protein, as well as 
changes in the solvent shell surrounding the molecule. By mutating selected residues, we 
inhibited specific protein motions. Comparing these mutants to the wild-type protein allowed us 
to resolve the motions driven by an infrared laser. Nonetheless, we wished to gain all-atom 
spatial resolution, which required us to perform a temperature-jump within the context of 
crystallography rather than solution scattering. 
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In chapter three, I expand upon the temperature-jump detection method described in 
chapter two. By adapting this method to accommodate X-ray diffraction images, I demonstrate 
that we can detect temperature-jumps within a crystalline context. This is a crucial step in the 
development of a generalized perturbation for time-resolved crystallography. Given the 
timescale of the measurements, reading out the temperature directly from the X-ray data is the 
only effective way to track the sample’s response. Thus, our method offers proof-of-principle 
that IR laser-based temperature-jumps are feasible for time-resolved crystallography. While 
measuring the diffuse scattering signal is useful for temperature-jump detection, the diffuse 
signal also holds the potential to inform our understanding of protein dynamics. 
In chapter four, I review the field of macromolecular diffuse scattering, as of late 2017. I 
begin by considering data collection practices, which requires extremely careful and controlled 
measurements. Then I examine different group's approaches to processing the data, as well as 
their models of the disorder that drives it. Finally, I consider the broader impact of diffuse 
analysis upon the field, ranging from the improvement of molecular dynamics forcefields to 
improved phasing and resolution extension. While these impacts hold exciting implications, it is 
clear that collecting high-quality is the first challenge to solve. 
In chapter five, I examine the challenges of collecting high-quality diffuse scattering from 
protein crystals. I describe how parasitic scattering can confound our ability to develop rigorous 
models of the crystalline disorder that gives rise to the diffuse signal. Then I work through 
experimental measures that we took to minimize parasitic scattering while maximizing diffuse 
scatter driven by protein motions. 
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Preface 
The bulk of this work appears as Wolff et al., published in IUCrJ in 2020. 
This work evolved from my earliest endeavors in the Fraser Lab where I joined Michael 
Thompson to develop time-resolved temperature-jump diffraction experiments. We planned to 
use serial crystallography methods, which require large quantities of microcrystals. At that time, 
serial crystallography (SFX) was at the frontier of structural biology. Thus, I created slurries of 
microcrystals, and we tested their suitability for SFX experiments. As the field of structural 
biology expanded, it became clear that we could also use micro electron diffraction (microED) to 
investigate our protein's structure. Since SFX experiments occur at room temperature, while 
microED experiments occur at cryogenic temperatures, we wondered whether the resulting 
structures would differ. The crystals utilized for microED experiments are so small that we 
hypothesized that we could freeze them fast enough to lock the room temperature structure in 
place. While conducting the experiment, our microcrystals were still too large for microED. 
Nonetheless, with the help of our collaborators we were able to mill the crystals down in size, 
and then solve a structure using microED. Thus, our comparison of microED and SFX, initially 
3 
an offshoot of our temperature-jump work, evolved into the independent analysis presented in 
this chapter.  
 
Abstract 
Innovative methods are facilitating structural studies from ever smaller crystals, yet 
targeted creation and optimal data collection from microcrystals are still open challenges. 
Moreover, the effect of sample preparation for various serial and microcrystal electron diffraction 
(MicroED) methods on protein conformation has not been examined. Using Cyclophilin A 
(CypA) as a model system, this work reveals that structures solved using serial XFEL methods 
differ from a structure solved from focused ion-beam (FIB)-milled crystals using MicroED. While 
serial XFEL structures resemble published structures from room temperature single crystal 
rotational experiments, a MicroED structure more closely resembles published work from 
cryogenic single crystal experiments. Additionally, unit cell dimensions varied as a function of 
delivery method for serial XFEL datasets. These results indicate that crystals are affected by 
delivery strategy, and that protein structure could be affected for molecules where crystal 
contacts modulate conformation. Overall, this work provides a route for microcrystal 
optimization, reveals that sample delivery methods for serial XFEL experiments do not perturb 
CypA’s structure, and demonstrates that sample temperature may provide a critical 
differentiation between microcrystal structures solved using serial XFEL and those solved using 
MicroED. 
 
Introduction 
In macromolecular crystallography, collecting full datasets from small crystals has been 
a challenge, because their weaker diffracting power limits the amount of signal that can be 
successfully obtained before the effects of X-ray radiation damage become significant. Thus, 
crystallographers have always been faced with a practical need to either optimize the growth of 
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relatively large crystals, or to make the most of smaller crystals by implementing clever data 
collection and merging strategies1,2. Methodological advances that facilitated measurement of 
diffraction data from smaller and smaller crystals, such as the introduction of crystal cryocooling 
and the development of microfocus X-ray beams, have enabled structure determination of 
increasingly challenging targets, for which large crystals could only be obtained with difficulty, if 
at all3,4. Additionally, small crystals have proven advantageous in a number of other contexts. 
For example, when crystals display long-range disorder, such as high mosaicity, a reduction in 
the total number of mosaic blocks reduces the spread of Bragg peaks and generally improves 
the overall data quality5. Small crystals are also advantageous when the diffraction experiment 
is preceded by a perturbation to the crystal. This includes common crystal treatments such as 
flash cooling or ligand soaking, as well as more uncommon perturbations, like stimulation of 
crystallized molecules for time-resolved experiments6,7. Because they have substantially less 
volume and a limited number of unit cells, perturbations can be applied more rapidly and 
uniformly to smaller crystals than to larger ones, and smaller crystals accumulate less strain 
resulting from changes in crystal lattice dimensions. The development of protein 
“microcrystallography” techniques, which are optimized for measuring crystals whose physical 
dimensions are tens of microns or smaller, has offered access to these opportunities and 
benefits, and led to a shift in what is considered to be a valuable specimen for experimental 
characterization. 
The past decade has seen an explosion of new technology for protein 
microcrystallography. The increased brightness available for crystallography at modern X-ray 
light sources, including synchrotrons and X-ray free-electron lasers (XFELs), led to the 
development of “serial crystallography.” In a serial crystallography experiment, the X-ray beam 
is typically very bright and tightly focused, so that extremely short exposure times produce 
measurable diffraction images, even for very small crystals8. The intense X-ray beams used for 
these experiments destroy the samples rapidly, allowing only a single diffraction image to be 
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collected per crystal. Therefore, the crystals must be rapidly (or “serially”) replenished at the X-
ray interaction point in order for the experiment to be efficient. By measuring single diffraction 
snapshots of many randomly oriented crystals, it is possible to completely sample the reflections 
in reciprocal space and integrate the Bragg intensities. Importantly, serial crystallography 
experiments are generally conducted at room temperature, potentially giving more 
physiologically-relevant insight into molecular structure by avoiding the artifacts associated with 
cryocooling.  
Alongside the development of serial crystallography, major recent breakthroughs have 
been made in the field of microcrystal electron diffraction (MicroED). Specifically, advancements 
have resulted in the facile collection of continuous rotation datasets9,10 from flash-cooled 
microcrystals using a transmission electron microscope that is equipped with a compustage and 
cryoholder, and operating in diffraction mode. Because the microscopes required for MicroED 
are now widespread as a result of booming interest in electron cryomicroscopy (cryoEM), 
MicroED holds great potential for the determination of both protein and small molecule 
structures11. Collectively, these new frontiers in macromolecular microcrystallography have 
created new opportunities for structural biology. Examples include structure determination from 
crystals as small as a few hundred nanometers in each of their dimensions8,11,12, and a new 
generation of challenging time-resolved measurements13,14 at high spatial and temporal 
resolution.  
Despite the interesting possibilities that are now within reach, the optimization of sample 
preparation and data collection protocols for microcrystallography experiments remains 
challenging. First, it is necessary to decide which measurement technique (i.e. X-ray or 
MicroED) is best suited to a given sample or research question. Then, if appropriately-sized 
crystals are not obtained serendipitously, the experimenter must generate microcrystals with the 
correct size and density (crystals / uL), either by targeted growth or by manipulation of larger 
crystal specimens. Next, it is essential to choose an appropriate method for delivering the 
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microcrystals to the X-ray beam or to the column of the electron microscope. In the case of 
serial X-ray crystallography, multiple strategies have been explored for rapidly replenishing 
crystals at the X-ray interaction point. In addition to fixed-target approaches15–18, where crystals 
are mounted on a solid support and moved through the X-ray interaction region using 
automation, several methods have come into widespread use that exploit microfluidics to create 
free-standing streams, or “jets,” of microcrystal slurries. Various different types of microfluidic 
devices, collectively referred to as “sample injectors,” have been developed for this purpose19,20. 
Each type uses a different physical principle for carrying microcrystals to the X-ray beam by 
generating a stream of flowing liquid that is tens to hundreds of microns in diameter, and each 
method subjects the crystals to different conditions which could potentially affect the quality of 
data acquired or the structure of the molecule itself. These conditions include exposure to 
strong electric fields19, high pressure20, and additives21 that change the chemical properties of 
mother liquor solutions.  
Similarly in MicroED several sample preparation methods have been reported such as 
direct pipetting of nanocrystals onto EM grids22; sonication, vortexing, vigorous pipetting, or 
crushing to break big crystals into fragments and create a nanocrystal slurry12. Crystals are then 
drop cast onto EM grids, traditionally used for cryoEM, then the grids are blotted of excess 
solvent and flash frozen in supercooled ethane. Once frozen, microcrystals prepared in this 
fashion can be used directly for data collection, or they can be subjected to a milling procedure 
that utilizes a scanning electron microscope with a focused ion beam (FIB-SEM) to create 
crystalline lamellae of the desired thickness23–25. Because electrons interact with matter more 
strongly than X-rays do, the ideal crystal thickness for MicroED measurements is only several 
hundred nanometers25 and the milling process is critical for samples that exceed this thickness. 
As for serial crystallography, sample preparation and delivery for MicroED involves subjecting 
crystals to unusual conditions that are not typically encountered when samples are prepared for 
traditional crystallographic experiments. These conditions include dehydration and exposure to 
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shear forces that are produced by the flow of solvent during blotting24, as well as potential 
damage induced by FIB milling. All of these considerations create a complex landscape, and 
designing the best experiment for a new system of interest is often a non-trivial process. This 
calculus is further complicated by the fact that the extent to which the unusual experimental 
conditions affect the quality of data acquired, or the structure of the molecule itself, have not 
been rigorously characterized. 
Here, we discuss the planning, optimizing, and executing protein microcrystallography 
experiments, using human cyclophilin A (CypA) as a model protein system. CypA is a proline 
isomerase enzyme that is highly abundant in human cells, and plays important biological roles 
as both a protein folding chaperone and modulator of intracellular signaling pathways. Prior 
work has shown that CypA readily forms large crystals, which have been successfully used for 
traditional rotation crystallography at synchrotron X-ray sources and for fixed target 
measurements at an XFEL source26,27. Starting from crystallization conditions that produce large 
(hundreds of microns in each dimension) CypA crystals, we optimized the preparation of high-
density microcrystal slurries. We then used these samples for a variety of microcrystallography 
experiments, including serial X-ray crystallography with three different microfluidic sample 
injectors, and MicroED. Because the data collected across the different types of experiments 
were derived from similarly prepared microcrystal samples, and analyzed using comparable 
protocols, we were able to perform a rigorous comparison of the results. For each method, we 
evaluate the ease of sample preparation and delivery, the statistical quality of the measured 
data, and the properties of the resulting atomic models. Our results illustrate the inherent 
strengths and weaknesses of these new and exciting techniques for macromolecular 
microcrystallography, and lay out a roadmap for optimization of this promising category of 
experiments.  
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Methods 
 Protein Expression & Purification 
 Wild-type human Cyclophilin A (CypA) was expressed and purified as previously 
described26. Briefly, following purification, the protein was stored in a solution of 20 mM HEPES 
pH 7.5, 20 mM NaCl, 0.5 mM TCEP at 4° C until use. Finally, samples were concentrated using 
amicon centrifugal filters, then crystallized as described in section 2.2. 
Crystal Formation & Optimization 
For exploration of CypA’s crystallization phase space, crystallization trays were set as 
follows. Well solutions containing 100 mM HEPES pH 7.5, 5 mM TCEP, and PEG 3350 
(concentration varied) were distributed into Greiner 96-well Imp@ct microbatch crystallization 
plates. Each well contained 2 µL of the respective well solution, mixed with 2 µL of protein at the 
respective concentration. These drops were then vapor sealed using 12 µL of paraffin oil. For 
large-scale production of crystals in batch, 600 µL of protein at 60 mg/mL was combined with 
400 µL of 50% PEG 3350 in a glass vial and stirred with a stir bar at a constant rate (RPM 
varied). Crystallization was robust over a temperature range spanning 20-25°C. 
Crystal Analysis 
Raw images of microcrystal slurries were taken under a Nikon Ti microscope in 
differential interference contrast mode, with a Nikon DS-Qi2 camera. Data were interpreted 
using Fiji software28. In addition to imaging crystalline slurries, particle densities (crystals/mL) 
were analyzed using an INCYTO C-Chip. Diffraction tests were carried out at Stanford 
Synchrotron Radiation Lightsource (SSRL) beamline 12-2 using a 20 µm X 40 µm beam at 
0.9795 Å. Crystals were diluted and loaded onto a Mitegen MicroMesh 700/25 Loop. Frames 
were collected for 1.0 s with a 1.0° oscillation. The angular extent of diffraction and unit cell 
dimensions were assessed using ADXV. 
Sample Preparation for Serial X-ray Experiments 
 Crystals were formed in batch, as described in section 2.2, at a constant stir rate of 500 
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RPM. Further preparation was determined by delivery method. When using the MESH injector19, 
the microcrystal slurry was delivered as is, in a Hamilton syringe. When using the LCP 
injector20, crystals were mixed with viscogens, either PEO, LCP, or cellulose. For PEO mixtures, 
microcrystal slurry was combined with a viscogen consisting of 10% PEG + 10% PEO, and 
various ratios of crystal slurry to viscogen were tested. For LCP mixtures, crystal slurries were 
centrifuged, the supernatant was removed, with a minimal volume (100 µL) added back to 
suspend the crystals. The crystals were then mixed with Monoolein (9.9 MAG) in 1:1.5 mass-to-
mass ratio using coupled glass syringes29. For cellulose mixtures, crystal slurries were 
centrifuged, the supernatant was removed, and crystals were directly mixed with a 20% 
hydroxyethyl cellulose in a 1:9 crystal-to-cellulose ratio, as previously described21. 
Serial X-ray Data Collection & Analysis 
For the MESH & LCP XFEL datasets, we collected data at LCLS-MFX30 on an MX170-
HS Rayonix detector in 2-by-2 binning mode. Crystals were delivered to the XRD interaction 
point using either a MESH injector19,31 or an LCP injector20. Data were collected with a 3 µm 
beam at 9.5 keV energy, pulsed at 10 Hz, with a pulse duration of 40 fs on average. Powder 
diffraction patterns of silver(I) behenate were used to estimate the detector distance. The 
cctbx.xfel GUI was used for real-time feedback on the hit-rate and indexing-rate, as well as to 
submit processing jobs onsite. Data were indexed and integrated using dials.stills_process32. 
Initial indexing results were used to refine the detector model, as well as crystal models33. 
Refinement of the detector distance and panel geometry improved the agreement between 
measured and predicted spots. Data were then merged and post-refined using cxi.merge34. 
Error estimates were treated according to the Ev11 method33,35, wherein error estimates were 
increased using terms refined from the measurements until they could better explain the 
uncertainty observed in the merged reflection intensities. For the cellulose XFEL dataset, we 
collected data at SACLA36 using a Diverse Application Platform for Hard X-ray Diffraction in 
SACLA (DAPHNIS)37 at BL238. Diffraction images were collected using a custom-built 4M pixel 
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detector with multi-port CCD (mpCCD) sensors39. Data collection was supported by a real-time 
data processing pipeline40 developed on Cheetah41. Identified hit images were processed in 
CrystFEL version 0.6.342. Diffraction spots were indexed by DirAx43. Intensities were merged by 
Monte Carlo integration with the process_hkl command in the CrystFEL suite with linear scale 
factors and per-image resolution cutoff. We note that the data collected at SACLA could not be 
processed using dials.stills_process due to spot shape irregularities that are an artifact of the 
mpCCD detector. Specifically, when strong X-ray signals are recorded on this detector, large 
streaks are produced across horizontal rows of pixels. Serial crystallography data analysis at 
SACLA relies on the CrystFEL pipeline, which has been optimized to handle the idiosyncrasies 
of the hardware at that facility. 
MicroED Sample Preparation 
 Samples for MicroED were prepared as previously described24. A 2 µL aliquot of crystals 
from the batch solution was applied to a glow-discharged Quantifoil Cu200 mesh R2/2 holey 
carbon grid. The grid was gently blotted from the back (by hand) in an FEI Vitrobot for 10 s at 
100% humidity and then vitrified in liquid ethane. Grids were stored in liquid nitrogen until further 
use, and all additional sample manipulation and data collection procedures were performed 
under cryogenic conditions. Prior to data collection, the grids were clipped and loaded into an 
FEI Versa FIB/SEM at liquid-nitrogen temperature and milled as previously described24. The 
grids were coated with a thin layer of amorphous platinum to increase the contrast during 
FIB/SEM imaging25. Large crystals (10-50 um) near the center of the grid square were identified 
using 2 kV SEM. Crystals were milled using a 30 kV gallium ion beam with a stepwise 
decreasing beam current as the sample slowly approached its final thickness of approximately 
200 nm. The final 10 nm on either side of the crystalline lamellae were milled at 10 pA to polish 
the crystalline surface.  
MicroED Data Collection & Analysis 
 Grids containing milled crystals were transferred into an FEI Arctica TEM operating at an 
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accelerating voltage of 200 kV under liquid nitrogen. Crystalline lamellae were identified initially 
in an all-grid atlas taken at 155x magnification, where crystals were apparent as 
semitransparent areas suspended over a sharp, straight strip of empty area created by the 
milling process. Continuous rotation MicroED data were collected in diffraction mode over an 
angular wedge between -60° and 0° from the untilted orientation at a rotation rate of 0.3° / s. 
The camera length was set to 2055 mm, and frames were read out every 2 seconds. Data were 
recorded on a CetaD detector operating in rolling shutter mode with 2-by-2 binning. The camera 
length was calibrated using a molybdenum foil. MicroED data were converted from the FEI SER 
format to SMV for data analysis using in-house software that is freely available 
(https://cryoem.ucla.edu/). Data were indexed and integrated with XDS and scaled in 
XSCALE44. 
Model Refinement and Analysis 
 Data were reduced as described in sections 2.5 and 2.7. Initial phases were calculated 
by molecular replacement using Phaser45, with PDB ID 4YUM as the search model. Prior to 
initial atomic refinement, R-free-flags were carried over from PDB ID 4YUM and random 
displacements (σ=0.5 Å) were applied to the atomic coordinates to help remove model bias. 
Next, iterative cycles of model building and further refinement were performed until the models 
reached convergence. Individual atomic coordinates, atomic displacement parameters (B-
factors), and occupancies were refined using phenix.refine46,47. Automatic identification of 
ordered solvent was performed during the early cycles of model refinement. Models and maps 
were visualized and rebuilding steps were performed using Coot 48. Final structural models were 
visualized using PyMOL software49, and were also used for ensemble refinement using 
phenix.ensemble_refine 50. Input parameters for ensemble refinement (ptls, tx, 
wxray_coupled_tbath_offset) were optimized for each dataset. 
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Results 
Optimization of Batch Crystallization 
Large CypA crystals (Figure 1.8), on the order of hundreds of microns, or even 
millimeters, are readily obtained by vapor diffusion methods26,27; however, these crystals are too 
large for either microfluidic serial crystallography or MicroED. Therefore, we sought to optimize 
the production of microcrystals in batch format, so that they could be easily delivered to the X-
ray beam for serial crystallographic measurements using microfluidic sample injectors. As a first 
step towards this goal, we systematically explored the phase space of CypA crystallization in 
the vicinity of the conditions that yield large crystals (protein concentration in the range of 80-
100 mg/mL with 20-25% (w/v) PEG-3350 as a precipitant and HEPES buffer at pH 7.5). We 
adapted the established CypA crystallization protocol26 to a microbatch format (rather than 
vapor diffusion), and tested an array of conditions by varying protein and precipitant 
concentrations across the two axes of a 96-well crystallization plate. The lowest concentration of 
protein and precipitant led to the formation of large crystals that were ideal for data collection 
under traditional rotation conditions. In microbatch format, conditions that resulted in large, 
single crystals contained substantially lower protein and precipitant concentrations relative to 
vapor diffusion experiments that yield similarly sized crystals. Increasing protein concentration 
led to the formation of a greater number of smaller crystals; however, they tended to cluster 
together and displayed a needle-like morphology (Figure 1.1). High protein concentrations also 
led to a large variation in crystal size, which we sought to avoid since crystal monodispersity is 
desirable for serial crystallography experiments. In addition to modulating protein concentration, 
precipitant concentration was also varied. Increasing the concentration of the precipitant led to 
increased crystal density  while maintaining better monodispersity. At the highest precipitant 
concentrations we tested, the protein tended to aggregate, rather than crystallizing. Given these 
characteristics, we found that we could consistently get dense crystal slurries when the final 
PEG-3350 concentration was near 20% (Figure 1.1). Increasing protein concentration beyond 
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35 mg/mL did not lead to appreciable increases in crystal density, so we chose a final protein 
concentration of 35 mg/mL and a final PEG-3350 concentration of 20% for further optimization. 
 
  
Figure 1.1. An array of images that illustrates the crystallization phase space of CypA. 
Concentrated solutions of CypA were mixed in a 1:1 volume ratio with solutions of varying 
concentrations of PEG-3350. Labels on the axes indicate final concentrations after mixing. 
CypA crystallizes readily in PEG-3350 solutions, however, the crystal size and morphology vary 
dramatically as a function of protein and PEG concentration. Specifically, at low [CypA] and low 
[PEG-3350] (bottom left corner), the crystals that form are few and large, while at high [PEG-
3350] (right side), CypA aggregates and no crystals form. In the middle of the phase space, 
dense solutions of small crystals form. 
 
After identifying ideal protein and precipitant concentrations using the microbatch 
method described in section 2.2, our next goal was to scale up the microbatch procedure to 
produce crystal slurries at the milliliter scale. We developed a batch crystallization protocol in 
which 0.9 mL of CypA is stirred using a magnetic stir bar inside a glass vial, and 0.6 mL of PEG-
3350 solution (50% wt./vol.) is added dropwise to produce a solution with final protein and 
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precipitant concentrations of 36 mg/mL and 20% (wt./vol.), respectively. Initially, we used a 
rotating mixer to mix the slurry by inversion, but adding a stir bar yielded better results. Our 
batch stirring protocol also improved monodispersity, decreased crystal size, and increased 
crystal density (crystals / mL) relative to the microbatch method. Increasing the final protein 
concentration above 36 mg / mL, and increasing the final PEG-3350 concentration above 20% 
did not further improve monodispersity, size, or crystal density; however, we discovered that 
modulating the stirring speed of the crystallization solution allowed us to control the formation of 
differently sized crystals (Figure 1.2). Within the range of stir-rates we tested (200-800rpm), we 
observed an increase in crystal density as stir rate increased, which was coupled to a decrease 
in the average crystal size. Crystals 50 x 50 x 50 µm or larger developed at lower stir rates, 
while crystals tended towards 15 x 15 x 15 µm at higher stir rates. In addition to modulating the 
density of the slurry, the stirring rate also affected monodispersity51. At 200 RPM, we observed 
greater variation in the size of the crystals, while at higher stir rates the crystals were more 
monodisperse, but tended to clump together.  
Next, optimized microcrystals were tested for their diffraction quality using a 
synchrotron beamline (SSRL 12-2) and exhibited Bragg peaks were visible beyond 2.0 Å 
resolution (Figure 1.9). the indexed unit cell dimensions matched those of previously published 
CypA structures27, indicating that the batch crystallization method does not have an adverse 
effect on the quality of the crystal lattice. The crystals used for this test were 50 x 50 x 50 μm, 
while typical CypA crystals used for single-crystal X-ray crystallographic structure determination 
are over 100 μm in each of their three dimensions.  
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Figure 1.2. Images of microcrystals formed in batch with constant stirring. As stir rate 
increased, the average size of the crystals decreased, and the density of the slurry increased. 
This was confirmed by assessing crystal density using a hemocytometer. 
 
Table 1.1. Sample injection parameters for serial XFEL experiments. 
 MESH Injector LCP Cellulose 
Sample Flow Rate 0.3 µL / min .088 µL / min 0.625 µL / min 
Capillary Diameter 250 µm 50 µm 75 µm 
Linear Jet Velocity Not determined 0.75 mm / s 9.43 mm / s 
Electric Field ~3000 V/cm 0 V/cm 0 V/cm 
Pressure <20 PSI ~8500 PSI ~3200 PSI 
Delivery Matrix As crystallized LCP-like lipid mixture 20% Hydroxyethyl 
cellulose 
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Serial X-ray Crystallography - Microfluidic Sample Delivery and Data Collection  
We used CypA microcrystal slurries to perform several different types of serial 
crystallography experiments, all conducted in ambient atmosphere, in order to assess the 
performance of different methods of microfluidic sample delivery, and to determine whether the 
conditions created in the injector alters the outcome of the structural measurements. 
Specifically, we tested two different types of microfluidic sample injectors, one which utilizes the 
principle of electrospinning to form a microfluidic stream19, and another that performs high-
pressure microextrusion of crystals embedded in a viscous material20. Because the 
microextrusion method requires that samples are extremely viscous, we tested three different 
viscogens as additives to our CypA samples. Thus, a total of four unique experimental 
conditions were explored. 
The first injector system we implemented, in an experiment conducted at the MFX 
endstation of the XFEL at the Linac Coherent Light Source (LCLS), is referred to as the 
microfluidic electrokinetic sample holder (MESH). This device relies upon the principle of 
electrospinning to break the surface tension of the crystal slurry and drive it into a microjet as it 
exits the tip of a capillary19. Within the MESH system, gentle pressure (less than  20 PSI) from a 
syringe pump drives crystals through a capillary (250 µm i.d.) toward the X-ray interaction point, 
and application of approximately 3000 V of electrostatic potential (Table 1.1) across the sample 
stretches the liquid into a thin jet as it emerges from the capillary tip. Although our crystals were 
much smaller than 250 µm, they had a tendency to cluster together (Figure 1.2), so we used a 
capillary with a relatively large internal diameter to avoid clogging. A full description of the 
optimal operating parameters for our experiment using the MESH is provided in Table 1.1. 
During this experiment, the position and physical dimensions of the Taylor cone and microfluidic 
jet formed by electrospinning (Figure 1.10) had a tendency to fluctuate. However, by positioning 
the injector so the X-ray beam was at the approximate position where the liquid within the Taylor 
cone accelerated and became the jet, we were able to collect data at a hit rate of approximately 
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19% and an indexing rate of 63% (Table 1.2). Moving the injector so that the beam was pointed 
at the jet itself resulted in an unacceptably low hit rate (<1%), and moving the injector so that 
the beam was positioned at a more stable, but thicker, region of the Taylor cone resulted in 
extremely high background scattering due to the excessive volume of solvent in the beam path. 
The second type of microfluidic sample injector we implemented for our experiments 
was a viscous extrusion system. Several variations on this device have been created, all of 
which operate using high pressure to extrude a viscous crystal slurry through a capillary, which 
is stabilized by a sheath gas to form a relatively slow-moving column of material as it exits the 
capillary at the X-ray interaction point20. Within the injector, crystals were exposed to pressures 
as high as 8500 PSI (Table 1.1), with no electrostatic potential. Given the high operating 
pressures of these injectors, we experienced no issues with clogging, so we used a 50 µm 
capillary to minimize sample consumption. Because these injector systems require that the 
sample be much more viscous than our CypA crystal slurries, their use required that we add 
viscogens, or “carrier media,” to our samples after crystallization but prior to injection. We 
experimented with three different types of carrier media: lipidic cubic phase (LCP) formed from 
monoolein, hydroxyethyl cellulose, and polyethylene oxide (PEO). Carrier media solutions were 
prepared independently and were mixed with crystal slurries to embed the microcrystals in the 
viscous material immediately prior to loading samples into the injector reservoirs. For LCP and 
PEO, the carrier media and crystal slurries we prepared in separate glass syringes, and mixed 
through a coupling device, while samples containing cellulose were prepared by mixing crystal 
slurry and carrier medium on a glass surface using a spatula52. Visual inspections, using a 
microscope equipped with a cross-polarizer, confirmed that while it seems harsh, the process of 
mixing CypA microcrystals into viscous material does not visibly damage them. Crystal slurries 
prepared with LCP and PEO carrier media were delivered to the XFEL interaction point of the 
MFX endstation at the Linac Coherent Light Source (LCLS) using an injector device developed 
by20. Crystal slurries prepared with hydroxyethyl cellulose were delivered to the XFEL 
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interaction point of the SPring-8 Angstrom Compact Linear Accelerator (SACLA), using an 
injector setup similar that used in studies Photosystem II14,53,54. We observed that samples 
prepared with both LCP and hydroxyethyl cellulose formed microfluidic jets that were highly 
stable and maintained consistent physical dimensions for long periods of time, allowing efficient 
data collection. We obtained an average hit rate of 20% and an indexing rate of 30% for our 
experiment with LCP as the carrier medium, and we obtained an average hit rate of 20% and an 
indexing rate of 75% for our experiment with cellulose as the carrier medium (Table 1.2). On the 
other hand, and in contrast to reports by55, we were unable to obtain useful data when PEO was 
used as the carrier medium. Samples prepared using PEO did not form stable jets, but instead 
formed droplets at the tip of the injector nozzle, which grew to a critical mass and then slowly 
dripped toward the X-ray interaction point and became unstable in the sheath gas. This problem 
persisted, despite considerable effort to optimize the sample and sheath gas flow parameters, 
and attempting to use both helium and nitrogen as the sheath gas. 
 
Table 1.2. Crystallographic statistics for data collection. Statistics for the highest-resolution 
shell are shown in parentheses. 
 XFEL MESH XFEL LCP XFEL Cellulose 
X-ray Source LCLS-MFX LCLS-MFX SACLA-BL2 
Photon Energy (keV) 9.4 9.5 10 
X-ray pulse duration 
(fs) 
~50 ~45 ~10 
photons/pulse ~1*1012 ~2.5*1012 ~1*1011 
Repetition Rate (Hz) 10 10 30 
Hit Rate (%) 19 20 20 
Indexing Rate (%) 63 30 75 
No. of Images 18358 11821 23947     
Resolution Range 20.0-1.62 
(1.65-1.62) 
20.0-1.65 
(1.68-1.65) 
20.0-1.56 
(1.58-1.56) 
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 XFEL MESH XFEL LCP XFEL Cellulose 
Space Group P212121 P212121 P212121 
Unit Cell 43.32±0.11 Å 
52.94±0.09 Å 
89.87±0.21 Å 
90° 90° 90° 
43.10±0.18 Å 
52.65±0.13 Å 
89.29±0.26 Å 
90° 90° 90° 
43.00±0.26 Å  
52.60±0.23 Å 
89.20±0.37 Å 
90° 90° 90° 
Total Reflections 5928801 
(37371) 
2477563 
(11714) 
7874934 
(59803) 
Multiplicity 224.08 (28.81) 98.90 (9.63) 261 (40.5) 
Completeness (%) 99.95 (100) 99.89 (99.92) 100 (100) 
Mean I/sigma(I) 5.312 (0.747) 4.062 (1.076) 7.91 (1.46) 
Wilson B-factor 20.21 19.84 24.82 
R-split 8.3 (28.4) 14.9 (54.3) 7.94 (66.0) 
CC-int 99.3 (86.5) 94.5 (56.7) 99.3 (58.6) 
Software cctbx+cxi.merge cctbx+cxi.merge CrystFEL 
 
 
In addition to assessing the data quality under different sample delivery conditions, we 
also wanted to determine whether the different types of sample delivery methods bias the 
orientation of the crystals as they are delivered to the X-ray beam (Figure 1.11). Because serial 
crystallography methods assume that crystals are delivered to the beam in random orientations 
in order to sample all of reciprocal space, the extent to which this is not true limits the efficiency 
of the experiment. We found that for the MESH data set, crystals do not appear to have an 
orientation bias as they are delivered to the X-ray beam, while the data set collected using LCP 
as a carrier medium for a viscous extrusion injector showed significant orientation bias.  
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Serial X-ray Crystallography - Data Quality and Atomic Structure are Robust Across Sample 
Delivery Strategies 
Following data collection, the individual data sets were processed, and the reduced data 
were compared, revealing that the high-quality diffraction typical of CypA crystals is consistent 
across the different sample delivery methods that we implemented in our serial crystallography 
experiments. Raw diffraction images collected at LCLS (MESH and LCP conditions)  were 
indexed and integrated using dials.stills_process32, and the individual measurements were 
merged (with post-refinement) using cxi.merge34. Raw diffraction images collected at SACLA 
(cellulose condition) were indexed, integrated, and merged using CrystFEL, following hitfinding 
with Cheetah. We used different software to process data obtained at different XFEL light 
sources because we observed that optimal software performance generally depends on 
idiosyncratic features of the experimental endstations, such as detector behavior and spectral 
characteristics of the X-ray pulses. The data sets were comprised of 18358, 11821, and 23947 
indexed diffraction images each for the MESH, LCP, and cellulose samples respectively. The 
large number of indexed patterns used to construct each data set resulted in very high 
completeness and multiplicity, and CypA crystals diffracted to high resolution under all three 
delivery strategies (Table 1.2). The diffraction resolution of the data sets reported here fall 
within the range of resolutions reported for CypA structures solved using large crystals and 
rotation geometry, and the modest differences in maximum resolution (1.65-1.56 Å)  between 
the data sets are likely due to differences in the number of indexed patterns contributing to each 
data set, rather than to significant differences in the quality of diffraction under the three distinct 
sample delivery conditions. Statistical metrics reflecting the measurement precision and 
strength of the diffraction signal were favorable for all data sets, indicating that none of the 
delivery methods compromised the integrity of the crystal lattice (Table 1.2).  
Using the reduced data sets, we performed molecular replacement to calculate initial 
phases, followed by iterative cycles of model building and atomic refinement to determine the 
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structure of CypA under each of the different sample delivery conditions. After molecular 
replacement and before the initial cycle of manual model building, we applied random 
perturbations (σ = 0.5 Å) to the atomic coordinates and refined them against the X-ray data in 
order to eliminate any effect of model bias that might arise from using the same molecular 
replacement search model for the three independent structures. We performed iterative rounds 
of model building and atomic refinement until the procedure reached convergence, and found 
that the models we obtained from each of the three experiments were of comparable statistical 
quality in terms of their fit to the experimental data and overall geometry (Table 1.3).  We 
discovered that the method of sample delivery in each of the three serial crystallography 
experiments has minimal impact on the average structure of CypA; however, the three individual 
structures are not identical. 
 
Table 1.3. Statistics for X-ray model refinement. Statistics for the highest-resolution shell are 
shown in parentheses. 
 XFEL MESH XFEL LCP XFEL Cellulose 
Resolution Range 
19.91-1.62 
(1.72-1.62) 
17.43-1.65 
(1.75-1.65) 
19.9-1.56 
(1.64-1.56) 
Unique Reflections 26445 (4324) 25034 (4076) 29528 (4159) 
Reflections used in 
Refinement 
25,613 (4189) 
 
24247 (3950) 28,598 (4027) 
Reflections used for 
R-free 
832 (135) 787 (126) 929 (132) 
R-work 0.1362 (0.2398) 0.1434 (0.2316) 0.1348 (0.2376) 
R-free 0.1569 (0.2455) 0.1671 (0.2367) 0.1509 (0.2804) 
Number of non-
hydrogen atoms 
1522 
 
1558 1551 
     macromolecules 1383 1399 1401 
Protein residues 163 163 163 
RMS (bonds) 0.005 0.004  0.015 
RMS (angles) 0.844 0.656 1.298 
Ramachandran 
favored (%) 
96.89 96.89 96.89 
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 XFEL MESH XFEL LCP XFEL Cellulose 
Ramachandran 
allowed (%) 
3.11 3.11 3.11 
Ramachandran 
outliers (%) 
0.00 0.00 0.00 
Rotamer outliers (%) 0.68 2.68 0.00 
Clashscore 3.24 1.43 1.78 
Average B-factor 26.29 26.78 29.62 
     macromolecules 24.78 25.29 28.02 
PDB ID 6U5C 6U5D 6U5E 
Ensemble Refinement 
R-work 0.1241 0.1304 0.1296 
R-free 0.1477 0.1517 0.1512 
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Figure 1.3. Comparison of the 2mFoFc map and the refined multi-conformer model 
produced from each serial XFEL experiment. Maps were visualized at multiple contour levels 
to show evidence for alternative conformations. Following multi-conformer refinement, 
ensembles were generated from each model using phenix.ensemble_refine. In the right panel, a 
histogram of the Chi1 angles for residue 113 is plotted for the ensemble. Multi-conformer 
models plus maps, and the distribution of Chi1 angles across the ensemble models are similar 
for all three XFEL data sets.  
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Pairwise alignment of the three structures and comparison of atomic coordinates 
revealed that for each pair of structures, the root-mean-squared deviation (RMSD) of atomic 
positions is less than 0.1 Å (Table 1.4). Conformational heterogeneity of a key network of 
residues in CypA that extends from the core of the protein to the active site has been studied 
previously using ambient-temperature crystallographic experiments.  Rotameric exchange of 
residues in this network, which includes R55 (the catalytic residue), M61, S99, and F113, is 
required for enzymatic turnover26,56. Notably, all three of our serial datasets revealed evidence 
for multiple conformations of these residues (Figure 1.3). Small differences between the 
structures existed as differences in rotamers (or mixtures of rotamers) for side chains with 
generally weak electron density, such as Met61.  
 
Table 1.4. All-atom RMSD values for comparison of the three serial crystallography 
structures. 
Pair RMSD 
MESH/LCP 0.048 Å 
MESH/Cellulose 0.063 Å 
LCP/Cellulose 0.069 Å 
 
Furthermore, CypA’s structure did not appear to be significantly perturbed by either the 
electric field within the MESH jet, or by the high pressures within the LCP injector used for the 
LCP and Cellulose datasets (Figure 1.3). Local features within the models matched the maps 
well, with only subtle differences noticeable in the maps. Model statistics were similar across all 
three datasets, only the average B-factor differed between appreciably between datasets (Table 
1.3). Comparing the normalized atomic B-factors of atoms within each structure (Figure 1.12) 
revealed that the increase in the average was not due to any localized change in conformational 
heterogeneity, but instead resulted from a global increase in the refined B-factors. These global 
differences in atomic B-factors across structures could be due to varied perturbation of the 
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crystal lattice (but not the molecular structure) that results from exposure to different sample 
delivery conditions, or due to small differences in the data processing parameters. When the 
structure was expanded to an ensemble, the resulting multiconformer models settled into nearly 
equivalent minima, confirming the similarity of the three datasets (Figures S5 & S6).  
 
 
Figure 1.4. MicroED Data collection. CypA crystals were deposited on a copper grid with an 
amorphous carbon support material and frozen in vitreous ice (left). A single crystal (highlighted 
in a red box in image 1) is shown at various stages (1-6) of the FIB milling process. The edge of 
the final crystalline lamella is denoted with a red arrow in image 6. Also shown is the intensity 
weighted reciprocal lattice (right) representing the MicroED data that was collected from the 
single crystal shown in the left panel. 
 
MicroED - Grid Preparation and Data Collection 
In order to obtain CypA microcrystals on copper grids, suitable for MicroED data 
collection, we tested several sample preparation strategies. The ideal crystal thickness for 
MicroED samples is approximately 300-500 nm25, which is smaller than any crystal that is 
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visible using light microscopy. First, we prepared grids using a CypA microcrystal slurry 
containing visible crystals on the order of 10 um, with the hope that this sample would also 
contain much smaller crystal fragments that would be acceptable for data collection. We 
examined this sample in the microscope and observed only large (several microns or larger) 
microcrystals on the grid. As a next step, we attempted to reduce the size of the CypA 
microcrystals using several physical agitation methods, including vortexing and crushing the 
crystals using either a pipette tip or glass beads. Samples exposed to physical agitation were 
used for grid preparation and were examined under the microscope, again revealing an 
absence of suitably sized crystals for data collection. Attempts to improve the grid preparation 
by changing the glow discharge and blotting methods also did not result in suitable samples. We 
hypothesize that difficulties in preparing grids with sub-micron sized CypA crystals result from a 
combination of the crystals’ surface properties and the strong lateral forces that are introduced 
by the blotting process, which could pull small crystals off of the grid. We note that we used only 
grids with amorphous holey carbon supports, and did not attempt to prepare samples using 
grids with more exotic support materials, such as gold or graphene oxide. 
Because we were unsuccessful in preparing samples for MicroED using traditional 
methods of applying crystals to grids, we turned to a method that utilizes a focused ion beam 
(FIB) to mill larger crystals down to an appropriate thickness. We observed that crystals larger 
than several microns were able to stick to the holey carbon grids, we prepared a frozen grid with 
crystals that were approximately 5 x 5 x 5 µm to 20 x 20 x 20 um. Prior to MicroED data 
collection in the transmission electron microscope (TEM), the frozen samples were loaded into a 
scanning electron microscope (SEM) equipped with a gallium ion FIB. A single crystal, 
approximately 20 x 20 x 20 µm was identified in the SEM and was subsequently FIB-milled to 
form a crystalline lamella that was approximately 200 nm thick (Figure 1.4). The grid containing 
the lamella was then transferred to the TEM for MicroED data collection. Three separate data 
sets were collected from unique regions of the lamella, two of which were merged to produce 
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the final reduced data set that was used for structure determination. Inclusion of the third data 
set degraded the quality of the merged data. Also, because the rotation range of the microscope 
stage is restricted, and the crystal orientation was the same for all three data sets due to the fact 
that they were collected from a single lamella, the final merged data set suffered from a missing 
wedge of reciprocal space (Figure 1.4 and Figure 1.14) and had an overall completeness of 
86%. Bragg peaks were measured out to 1.9 Å, but integrating data beyond the 2.5A cutoff that 
we implemented resulted in poorer data quality. Additional information about the quality of the 
merged MicroED data is provided in Table 1.5. 
 
Table 1.5. Crystallographic statistics for MicroED data. Statistics for the highest-resolution 
shell are shown in parentheses. 
 MicroED 
No. of Images 135 
Resolution Range 
30.5-2.50 
(2.57-2.50) 
Space Group P 212121 
Unit Cell 
42.40 Å 
53.40 Å 
87.76 Å 
90° 90° 90° 
Total Reflections 22370 (1668) 
Multiplicity 1.95 (1.94) 
Completeness (%) 86 (87.3) 
Mean I/sigma(I) 3.23 (1.01) 
Wilson B-factor 35.53 
R-meas 24.9 (87.7) 
CC 1/2 95.2 (44.8) 
Unique Reflections 6236 (608) 
Reflections used in 
Refinement 
6236 (608) 
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 MicroED 
Reflections used for 
R-free 
213 (22) 
R-work 0.1854 
R-free 0.2237 
Number of non-
hydrogen atoms 
1280 
     macromolecules 1248 
Protein residues 163 
RMS (bonds) 0.011 
RMS (angles) 0.754 
Ramachandran 
favored (%) 
96.27 
Ramachandran 
allowed (%) 
3.73 
Ramachandran 
outliers (%) 
0.00 
Rotamer outliers (%) 0.76 
Clashscore 0.41 
Average B-factor 30.60 
     macromolecules 30.97 
PDB ID 6U5G 
Ensemble Refinement 
R-work 0.2351 
R-free 0.2587 
 
CypA Structure Determination from MicroED Data 
After merging the integrated MicroED data to obtain a high-quality data set, we 
implemented the exact same structure determination procedure as was used for analysis of the 
serial X-ray diffraction data sets. Specifically, we performed molecular replacement followed by 
application of random coordinate perturbations, and then iterative model building and refinement 
until the Rwork and Rfree values converged and no additional improvements to the model could 
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be made. Analysis of the CypA crystal structure determined by MicroED revealed two notable 
features. 
First, during the indexing stage of the data reduction procedure, we observed that the 
unit cell had unusual dimensions (Figure 1.5). Specifically, while the crystallographic a and c 
axes match well to those of other CypA structures determined at cryogenic temperatures, the b-
axis is approximately 1% longer than the corresponding axes in typical CypA structures 
determined at “physiological” (>260 K) temperatures. Because of indexing challenges resulting 
from the systematic incompleteness of the data (14% of predicted observations missing), such 
as the inability to observe reciprocal lattice points along the principal k and l axes within the 60 
degree wedge that we measured (Figure 1.4), we took several additional steps to ensure that 
the unit cell was indexed accurately and that the space group symmetry was correctly assigned. 
To address the possibility that an optical distortion in the microscope or challenges related to 
the flatness of the Ewald sphere57 could lead to incorrect measurement of unit cell dimensions, 
we performed a structure refinement procedure that also simultaneously refined the coordinates 
and the lengths of the unit cell axes58 using REFMAC559,60. This procedure resulted in refined 
unit cell dimensions that were similar to the input (Table 1.6), without improvement in Rwork 
and Rfree, indicating that the refined unit cell does not result in a model that is more consistent 
with the measured intensities. To confirm that the elongation of the b-axis does not also break 
the crystallographic P212121 space group symmetry, we reduced the raw data three separate 
times in space group P21. In each of these three data sets, the two-fold symmetry operation was 
preserved along a different crystallographic axis (i.e. P2111, P1211, and P1121 relative to the 
parent P212121). Refinement of the CypA structure against the data with lower symmetry 
produced models with worse overall quality than when the data were reduced in space group 
P212121, confirming the validity of the space group assignment.  
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Figure 1.5. Comparison of unit cell dimensions across data collection strategies. 
Published structures are provided as a reference for the effect of temperature upon unit cell 
dimensions. The unit cells measured using serial XFEL experiments resemble data from 
published room temperature structures. A FIB-milled crystal used for MicroED revealed 
dimensions that were unique from the unit cell compression normally seen in cryogenic X-ray 
data. 
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The second notable observation that we made about the crystal structure determined by 
MicroED is that, while the unit cell is distorted relative to other CypA structures, the structure of 
the molecule within the unit cell is essentially the same as for X-ray structures that were 
determined using cryocooled crystals (PBD ID 3K0M), RMSD = 0.22 Å. Structures of CypA 
determined from cryocooled crystals, using both X-ray and MicroED, lack key conformations 
that are visible in their ambient temperature counterparts. In particular, ambient temperature 
structures of CypA reveal alternative conformations of an important network of amino acid side 
chains (the catalytic residue R55, as well as M61, S99, and F113), while structures determined 
using cryocooled samples, including the MicroED structure presented here, reveal only a single 
conformation of these side chains (Figure 1.6). Truncating the resolution of room temperature 
X-ray data sets to match the MicroED resolution limit and generating electron density maps 
revealed that the loss of the alternate conformation in the maps calculated from MicroED data 
could not be attributed to the differences in resolution (Figure 1.15). 
 
 
Figure 1.6. Visualization of the 2mFoFc map and the refined model measured from a FIB-
milled crystal using MicroED. The conformation of residues coupled to the catalytic site 
resembles structures previously solved under cryogenic conditions using X-ray crystallography 
(PDB ID 3K0M). For some regions of the structure, the cryogenic X-ray and MicroED structures 
are indistinguishable. A previously published multi-conformer model produced from data 
acquired at room temperature is provided for comparison (PDB ID 3K0N). Following refinement, 
ensembles were generated using phenix.ensemble_refine. In the right panel, a histogram of the 
Chi1 angles for residue 113 is plotted for the ensemble. All members of the ensemble adopted 
the same rotameric position as previous cryogenic structures.  
 
32 
Effect of Experimental Conditions on Unit Cell Dimensions 
Comparing the structures that we determined using different microcrystallography 
techniques revealed that the unit cell dimensions of the CypA crystals were noticeably affected 
by the conditions required for each of the different experiments (Figure 1.5). The three serial X-
ray datasets closely resemble previous room-temperature data collected under traditional 
rotation conditions. Additionally, we observed that for sample delivery methods that involve 
embedding the crystals in a viscous carrier medium (LCP or cellulose), the unit cell tended to be 
slightly smaller than for experiments that do not require such additives (MESH). Average unit 
cell dimensions for the LCP and cellulose data sets were approximately 0.5-0.7% smaller than 
for the MESH data set, and the small differences between these average values were found to 
be statistically significant using one-way ANOVA and post-hoc Tukey tests (Table 1.7). We 
hypothesize that the observed shrinkage of the unit cell could be due to crystal dehydration. The 
MicroED data revealed a previously unreported unit cell, with an expanded b-axis relative to any 
other CypA structure that has been reported (Figure 1.5). The unit cell was different from both 
ambient temperature (PDB ID 3K0N) and cryogenic (PDB ID 3K0M) X-ray structures, and 
matches most closely to a structure determined at 240 K (PDB ID 4YUJ). The unusual unit cell 
observed in the MicroED experiment is not the result of measurement error (Table 1.6), and we 
hypothesize that it could be the result of cooling the crystals in ethane, rather than nitrogen, or 
could be caused by the grid blotting procedure or FIB-milling, both of which are unique to 
MicroED. Despite the small variations in crystal packing that cause changes in unit cell 
parameters for structures determined using different methods, the refined coordinates of CypA 
molecules themselves are consistent. 
 
Discussion 
The ability to measure diffraction signals from ever smaller crystal samples has enabled 
a variety of new and innovative experiments in macromolecular crystallography, however there 
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is still a relative absence in the literature of practical guidelines for optimizing 
microcrystallography experiments. The work we present here attempts to address this 
knowledge gap, by providing a detailed description of how we optimized the growth of 
cyclophilin A (CypA) microcrystals and measured their diffraction using two emerging 
microcrystallography techniques, serial XFEL crystallography and microcrystal electron 
diffraction (MicroED). Our results compare and contrast serial X-ray and MicroED 
methodologies, and highlight some important considerations and pitfalls that might be 
encountered during preparation of microcrystalline samples for the respective experiments. 
Because we measured MicroED data from only a single crystal, we focus our comparison on 
technical issues related to sample preparation and ease of data collection. Consequently, this 
case study provides a roadmap for experimenters who are interested in performing structural 
measurements using crystalline samples with dimensions on the scale of nanometers to 
microns.  
For decades, macromolecular crystallographers have strived to grow large (hundreds of 
microns) single crystals that can be used for crystallographic measurements using rotation X-
ray methods, but new data collection methods such as serial X-ray crystallography and MicroED 
require the reliable formation of crystals that are much smaller, typically hundreds of 
nanometers to tens of microns. Precise control of crystal size over this range is challenging, and 
others have developed methods that employ specialized equipment for in situ light scattering 
measurements to evaluate crystal size in real time61,62 and halt crystallization as it progresses. 
Instead, our work with CypA demonstrates a simple, alternative method for controlling the size 
of crystals during batch growth. Starting from crystallization conditions identified by microbatch 
screening in 96-well plates, we scaled up the crystallization volume and introduced agitation (by 
stirring) to control the crystal size. We observed that at higher stir rates (i.e. more agitation) 
crystals tend to be smaller and more concentrated in the resulting slurry. We speculate that 
stirring fractures the crystals when they reach a critical size, which exerts control over the 
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crystal dimensions and also actively introduces seeds into the slurry. For CypA, we found that 
batch crystallization with stirring could be used to generate relatively monodisperse crystal 
slurries, in milliliter volumes, with crystal sizes in the range of microns to hundreds of microns. 
We believe that the batch stirring protocol is likely to be useful for a variety of crystal systems 
beyond CypA, however it may have limited utility for crystal systems that are more susceptible 
to physical damage. 
With the ability to create large batches of CypA crystals, we could perform serial X-ray 
crystallography experiments at XFEL light sources, which generally consume a large amount of 
sample. We utilized CypA microcrystal slurries, prepared in an identical fashion, to evaluate 
several commonly used, injector-based sample delivery strategies, including both 
electrospinning and viscous extrusion using two types of crystal carrier media. These delivery 
strategies exposed the crystals to extreme experimental conditions, including strong electric 
fields, high pressures, and unusual carrier media. Crystal structures determined using each 
method revealed how conditions imposed by the different sample delivery systems perturbed 
either the crystal lattice or the protein structure.  
We first observed that the different sample delivery methods produce measurable 
differences in the distributions of unit cell axis lengths for CypA microcrystals. Crystals 
measured using the MESH device (electrospinning) tended to have longer a, b, and c axes than 
crystals measured using viscous carrier media. This could result from dehydration of the 
crystals by the viscogens (LCP or cellulose), which reduce the relative humidity of the 
crystallization mother liquor, or from the high pressures required to extrude the viscous carrier 
media through the injectors. The magnitude of the change in unit cell parameters across 
different sample delivery methods is similar to that which is observed for crystal cryocooling 
(Figure 1.5). Additionally, we observed that crystals delivered using the MESH (electrospinning) 
device tended to be oriented more randomly than crystals delivered in a viscous carrier such as 
LCP (Figure 1.11). In the case of our CypA crystals, the dihedral space group symmetry 
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prevents the crystals from having a dipole moment that could cause them to assume a preferred 
orientation in the electric field introduced by the MESH injector. On the other hand, the slightly 
elongated crystal morphology led to orientation bias in the high-viscosity injector system, likely 
due to shear forces resulting from the flow of the highly viscous liquid and the narrower inner 
diameter of the capillaries used in that device relative to the MESH. We expect that crystals with 
different properties, such as polar space group symmetry or more isotropic morphologies, would 
have different behaviors with respect to preferred crystal orientation in the various injector 
systems.  
Despite differences in unit cell parameters and preferred crystal orientations, the overall 
quality of the reduced data sets resulting from each of the serial X-ray experiments were 
generally equivalent (Table 1.3). A notable inconsistency is that the CC1/2 and R-split values 
for the LCP data set are slightly worse than for the other two data sets. This could be due to the 
fact that the LCP data set contains the least images, or it could result from the high background 
created by X-ray scattering from the LCP matrix. The low resolution signal is not as strong 
relative to the high resolution signal for the LCP data set relative to the others, which we believe 
supports the latter hypothesis. 
Atomic models generated from the three data sets were also strikingly similar (Table 
1.4). Isomorphous difference maps (Fo-Fo) are a very sensitive method for detecting subtle 
changes in molecular structure, and we found that calculating such maps using pairs of serial X-
ray data sets did produce strong (>3.0σ) peaks (Figure 1.17). The refined coordinates showed 
that these difference peaks corresponded to changes in atomic positions on the order of 0.1Å or 
less, which are not significant with respect to the interpretation of structure-function relationships 
at this resolution. We also utilized a multi-conformer ensemble refinement approach as a way to 
assess the level of heterogeneity (model variance) that was present in each of the data sets. 
Our analysis focused on a network of catalytically-important residues, which are known to be 
dynamic26,56. We observed that within the catalytic network, the refined ensembles reflect a 
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similar level of heterogeneity across the different structures (Figure 1.13), which is generally 
supported by the correlations in the B-factors derived from standard refinements (Figure 1.12). 
We did, however, observe that the ensemble derived from the MESH data shows enhanced 
heterogeneity relative to the other two data sets for a loop region including residues 69-74 
(Figure 1.16). The conformation of this loop is stabilized by a key charged residue (R69)63, 
which may be perturbed by the electric field. While it has been shown that electric fields can be 
used to perturb conformational dynamics in proteins64, we expect that the effect should be 
minimal in our MESH experiment, because the crystals are randomly oriented relative to the 
applied electric field, and the field is more than two orders of magnitude less than those that are 
intentionally used for perturbing conformational dynamics64.  
Our results show that the choice of microfluidic sample delivery method has a minimal 
effect on the static crystal structure of CypA. Consequently, the choice of sample delivery 
method for a serial X-ray crystallography experiment should be selected based on practical 
considerations related to the experiment, such as the requirement for a laser perturbation or 
mixing in a time-resolved experiment. We note that an important aspect of microfluidic sample 
delivery that has not been rigorously explored is whether the effects of pressure or electric fields 
might have a time-dependent component as microcrystals exit the injector device and pass 
through the X-ray interaction region.  
In addition to serial X-ray crystallography, MicroED also offers the ability to determine 
macromolecular structures at high resolution using very small crystals with moderate solvent 
content. In stark contrast to serial X-ray crystallography experiments, which require hundreds of 
milligrams of protein and milliliters of microcrystal slurries, MicroED lies at the other extreme, 
allowing crystal structure determination with as little as a single microcrystal. Additionally, 
MicroED experiments have a significant advantage in that they are much more accessible than 
experiments performed at XFELs, and require a substantially lower investment of time and 
resources. Using CypA crystals derived from our batch protocol, we encountered several 
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challenges in preparing appropriately-sized microcrystal samples on grids for measurement in 
the TEM. MicroED requires extremely small crystals, ideally less than 500 nm thick25, and we 
encountered difficulties in getting such small CypA crystals to remain on the grids after blotting 
away excess solvent. This may be due to the specific surface chemistry of CypA crystals or may 
be a more general trend of high solvent content crystals. As a result, we turned to a recent 
development in sample preparation that is widening the scope of MicroED by enabling 
measurements from crystals that are initially tens of microns thick, by utilizing a FIB-milling 
process to machine large crystals into thin lamellae that are optimal for MicroED 
measurements24. The FIB-milling procedure allowed us to determine the structure of CypA by 
MicroED using a single crystal that was initially (before milling) similar in size to those which we 
used for serial X-ray experiments. We observed that the MicroED crystal structure of CypA had 
a slightly distorted unit cell relative to other reported CypA structures, and we hypothesize that 
this could be due to the damage from either blotting or FIB-milling, however more rigorous 
studies will be required to evaluate the specific effects of these sample prep procedures on 
MicroED structures. The sensitivity of the CypA crystals during preparation for MicroED could 
be related to their high solvent content. Our structure of CypA has the highest solvent content of 
any non-membrane protein MicroED crystal structure determined to date using three-
dimensional crystals (Figure 1.7), demonstrating how improved sample preparation is 
expanding the technique to include more challenging crystal systems.  
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Figure 1.7. Survey of MicroED datasets deposited on the PDB. Structures determined from 
3D crystals are shown as orange points, and CypA is shown as a green point. The highest 
solvent content point is 3J7T, which is a membrane protein. 
 
Our evaluation of modern protein microcrystallography techniques reveals that MicroED 
and serial X-ray crystallography are complementary methods for structural biology65. The 
optimal experimental method for a microcrystallography experiment will depend upon various 
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aspects of the macromolecular system that is being studied. For determination of static, low-
energy macromolecular structures, MicroED has substantial advantages over serial X-ray 
crystallography in terms of sample prep requirements, quantity of material required, and ease of 
data collection. However, while serial X-ray crystallography experiments require large amounts 
of sample, specialized equipment that is only available at select X-ray lightsources, and 
substantial optimization of sample delivery parameters, they also have their advantages. 
Importantly, serial X-ray measurements are performed at ambient temperature and can reveal 
physiological conformational ensembles of the crystallized molecules. On the other hand, we 
compared our MicroED structure to a cryogenic X-ray structure of CypA (3K0M), and observed 
that it was nearly identical and suffered from the same temperature-dependent reduction in 
conformational heterogeneity (Figure 1.6). Because cooling rate is related to crystal size66, it 
remains to be seen whether MicroED experiments using very small crystals (hundreds of 
nanometers) might capture a more physiological conformational ensemble. Our data do not 
shed light on this question, since the crystals used in our experiments were approximately 20 x 
20 x 20 µm at the time of freezing, before they were FIB-milled to an appropriate thickness. 
Finally, we note that for CypA, as well as other examples from the literature including 
lysozyme9,10 and proteinase K67, refinement R-factors are much higher and resolutions are 
generally lower for MicroED structures than for X-ray structures. In our case, some of this might 
be improved by collecting more complete data over multiple FIB-milled crystals. However, more 
generally, we expect that this discrepancy will only improve as we gain a better understanding 
of how electrons interact with macromolecular crystals and develop data analysis software that 
handles processing of MicroED data and refinement of structural models based on electron 
scattering more appropriately. 
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Supplementary Figures 
 
Figure 1.8. CypA Macrocrystal. Previously, CypA crystallization conditions were optimized to 
produce very large single crystals. The pictured crystal (viewed using a cross-polarizer) was 
over 1 mm long and was visible to the naked eye. 
 
 
Figure 1.9. Image of microcrystals on a Mitegen micromesh grid (left) and the subsequent 
diffraction from one of these crystals (right). Crystals were 20-50 µm in all dimensions, and 
diffracted to the edge of the detector at 1.59 Å. 
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Figure 1.10. Images of jets delivering microcrystal slurries to the XFEL interaction point 
(red “x” in each image). Minimal viscogens were added to the crystalline slurry for the MESH 
injector system. When using a viscous extrusion type of injector, a variety of carrier media were 
tested, including LCP, Cellulose, and PEO. 
 
 
Figure 1.11. Maps of crystal axis (A, B, C) orientations from the MESH data collection (left 
panel) and from the LCP data collection (right panel). Axis orientations (in polar coordinates) for 
individual crystals are depicted as yellow spots, and the background color reflects the frequency 
with which a particular orientation was observed. A subset of each dataset is shown for visual 
clarity. The orientations appear evenly distributed for the MESH data, with no major bias 
introduced by the electric field created by the injection system. The viscosity of the LCP carrier 
media appears to have induced an orientation bias, but did not prohibit collection of a complete 
dataset with high redundancy. 
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Figure 1.12. Raw (top) and normalized (bottom) B-factor per residue across data sets. A 
previously published structure solved at room temperature using rotational collection from a 
single crystal (PDB ID 3K0N) is provided for reference. Most variation is systematic, and thus is 
removed by normalization.  
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Figure 1.13. Visualization of the ensemble of conformers generated via 
phenix.ensemble_refine for the three serial XFEL datasets. The analysis focuses on a network 
of amino acid side chains that are known to be dynamic and important for function. In the top 
panel, the ensemble model for the cellulose dataset is displayed. Sticks are shown for the 
residues of interest (R55, M61, S99, F113), while the backbone is displayed as a ribbon for the 
rest of the structure. In the bottom panel, histograms of the distribution of chi1 angles are plotted 
for each of the four residues from the respective ensemble. Pairwise chi-square analysis 
revealed no significant differences between the rotamer distributions. 
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Table 1.6. Results of data indexing with XDS and unit cell refinement with REFMAC5. 
Unit cell axis a b c 
XDS indexed (merged) 42.40 53.40 87.76 
XDS indexed (std. dev.) 0.05 0.03 0.06 
REFMAC5 refined 42.56 53.56 88.07 
 
 
Table 1.7. Quantitative comparison of unit cell distributions across XFEL datasets. One-
way ANOVA with post-hoc Tukey HSD tests revealed that all three datasets were significantly 
different across all three edges of the crystalline unit cell, as denoted by the respective p-values 
for each test. 
 A axis B axis C axis 
MESH Unit Cell 
(N = 18358) 
43.32±0.11 Å 52.94±0.09 Å 89.87±0.21 Å 
LCP Unit Cell 
(N = 11821) 
43.10±0.18 Å 52.65±0.13 Å 89.29±0.26 Å 
Cellulose Unit Cell 
(N = 23947) 
43.00±0.26 Å 52.60±0.23 Å 89.20±0.37 Å 
ANOVA p < 0.0001 p < 0.0001 p < 0.0001 
MESH vs. LCP 
Tukey HSD Post-
hoc Test 
Difference = -0.22 
95 % CI = -0.2256 to -
0.2144 
p < 0.0001 
Difference = -0.29 
95 % CI = -0.2948 to -
0.2852 
p < 0.0001 
Difference = -0.58 
95 % CI = -0.5883 to 
-0.5717 
p < 0.0001 
MESH vs. Cellulose 
Tukey HSD Post-
hoc Test 
Difference = -0.32 
95 % CI = -0.3247 to -
0.3153 
p < 0.0001 
Difference = -0.34 
95 % CI = -0.3440 to -
0.3360 
p < 0.0001 
Difference = -0.67 
95 % CI = -0.6769 to 
-0.6631 
p < 0.0001 
LCP vs. Cellulose 
Tukey HSD Post-
hoc Test 
Difference = -0.10 
95 % CI = -0.1053 to -
0.0947 
p < 0.0001 
Difference = -0.05 
95 % CI = -0.0545 to -
0.0455 
p < 0.0001 
Difference = -0.09 
95 % CI = -0.0979 to 
-0.0821 
p < 0.0001 
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Figure 1.14. MicroED data visualized on two-dimensional slices of the reciprocal lattice. 
Measured reflections are visualized in black. Missing measurements along the kl plane may 
contribute to challenges in assignment of unit cell dimensions. 
 
 
Figure 1.15. Visualization of all four datasets truncated at 2.5 Å. Comparison of the 2mFoFc 
maps and refined multi-conformer models reveals evidence for alternative conformations in the 
room temperature data (MESH, LCP, Cellulose), while cryogenic data (MicroED) supports a 
single conformer model. 
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Figure 1.16. Average RMSF per residue for each ensemble generated for the serial XFEL 
datasets. A loop containing residues 64-74 samples more conformations in the MESH 
ensemble than in the other two. 
 
 
Figure 1.17. Visualization of an Fo-Fo difference map, displayed at 3 sigma, for the LCP 
and Cellulose datasets. In the left panel the overall difference map is shown, with the 
Cellulose model visualized for structural context. In the right panel the strongest features within 
the map are visualized, with both the LCP model and the Cellulose (Cell) model visualized for 
comparison.  
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Preface 
The bulk of this work appears as Thompson et al., published in Nature Chemistry in 2019. 
When I joined the Fraser Lab I wanted to work on time-resolved temperature-jump 
investigations of protein dynamics. Michael Thompson was the leader of the temperature-jump 
project, and we hoped to conduct our experiments in the context of crystalline diffraction. 
Nonetheless, Michael and Ben Barad were also conducting temperature-jump solution 
scattering experiments as a proof of concept. Michael provided the vision and leadership, while 
Ben spearheaded the data analysis. During this work, Ben taught me how to carry out real-time 
analysis using Python. This feedback was critical because we needed to assess the 
temperature-jump during our experiment. Initially, we asked the qualitative question, “are we 
getting a temperature-jump?” Next, we asked, “what is the magnitude of the temperature-jump?” 
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As a result, I became ever more involved in the temperature-jump project, and had the 
opportunity to contribute to the work described in the following chapter. 
 
Abstract 
Correlated motions of proteins are critical to function, but these features are difficult to 
resolve using traditional structure determination techniques. Time-resolved X-ray methods hold 
promise for addressing this challenge, but have relied on the exploitation of exotic protein 
photoactivity, and are therefore not generalizable. Temperature jumps, through thermal 
excitation of the solvent, have been utilized to study protein dynamics using spectroscopic 
techniques, but their implementation in X-ray scattering experiments has been limited. Here, we 
perform temperature-jump small- and wide-angle X-ray scattering measurements on a dynamic 
enzyme, cyclophilin A, demonstrating that these experiments are able to capture functional 
intramolecular protein dynamics on the microsecond timescale. We show that cyclophilin A 
displays rich dynamics following a temperature jump, and use the resulting time-resolved signal 
to assess the kinetics of conformational changes. Two relaxation processes are resolved: a fast 
process is related to surface loop motions, and a slower process is related to motions in the 
core of the protein that are critical for catalytic turnover. 
 
Introduction 
Protein motions are critical for functions such as enzyme catalysis and allosteric signal 
transduction1, but it remains challenging to study excursions away from the most populated 
conformations2. Traditional methods that utilize X-rays for structural characterization of 
biological macromolecules, such as crystallography and solution scattering, provide high-quality 
structural information, but this information is both spatially and temporally averaged because the 
measurements are performed on large ensembles of molecules and are typically slower than 
the timescales of molecular motion2,3. To some extent, the spatial averaging inherent to X-ray 
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experiments is advantageous, because it reveals the alternative local conformations of a 
molecule that are significantly populated at equilibrium; however, structural states that are not 
significantly populated at equilibrium, such as intermediates along a conformational transition 
pathway, are effectively invisible. The temporal averaging inherent to X-ray experiments also 
results in a loss of information about how transitions between local alternative conformational 
states are coupled to one another. To gain kinetic information about molecular motion, 
researchers often turn to spectroscopic methods, but it can be difficult to correlate spectroscopic 
observables with high-resolution structural models. 
Time-resolved X-ray scattering and diffraction can overcome the limitations of traditional 
structure determination for studying the dynamics of biomolecules4–7. In these experiments, a 
fast perturbation is applied to the sample to remove it from conformational equilibrium and 
synchronize conformational changes in a significant fraction of the molecules. Ultrafast X-ray 
pulses, which are short relative to motions of interest, are then used to perform structural 
measurements in real time as the system relaxes to a new equilibrium, providing simultaneous 
structural and kinetic information at high spatial and temporal resolution. Time-resolved X-ray 
experiments can identify transiently populated structural states along a conformational transition 
pathway, and reveal kinetic couplings between conformations8. Despite this potential to provide 
a wealth of information, especially when combined with molecular dynamics simulation9–12, time-
resolved experiments have not been broadly applied by structural biologists. To date, systems 
that have been most rigorously studied are those in which a protein conformational change is 
coupled to excitation of a photoactive chromophore molecule, because the conformational 
change can be initiated with an ultrafast optical laser pulse (for example, refs. 13–18). 
Unfortunately, the number of proteins that undergo specific photochemistry as part of their 
functional cycle is small, and there is a fundamental need to develop generalized methods that 
can be used to synchronously excite conformational transitions in any protein molecule and 
expand the utility of time-resolved structural experiments19–27. 
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Protein structural dynamics are intimately coupled to the thermal fluctuations of the 
surrounding solvent (‘solvent slaving’28,29), and thermal excitation of the solvent by infrared laser 
temperature jump has been used in numerous pump–probe experiments. These experiments 
work on the principle that absorption of infrared photons excites the O–H stretching modes of 
water molecules, and the increased vibrational energy is dissipated through increased rotation 
and translation of the solvent molecules, effectively converting electromagnetic energy into 
kinetic (thermal) energy. Because this process of solvent heating and subsequent heat transfer 
to the protein is much faster than the large-scale molecular motions that define protein 
conformational changes, the sudden temperature jump removes conformational ensembles of 
protein molecules from their thermal equilibrium so that their structural dynamics can be 
measured using relaxation methods (Figure 2.1a). For example, temperature-jump 
perturbations have been coupled to ultrafast spectroscopic methods, including Fourier-transform 
infrared spectroscopy30,31, NMR32–34 and various forms of fluorescence spectroscopy35,36, for the 
study of protein folding and enzyme dynamics. While these methods provide detailed kinetic 
information, they yield only very limited structural information about the underlying atomic 
ensemble. In contrast, the application of temperature jumps to time-resolved X-ray scattering 
and diffraction has been very limited. Nearly two decades ago, Hori et al.37 used temperature-
jump Laue crystallography to study the initial unfolding step of 3-isopropylmalate 
dehydrogenase. That study explored only a single pump–probe time delay, which allowed them 
to observe laser-induced structural changes but precluded kinetic analysis. Within the past two 
years, the laser temperature-jump method has been paired with X-ray solution scattering to 
explore the oligomerization of insulin under non-physiological conditions25,26 and haemoglobin27. 
The results and analysis we present here expand the role of the temperature-jump method in 
structural biology, by showing that temperature-jump X-ray scattering experiments can be used 
as a general method to explore the functional, internal dynamics of proteins in solution. 
Additionally, we provide a detailed outline of a data reduction and analysis procedure suitable 
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for temperature-jump small-angle X-ray scattering (SAXS)/wide-angle X-ray scattering (WAXS) 
experiments. 
 
 
Figure 2.1. Diagram of temperature-jump experiment. a, During a temperature-jump 
experiment, an infrared (IR) laser pulse, several nanoseconds in duration, vibrationally excites 
the water O–H stretch and rapidly heats an aqueous solution of protein molecules (red curve). 
Heating is fast, but kinetic barriers to protein motions cause a lag in the structural relaxation to a 
new thermal equilibrium of conformational states (grey curve). b, Ribbon model depicting a 
single CypA molecule, with the ‘core’ dynamic residues (linked to catalysis) colored red and the 
‘loop’ region adjacent to the active site (determines substrate specificity) colored blue. Sites of 
key mutations (S99T) are identified by spheres at the corresponding Cα positions (red: S99T; 
blue: D66N/R69H). c, Schematic of the temperature-jump SAXS/WAXS instrumentation, with 
key features highlighted. Liquid sample flows through the interaction region, where it interacts 
with mutually perpendicular IR pump and X-ray probe beams. Both pump and probe sources 
are pulsed, with a defined time delay between arrivals at the sample. SAXS/WAXS patterns are 
recorded on a single detector panel. d, Data collection sequence used for the temperature-jump 
experiments. For each pump–probe time delay, a pump–probe measurement (‘laser on’) was 
performed, followed by a measurement with no application of the pump laser (‘laser off’). On–off 
pairs with increasing pump–probe time delays were measured in succession until all of the 
desired delay times were acquired, then the sequence was repeated as many as 50 times to 
improve the signal-to-noise ratio of the data. Note that the first measurement within each repeat 
is a control measurement, wherein the probe pulse arrives at the sample before the pump pulse 
(negative time delay). 
 
The temperature-jump SAXS/WAXS experiments we describe here used human 
cyclophilin A (CypA)—a proline isomerase enzyme that functions as a protein-folding chaperone 
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and as a modulator of intracellular signaling pathways. CypA has been the subject of many 
NMR experiments that have identified two primary dynamic features of interest (Figure 2.1b). 
First, the active site-adjacent loops (covering approximately residues 60–80 and hereafter 
referred to as the ‘loops’ region) are mobile on the millisecond timescale38. This region is 
especially interesting because evolutionarily selected mutations within these loops perturb the 
dynamics of the loop39, alter the binding specificity of CypA for substrates such as 
immunodeficiency virus capsids40, and restrict the host range of these viruses41,42. Second, a 
group of residues that extends from the active site into the core of the protein (hereafter referred 
to as the ‘core’ region) has also been shown to be mobile on a millisecond timescale38. 
Subsequent work incorporating multi-temperature X-ray crystallography43, mutagenesis44 and 
further NMR experiments45 has established a relationship between catalysis and conformational 
dynamics of a group of side chains in this region. Motivated by the sensitivity of the 
conformational state of the active site–core network to temperature43, we performed infrared 
laser-driven temperature jumps on buffered aqueous solutions of CypA and measured 
subsequent, time-dependent changes in SAXS/WAXS. While our measurements provide only 
low-resolution structural information, we were able to measure the kinetics of protein 
conformational changes in CypA. We identified two relaxation processes, and by performing 
temperature-jump experiments at a range of different temperatures, were able to calculate 
thermodynamic properties of the transition states for the underlying conformational transitions. 
Specific mutants in the ‘loops’ or the ‘core’ regions of CypA show that the two processes are 
independent, each representing a distinct and uncoupled reaction coordinate on a complex 
conformational landscape. Collectively, our measurements and analysis show that a wealth of 
information about a protein’s conformational landscape can be obtained by pairing laser-
induced temperature jump with time-resolved X-ray scattering. 
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Results 
A method for simultaneous measurement of structural and kinetic details of intrinsic protein 
dynamics 
To measure protein structural dynamics, we utilized a pump–probe method that pairs an 
infrared laser-induced temperature jump with global measurement of protein structure via X-ray 
solution scattering (Figure 2.1c). We performed solvent heating in aqueous protein solutions by 
exciting the water O–H stretch with mid-IR laser pulses (1,443 nm; 7 ns duration). At regularly 
defined time delays following the infrared heating pulse (from 562 ns to 1 ms), we probed the 
sample with high-brilliance synchrotron X-ray pulses from a pink-beam undulator (3% bandwidth 
at 12 keV; Figure 2.6) that were approximately 500 ns in duration, and measured X-ray 
scattering using a large charge-coupled device detector that was capable of capturing small and 
wide scattering angles on a single panel. Because the duration of the infrared pump pulse was 
sufficiently short compared with the duration of the X-ray probe, the heating was effectively 
instantaneous with respect to the relaxation processes we were able to observe. Data were 
collected as interleaved ‘laser on’ and ‘laser off’ X-ray scattering images, so that each pump–
probe measurement could be paired to a measurement made immediately before application of 
the pump laser (Figure 2.1d). We measured 27 unique pump–probe time delays across four 
decades of time spanning from 562 ns to 1 ms, performing 50 repeat measurements for each 
time delay. For each detector image, the individual pixel values were azimuthally averaged as a 
function of the scattering vector magnitude, q, to give one-dimensional scattering intensity 
profiles (I(q) curves). All scattering profiles were scaled to a single reference, and the data were 
analyzed as described below. These pump–probe measurements allowed us to monitor 
structural changes within the ensemble of heated molecules in real time as the system relaxed 
to a new thermal equilibrium following temperature jump (Figure 2.1a). Additional details about 
the instrumentation used for our experiments are available in the Supplementary Methods. 
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Calibrating the magnitude of the temperature jump 
Because the isothermal compressibility of liquid water is highly temperature 
dependent46, X-ray scattering from the bulk solvent acts as an exquisitely sensitive thermometer 
that can be used to calibrate the magnitude of the temperature jump in our 
experiments9,25,27,47,48. Our instrument configuration allowed us to record low-angle protein 
scattering (SAXS) and high-angle solvent scattering (WAXS) on the same detector image, 
enabling simultaneous measurement of CypA structure and water temperature. A method based 
on singular value decomposition of a matrix constructed from the scattering curves provided a 
simple way to measure the magnitude of the laser-induced temperature jump (Supplementary 
Data). The singular value decomposition (SVD) analysis showed that the average temperature 
jump produced by our infrared heating pulse was approximately 10.7 °C, and allowed us to 
judge when cooling of the system became significant, so that we could identify the maximum 
pump–probe time delay that was valid for our relaxation analysis. Additionally, the SVD analysis 
revealed that following laser temperature jump, the solvent reaches a new thermal equilibrium 
faster than the measurement dead time of our experiment (562 ns). This observation is 
consistent with other work, in which changes to the structure of bulk solvent following laser 
temperature jump have been shown to equilibrate within roughly 200 ns49. 
Temperature jump produces changes in the X-ray scattering profile of CypA 
To determine the effect of the temperature jump, we initially averaged all data for a given 
time delay (Figure 2.7), examined the scattering profiles for differences, and observed a small 
laser-induced change in the low-q region of the scattering profiles. Next, we exploited the 
interleaved data collection scheme (Figure 2.1d) to increase the sensitivity of the experiment. 
We calculated the ‘on–off difference’ between the paired ‘laser on’ and ‘laser off’ scattering 
profiles. Following subtraction, we binned the ‘on–off difference’ scattering curves according to 
the associated pump–probe time delay, performed an iterative chi-squared test to remove 
outliers, and averaged the calculated differences for all repeat measurements (Supplementary 
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Methods). This subtraction and averaging removed systematic errors that accumulated over 
long experiments, resulting in accurate measurements of difference signals as a function of the 
pump–probe time delay. Scattering differences at high q (1.0–4.2 Å−1) were used to calibrate 
the final sample temperature after laser illumination (Supplementary Data), while differences at 
low q (0.03–0.3 Å−1) were analyzed in the context of the average physical dimensions and 
scattering density of the CypA ‘protein particle’. Here, we use the phrase ‘protein particle’ to 
describe the protein molecule plus the ordered solvent bound to its surface, since both the 
protein and its hydration layer have electron densities that differ from bulk solvent, and therefore 
contribute to the observed X-ray scattering by the CypA solution. Identical temperature-jump 
measurements were performed on protein samples and on samples consisting of buffer only 
without protein, and an additional step of scaling and subtraction isolated the signal changes at 
low q due only to the protein (Figure 2.7). 
Time-resolved changes in small-angle X-ray scattering 
Comparison of difference scattering curves calculated for 27 unique time delays 
revealed a time-dependent change in X-ray scattering by the protein, demonstrating that the 
modest temperature jump we introduced was capable of exciting protein dynamics that could be 
observed in real time. The difference curves calculated from our data, showing the contribution 
of the protein to time-resolved changes in the SAXS/WAXS signal, have features in the low-q 
(q = 0.03–0.3 Ǻ−1) region (Figure 2.2a). The time-resolved differences are approximately the 
same in magnitude and direction as differences between static temperature measurements 
performed on samples equilibrated to temperatures that differ by 10 °C, and correspond to the 
‘laser on’ and ‘laser off’ temperatures (Figure 2.8). Qualitatively, the time-resolved on–off 
differences show that the overall low-angle scattering and extrapolated value of I(0) are reduced 
within the measurement dead time of our experiment (562 ns), then begin to increase slightly 
over the next few microseconds before decreasing further at longer pump–probe time delays 
out to 562 μs. The observed ‘laser on–off’ difference in I(0) is approximately 3% of the total 
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observed signal, with one-third of that signal change occurring in the time regime that can be 
resolved by our measurements. Additional static measurements as a function of both CypA 
concentration and temperature allowed us to characterize and correct for the effect of 
interparticle interactions, and to determine that their contribution to the X-ray scattering is 
temperature independent over the relevant temperature range (Supplementary Data). 
 
 
Figure 2.2. Time-resolved signal. a, A series of averaged time-resolved difference X-ray 
scattering curves is shown for a subset of our temperature-jump data (10 out of 26 unique time 
delays). Data at low q are plotted on a linear q scale in the inset. b, The area under the 
averaged difference scattering curve in the q = 0.03–0.05 Å−1 region was integrated for all 
measured pump–probe time delays, and the resulting absolute values and their standard 
deviations (error bars) are plotted as a function of the pump–probe time delay. The plotted data 
suggest the existence of multiple relaxation processes, and we used a two-step model of 
relaxation kinetics to fit the observations (grey line). The rates calculated from the kinetic fit are 
provided, along with their standard deviations. 
 
 
Changes in low-angle scattering generally reflect changes in the overall size and shape 
of the particles in solution, and changes in I(0) result from changes to the scattering density of 
the particle (that is, the number of excess electrons in the particle relative to the bulk solvent 
that it displaces). The observed reduction of both quantities indicated shrinkage of the scattering 
particles, and a decrease in their scattering density. The on–off difference for our shortest 
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pump–probe time delay (562 ns) is significantly different from 0 at low scattering angles (a 
reduction in I(0) of approximately 2%), showing the existence of structural changes that are 
faster than the measurement dead time of our experiments. We hypothesize that the physical 
basis for this fast signal change is a combination of thermal disorder and thermal expansion 
effects (Supplementary Data), possibly including a temperature-induced loss (or ‘melting’) of 
ordered solvent within the protein hydration shell. Previous work, such as measurement of 
‘protein-quake’ motions in photoactive systems9,50, has shown that vibrational energy transfer is 
fast in proteins, and we expect that the onset of thermal disorder following temperature jump 
happens on a similar timescale, within hundreds of picoseconds. Furthermore, thermal 
expansion of solvent following temperature jump is well known to equilibrate within 
approximately 200 ns25,47,48, and it is reasonable to assume that protein thermal expansion may 
occur on a similar timescale. The notion that thermal disorder and expansion occur rapidly in 
our system is experimentally supported by Kratky plots created from our static and temperature-
jump data, which suggest a slight increase in protein flexibility without unfolding (Figure 2.9). 
The effect is temperature dependent, but not time dependent over the pump–probe time delays 
we explored, confirming that the process is faster than the measurement dead time of our 
experiment. The physical details and kinetics of these fast processes, although interesting, are 
invisible to our experiment, and it is impossible to disentangle and quantify the exact 
contribution of each phenomenon to the fast signal decrease that we observe. Therefore, our 
analysis focused on structural dynamics that occur in the microsecond regime, which is resolved 
by our measurements. In contrast, ultrafast single pulses from synchrotrons (pulse duration: 
~100 ps) or X-ray free-electron lasers (pulse duration: ~10 fs) offer the opportunity to study fast 
timescale processes using temperature jump; however, a major consideration for temperature-
jump SAXS/WAXS experiments on faster timescales is the additional complexity in signal 
interpretation resulting from the complex dynamics of the solvent that immediately follow laser 
heating25,47,48 but equilibrate within the dead time of the experiments reported here. 
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Kinetic modelling of structural dynamics from time-resolved scattering differences 
Our time-resolved measurements of scattering differences allowed us to model the 
kinetics of global structural changes induced by the temperature jump (Supplementary 
Methods). We integrated the area under each of our time-resolved difference curves in the 
q = 0.03–0.05 Å−1 region and plotted the absolute value of the area as a function of the 
associated pump–probe time delay (Figure 2.2b). Based on the apparent shape of the area 
versus time delay plot, we reasoned that a two-step kinetic model would be needed to fit the 
data, since the area first decreases and then increases as a function of time delay. We fit the 
observed data to a two-step model of relaxation kinetics (independent steps) using a nonlinear 
least-squares curve-fitting algorithm, and calculated rates of 98 × 104 ± 12 × 104 s−1 for the fast 
process (k1) and 2.5 × 104 ± 0.2 × 104 s−1 for the slow process (k2) at 26.7 °C (299.7 K). The 
errors calculated for these rates were determined using a bootstrap analysis51. We note that 
while other experimenters have employed SVD for kinetic analysis of time-resolved scattering, 
in our case, implementation of this method produced comparable results to the integration 
analysis, as one singular vector dominated the time-dependent signal identified by the SVD 
(Figure 2.10). 
In addition to performing kinetic analysis, we also utilized the on–off difference curves to 
generate I(q)t scattering curves, which represent the time-dependent X-ray scattering from the 
CypA sample, but are generated in a manner that makes use of the paired ‘laser on’ and ‘laser 
off’ measurements to reduce the effects of systematic error (Supplementary Methods). We 
subsequently used these scattering curves for Guinier analysis (Supplementary Methods) to 
determine how the radius of gyration (Rg) of the average CypA particle in the conformational 
ensemble changes as a function of time following the temperature jump (Figure 2.3). This 
analysis showed that after the temperature jump, the average CypA particle shrinks in the dead 
time of our experiment; however, within a few microseconds of the temperature jump, a fast 
structural transition (described by k1 in our kinetic analysis) causes the average CypA particle to 
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expand subtly. While the increase in the calculated radius of gyration is small relative to the 
error on the Guinier fit for any single data point, our conclusion that the particle is expanding is 
supported by multiple time points and kinetic analysis of the integrated area under difference 
scattering curves. Following this fast increase in Rg, a second, slower process (described by k2 
in our kinetic analysis) reverses this trend, causing the average CypA particle to shrink again. 
 
 
Figure 2.3. Changes in the average physical parameters of CypA protein particles in the 
ensemble were estimated by performing Guinier analysis on the time-resolved scattering data. 
Consistent with our kinetic analysis, the radius of gyration (Rg) of the average CypA particle in 
solution first increases and then decreases as a function of time following the temperature jump. 
Additionally, the value of I(0) extrapolated from the Guinier analysis shows an analogous 
increase and decrease, suggesting that the change in the particle size is coupled to a change in 
its average electron density, which is probably due to the acquisition and loss of water 
molecules from the solvation shell as the protein swells and then shrinks. Error bars represent 
standard deviations of the calculated quantities based on propagation of measurement standard 
deviations. 
 
To learn more about the conformational transitions in CypA that are excited by the 
temperature jump, we repeated the experiment at multiple different jumped (final) temperatures 
ranging from 6.2–29.9 °C (279.2–302.9 K). We modelled the kinetics of the SAXS/WAXS signal 
changes to observe how the relaxation rates changed as a function of temperature. The 
calculated rates (k1 and k2) for all temperatures are provided in Table 2.2. We analyzed the 
temperature dependence of these rates, which provided insight into the thermodynamics of the 
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transition states for the two processes. We plotted ln[k/T] versus 1/T (Figure 2.4), and noted 
that for both processes the relationships appeared to be linear. Therefore, we calculated 
enthalpies and entropies of activation for each of the two processes by fitting the data to the 
linearized Eyring equation: 
𝑙𝑛 [
𝑘
𝑇
] = (
𝛥𝐻‡
𝑅
×
1
𝑇
) +
𝛥𝑆‡
𝑅
 + 𝑙𝑛 [
𝑘𝐵
ℎ
]      (Eq. 2.1) 
where R is the gas constant, kB is the Boltzmann constant, and h is Planck’s constant. The 
enthalpies of activation (ΔH‡) and entropies of activation (ΔS‡) and their standard deviations 
are given in Table 2.1. The fast process (k1) has a large, positive enthalpy of activation, but this 
is partially offset by a slightly positive entropy of activation. Formation of the transition state 
during the slow process (k2) has a smaller enthalpic cost, but is also entropically disfavored. We 
note that the lowest temperature measurement (279.2 K) was not used in the Eyring analysis of 
the fast process (k1) because the error on the measured rate was large due to the low 
magnitude of the overall time-resolved signal changes at this temperature. 
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Figure 2.4. Linear Eyring plots are shown for each of the two relaxation processes observed 
in our temperature-jump experiments with CypA. Both processes show Arrhenius behavior over 
the temperature range we explored, and the apparent linear relationship between 1/T and ln[k/T] 
justifies the use of the linear Eyring equation (Eq. 2.1) to fit the data and characterize the 
thermodynamics of the transition states. Data points represent rates determined from the kinetic 
analysis, and error bars represent the standard deviations of the rates based on propagation of 
the measurement standard deviations and bootstrap analysis (see Supplementary Methods). 
The fit to the linear Eyring equation for the fast process (k1) is shown in purple, and the fit for 
the slow process (k2) is shown in green. 
 
Table 2.1. Enthalpies (ΔHǂ) and entropies (ΔSǂ) of activation, and their standard deviations 
based on propagation of measurement standard deviations through all analysis steps, for the 
fast (k1) and slow (k2) processes observed for wild-type CypA, calculated from Eyring analysis. 
  ΔHǂ (103 J mol−1) ΔSǂ (J mol−1 K−1) 
Fast process ( k 1 ) 37 ± 8 32 ± 26 
Slow process ( k 2 ) 27 ± 3 −34 ± 11 
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CypA mutations with distinct effects on conformational dynamics alter time-resolved signal 
changes 
The time-resolved signal changes that we attributed to wild-type CypA were observed 
only at low scattering angles; therefore, the resulting structural information had very limited 
resolution. To gain a better understanding of the structural transitions excited by the 
temperature jump, we next studied two specific CypA mutants, S99T (in the ‘core’ region; red in 
Figure 2.1b) and NH (D66N/R69H in the ‘loops’; blue in Figure 2.1b). The conformational 
dynamics of these two variants of the enzyme each differ from the wild type in distinct ways: 
S99T is catalytically impaired due to a loss of rotameric exchange in a key network of residues, 
whereas NH alters the substrate specificity of CypA by enhancing the dynamics of the surface-
exposed loops adjacent to the active site. Importantly, NMR relaxation measurements indicate 
that S99T perturbs the active site but not the loops44, and that NH only perturbs the loops39. 
We observed that both S99T and NH mutants showed time-resolved SAXS signal 
changes that differed from the wild-type enzyme. Both mutants showed a fast signal change 
that occurred within the measurement dead time of the experiment, similar to what was 
observed for the wild-type enzyme, and consistent with these changes being largely due to 
thermal expansion or temperature-dependent changes to the solvation shell. Beyond the initial 
fast loss of scattering intensity that was observed (and nearly identical) for all three CypA 
variants we studied (wild type, S99T and NH), the evolution of the time-resolved signals for 
each of the two mutants differed substantially from the wild type and from one another. In the 
S99T mutant (Figure 2.5a), we observed only the fast decrease (k1) of the integrated area 
under the difference curve (q = 0.03–0.05 Å−1), and a striking absence of the subsequent 
increase (k2) in the integrated area at longer time delays that was observed for the wild-type 
enzyme. In contrast, for NH, the plot of integrated area under the difference curve as a function 
of the time delay (Figure 2.5b) appears to lack the initial fast decrease (k1), but it does appear 
to retain the slower signal change (k2) that results in an increase for this quantity at longer time 
70 
delays. We found that for the mutants, the two-step kinetic model that was fit to the wild-type 
data yielded at least one rate with a large error. For the S99T mutant, the first step (k1) was well 
fit but the second step (k2) was poorly fit, while the opposite was true for the NH variant. After 
visual inspection, we chose to use a single-step kinetic model to fit the data for the S99T and 
NH mutants, and the calculated rates for the two mutants (k1 for S99T and k2 for NH) are also 
given in Table 2.2. Plots of the residuals for these fits revealed no structure, suggesting that a 
single-step kinetic model is sufficient to explain the data for the CypA mutants. In contrast, fitting 
kinetic data collected for the wild-type enzyme using a single-step model results in residuals 
with exponential character, and a two-step kinetic model is needed to reduce the error in the fit 
(Figure 2.11). 
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Figure 2.5. Effects of mutations upon time-resolved signal. Two CypA mutants (S99T (a) 
and D66N/R69H (b)), with distinct effects on the enzyme’s function, show the link between the 
observed temperature-jump signal and functional dynamics. The data are presented in the 
same manner as for the wild-type enzyme shown in Figure 2.4. Left panels show a subset of 
averaged difference scattering curves for several pump–probe time delays. Data points in the 
right panels represent the absolute value of the integrated area under the corresponding 
averaged difference scattering curve in the q = 0.03–0.05 Å−1 region, and the error bars 
represent standard deviations. In the plots of integrated area versus pump–probe time delay 
(right panels), the signal observed for the wild-type enzyme is shown in light grey for 
comparison. In a, the S99T mutant, which displays defective catalytic function, shows only the 
fast relaxation process (k1) and lacks the slower process (k2). In b, the D66N/R69H (NH) 
mutant, with altered substrate specificity, shows the slow relaxation process (k2) and lacks the 
faster process (k1). 
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Our measurements of the S99T and NH variants of CypA clearly show that mutations 
that are known to impinge on the activity and specificity of the enzyme also perturb the 
observed time-resolved signal relative to the wild type in our temperature-jump experiments. 
Most notably, the slow relaxation process (modelled by k2) is shared only by the catalytically 
competent wild-type and NH variants, and its absence from the S99T variant suggests that the 
underlying conformational change is related to the catalytically coupled motions that are 
arrested by the S99T mutation. These results indicate that temperature-jump experiments are 
capable of exciting and measuring functionally relevant, intramolecular structural dynamics of 
proteins, even when the data are limited to relatively low scattering angles. 
 
Discussion 
Time-resolved temperature-jump X-ray scattering experiments have the potential to be a 
powerful tool for understanding the complex dynamics of protein molecules, such as the model 
enzyme CypA, which has no intrinsic photoactivity. In our experiments, temperature jumps of 
10–11 °C modified the CypA conformational ensemble, producing a clear, time-dependent 
change at low scattering angles. Because the time-resolved scattering changes could be 
observed only at low q, we demonstrated that interparticle spacings (quantified by the structure 
factor, S(q)) were temperature independent, and that the changes were due to structural 
rearrangements within the protein particle. Guinier analysis of time-resolved scattering curves 
allowed us to track changes in the average radius of gyration (Rg) of the protein particles, which 
include the CypA molecules plus their ordered solvation shells. This signal change comprises 
an initial reduction in low-angle scattering that occurs within the measurement dead time of our 
experiment, followed by a small increase in low-angle scattering that equilibrates within a few 
microseconds (k1 = 98 ± 12 × 104 s−1 at 26.7 °C), and finally a further reduction in low-angle 
scattering that equilibrates within tens of microseconds (k2 = 2.5 ± 0.2 × 104 s−1 at 26.7 °C). 
High-angle scattering differences required for atomistic structural interpretation were not 
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observed due to signal-to-noise considerations. We suspect that high-angle features in time-
resolved difference scattering curves may be especially weak for proteins such as CypA, in 
which conformational motions involve correlated shifts of atoms that can preserve many 
properties of short-range structure. 
This analysis suggests a model in which the scattering density of the CypA particle 
(protein and ordered solvent) first increases and then decreases after excitation by the 
temperature jump. By performing temperature-jump experiments over a range of temperatures, 
we discovered that both the fast and slow processes we observed could be described using 
Arrhenius kinetics. An Eyring analysis revealed relatively large, positive enthalpies of activation 
for both processes, consistent with the idea that conformational changes generally require 
breakage of existing interactions in both the protein and the solvent. The activation enthalpy for 
the fast process (k1) is larger, but the overall activation energy is lower because of a favorable 
activation entropy. The opposite is true for the slower process (k2), which has a smaller overall 
activation enthalpy, but a disfavourable activation entropy. We used the S99T and NH variants 
of CypA to disentangle the nature of these processes and their associated functions. The S99T 
mutant is capable of undergoing the fast (k1) expansion process, but does not experience the 
subsequent slow (k2) shrinkage. NMR and crystallography have shown that this mutation 
arrests the conformational exchange of the ‘core’ catalytic network of residues in CypA by 
creating steric hindrance, strongly favouring a minor conformation of the wild-type enzyme45. 
This interpretation suggests that the internal rearrangements are related to the k2 process. 
However, there is a separation of timescales between the NMR results, which indicate 
millisecond dynamics in the ‘core’ region, and the temperature-jump SAXS results here, which 
indicate microsecond dynamics. This discrepancy may reflect coupled processes that are 
related by a population-shuffling mechanism52 and agree with a broad timescale range of side 
chain dynamics in CypA uncovered by molecular dynamics experiments53. In contrast with the 
S99T mutant, the NH variant lacks the initial fast signal change (k1) in our temperature-jump 
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experiments, but clearly retains the slow (k2) signal. NMR and crystallographic studies of the 
D66N/R69H (NH) double mutant showed that it maintains wild-type catalytic motions, but 
breakage of several hydrogen-bonding interactions results in enhanced flexibility of a surface 
loop adjacent to the active site and altered substrate specificity39. NMR experiments with NH 
have shown that the loop motions still occur, but at an increased rate that renders them invisible 
to our experiments. Therefore, we hypothesize that the loop motions are responsible for the fast 
(k1) signal in wild-type CypA and S99T, where these motions have been shown (by NMR) to be 
unperturbed44. 
The assignment of the motions responsible for the experimentally observed Rg and I(0) 
changes by mutational analysis is also consistent with X-ray crystal structures of CypA. Using a 
room temperature X-ray crystal structure of wild-type CypA (Protein Data Bank ID: 3K0N), we 
calculated the Rg of the enzyme with the core catalytic network (Arg55, Met61, Ser99 and 
Phe113) in both the major and minor conformational states, and found that the predicted Rg of 
the minor state is 0.07 Ǻ smaller than the major state (14.09 versus 14.16 Ǻ, for protein atoms 
only). In addition to decreasing the Rg of the protein, conversion from the major to the minor 
state also results in a small reduction in solvent-exposed surface area, which would necessarily 
reduce the size of the protein solvation layer. While the reduction of the protein’s Rg makes it 
more compact, and therefore should increase I(0) because the protein has become more dense, 
the loss of material from the solvation layer opposes this effect, probably leading to the 
observed decrease in the scattering density of the CypA particle and reduction in I(0). This 
coupling of Rg changes with changes in the solvent-exposed surface area of the protein can 
potentially explain the observed correlation between Rg and I(0) changes calculated from our 
time-resolved scattering data. Additionally, the increase in the average Rg and I(0) during the 
faster process (k1) is consistent with the loops sampling an expanded conformational ensemble 
(with increased surface area), as indicated by recent exact nuclear Overhauser effect NMR 
ensembles54. Our kinetic modelling of the wild-type and mutant data suggests that two dynamic 
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modes are observed, each of which is individually perturbed by different mutations. However, 
the extent to which the observed motions are coupled is unclear from our measurements. The 
S99T variant clearly shows that the fast motion can occur independent of the slower motion, 
because S99T is known to have arrested slow dynamics. In contrast, the fast motion we 
observe is likely to be accelerated by the NH mutation, becoming too fast for us to observe 
rather than being impeded. Therefore, we are unable to determine whether the fast motion is a 
requisite first step that precedes the slower motion. 
Time-resolved X-ray structural measurements are critical for decoupling the 
experimental signatures of conformational changes that can become convoluted by the spatial 
and temporal averaging that is inherent to traditional X-ray experiments. If one were to assess 
traditional, static SAXS data for CypA, they would find that increasing the temperature of the 
sample results in a decrease in the average particle size at equilibrium. These static 
measurements as a function of equilibrium temperature fail to capture that the temperature 
change actually perturbs two distinct protein motions, which have the opposite effect on the 
enzyme’s global structural characteristics. This information can only be obtained through a time-
resolved experiment, which is able to separate the effects of these two motions because they 
have substantially different rates. The ability to dissect individual conformational motions and 
measure their rates is important for understanding processes involving complex protein 
dynamics. Many of these dynamic processes, including allostery55–58 and enzyme catalysis59–63, 
involve extensive reorganization of interactions between the protein and its ordered solvation 
shell, which are key contributors to the energetics that govern protein motions28,29,64–68. Because 
X-ray solution scattering experiments report on the structure of a protein and the ordered 
solvent molecules that constitute its solvation shell69–72, the widespread application of time-
resolved SAXS/WAXS experiments will enhance our understanding of protein motions, including 
how they are driven by solvent dynamics, especially when they can be combined with longer 
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and increasingly detailed molecular dynamics simulations to provide atomic-scale insight into 
the underlying structural changes9–12. 
For time-resolved experiments to enter the mainstream of structural biology, it is 
necessary to create general perturbations that can be applied universally (to any protein of 
interest), and our results establish that temperature jump can excite functional intramolecular 
protein motions for time-resolved X-ray structural measurements. The intrinsic motions of 
proteins and other biological macromolecules are naturally driven by thermal fluctuations, which 
makes temperature jump an ideal perturbation for studying their dynamics using time-resolved 
X-ray scattering. Consistent with this idea, a growing number of X-ray diffraction studies across 
multiple systems have shown that conformational equilibria, which are sensitive to temperature 
perturbation, are the same ones exploited by evolution to create new functions73,74, by medicinal 
chemists in identifying novel small-molecule binding sites75–77, and by enzymes during their 
catalytic cycles44,78,79, paving the way for time-resolved measurements on a broad variety of 
biochemical systems. Temperature-jump solution scattering experiments are powerful tools for 
understanding protein dynamics, especially when they can be paired with atomistic 
simulations69, or with crystal structures of alternative conformations and functional perturbations, 
as demonstrated here. In the future, functional perturbations such as the mutations that we used 
to study CypA, or binding of chemical ligands, could be paired with time-resolved structural data 
from temperature-jump experiments to provide insight into how disease alleles or drug 
molecules impinge on protein dynamics. 
 
 
 
 
 
 
77 
Supplementary Figures 
 
Figure 2.6. Pink beam energy spectrum. Typical X-ray energy spectrum of the pink beam (3% 
energy bandwidth) used for the reported SAXS/WAXS measurements. 
 
 
Figure 2.7. Reduction of T-jump SAXS/WAXS data. T-jump data processing involves a 
combination of scaling and subtraction operations that produce time-resolved difference 
scattering curves. For each “laser on-off” pair, the recorded scattering curves are scaled to one 
another and the “laser off” curve is then subtracted from the “laser on” curve. This procedure is 
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done independently for samples containing buffer only, and for protein samples. Next, the 
resulting difference curve for the buffer only sample is scaled to the difference curve obtained 
for the protein sample, and an additional buffer subtraction is performed to remove the thermal 
signal from the solvent. The result of this procedure is a difference scattering curve containing 
signal from the protein molecules only. 
 
 
Figure 2.8. Comparison of static and time-resolved differences. Static scattering differences 
between CypA solutions at 13°C and 23°C (black curve), and time resolved differences (100μs-
laser off) for a T-jump spanning a temperature range of approximately 15°C and 26°C (red 
curve) are shown, demonstrating that the time-resolved signal equilibrates to approximately 
what would be expected based on static measurements. 
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Figure 2.9. Kratky plots for CypA reveal a small thermal disorder effect without protein 
unfolding. a) Kratky plots calculated as a function of static temperature, from 8°C to 28°C. The 
right panel shows an expanded view of the boxed region. b) Kratky plots calculated as a 
function of time delay for time-resolved T-jump data (colored lines, T-jump from approximately 
15°C to 26°C). Again, the right panel shows an expanded view of the boxed region. All time 
delays show a similar difference relative to the “laser off” state (black dashed line), indicating 
that the underlying structural change is faster than the measurement dead time of our 
experiment. 
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Figure 2.10. Kinetic analysis of X-ray scattering by singular value decomposition (SVD). 
We used SAXS curves representing the time-resolved scattering at each time delay spanning 
562ns and 562μs to construct a matrix, which was analyzed by SVD. The top left panel shows 
the top four left singular vectors (Un), and the top right panel shows their corresponding singular 
values. The lower panels are constructed from the right singular vectors, and show the time-
dependent contribution of each left singular vector to the total signal. We note that the primary 
time-resolved signal is contained in just one singular vector (U2), whose time-dependent 
behavior reflects that of the integration analysis described in the main text. 
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Figure 2.11. Residuals for kinetic fits of T-jump SAXS/WAXS data for CypA variants. 
Residuals are shown for the following variants and fitting procedures: a) Wild type, single-step 
relaxation. b) Wild type, two-step relaxation. c) S99T mutant, single-step relaxation. d) NH 
double mutant, single-step relaxation. When the wild type data are modeled using a single 
kinetic step (a), the residuals show structure indicative of a second exponential process. In 
contrast, other fits show residuals with random fluctuations about zero (b, c, d), indicating an 
appropriate number of steps were included in the kinetic models. 
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Figure 2.12. X-ray scattering from bulk water acts as a sensitive thermometer for T-jump 
experiments. a) Using singular value decomposition (SVD), we can identify a signal whose 
contribution to each scattering curve is strongly dependent on the temperature. The left singular 
vectors with the four highest singular values are shown, with the vector corresponding to the 
temperature-dependent signal (U2) colored red. The contribution of this vector (v2,n) to each of 
175 scattering curves is also shown. This set of 175 scattering curves includes static 
measurements (no pump laser) at four different temperatures, followed by two repeats of time-
resolved T-jump measurements. The T-jump data were collected as “laser on-off” pairs, and 
within a single repeat each successive on-off pair was collected with an increasing pump-probe 
time delay. Cooling is evident at longer pump-probe time delays (denoted by *). b) To calculate 
the magnitude of the laser-induced T-jump, we used the static data to determine the average 
value of v2,n as a function of temperature, and fit the data using both linear and quadratic 
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models. Based on the residuals for the two fits, we chose to use the resulting quadratic equation 
to determine the magnitude of the laser-induced T-jump using the values of v2,n calculated for 
the time-resolved scattering curves by SVD. 
 
 
Figure 2.13. Intermolecular interactions are not temperature dependent for CypA 
solutions. Both structure factors (S(q) in panel a) and second virial coefficients (A2 in panel b) 
calculated for 50mg/mL CypA solutions (wild type) are unchanged over temperatures ranging 
from 8-28°C. Low angle scattering is affected by interparticle interactions (dashed lines in panel 
c, left), however the effects can be removed by “infinite dilution extrapolation” (solid lines in 
panel c, left). Guinier analysis (panel c, right) using the curves that are corrected for 
interparticle interactions shows that these effects can be successfully removed, and that the 
radius-of-gyration can be accurately determined at different temperatures. 
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Table 2.2. Calculated rates for the fast (k1) and slow (k2) relaxation processes measured 
from all T-jump experiments reported here. Note that kinetic analyses for the S99T and NH 
variants were performed at 25.5°C and 27.1°C respectively. 
CypA Variant Temperature 
(ºC) 
Temperature (K) k1 (104 s-1) k2 (104 s-1) 
WT 6.2 ± 0.2 279.2 ± 0.2 N/A 1.1± 0.3 
WT 11.4 ± 0.2 284.4 ± 0.2 43 ± 7 1.2 ± 0.2 
WT 15.9 ± 0.2 288.9 ± 0.2 49 ± 10 2.5 ± 0.3 
WT 17.0 ± 0.1 290.0 ± 0.1 58 ± 11 1.6 ± 0.2 
WT 21.5 ± 0.1 294.5 ± 0.1 57 ± 7 2.2 ± 0.2 
WT 23.8 ± 0.2  296.8 ± 0.2 117 ± 33  2.2 ± 0.2 
WT 25.5 ± 0.2 298.5 ± 0.2 53 ± 33 2.7 ± 0.9 
WT 26.7 ± 0.1 299.7 ± 0.1 98 ± 12  2.5 ± 0.2 
WT 29.9 ± 0.1 302.9 ± 0.1  116 ± 24  2.4 ± 0.2 
S99T  25.5 ± 0.2  298.5 ± 0.2  34 ± 4  N/A 
D66N/R69H  27.1 ± 0.1  300.1 ± 0.1  N/A  4.1 ± 0.6 
 
Supplementary Data 
Calibrating the Magnitude of the Temperature-Jump by Singular Value Decomposition 
To characterize the temperature-dependent behavior of the solvent scattering, we 
performed static SAXS/WAXS measurements of our CypA samples as a function of temperature 
(equilibrium, no IR laser), in addition to our time-resolved measurements. We pooled these 
static, temperature-dependent SAXS/WAXS curves (azimuthally integrated I(q) v. q) with the 
time resolved SAXS/WAXS curves from our T-jump measurements, and performed singular 
value decomposition (SVD) on a matrix constructed from the set of pooled curves (Figure 
2.12a). Specifically, each column of this matrix represents a scattering curve, with each row of 
the matrix corresponding to a q-bin and the entries in the matrix corresponding to measured 
scattering intensities. The SVD analysis, which was performed over the q=0.07-3.45Å-1 region 
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of the scattering curves, identified a signal (a left singular vector) whose prominent features 
were found in the q-region corresponding to the scattering of bulk water (q > 1.0) (Figure 
2.12a). By extracting the entries in the corresponding row of the V matrix (containing the right 
singular vectors as columns), we could determine how this singular vector contributed to each 
scattering curve and demonstrate that its contribution was strongly temperature-dependent. 
Specifically, in the static (no T-jump) scattering curves the contribution of this singular vector 
increased with temperature, and for T-jump measurements the contribution of this vector to the 
observed scattering curves is perfectly correlated to the application of the pump laser pulse over 
sequential “laser on-off” pairs of X-ray measurements (Figure 2.12a), providing positive 
confirmation of a T-jump. Additionally, it is notable that the shape of the left singular vector used 
to monitor the temperature by SVD is nearly identical to that of the on-off difference signal at 
high-q. 
The identification of a temperature-dependent singular vector provided a simple way to 
measure the magnitude of the laser-induced T-jump9,25,27,47,48. For each of the five static 
temperatures we explored, we calculated the average value of v2,n, the entry in the matrix V 
that describes the contribution of the temperature-dependent singular vector (U2) to the nth 
scattering curve, across 32 individual X-ray scattering curves. We then plotted the average v2,n 
vs. temperature and fit the data using both linear and quadratic models (Figure 2.12b). We 
examined the residuals for the two fits, determined the quadratic fit produced the most 
appropriate “standard curve” for estimation of the sample temperature from the SVD analysis, 
and used the resulting second-degree polynomial to estimate the temperature for each 
scattering curve in our series of time-resolved measurements. We compared the temperatures 
calculated for neighboring “laser on” and “laser” off scattering curves, and found the average T-
jump produced by our IR heating pulse to be approximately 10.7°C. We observed that v2,n was 
consistent as a function of pump-probe time delay out to delay times of approximately 562μs, 
and decreased for longer time delays, implying that significant cooling of the sample occurred in 
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less than 1 millisecond. Consequently, we limited our subsequent analysis to time delays 
shorter than 562μs. 
Additional details about the temperature calibration are provided in the Supplementary 
Methods section. 
Characterization of Interparticle Interactions and Structure Factor Corrections 
Because the main time-resolved signal change was confined to very low-q, we wanted to 
ensure our time-resolved signal was due to a change in the protein’s form factor (infinite 
dilution), and not the structure factor of the protein solution. This process was challenging due to 
low signal-to-noise at high-q, as well as our inability to measure very low-angle scattering using 
the available instrumentation. However, static measurements allowed us to identify the 
contribution of interparticle scattering, demonstrate that this contribution is invariant to 
temperature over the range of our measurement conditions, and correct for its effect. To test 
whether changes in the radial distribution function originated from structural changes within the 
individual protein particles and their associated solvent and not from changes in the relative 
arrangement of the CypA molecules in solution, we performed static SAXS/WAXS 
measurements of CypA as a function of both temperature and CypA concentration. Using these 
data, we calculated the structure factor (S(q)) for a 50mg/mL CypA solution at multiple different 
temperatures (see Supplementary Methods), and determined there was no significant difference 
in the q=0.03-0.2 Å-1 region of the scattering curves (Figure 2.13), consistent with other work 
on similarly-sized protein molecules in solution80. Next, we plotted the second virial coefficient 
for CypA as a function of temperature, and noticed that this quantity shows only a very small 
temperature dependence that cannot account for the observed time-resolved differences. In 
contrast to our results for CypA, Bonneté, et al. performed similar calculations of second virial 
coefficients for lysozyme solutions at similar temperatures and buffer conditions, and calculated 
temperature-dependent changes that were 50-fold larger (or more) than what we determined for 
CypA80. This analysis also allowed us to correct for the effects of interparticle interactions 
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through a procedure which allows extrapolation of the observed concentration-dependent 
scattering to “infinite dilution” (see Supplementary Methods). In addition to the direct 
measurements of interparticle interactions provided by concentration-dependent scattering 
measurements, we also used Guinier analysis (linear fit of ln[I(q)] vs. q2, see Supplementary 
Methods) to assess whether the radial distribution function (structure factor) of CypA particles in 
solution changes significantly upon temperature perturbation. We analyzed scattering curves 
derived from both static temperature data and from time-resolved data, and observed that while 
Guinier fits of the T-jump measurements do have larger residuals than those for static data, the 
residuals do not change substantially as a function of either temperature (in static experiments) 
or time (in time-resolved experiments). 
Rapid Loss of X-ray Scattering Contrast due to Thermal Expansion 
We believe the largest contributor to the fast reduction in I(0) signal is thermal 
expansion, whose effect is twofold. First, thermal expansion of the system in general results in 
the expulsion of some scattering material (solvent containing CypA protein particles) from the X-
ray beam path, which has a constant volume during the experiment. The volumetric thermal 
expansion coefficient of liquid water is approximately 2.1*10-4/K81, and the sample is 95% water 
by mass, so the amount of material in the X-ray beam path decreases by approximately 0.2% 
for our T-jumps, which were approximately 11°C. Second, protein thermal expansion 
coefficients are estimated to be larger than those of liquid water, so heating of the sample 
results in a reduction of scattering density (loss of contrast) because the decrease in the 
average electron density of the protein particles is greater than that of the solvent. Using CypA 
crystal structures determined over a temperature range spanning 260-310K43, we determined 
the thermal expansion coefficient of CypA to be approximately 4.1*10-4/K. The thermal 
expansion coefficient we calculated for CypA is similar to that of met-Myoglobin, which was 
reported to be 3.5*10-4/K by 82,83. Using our calculated thermal expansion coefficient for CypA 
and its average electron density calculated from a crystal structure, along with the analogous 
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properties for bulk water81, we estimate that the I(0) change due to thermal expansion is 
approximately 2.6% for our T-jump experiments; however, this approximation likely 
overestimates the effect of thermal expansion on the scattering density of CypA particles, 
because we calculated the thermal expansion coefficient of the protein using a linear fit of 
volume versus temperature over a broad temperature range. In contrast, the thermal expansion 
coefficient likely has some temperature dependence and our analysis may overestimate thermal 
expansion in the relevant temperature regime. 
 
Supplementary Methods 
Sample Preparation 
CypA samples were prepared as described previously43,44. Briefly, the recombinant 
protein was expressed in E. coli BL21(DE3) cells and purified by liquid chromatography. Cells 
were lysed by sonication at pH=6.5, the lysate was clarified by high-speed centrifugation, and 
CypA was captured from the clarified lysate using a HiTrap-SP cation-exchange column (GE 
Healthcare). The protein was eluted using a sodium chloride gradient, and fractions containing 
CypA were pooled, and the pH was shifted to 7.5. The resulting solution was applied to a 
HiTrap-Q anion exchange column (GE Healthcare), and CypA was collected in the column flow-
through. Finally, a polishing step was performed using a Superdex-75 gel filtration column (GE 
Healthcare). The protein was concentrated to 50mg/mL in buffer containing 20mM HEPES (4-
(2-hydroxyethyl)-1-piperazine-ethanesulfonic acid) buffer at pH=7.5, 50mM sodium chloride, 
and 0.5mM TCEP (trishydroxyethylphosphine). CypA mutants (S99T and NH) were prepared 
following the same protocol used for the wild type protein. We note that while 50mg/mL is a 
relatively high protein concentration for in vitro experiments, this is much lower than the typical 
intracellular protein concentration (approximately 300mg/mL), and that CypA has been 
demonstrated to undergo its functional motions even in the crystalline environment43,44. For all 
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X-ray measurements performed on buffer only without protein, the buffer was taken from the 
concentrator filtrate. 
T-Jump SAXS/WAXS Data Collection and Processing 
Time-resolved SAXS/WAXS measurements of CypA were performed on the BioCARS 
beamline at the Advanced Photon Source, while the storage ring was operating in hybrid mode. 
Temperature-jump data were acquired using the pump-probe method, as described recently by 
Cho. et al.27. Fast temperature-jump was performed on a CypA solution (50mg/mL) in a silica 
capillary using an Opolette 355 II (HE) optical parametric oscillator (OPOTEK), which produced 
a 7ns laser pulse with a peak wavelength of 1443nm. The pump laser energy was 
approximately 1mJ per pulse, and the beam was focused to an elliptical spot with dimensions of 
400μm by 60μm (FWHM, gaussian beam profile), yielding a photon fluence of ~50mJ/mm2 at 
the sample, which heated a 50mg/mL CypA solution in a capillary. A suitably delayed X-ray 
pulse of 494ns duration (eight septuplets in APS hybrid mode) with a peak X-ray energy of 
12keV and 3% energy bandwidth (pink beam, Figure 2.6), was used to probe the sample 
following the introduction of the T-jump, and the X-ray scattering was recorded using a Rayonix 
MX340-HS CCD detector. In our experiments, the temporal resolution is limited to 
approximately 500ns by the duration of the X-ray pulse, which is substantially longer than the 
duration of the IR pulse. To speed data acquisition, we utilized a sample holder and data 
collection scheme recently reported by Cho, et al,27 which combined fast translation along the 
capillary axis with slow sample circulation via a peristaltic pump. The fast translation of the 
capillary allowed us to rapidly accumulate X-ray scattering from 41 pump-probe measurements 
on a single detector image by translating the capillary to a fresh position between each pump-
probe pair. The slow circulation of the sample allowed us to replenish the protein solution and 
limit the extent of X-ray radiation damage by spreading the X-ray dose over a relatively large 
volume during long data collection runs. Data were collected as pairs of alternating "laser on" 
and "laser off" X-ray images. The pump-probe time delay was systematically increased with 
90 
each successive on/off pair of images. We measured pump-probe time delays spanning three 
logarithmic decades from 562ns to 1ms, at a time density of eight points per decade. A total of 
50 replicate X-ray images were collected for each pump-probe time delay. It is important to note 
that time-resolved X-ray measurements referred to herein as “laser off,” were followed (10μs) by 
application of an IR pulse to the sample, as described by Cho, et al.27, which prevented the 
introduction of a temperature offset created by incomplete cooling in between “laser on” and 
“laser off” measurements. A temperature controller integrated into the sample holder allowed us 
to initiate the T-jump from different starting temperatures, and also allowed us to collect static 
temperature data. Static temperature images were collected in a manner similar to the time-
resolved images, but without application of the pump laser pulse. Data collection protocols were 
identical for protein and buffer samples. 
After acquiring the data we applied polarization, geometry, and detector non-uniformity 
corrections to the 2D X-ray images. The scattering intensities (photons/pixel) were binned and 
averaged as a function of the scattering vector magnitude (q), yielding isotropic scattering 
curves (I(q) vs. q; q = 4π·sin(θ)/λ, where 2θ is the scattering angle and λ is the X-ray 
wavelength)27. Next, for each data collection run, we carried out outlier detection by performing 
singular value decomposition (SVD) on a matrix constructed from our integrated scattering 
curves. In this SVD, the left singular vector with the largest singular value represents the global 
average of all the scattering curves used to construct the input matrix. We analyzed the right 
singular vectors from the SVD to determine which images were irregular. Specifically, we 
calculated the mean value of v1,n, the entry in the matrix V that describes the contribution of the 
right singular vector with the largest singular value (U1) to the nth scattering curve, across all 
the input X-ray scattering curves. Then, if the value of v1,n for any specific scattering was more 
than 2.5 standard deviations above or below the mean, that image was discarded. Our outlier 
detection procedure is implemented in a Python script called “SVD_Quarantine.py.” By 
inspecting the results of the SVD, we decided to remove the first 5 repeats from each data set, 
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as well as some additional outliers that failed our statistical test. The same averaging and outlier 
detection method was used for both static and time-resolved measurements. 
Scaling of X-ray Scattering Curves 
All scaling of X-ray scattering curves was performed using an algebraic (least-squares) 
procedure. To determine the scale factor, A, which can be applied to a scattering curve I(q)a in 
order to scale it to a second scattering curve I(q)b, we used the following equation: 
𝐴 =
𝛴𝑞𝐼(𝑞)𝑎𝐼(𝑞)𝑏
𝛴𝑞𝐼(𝑞)𝑎
2          (Eq. 2.2) 
Although we used the equation above for scaling throughout our analysis, the q-range to which 
it was applied varied depending on the context, and details are provided below. 
X-ray Thermometry 
Following the initial data processing steps described above, we used singular value 
decomposition (SVD) to determine the magnitude of the T-jump introduced by the IR laser 
pulse9,25,27,47,48. We pooled static, temperature-dependent SAXS/WAXS curves (azimuthally 
integrated I(q) v. q) with the time-resolved SAXS/WAXS curves from time-resolved 
measurements, scaled them to a common reference over the q=0.025-4.28 Å-1 region, and 
performed SVD on a matrix built from these scaled curves. In this matrix, each column 
represents a single scattering curve, with the rows of the matrix corresponding to q-bins and the 
entries in the matrix consisting of azimuthally averaged scattering intensities. The SVD analysis 
was performed using only the q=0.07-3.45 Å-1 region of the scattering curves. As described in 
the Results section, the SVD identified a left singular vector whose contribution to the overall 
scattering signal was highly temperature dependent. This was the left singular vector with the 
second largest singular value (U2). For each of the five temperatures used for static data 
collection, we calculated the average value of v2,n, which is the entry in the matrix V describing 
the contribution of the temperature-dependent singular vector (U2) to the nth scattering curve. 
We then plotted the average v2,n vs. temperature and ultimately fit this data using a quadratic 
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model. Finally, we used the resulting second-degree polynomial and the values v2,n for each 
time-resolved scattering curve to estimate the temperature for each T-jump measurement. By 
comparison of neighboring “laser on” and “laser off” scattering curves, we determined that the 
average T-jump was 10.7°C. Our thermometry procedure is implemented in a Python script 
called “thermometry_timepoints.py.” 
Data reduction: On-Off Subtraction, Repeat Averaging, and Buffer Subtraction 
We implemented a data reduction procedure that operated on the integrated scattering 
curves generated using our data collection protocol and produced several outputs that were 
subsequently used for our kinetic and structural analyses. This procedure, implemented in a 
Python script called “reduce_data.py,” took advantage of paired “laser on” and “laser off” 
measurements, redundant measurements of each pump-probe time-delay, and parallel T-jump 
experiments for samples containing protein and samples consisting of buffer only. The input for 
this script was essentially two data sets. The first, was a series of time-resolved scattering 
curves measured from a sample containing protein and consisting of paired “laser on/off” 
measurements with multiple replicate measurements of each pump-probe time delay (see 
above). The second was a similar data set, only collected from a sample containing buffer only 
and no protein. All of the input scattering curves were scaled to a common reference over the 
q=0.025-4.28Å-1 range, and “laser off” curves were subtracted from their associated “laser on” 
curves to create a difference scattering curve (ΔI(q)) for each “laser on/off” pair. Next, all 
replicate difference curves (i.e. same sample and time delay) were grouped together, an 
iterative chi-squared test was performed (using a cutoff of χ2=1.5), and the average difference 
curve was calculated for each pump-probe time delay in the series. For each time delay, the 
difference signal for the buffer only sample was scaled to the difference signal for the sample 
containing protein over the q=1.5-3.6 Å-1 range, and then the buffer signal was subtracted from 
the protein signal to isolate the difference signal due only to the protein. Additionally, this script 
took all of the “laser off” scattering curves, performed an iterative chi-squared test (cutoff of 
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χ2=1.5), and calculated their average. As was done for the difference curves, the average “laser 
off” scattering curve for buffer only was subtracted from the average “laser off” scattering curve 
for the protein sample after an additional scaling step (q=1.5-3.6 Å-1 range). The output of this 
data reduction procedure was a single scattering curve (I(q) vs. q) for the “laser off” state, and a 
difference scattering curve (ΔI(q) vs. q) for each pump-probe time delay. All output data were 
corrected for the contribution of the buffer, and errors were propagated from the initial 
measurement standard deviations. 
Kinetic Analysis 
The averaged difference curves produced by our data reduction procedure were used 
for kinetic analysis of the time-resolved signal changes, which was implemented in a Python 
script called “difference_dat_kinetics.py.” For each time delay, this script integrated the area 
under the difference curve over the q=0.03-0.05 Å-1 range, then fit the resulting data (integrated 
area vs. time) to calculate relaxation rates using non-linear least-squares curve fitting. We used 
the following equations, for single-step kinetic fits: 
𝐴(1 − 𝑒−𝑘1𝑡) + 𝐵        (Eq. 2.3) 
And for two-step kinetic fits: 
𝐴(1 − 𝑒−𝑘1𝑡) + 𝐵(1 − 𝑒−𝑘2𝑡) + 𝐶      (Eq. 2.4) 
The output of this analysis was a relaxation rate, or two rates, with standard deviations 
calculated using a bootstrapping method51. The use of a bootstrap procedure was deemed 
appropriate, because standard deviations calculated for the integrated area under the difference 
scattering curves are likely to overestimate the true error, as they are the result of propagating 
measurement standard deviations through radial integration, scaling, on-off subtraction, 
averaging, buffer subtraction, and difference curve integration, with all experimental errors 
assumed to be random. In contrast, some experimental error is likely systematic, and would 
instead be removed, rather than propagated, by the subtractive operations employed during 
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data processing. In cases where we performed T-jumps at multiple temperatures, we used the 
observed rates and their standard deviations to perform an Eyring analysis by fitting (Eq. 2.1) 
(above) using a least-squares method to determine the enthalpy and entropy of activation, and 
their standard deviations (using the covariance matrix). We implemented the Eyring analysis in 
a Python script called “eyring_fit.py.” 
Creation of High-Quality Time-Resolved Scattering Curves for Structural Analysis 
To produce high-quality scattering curves that could be used for real space interpretation 
of the time-resolved X-ray scattering, we took the following steps. We used all of the “laser off” 
scattering curves from our on-off paired time-resolved measurements to create a single average 
curve. Then, for each of the time-delays reported, we added the average on-off difference (see 
above) to this average “laser off” scattering curve: 
𝐼(𝑞)𝑡 = < 𝐼(𝑞)𝑜𝑓𝑓 >  + < 𝛥𝐼(𝑞)𝑡 >      (Eq. 2.5) 
Calculating the time-resolved scattering curves in this manner allows us to take advantage of 
the data collection structure, specifically the collection of “laser on and off” pairs, and many 
replicate measurements to remove some effects of systematic error that can accumulate during 
the course of long experiments and can mask small time-resolved differences in X-ray 
scattering. Next, we utilized static scattering measurements, as a function of both concentration 
and temperature, to characterize the effect of intermolecular interactions on the observed X-ray 
scattering and to calculate structure factors (S(q)) for our 50mg/mL CypA solutions at 
temperatures spanning a range relevant to our T-jump experiments. We calculated structure 
factors (and second virial coefficients) following the methods described by Bonneté, et al.80. The 
scattering curves derived from summing the average “laser off” signal and the time-resolved 
differences were then divided by the calculated structure factors to correct for intermolecular 
interactions and extrapolate our measurements to infinite dilution. Because we discovered that 
the effect of intermolecular interactions was not temperature dependent, we did not need to 
model the time-dependence of structure factors for our protein solutions following the T-jump, 
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and the structure factor calculated at 13°C was used for the infinite dilution extrapolation. The 
calculation of structure factors and the creation of the high-quality, corrected I(q) curves were 
implemented in a pair of Python scripts called “structure_factor_calc.py” and 
“structure_factor_correction_TR.py,” respectively (a script called 
“structure_factor_correction_static.py,” was used in the latter step for static data sets). 
Guinier Analysis and Calculation of Rg 
In order to calculate radii-of-gyration (Rg) and to extrapolate the value of I(0) from 
scattering curves, we used the linear Guinier approximation: 
𝑙𝑛[𝐼(𝑞)] = 𝑙𝑛[𝐼(0)] −
𝑅𝑔
2
3
∙ 𝑞2       (Eq. 2.6) 
Guinier analysis was performed over the q-region spanning 0.03-0.08Å-1. We note that 
scattering curves were not placed on an absolute scale, however, this is not a requirement for 
Guinier analysis. The calculations were implemented in a Python script called “rg_and_i0.py.” 
 
Data availability 
Scattering data are deposited at NIH Figshare (https://doi.org/10.35092/yhjc.9177143). 
Additional information and files are available from the corresponding author upon reasonable 
request. 
 
Code availability 
All Python scripts used for analysis of integrated X-ray scattering curves are publicly 
available from GitHub (https://github.com/fraser-lab/solution_scattering). A code release 
checkpoint containing the exact scripts used in this work is available via Zenodo 
(https://doi.org/10.5281/zenodo.3355707). 
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Introduction 
A major challenge for time-resolved crystallography is the development of a generalized 
perturbation. Currently, most experiments have focused on photoactive proteins1–3, which can 
be excited by lasers emitting visible light. Given that a limited fraction of the proteome is 
photoactive, a general perturbation is needed. Temperature is one potential perturbation, since 
all proteins’ conformational equilibria are affected by temperature4,5. In previous work6, methods 
for the analysis of temperature jumps using X-ray scattering data were described. Those 
methods were constructed for solution scattering data, but we wished to conduct a similar 
experiment in the context of crystalline diffraction. Since Bragg peaks render the initial program 
ineffective, we needed to adapt our analysis pipeline to operate in the presence of diffraction. 
After adapting the method, we tested it during a time-resolved temperature-jump crystallography 
experiment, aiming to develop the generalized perturbation described above. 
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Methods 
Sample preparation for serial X-ray experiments 
CypA crystals were formed in batch, as described in chapter 2, at a constant stir rate of 
500 RPM. Lysozyme crystals were also formed in batch. Respective batches were embedded in 
hydroxyethyl cellulose carrier medium. Prior to sample injection, crystal slurries were 
centrifuged, the supernatant was removed, and crystals were directly mixed with a 15% 
hydroxyethyl cellulose in a 1:9 crystal-to-cellulose ratio, as previously described7. 
Serial X-ray data collection & analysis 
We collected data at SACLA8 using a Diverse Application Platform for Hard X-ray 
Diffraction in SACLA (DAPHNIS)9 at BL210. For time-resolved datasets, crystals were rapidly 
heated by excitation of the water O-H stretch with mid-IR laser light (1443nm, 7ns pulse 
duration). Since protein crystals are approximately 50% solvent by volume, the IR laser 
effectively heated the entire volume of an irradiated crystal. At defined time delays following the 
IR heating pulse (20ns, 20μs, and 200μs), we probed the sample with ultrafast, high-brilliance 
X-ray pulses from the SACLA XFEL. Diffraction images were collected using a custom-built 4M 
pixel detector with multi-port CCD (mpCCD) sensors11. Data collection was supported by a real-
time data processing pipeline12 developed on Cheetah13. Images identified as hits were 
processed using methods from CCTBX14. For Bragg processing, data were indexed and 
integrated using dials.stills_process15. Initial indexing results were used to refine the detector 
model, as well as crystal models16. Refinement of the detector distance and panel geometry 
improved the agreement between measured and predicted spots. Bragg data were then merged 
and post-refined using cxi.merge17. Error estimates were treated according to the Ev11 
method16,18, wherein error estimates were increased using terms refined from the 
measurements until they could better explain the uncertainty observed in the merged reflection 
intensities. For diffuse processing, radial averages were calculated from each image identified 
as a hit using the dxtbx.radial_average function. The function was modified to include a sliding 
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one-dimensional median filter, with a window size of 15 q bins. The median filter minimized 
contributions of the Bragg peaks to the radial average, while preserving the diffuse scattering 
signal. These smoothed radial averages were dumped to a plain text file for later analysis. 
Images were culled from later SVD analysis based on collection anomalies (clogging of sample 
jet, etc.), since these contributions dominated variations in the diffuse signal, making 
temperature jump detection difficult. 
Processing X-ray scattering curves 
A series of custom scripts were written to process the radial average curves 
(https://github.com/fraser-lab/xray_thermometer). The flat text files dumped by CCTBX were 
read, and parsed into separate curves. A mask was then applied for scaling purposes, so that 
only data between 2.0 Å-1 and 2.5 Å-1 were used for scaling. All scaling of X-ray scattering 
curves was performed using an algebraic (least-squares) procedure, as described in Chapter 2. 
To determine the scale factor, A, which can be applied to a scattering curve I(q)a in order to 
scale it to a second scattering curve I(q)b, we used the following equation: 𝐴 = 𝛴𝑞𝐼(𝑞)𝑎𝐼(𝑞)𝑏 
𝛴𝑞𝐼(𝑞)𝑎. 
X-ray thermometry 
Following the initial data processing steps described above, we used singular value 
decomposition (SVD) to detect the temperature-jump introduced by the IR laser 
pulse19–22. We pooled a series of dark and light images from time-resolved datasets, scaled 
them to a common reference over the q=2.0-2.5 Å-1 region, truncated the low angle signal, then 
performed SVD on a matrix built from these scaled curves. In this matrix, each column 
represents a single scattering curve, with the rows of the matrix corresponding to q-bins and the 
entries in the matrix consisting of azimuthally averaged scattering intensities. As described in 
the Results section, the SVD identified a left singular vector whose contribution to the overall 
scattering signal was highly temperature dependent. This was the left singular vector with the 
second largest singular value (U1). For each scattering curve, we calculated the average value 
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of v1n, which is the entry in the matrix V describing the contribution of the temperature- 
dependent singular vector (U1) to the nth scattering curve. The values within the column in the 
V matrix (V1) corresponding to the temperature dependent vector (U1) allowed us to classify 
images as “dark” or “light”. 
 
Results 
Both CypA and Lysozyme crystals diffracted to high resolution, but only the Lysozyme 
data was amenable to structure solution (Table 3.1) for reasons previously described23. Briefly, 
variations in CypA crystal size led to overloads and streaks on the CCD detector, inhibiting 
proper integration of Bragg data. Nonetheless, both proteins were tested within the context of 
the time-resolved temperature-jump experiment described. Images were processed in real time, 
with temperature-jump assessment focusing upon the diffuse scattering signal within the 
angular region typically known as the “solvent ring” (Figure 3.1 - top panel). By computing a 
radial average (Figure 3.1 - middle panel), and using a one-dimensional median filter to remove 
contributions from the Bragg peaks (Figure 3.1 - bottom panel - right side), we were able to 
home in on changes to the diffuse signal. Utilizing a 1D median filter was significantly faster 
than more traditional 2D filters (Figure 3.1 - bottom panel - left side), which proved critical when 
making real-time decisions during data collection. 
Data cleaning was critical for success of temperature analysis via SVD. Images were 
culled if an exceptional event, such as jet clogging occurred. We found that the variations in 
diffuse signal driven by these events could drown out any temperature dependent events. In 
addition to image selection, we scaled the curves based upon a narrow q range (2.0 Å-1 to 2.5 Å 
-1). This region bypassed the low angle regions that varied most greatly from changes in crystal 
size, laser power, and extraneous scattering mass such as fluctuations in sample jet size. The 
influence of Bragg peaks upon the radial average was also minimal in this angular region, 
mitigating any bias introduced by the median filter. Nonetheless, this angular region contained 
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strong diffuse scattering that is classically attributed to the carrier media, known as the “solvent 
ring” (Figure 3.1). 
 
Figure 3.1 Visualization of diffraction image processing. Diffraction images contain both 
Bragg peaks and solvent scattering data (step 0). Temperature jumps primarily affect scattering 
within the “solvent ring,” highlighted above. To detect changes within this ring, we took radial 
averages (step 1), and then smoothed out the contributions from the Bragg peaks using a one-
dimensional median filter (step 2). This effectively eliminates the contribution of the Bragg 
scattering (example of two-dimensional median filter visualized on the lower left), allowing us to 
focus solely on the diffuse signal contributed by the carrier media. 
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With a series of scaled radial averages in hand, we compiled them into a single matrix 
(Figure 3.2). Then, we decomposed this matrix using SVD, to gain insights into the main 
sources of variation across the images. Initial investigations focused on images within a single 
dataset. Data were collected in an interleaved fashion, with two “dark” images taken for every 
IR-illuminated “light” image. The status of the IR laser was recorded in the image headers, and 
data were sorted by run within Cheetah. Thus, the input to the SVD analysis was sorted first by 
run number, then by “dark1, dark2, light” status. This is visualized in the data structure (Figure 
3.3), and validates the coordination of the Laser diode with the temperature dependent vector 
(U1). 
 
Figure 3.2 Diagram of singular value decomposition (SVD) used to detect temperature 
jumps. Following the preprocessing from figure 3.1, radial averages are accumulated into a 
matrix (original vectors). By decomposing this matrix using SVD, we acquire three matrices. 
The first (column vectors) reports on the vectors that maximize variation across the matrix. 
The intermediate matrix (eigenvalues) provides scaling factors for the contribution of each 
singular vector to the overall variation. The right singular vectors (row vectors)report on the 
per-image perturbation driven by each left singular vector (column vectors).  
 
Following SVD, we examined the singular vectors associated with the largest 
eigenvalues (Figure 3.3). The strongest singular vector (U0) appears to have an exponential 
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decay from the origin of reciprocal space, while the next three strongest vectors (U1, U2, and 
U3) all appear to be approaching a decaying sinusoidal function. Smooth singular vectors are 
characteristic of solution scattering data, as shown in Chapter 2, so we interpreted this as a sign 
that the contributions of the Bragg peaks were cleanly masked by the median filter (Figure 3.1). 
Importantly, we wanted to assess the origins of this variation, so we investigated the singular 
values (Vn) associated with each singular vector (Figure 3.3). It appeared that the second 
strongest singular vector, U1, corresponded with the status of the IR laser. 
 
Figure 3.3 Temperature jump detection in lysozyme crystals. Following SVD analysis of 
over 7000 diffractions images collected during a temperature-jump experiment, the four 
strongest singular vectors were plotted (left panel).  The contribution of each vector to each 
image is plotted (right panel), with “dark” and “light” images, as reported by the IR laser diode, 
highlighted for clarity. It appears that the second strongest vector, U1, correlates with a 
perturbation to the diffuse scattering that is driven by the IR laser. 
 
 To investigate this further, we plotted the singular values as histograms, capitalizing on 
the labels from the IR laser status to distinguish light from dark images (Figure 3.4). This 
allowed us to more carefully assess the association of any given singular vector with the IR 
laser status. Out of the first four singular vectors it appeared as though only U1 correlated with 
IR laser status, leading us to refer to U1 as the temperature-dependent vector. 
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Figure 3.4 Column vector values plotted as histograms. By plotting the column vectors as 
histograms, clarity is gained as to whether a vector correlates with the IR laser status. This data 
corresponds to figure 3.3, where SVD was carried out on ~7,000 lysozyme diffraction images, ⅓ 
of which corresponded to a 20 ns time delay following excitation with an IR laser. In this dataset, 
U1 correlates with the IR laser status, allowing detection of temperature-jumps directly from 
diffraction data. 
 
We initially discovered a temperature-dependent vector within one time-resolved 
dataset, but we wondered how this vector might vary as a function of time delay and protein 
characteristics. Thus, we analyzed a series of datasets, consisting of different time delays, as 
well as different model proteins. To our surprise, not only was there a temperature-dependent 
vector in each dataset, but they appeared remarkably similar (Figure 3.5). Since the data were 
scaled to a relative size prior to SVD, the amplitude of the vectors may vary on an absolute 
scale. What is clear is that the position of the temperature-dependent vector in angular space is 
consistent, as is the overall sinusoidal shape. This was consistent across time-delay and across 
113 
two different protein samples, but it did vary when an alternative carrier media was used. All 
datasets shown (Figure 3.5) were injected using cellulose carrier media, but additional datasets 
were solved using LCP carrier media. LCP datasets exhibited different diffuse scattering, as well 
as a different temperature-dependent vector. Despite this consistency, variations are still 
noticeable. Most prominently, the pink vector corresponding to the 20 µs Lysozyme dataset 
(Figure 3.5) displays remnants of jet clogging near 1.7 Å-1. Large variations in diffuse scatter 
within a dataset that are too broad to be smoothed by the median filter can easily dominate the 
temperature-jump signal. 
 
 
Figure 3.5 The temperature-jump signal is consistent across time delays and protein 
samples. The singular vector (or a linear combination of vectors) that correlated with IR laser 
status was plotted for seven separate datasets. Overall features and location in angular space 
appear to match well across the datasets, indicating that the IR-driven change in diffuse 
scattering is a function of the carrier media rather than of the protein crystals, or the time delay 
following perturbation with the IR laser. 
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Table 3.1. Crystallographic statistics for data collection. Statistics for the highest-resolution 
shell are shown in parentheses. 
Lysozyme Dataset true dark 20ns 20us 200us 
X-ray Source SACLA - BL2 SACLA - BL2 SACLA - BL2 SACLA - BL2 
Photon Energy (keV) 10 10 10 10 
X-ray pulse duration 
(fs) ~10 ~10 ~10 ~10 
Photons per pulse ~1*10 E11 ~1*10 E11 ~1*10 E11 ~1*10 E11 
Repetition Rate (Hz) 30 30 30 30 
Hit rate (%) 22.4 11.6 13.1 8.9 
Indexing rate (%) 84.3 88.6 87.9 82.9 
No. of images 9464 15253 13681 11931 
Resolution Range 28.09 - 1.57 31.62 - 1.57 28.11 - 1.57 28.11 - 1.57 
Space Group P 43 21 2 P 43 21 2 P 43 21 2 P 43 21 2 
Unit-cell parameters     
a (Å) 79.45 +/- 0.10 79.52 +/- 0.13 79.52 +/- 0.10 79.51 +/- 0.11 
b (Å) 79.45 +/- 0.10 79.52 +/- 0.13 79.52 +/- 0.10 79.51 +/- 0.11 
c (Å) 38.16 +/- 0.07 38.23 +/- 0.08 38.21 +/- 0.05 38.19 +/- 0.05 
alpha (º) 90 90 90 90 
beta (º) 90 90 90 90 
gamma (º) 90 90 90 90 
Total Reflections 
1593940 
(39912) 
3195992 
(85262) 
2208287 
(56144) 
1783773 
(45477) 
Multiplicity 90.55 (46.63) 181.56 (99.61) 125.46 (65.59) 101.34 (53.13) 
Completeness (%) 99.97 (100) 99.98 (100.00) 99.97 (100.00) 99.97 (100.00) 
Mean I/sigma (I) 9.463 (5.889) 12.969 (6.918) 10.844 (6.633) 9.986 (6.280) 
Wilson B Factor (Å 2) 14.1 15.37 15.38 15.1 
Rsplit (%) 9.4 (40.0) 5.9 (25.9) 7.5 (25.7) 8.5 (30.6) 
CC int (%) 98.6 (17.0) 99.6 (34.6) 99.2 (44.5) 98.4 (37.7) 
Software 
cctbx + 
cxi.merge 
cctbx + 
cxi.merge 
cctbx + 
cxi.merge 
cctbx + 
cxi.merge 
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With our temperature-detection method in-hand, we felt confident in proceeding with the 
experiment. Thus, we collected and analyzed a series of time-resolved diffraction datasets 
(Table 3.1). Each dataset was extremely high in quality, and the diffuse scattering associated 
with it held clear evidence of a consistent temperature-jump (Figure 3.5). 
 
Discussion 
By adapting methods developed for solution scattering experiments for diffraction 
experiments, we have enabled the first direct detection of temperature jumps from time-resolved 
XFEL datasets. This method allows experimentalists to verify that a temperature jump is taking 
place, by direct observation of the X-ray data. Furthermore, this method is compatible with 
online analysis, enabling near real-time feedback on the experiment as it is conducted. This is 
invaluable when collecting time-resolved data. 
This method currently depends upon SVD to extract a temperature-dependent singular 
vector from the radial averages. Nonetheless, it appears that temperature-dependent vectors 
are consistent when carrier media and the crystalline well-solution are comparable. Thus, it may 
be possible to alter these methods by measuring a temperature-dependent vector prior to the 
time-resolved work. A temperature-dependent vector can be measured for each carrier media, 
and then a simple dot product of this vector with any radial average should give a value whose 
sign will correspond to illumination status. Alternatively, gaussian mixture models may be 
utilized to identify signature changes in the diffuse scattering signal. Each approach would 
vastly simplify the computational pipeline, increase its robustness in the presence of 
experimental noise, and greatly enhance the speed of analysis. Nonetheless, limitations will 
apply. The experimental setup must be carefully measured to ensure that the vector’s position in 
angular space matches that of the experiment. Furthermore, a series of static measurements at 
defined temperatures will enable quantitative measurement of the temperature jump, as 
conducted in previous solution scattering experiments6. 
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Finally, the most exciting application is to carry out time-resolved structural analysis, 
enabled by this pipeline. As shown here, we have collected a series of time-resolved datasets, 
and are currently investigating time-resolved structural changes. This is the ultimate goal of 
time-resolved structural biology, to perturb samples in a general fashion and thus to learn how 
each molecule populates and moves through its energy landscape.  
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Preface 
The bulk of this work appears as Wall, Wolff, & Fraser, published in Current Opinion of 
Structural Biology in 2017. 
Upon joining the Fraser Lab, I was initiated into the dark art of analyzing diffuse X-ray 
scattering. The phrase, “diffuse scattering” was rather opaque to me in the beginning. So, to 
shore up my understanding I was given the opportunity to collaborate with Michael Wall. 
Michael is a longstanding expert in the field of diffuse scattering, and he provided a great deal of 
mentorship during my graduate career. In the following work, we summarize the state of the art 
in diffuse scattering analysis as of late 2017, and provide perspective on the future growth we 
hope to see in the field. 
 
Abstract 
X-ray crystallography is experiencing a renaissance as a method for probing the protein 
conformational ensemble. The inherent limitations of Bragg analysis, however, which only 
reveals the mean structure, have given way to a surge in interest in diffuse scattering, which is 
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caused by structure variations. Diffuse scattering is present in all macromolecular 
crystallography experiments. Recent studies are shedding light on the origins of diffuse 
scattering in protein crystallography, and provide clues for leveraging diffuse scattering to model 
protein motions with atomic detail. 
 
Introduction 
With over 100 000 X-ray structures deposited in the wwPDB1, improvements in data 
processing pipelines, and the advent of completely unattended data collection, it seems hard to 
imagine that there are any aspects of protein X-ray crystallography that remain to be optimized. 
However, only about half of the X-rays scattered by the crystalline sample are currently being 
analyzed — those in the Bragg peaks. The weaker, more smoothly varying features in 
diffraction images, known as diffuse scattering, are largely ignored by current practices. While 
the analysis of diffuse scattering is an established method in the fields of small molecule 
crystallography2 and materials science3, there are only very few foundational studies of diffuse 
scattering in macromolecular crystallography4–18. However, the relative scarcity of diffuse 
scattering studies is poised to change as activity in the field has recently increased. 
A small group of researchers met in 2014 to discuss the challenges and opportunities of 
investigating macromolecular diffuse scattering19. Our attention was drawn to several key 
developments in the field of macromolecular crystallography that motivated and enabled 
assessment of the diffuse signal. First, structural models obtained using traditional methods 
appear to be reaching a plateau in quality, as R factors remain relatively high compared to what 
can be achieved in small-molecule crystallography. The origin of this ‘R-factor gap’ is likely due 
to the underlying inadequacies of the structural models refined against crystallographic data20. 
These inadequacies can only be overcome if we can improve the modeling, including, for 
example, conformational heterogeneity (especially in data collected at room temperature21), 
solvation, and lattice imperfections that break the assumptions of ‘perfect crystals’ used in data 
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reduction and refinement. Second, new detectors were enabling collection of data with lower 
noise, higher dynamic range, and highly localized signal. Third, new light sources were 
emerging with very bright, micro-focused beams (e.g. X-ray free-electron lasers). Collectively, 
these factors made us optimistic that diffuse scattering data both was needed and could be 
measured accurately enough to improve structural modeling. In early 2017, many of us met 
again to discuss the progress of the field with respect to each of these challenges identified in 
201422. In this review, we provide our perspective on this progress and the status of the field, 
informed in part by our observations at that meeting and advances covered by Meisburger et 
al.23. While there have been exciting developments in recent years, there are still major 
challenges ahead, include modeling atomic motions in protein crystals using diffuse scattering 
data with accuracy comparable to the Bragg analysis, and utilizing these models of protein 
motions to distinguish between competing biochemical mechanisms. 
 
Data Collection 
Extraction of diffuse scattering data from conventional protein crystallography 
experiments is becoming straightforward thanks to the increased accessibility of photon-
counting pixel array detectors (PADs, e.g. Pilatus detectors). These detectors have greater 
dynamic range and do not suffer from ‘blooming’ overloads that obscured diffuse signals near 
Bragg peaks on conventional charge-coupled device (CCD) detectors. (An early CCD detector 
was programmed to drain excess charge away from overflowing pixels to enable measurement 
of diffuse scattering data18,24; however, this feature was not implemented in commercial 
detectors.) Additionally the use of PADs has led to changes in data collection strategies, such 
as the use of fine phi angle scans, that facilitate analysis of Bragg peaks and diffuse features 
from the same set of images25. A second major advance is the measurement of diffuse 
scattering using an X-ray free-electron laser (XFEL) in a serial femtosecond crystallography 
(SFX) experiment26. Using an XFEL enables collection of radiation-damage-free room 
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temperature data, as well the potential to examine time-resolved changes in the diffuse 
scattering signal. 
Despite these advances in collection of diffuse scattering data, minimizing background 
scattering remains the most important obstacle to collecting high quality data. While it is 
possible to remove some background scattering during data processing, the cleanest separation 
requires one to remove scattering extraneous to the crystal during the experiment. Factors to 
consider during collection of single crystal datasets include the thickness and orientation of the 
loop (for relevant mounting schemes), the volume of liquid surrounding the crystal, and the 
amount of airspace between the crystal and the detector. Background air scatter can be also 
reduced by a Helium or vacuum path between sample and detector. Collection of SFX data 
adds additional complexity, as the injection stream and crystal size will vary. Ayyer et al.26 
addressed this challenge by selecting only the frames with the strongest diffuse scattering 
signal, in which the size of the crystal was expected to be comparable to the width of the jet. As 
the landscape of sample delivery devices for SFX and conventional crystallography continues to 
evolve, mounted sample delivery on materials such as graphene27 provides a promising route 
for minimization of background scattering. 
 
Data Integration 
Early studies of protein diffuse scattering focused on explaining features in individual 
diffraction images. The introduction of methods for three-dimensional diffuse data integration 
enabled quantitative validation of models of correlated motions18. Several approaches to 3D 
data integration now have been implemented24,26,28–30. These approaches differ in several key 
ways: the scaling of intensities when merging the data; the handling of intensities in the 
neighborhood of the Bragg peak; and the strategy for sampling of reciprocal space. In the Lunus 
software for diffuse scattering (https://github.com/mewall/lunus) we have chosen: 
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(1) To use the diffuse intensity itself to scale the diffuse data (as opposed to using the Bragg 
peaks, as in Ref.29). This choice avoids artifacts due to potential differences in the way 
the Bragg and diffuse scattering vary with radiation damage and other confounding 
factors. The response of these signals to damage requires further study before a 
definitive scaling strategy can be chosen. 
(2) To ignore or filter intensity values in regions where the variations are sharper than the 
3D grid that will hold the integrated data. This can include masking halo intensities too 
close to a Bragg peak, and kernel-based image processing to remove Bragg peaks from 
diffraction images. These steps avoid the mixing of signal associated with sharp features 
into the signal associated with larger-scale, cloudy diffuse features. The sharply varying 
features (e.g. streaks) are an important component of the signal; however, to avoid 
artifacts in analysis, we prefer to measure them on a grid that is fine enough to resolve 
them17. If the sampling is finer than one measurement per integer Miller index, but still 
too coarse to resolve the halos, and if the halo intensity is nevertheless included (as in 
Ref.29) then the measurements at integer Miller indices may be segregated from the rest 
of the data and analyzed separately. 
(3) To sample the data on a grid that includes points at Miller indices (corresponding to 
where the Bragg peaks are located), and, for finer sampling, points corresponding to 
integer subdivisions of Miller indices. Sampling strategies that are not tied to the 
reciprocal lattice also are valid (as used in Refs.26,28); however, on-lattice strategies 
enable leveraging of existing crystallographic analysis and modeling tools for diffuse 
scattering. 
Efforts are now underway to decrease the burden of diffuse data integration and make 
diffuse data collection accessible for any protein crystallography lab. Recent algorithmic 
improvements have led to scalable, parallelized methods for real-time processing of single-
crystal synchrotron data, decreasing the time required to extract a diffuse dataset from 
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diffraction images. These improvements aim to keep pace with real-time analysis of Bragg data 
at high frame rates, such as those expected at LCLS-II and euXFEL. Initial tests mapped 
staphylococcal nuclease diffuse data onto a fine-grained reciprocal lattice, using two samples 
per Miller index31. This implementation of the Lunus software is capable of processing 
thousands of diffraction images within a few minutes on a small computing cluster. 
In addition to improving the scalability of diffuse scattering data processing, efforts are 
underway to create a push-button diffuse data processing pipeline. The Sematura pipeline 
(https://github.com/fraser-lab/diffuse_scattering) was inspired by the user-friendly environment 
provided by software for analyzing Bragg peaks, such as xia232. To ensure portability the project 
was built upon the CCTBX framework33, with future work focusing on developing Sematura as a 
CCTBX module for ease of access. 
 
Building and refining models of protein motions 
Liquid-like motions 
After early experiments on tropomyosin15, the liquid-like motions (LLM) model became a 
key tool in interpreting diffuse features in diffraction images4,6. In the LLM model, the crystal is 
treated as a soft material. All atoms are assumed to exhibit statistically identical normally 
distributed displacements about their mean position. The correlation between atom 
displacements is a decreasing function of the distance between the atoms, usually an 
exponential decay. A LLM was used to interpret early 3D diffuse data sets, refined using a 
correlation coefficient as a target function18. Successful refinement of a LLM model was used to 
demonstrate that interpretable diffuse datasets can be extracted from Bragg diffraction 
experiments, when data collection is not specifically targeted at measuring the diffuse signal25. 
Peck et al.29 recently found the ability of the LLM to include correlations across unit cell 
boundaries was essential for modeling the diffuse signal in several 3D datasets. This result is 
intuitive, as many atoms in a typical protein crystal are within 5–10 Å of symmetry related 
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molecules. Overall the LLM model has proven to be a simple means of explaining the general 
features of the data with a straightforward interpretation, and therefore remains an important 
first approach to analysis of protein diffuse X-ray scattering data. 
Normal mode analysis and elastic network models 
Beyond the LLM model, normal mode analysis (NMA) of elastic network models (ENMs) 
can provide insights into the soft modes of protein dynamics in more detail, helping to reveal 
mechanisms that bridge protein structure and function34. In an ENM, the atoms of the crystal 
structure are connected by springs, and the resulting network is coupled to a thermal bath. NMA 
then yields the covariance matrix of atom displacements. The diagonal elements of the 
covariance matrix correspond to the crystallographic B factors. ENMs are often used to predict 
B factors, which come from the Bragg analysis through the crystal structure model. However, 
Riccardi et al.35 showed how to renormalize the entire covariance matrix using the 
crystallographic B factors. Importantly, this renormalization enables any ENM to be entirely 
consistent with the Bragg data, while preserving differences in diffuse scattering. Diffuse 
scattering could help differentiate between these ENMs because the off-diagonal elements 
directly influence the diffuse signal. Thus, there is an opportunity for carefully measured diffuse 
data to be used in refinement of ENM models, and subsequent refinement of models of protein 
structure and dynamics. 
Indeed, many key elements needed for refinement of normal modes models using 
diffuse scattering already have been demonstrated. Cloudy diffuse features in X-ray diffraction 
from lysozyme crystals resemble the diffuse scattering predicted from simulations of normal 
modes models9,13. Similarly, sharper diffuse features in the neighborhood of Bragg peaks in 
ribonuclease crystals can be captured by lattice normal modes36. Different varieties of ENMs for 
staphylococcal nuclease give rise to distinct diffuse scattering patterns, even when renormalized 
using the crystallographic B factors35. 
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Three-dimensional diffuse scattering data from trypsin and proline isomerase (CypA) 
recently were modeled using ENMs25. The agreement was substantial, considering that the 
models were not refined. On the other hand, Peck et al.29 found a low agreement between ENM 
models and diffuse data. How much can refinement improve the agreement of an ENM model? 
Here we provide an example. In our example, the asymmetric unit of PDB ID 4WOR was 
expanded to the P1 unit cell, and an ENM was constructed as in Ref.25. The spring force 
constants between C-alpha atoms were computed as e−rij/λ, where rij is the closest distance 
between atoms i and j, either in the same unit cell or in neighboring unit cells of the crystal 
structure. All atoms on the same residue as the C-alpha were assumed to move rigidly as a unit. 
The initial value λ = 10.5 Å yielded a linear correlation of 0.07 with the anisotropic component of 
the diffuse data, as computed in Ref.25. Powell minimization using the scipy.optimize.minimize 
method was used to refine the value of λ, using the negative correlation as a target. The final 
correlation was 0.54 for a value λ = 0.157 Å — a substantial improvement, but one that 
indicates that the direct interactions are essentially limited to nearest atomic neighbors. 
Simulated diffuse intensity in diffraction images calculated using the model vs. the data show 
similarities in cloudy diffuse features (Figure 4.2). Key strategies for improving the model are: 
extending from a C-alpha network to an all-atom network; using crystalline normal modes that 
extend beyond a single unit cell (prior studies used the Born von Karman method to compute 
these modes35,36, but did not fully include the resulting modes in the thermal diffuse scattering 
calculation37); and allowing spring constants to deviate locally from the exponential behavior. 
Optimizing this type of model has applications beyond diffuse scattering validation and model 
refinement, as structures derived from normal modes analysis of network models have been 
useful for providing alternative starting points for molecular replacement38 and have recently 
been used in an exciting local refinement procedure in cryo electron microscopy39. 
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Ensemble refinement 
A great promise of diffuse scattering is the potential to validate ensemble or 
multiconformer models of protein structures (Figure 4.1). As for as with Translation-Libration-
Screw (TLS) refinement40 and ENM models, diffuse signal might differ for ensembles that result 
in the same average structure. Even if information about atomistic conformations remains out of 
reach, the signal could potentially be leveraged to improve ensemble models derived from time-
averaged refinement using the scheme by Gros and colleagues41. Currently, this procedure 
operates on the rationale that large scale deviations can be modeled using a TLS model, and 
the residual local deviations are then sampled by a molecular dynamics simulation with a time-
averaged difference electron density term. Our work has revealed that diffuse scattering 
calculated from TLS models of disorder do not match the measured diffuse signal, however, 
indicating that TLS is a poor descriptor of the disorder within the protein crystals we 
considered25. Given the improvements seen when including neighboring unit cells in LLM 
models29, the disorder of the crystal environment might be better accounted for by a coarse-
grained model of intramolecular motion using a NMA model refined against the diffuse 
scattering signal. In addition, due to the limited number of copies in ensemble models, they can 
exhibit artificially long length scales compared to molecular dynamics simulations, which contain 
orders of magnitude more finely time-sliced ‘snapshots’ of the system42. Ensemble models of 
diffuse scattering data will therefore need to include the effect of decoherence corresponding to 
the finer scale motions that are filtered out in conformational selection. Once large-scale 
disorder is accounted for by NMA, local anharmonic deviations from the modes can be explored 
using MD simulations restrained by the X-ray data. As diffuse analysis becomes more sensitive, 
the selection of the final representative ensemble also might be optimized against the diffuse 
data. This selection step could supplement the current practice of selecting an ensemble that 
matches the Bragg data. 
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Figure 4.1. Breakdown of Bragg and diffuse scattering. A typical detector image in X-ray 
crystallography (from25) (upper, left) records all of the X-rays scattered by a protein crystal 
during a single exposure. Dark pixels correspond to high X-ray intensities. A cartoon crystal is 
depicted (lower, left) that contains a series of unit cells, with the contents of any given unit cell 
adopting one of two conformations (the conformations are expected to be more varied in a real 
protein crystal). Conformation A is shown in orange, while conformation B is shown in black 
(lower panel). During analysis, data are reduced by examining only the Bragg peaks (upper, 
middle), which report on the average charge density within a unit cell (lower, middle). The 
electron density is shown in blue, with areas of especially strong charge highlighted in purple. 
While multiple conformations may be modeled into the average density, assigning which 
conformations occur together across residues requires additional information. Current modeling 
practices use geometric constraints to help classify different alternative conformation groups. 
The diffuse scattering left behind during data reduction (upper, right) is an additional potential 
source of such information. Diffuse scattering includes an isotropic component that is 
determined both by protein and solvent scattering43,44, and an anisotropic component that is 
dominated by correlated protein motions within the crystal44. Analyzing this anisotropic signal 
might help to distinguish networks of residues that move together (lower, right). 
 
Molecular dynamics simulations 
In addition to refining models of protein motions, diffuse scattering can be used to 
validate MD simulations7,9,31,43–47. Early efforts were hindered by the use of 10 ns or shorter 
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simulation durations7,9,43,45, which lacked sufficient sampling for the calculations. Microsecond 
duration simulations of protein crystals are now becoming routine31,44,48,49. For staphylococcal 
nuclease, microsecond simulations overcome the sampling limitations for diffuse scattering 
calculations, while providing insight into ligand binding and catalysis44. 
The agreement of the total diffuse intensity with MD simulations is high for 
staphylococcal nuclease44,46, yielding a linear correlation of 0.94 for a microsecond simulation44. 
Agreement with the 10-fold weaker anisotropic component is lower31,44, but is more sensitive to 
the details of the simulation, creating opportunities for increasing the accuracy of MD models. 
Expanding the staphylococcal nuclease model from a single periodic unit cell to a 2 × 2 × 2 
supercell increased the correlation with the anisotropic component to 1.6 Å resolution from 0.42 
to 0.68 for a microsecond simulation31. 
Even though MD simulations provide a picture of crystalline dynamics at atomic detail, 
the accuracy of the published MD models is not yet high enough to validate the atomic details 
using diffuse scattering. Although we do not know what level of accuracy will be required for 
diffuse scattering to reveal the atomic details of protein motions, the possibility of validating the 
atomic details of protein motions strongly motivates improving the MD models. Ideas for 
improving the MD model include: increasing the size of the supercell even further, to 3x3x3 or 
beyond; improving force fields; increasing the simulation duration; and introducing crystal 
imperfections such as vacancies (missing copies of the protein) or dislocations. It is also 
possible that higher quality experimental data would be required to improve the model. 
Additional insights for increasing model accuracy might come from solid state NMR (ssNMR) 
experiments combined with crystalline protein simulations50–52, which create opportunities for 
joint validation of MD simulations using crystallography and NMR. 
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Phasing and resolution extension 
In a high-profile publication, the Chapman and Fromme groups integrated the first three-
dimensional diffuse scattering dataset from a serial femtosecond protein crystallography 
experiment at an X-ray free electron laser26. Their analysis focused on the potential for phasing 
and resolution extension of a charge density map of photosystem II (PSII). In this study, the 
method, based on the difference-map algorithm53, depends critically on the assumption that the 
diffuse signal is proportional to the molecular transform of the PSII dimer. In this respect, the 
work is closely related to that of Stroud and Agard54 and Makowski 55 on phasing using 
continuous diffraction data. In Ref.26, and in a follow-on study using improved data integration56, 
the validity of the method was argued by assuming independent, rigid body motions of the 
dimer. 
Using diffuse scattering for phasing and resolution extension might prove to be useful in 
rare cases when diffuse scattering extends to higher resolution than the Bragg diffraction; 
however, many technical questions remain both about the origin of diffuse scattering in PSII and 
the role of diffuse scattering in yielding the resulting charge density. What effect does the 
presence of Bragg peaks have on phasing and resolution extension in the 4.5–3.5 Å range, 
which is where the diffuse intensity was measured? How does the improvement in the PSII map 
compare to what would be obtained by using randomized intensities, due to the free lunch 
effect57 and solvent flattening58? How would the R-factors in the extended resolution range 
reported in PDB 5E79 compare to pseudo-crystallographic refinement59 of using either random 
intensities or the uniform average intensity in these bins? How robust are the improved features 
of the charge density in Ref.26 to omit map analysis60, especially at the solvent/protein interface? 
Might a LLM model (or a ENM or MD model) more accurately describe the diffuse scattering 
than rigid-body translations of PSII dimers (in Ref.56, the agreement was improved when the 
intensities were convoluted with a 4 × 4 × 4 voxel kernel)? Can the model be improved by 
assuming the rigid units are coupled instead of independent8, or if the model included rotations 
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as well as translations14 (in Ref.56, the intensities were rotationally blurred, but this does not 
correspond to rigid-body rotations61)? What is the role of substitution disorder62 (e.g. unit cells in 
which one or more copies of the PSII dimer are missing) in determining the diffuse signal? 
Understanding the implications of this method for protein crystallography will rely on answering 
these questions and determining whether signals at higher angle than Bragg are commonly 
observed. 
 
Future perspective 
The massive investment in structural genomics in the 2000s dramatically increased the 
robustness of X-ray crystallography data collection, processing, and refinement. The resulting 
technological improvements and standardizations have led to more robust methods and 
instrumentation for data collection that are well-aligned with the requirements for diffuse 
scattering experiments, enabling measurement of diffuse scattering data from traditional 
crystallography experiments25,29. These advances, along with software that makes the data 
processing and analysis more accessible, will enable diffuse scattering studies at any modern 
beamline, by any crystallography lab. Why should crystallographers take advantage of this 
offering? Diffuse features in protein crystallography can be myriad and complex: a mixture 
streaks, satellite reflections, isotropic scattering, cloudy patterns, circles, and others. Sometimes 
the diffuse signal appears to reflect imperfections in crystal packing, and offers a possible 
explanation for why a structure cannot be solved. In other cases, the diffuse signal might be so 
complicated as to be uninterpretable, or might be so weak that it is difficult to learn anything 
interesting. 
Integrating diffuse scattering with Bragg diffraction to improve crystallographic models 
could become a major application17,30,63. Although assuming proteins are rigid provides the 
greatest potential for phasing using diffuse scattering data26,56, multiple studies of both Bragg 
and diffuse scattering point to a more dynamic picture of crystalline proteins. A model with 
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internal motions such as the LLM tends to obscure the molecular transform signal and to limit 
the information to what is available from the crystal transform, at Miller indices29. Nevertheless, 
because the diffuse signal can extend well beyond the resolution limit of the Bragg peaks in rare 
cases, it still allows for the possibility of resolution extension. The blurring of the signal implied 
by the LLM means there is a loss of information in the diffuse Patterson function at long 
distances, so the path to resolution extension might require model refinement in addition to, or 
instead of, direct methods. In addition, the apparent success of the LLM4,6,17,18,25,29 and MD 
simulations31,43,44,46,47 in obtaining insights into diffuse scattering data points to a picture in which 
internal motions are important. This opens up the possibility that diffuse scattering can be used 
to reveal atomic models of protein motions, a possibility that is eliminated when proteins are 
treated as rigid units. 
Ironically, the strongly diffracting model systems that have enabled experimental 
measurements of diffuse scattering may contain less informative signals than more poorly 
ordered crystals. In the case of poorly ordered systems, multiple significant conformational 
minima may co-exist in the crystal. This disorder would limit the power of Bragg diffraction, while 
the correlations present in the ensemble or the spread of conformations between extremes64 
would lead to diffuse signal. However, increased disorder, which may or may not be 
biochemically meaningful, may also present additional challenges in processing the diffuse 
scattering data. Nevertheless, a small but growing number of systems have shown simpler 
patterns of strong diffuse features that appear to be connected to protein motions. Modeling of 
diffuse scattering for such systems has improved substantially in recent years. For some 
models, like normal modes, the agreement with the diffuse signal is still relatively weak (Figure 
4.2); for others, such as MD, the agreement is stronger31, but still lower than what is typical in 
Bragg analysis. 
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Figure 4.2. Comparison of simulated vs experimental diffuse data. (a) a refined ENM of 
staphylococcal nuclease and (b) experimental data from Ref.18. 
 
What will be required to take diffuse scattering to the next level and make it an equal 
partner to Bragg analysis? We can look to traditional crystallography for clues. In Bragg 
analysis, using model phases, the details of the atomic structure only are revealed when the 
model of the whole system is sufficiently accurate. As the accuracy is increased, the effect of 
refining the model of small numbers of atoms can be seen in the analysis. When we have a 
sufficiently accurate model for all the diffracted X-rays, diffuse scattering might become 
sensitive to atomic details of correlated variations, with the caveat that the diffuse signal might 
contain less information than the Bragg diffraction, as measurements nearby in reciprocal space 
can be correlated. If atomic details of correlated motions can be revealed for the systems that 
have the clearest diffuse signal, diffuse scattering would then begin to provide very interesting 
information for these systems. As capabilities evolve, more complex patterns might be tackled, 
and the analysis methods applied more generally. Meanwhile, it will be important to scour the 
diffraction image repositories such as SBGrid Databank65 or CXIdb66 and archive raw data from 
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new experiments, identifying cases where the diffuse signal is strong and amenable to 
analysis67. 
Despite being present in all macromolecular diffraction patterns, the origins of diffuse 
scattering in protein crystallography are in many cases still mysterious. Our current short-term 
outlook is that, for a small number of cases, whether it is due to long-range26 or short-range 
disorder25,29,31, diffuse scattering will provide valuable information for structural modeling. The 
types of conformational heterogeneity that can be validated and, potentially, refined against 
diffuse scattering data can guide us to define better models of protein structure and dynamics. 
As the structural biology toolkit expands, X-ray scattering, including diffuse scattering, still 
provides unique capabilities to probe conformational ensembles over many length scales, as 
captured in the recent review by Meisburger et al.23. Ultimately, the better models of concerted 
motions will have far ranging impact beyond the average structure that is accessible using 
conventional X-ray crystallography and cryo-electron microscopy data, yielding a deeper 
understanding of biochemical mechanism68. 
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James S. Fraser 
 
Introduction 
Diffuse scattering contains a wealth of information about protein motions, and is often 
present in X-ray diffraction data1. Nonetheless, diffuse scattering is rarely used to model and to 
understand these motions due to the challenge of measuring and interpreting the data2. Since 
the diffuse signal underlies and surrounds the Bragg peaks, it can be challenging to measure 
both signals well. Initial studies relied upon special detectors to prevent overloaded CCD pixels 
from obscuring the diffuse signal3. Then, it was discovered that pixel array detectors (PADs) 
enable simultaneous collection of Bragg and diffuse data without special adaption of the 
experiment4. During these experiments, computational removal of background diffuse scatter 
helped to isolate the signal driven by the crystal. However, as the field advanced it became 
clear that the optimal measurement of diffuse scattering requires elimination of the background 
signal during the experiment5. Specifically, anisotropic sources of background scatter must be 
removed at the experimental level. When anisotropic background contaminates the 
measurements our ability to model protein motions is limited2. With these considerations in 
mind, we set out to discover the experimental parameters that enable collection of the highest 
quality diffuse scattering signal from protein crystals. 
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Methods 
Sample Preparation 
While testing different collection strategies, a host of samples were utilized, including 
Hen egg-white lysozyme (HEWL), Cyclophilin A (CypA), Htra1, and Protein Kinase A (PKA). 
HEWL was crystallized using standard conditions, CypA was purified and crystallized as 
previously described6,7. Htra1 crystals were provided by Taylor Dennis and Jeff Perry, with 
extensive efforts to optimize for larger crystals. PKA crystals were provided by Phillip Aoto, Jody 
Weng, and Susan Taylor. Phillip extensively explored phase space and seeding methods to 
optimize for the largest crystals possible, and most diffuse scattering measurements were 
conducted using PKA crystals. 
Diffuse data collection 
We collected X-ray data at beamline 8.3.1 at the Advanced Light Source. The beamline 
was equipped with a Dectris Pilatus3 S 6M detector, and crystals were maintained at controlled 
temperatures by modulating the flow rate and gas mixture settings on the cryojet. Crystals were 
looped in Mitegen MicroloopsTM, which are made of Kapton® film that contributes minimal 
diffuse scatter. To maintain crystal hydration during room-temperature collection, one of the 
following was applied: 1) Paratone-N oil, by pulling a looped crystal through a droplet of oil; 2) a 
Mitegen MicroRT™ Capillary, filled at the end with 10 µL of well solution; 3) a Hampton Glass 
Number 50 (borosilicate glass) capillary, filled at the end with 10 µL of well solution; 4) crystal 
open to ambient air with Mitegen WatershedTM hydration tip placed within 1 cm of the crystal 
(the tubing was elongated to 10 feet to enable placement of the tip of the hose within the 8.3.1 
mini-hutch), with the WatershedTM set to > 90% relative humidity. To collect background 
datasets, the goniometer was moved back in the Z-plane so that only the capillary was in the 
path of the X-ray beam. For data collection, we explored a series of different exposure times, 
but found best success using 0.1 second exposures with 0.1º oscillations per image. Beam 
energy was 11.1 keV, with beam divergence set to 0.25 X 0.25 mrad. We used a 100 µm 
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pinhole to ensure the size of the beam matched the size of the crystal. To minimize radiation 
damage, we aimed for less than 80 kGy of exposure at each location on the crystal, translating 
along the crystal once we had exposed 500 images (50º). By adjusting phi at each location, we 
aimed to collect a minimum of 180º of data for each dataset. When necessary, data was 
merged across crystals to enhance sampling of the diffuse scattering signal. 
Data processing 
 Bragg data were processed in XDS8 and Dials9. Radiation damage was determined on a 
per-frame basis using R_d and overall B-factors; images with evidence of radiation damage 
were culled from both Bragg and diffuse analysis. For diffuse analysis, a combination of the 
LUNUS10 software package and custom scripts were utilized. Current versions of both are 
maintained in the LUNUS GitHub repository (https://github.com/mewall/lunus/). Briefly, 
experimental geometry was extracted from files output by Dials during Bragg processing. 
Crystalline datasets and background datasets were then matched by phi angle, and subtraction 
occurred on a per-image basis. Images were then processed in the LUNUS pipeline. Bragg 
peaks were removed with a mode filter, intensities were corrected for polarization and 
normalized as a function of solid-angle, then the data were integrated onto an oversampled 
reciprocal lattice. The quality of merged diffuse intensities was assessed using tools within 
LUNUS, namely a resolution-dependent linear correlation coefficient was calculated between 
symmetrized vs unsymmetrized datasets. Initial models of protein motion were developed using 
methods within LUNUS, including liquid-like motions (LLM) and rigid body translation (RBT) 
models. These models were optimized against each dataset, with linear correlation coefficients 
used to assess the quality of fit. 
Results 
To begin our investigation into the collection of high-quality diffuse scattering 
measurements, we carefully measured the background scattering inherent to the experimental 
setup (Figure 5.1). The background measurements revealed a variety of features, including 
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anisotropic lunes created by the diffuse scatter from Mitegen MicroRT™ Capillaries used to 
keep crystals hydrated at room temperature. Since anisotropic sources of diffuse scatter are 
particularly difficult to remove computationally, we asked how we could alter the experimental 
setup to reduce the background signal, especially sources of anisotropic background signal. 
 
Figure 5.1. Comparison of background and crystalline diffuse scattering. When collecting 
diffuse scattering from a crystalline sample (left panel), there is an underlying background signal 
(right panel) that is contributed by the experimental setup. 
 
To systematically remove sources of background scatter, we considered all components 
of the experimental setup that were external to the crystal (Figure 5.2). While not all sources of 
background scatter could be effectively eliminated, the strongest sources of background scatter 
included exchangeable items, such as the hydration system. These included Mitegen 
MicroRT™ Capillaries, Hampton Glass Number 50 (borosilicate glass) capillaries, Paratone-N 
oil, and innovative use of a Mitegen WatershedTM. MicroRTTM capillaries are our standard 
hydration system, but we also often use Paratone-N oil. Nonetheless, we found that the shape 
of the Paratone drop varies, leading to anisotropic diffuse scattering that is very difficult to 
147 
measure without the crystal in place. Glass capillaries presented another alternative, and 
tended to scatter very isotropically, making it easy to subtract their contribution via 
computational methods. On the other hand, we found that data quality was decreased when 
using glass capillaries, perhaps due to dehydration of the crystal due to poor sealing. Finally, 
the WatershedTM offered a novel solution, and we were able to minimize background scatter 
when we used it. To our surprise, WatershedTM data was still inferior to that measured using the 
MicroRTTM capillaries, despite the reduction in background signal.  When the quality of diffuse 
data was assessed via resolution-dependent correlation coefficients, data collected in Mitegen 
MicroRTTM capillaries was deemed the highest quality. Similarly, downstream modeling of 
protein motions was most fruitful when using MicroRTTM datasets, so we decided to proceed 
with this hydration method. 
 
Figure 5.2. External sources of diffuse scattering. Components of a typical room- 
temperature diffraction setup that contribute to the diffuse scattering signal. Some components 
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may be altered or removed to minimize the diffuse background that complicates precise 
measurement of the crystalline diffuse scattering. 
 
A weakness of the Mitegen MicroRT™ Capillaries is that they lead to significant 
anisotropic background signal (Figure 5.1). To overcome this we collected matching 
background datasets at each phi angle, and subtracted the background signal on a per-image 
basis (Figure 5.3). With this simple method, we were able to minimize the contribution of 
external sources of diffuse scattering to the diffuse signal. Since our main interest was to 
investigate protein motions, we then turned our attention to the crystals themselves, asking what 
factors internal to the crystal might modulate the intensity and the quality of the diffuse signal. 
 
Figure 5.3. Subtraction of diffuse background. By collecting matching background datasets, 
parasitic sources of diffuse scatter are subtracted from the crystalline dataset, effectively 
isolating the diffuse scatter that is attributed to the protein crystal. 
 
After minimizing external sources of diffuse scattering, we began to investigate 
parameters of the experiment that altered the diffuse scatter within crystals. Initially we noticed 
variations in the mosaicity and the strength of the diffuse scatter from our PKA crystals. To 
investigate more thoroughly, we zeroed in on one crystal, and collected three sequential 
datasets from it (Figure 5.4). From this single crystal, we saw large variations in mosaicity and 
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diffuse scatter. Nonetheless, we were unable to determine the cause since we could not isolate 
a single parameter. For example, we needed to translate along the crystal to avoid 
accumulating radiation damage, but variations in the local order of the lattice could be driving 
the differences observed in the data. Furthermore, as we waited for the temperature to 
equilibrate, the crystal sat for longer periods of time, which may have led to dehydration. Thus, it 
was difficult to determine which parameter altered the quality of the Bragg and diffuse scattering 
the most, but since temperature was the most controllable parameter we focused on that. At 
284K we observed lower mosaicity and stronger diffuse scatter, so we shot all future PKA 
datasets at 284K. 
 
 
Figure 5.4. Factors affecting internal diffuse scattering within a single crystal. When 
collecting diffuse scattering data from protein crystals, it is important to consider experimental 
variables that may modulate the diffuse signal. For example, the temperature may modulate 
protein conformations, protein dynamics, and lattice disruptions. Local regions of the crystal 
may be inherently disordered or damaged due to handling. Time from harvest until data 
collection may affect hydration status, and thus alter the diffuse signal that is observed. 
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Discussion 
While the optimal collection strategy is still an open question, the field of macromolecular 
diffuse scattering has improved in leaps and bounds over the past few years. From early 
beginnings using specialized detectors3, to simultaneous measurement of Bragg and diffuse 
scatter using PAD detectors4. Recent innovations include the first XFEL diffuse scattering 
dataset11, as well as dramatic improvements in data quality that enabled clear insights into 
modeling protein motions5. While our work to eliminate background scattering led to fruitful 
experiments, we ultimately converged with Meisburger et al.5 on a simple frame-by-frame 
subtraction strategy. This is not to say that future innovators may not improve the measurement 
of diffuse scattering by using creative methods such as the Mitegen WatershedTM, but for now 
the highest quality datasets have been collected under more traditional hydration schemes. 
Finally, we look forward to future work investigating the effects of temperature and hydration 
status upon diffuse scattering from protein crystals, and hope that the next five years are as 
fruitful as the last. 
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