I. INTRODUCTION The time-dependent behavior of the neutron density in a material body is described by a nonnegative function which satisfies a linear Boltzmann equation. In multiplying media, in which the only neutron source is fission, neutrons can be produced either instantaneously or with a finite delay time after the absorption of a neutron by a fissile nucleus. The latter are due to fission fragments which act as delayed neutron emitters (precursors), and the Boltzmann equation must be supplemented by an equation for the time rate of change of each group of precursors.
It is the purpose of this paper to solve the associated initial-value problem. We restrict our attention to problems involving mono-energetic neutrons, isotropic scattering, and one group of precursors and seek the distribution of neutrons and precursors everywhere in an infinite slab of finite thickness surrounded by a vacuum or by a pure absorber. The appropriate equations for the time rate of change of the neutron density N and the precursor density C inside the slab are aN -= at -V/L $ -vZN + &v[Zs + (1 -8) I&] I'_, N(x, P', t) dp' + W(x, t), (1.1) ac at = -X(X, t) + j3uvZf j-l N(x, p', t> W.
(l-2) -1
Here x is the distance measured perpendicular to the surface of the slab, -a/Z < x < a/z p is the x-direction cosine of the neutron velocity vector, KAPER -1 < TV < 1; v is the neutron velocity; .P, Z;r, and Z;' are respectively the total, scattering and fission mean free paths; v and /3 are respectively the mean number of neutrons produced per fission and the fraction of delayed neutrons; h is the decay constant of the precursors. The boundary conditions express that no neutrons enter the slab from outside: N(fa/Z, p, t) = 0 if p 5 0 for all t 5 0.
(1.
3)
The initial-value problem consists of solving Eqs. (1.1-1.3) for t > 0, subject to the initial conditions N(x, p, t = 0) = &(x, p), C(x, t = 0) = C,(x).
(1.4)
Under the hypothesis that, in a fission process, all neutrons are produced instantaneously, the initial-value problem has been solved by Lehner and Wing [l, 2, 31 with the aid of a semi-group of operators. Explicit results were given by Bowden and Williams [4] who used the normal-mode expansion method of Case [5, 63 . This paper can be considered an extension of this work to a more realistic description of the physical processes in a multiplying assembly. The results of our analysis may prove useful in the interpretation of pulsed neutron experiments and in the proper definition of the reactivity of a nuclear reactor.
II. MATHEMATICAL SETTING OF THE PROBLEM
If we introduce new variables x' = Zx, t' = Zvt, @(x', p, t') = N(x, p, t) exp (Zvf), Y(z', t') = (Z/VZ,) C(x, t) exp (Zvt), and dimensionless parameters c = (Z8 + V&)/Z, r] = @Z,/(Z8 + vZ,), a: = 1 -h/vZ, the initial-value problem (1.1-1.4) can be written as for all t > 0, We proceed to the definition of the domain of A. Let Y1a denote the Hilbert space of complex-valued functions, defined and square integrable (Lebesgue) over the interval --a < x < a; 9s2 the Hilbert space of complex-valued functions, defined and square-integrable (Lebesgue) over the rectangle a < x < a, -1 < TV < 1. Scalar products and norms will be denoted by (,)i and (1 II1 in 9r2, by (,)z and 11 11s in 9s2. Consider the set of all ordered pairs {CJJ, #}, where v E Y22, 9 E 9i2. Introduce addition and scalar multiplication through the definitions {q, +} + {v', #'} = {s, + v', $J + #'}, CY{~, #> = {CK,J, a$}. The totality of pairs {v, $} constitutes a vector space 2; the zero element of this space is 0 = (0, O}. Define the inner product of two elements {vi , I,$} and (P)~ , #a} E X: ({pi , &}, {cJJ~,&~) = (vl , p2J2 + (h ,#2)1 and the norm of an element b, 4) E A?: II CP, $1 II = ({p), 43, {v, I/})"~. Then # is a Hilbert space. Let A be the set of all elements {v, I,!J: E JP that satisfy the following conditions: (i) for all p, ~(x, p) is an absolutely continuous function of x, (ii) for all X, P)(x, p) is an integrable function of ,u, (iii) ~(+/a~) E 922. Then the domain of A is A is a linear transformation from &' into itself with domain 9; the range of A will be denoted by W. The transformation A, = {1-A, where 5 is an arbitrary complex variable and I is the identity transformation, is also defined in 9; the range of A, will be denoted by 9,.
Typical values [7] of the parameters are 1 -cx M lo-' and fl M 10e2, hence we shall assume the following inequalities to be satisfied:
In order to solve the initial-value problem (2.1) we shall first discuss the decomposition of the spectral b-plane by the operator A. Then we shall prove that there exists a semi-group of transformations T(t), t > 0, such that {a, !P} = T(t){@, , 'yo} solves the problem (2.1). Having obtained this fundamental result we proceed to a more explicit representation of the solution using the normal-mode expansion method. In doing so we shall obtain equations from which the eigenvalues of the operator A can be computed. Finally we shall study the simplifications that occur in asymptotic reactor theory. It is assumed that the reader is familiar with the papers by Lehner and Wing [I, 21 (referred to as LW-1,2) and Bowden and Williams [4] (referred to as SW).
III. THE DECOMPOSITION OF THE SPECTRAL PLANE
In the following we use the notation u(A) for the spectrum of the operator A, which is the union of the point spectrum Pa(A), the continuous spectrum Co(A) and the residual spectrum k(A), and p(A) for the resolvent set of the operator A. For the definitions we refer to Hille [S] . If 5 E p(A), the resolvent of A is defined by R, = AT'. We write 5 = u + i7. THEOREM 1. The linear operator A of (2.2), considered as an operator from 9 into L%? is not self-adjoint. A decomposes the spectral t-plane as follows: v(x, p') dp' + (' A;' " $64 = 5dx, P), (3.1) -1 Except in the case 1 = OL, we can always reduce the system of Eqs. 6) while zj is given by the relation (3.3). Define
If (T > 0, &' # 0, we use the method of (LW-l), Section 3, to derive an integral equation for C$ which is equivalent to the integro-differential equation (3.4) with (3.6). Th us, the necessary and sufficient condition that there be a 5 and a corresponding function F satisfying (3.4) (3.6) is that there be a function 4 E 9i2, which satisfies the integral equation
where
The Eqs. Since # E ,Lp12, # is absolutely integrable over the interval --a < x < a. Then, Eq. (3.10) can be "solved", subject to the boundary conditions (3.6), and the "solution" can be substituted into Eq. It is easy to prove that all eigenvalues of A are of finite multiplicity.
We now proceed to a discussion of the division of the remainder of the spectral [-plane between &(A), Co(A) and p(A). The adjoint transformation A* is given by for every {v, #} EC@*, where isi" = {{v, ~}I$P, #> E 4 d&4 14 = 0 for P >( O>. (3.15) We notice that A is neither self-adjoint nor symmetric. If 1 is an eigenvalue of &4 corresponding to the eigensolution (~(x, p), #(x)}, {9)*(x* PL), 4J*b9> = +4-x* PI, ((1 -4 v/&37 $e4> I(x) = ,: 4x, P') W. (3.20) In the same way as before we find an integral equation for f(x) from (3.18) and (3.20):
5(x) = 4&O E&(x) + G(x), (3.21) G(x) = l: $ sz e-'ifs-z')/y(x', p) dx' -a + s"_, s 11 e-C(z-z')lv(x', p) dx'. (3.22) In the case 5 = u = (a -r])/(l -7) these results hold with g(t) = 0. We notice that the expression (3.22) corresponds to the expression (5.10) in (LW-1). Hence we may conclude that G~zrs and 11 G/I, < u-l llflls.
Since there is no value of [ E r for which &g([)E,[(x) = t(x), it follows that 4 is uniquely determined from (3.22) for any choice GE JZ12. That is, the operator S, = (I-icg([)Er)-l exists for all 5 E r and has its domain all of _Epr2. Since S, is also bounded it follows with the method of (LW-I), Section 5, that there exists a constant M(c) such that for every (9, #} E X if [ E I', which proves that the operator R, = Arl is bounded if 5 E I' and that W, = .% Hence r C p(A).
We have studied the whole spectral c-plane except for the single point 5 = 0 = CI. We know already that 5 = 01 is the accumulation point of P&4) and that 01# f%(A). Since u(A) is a closed set and Ru(A) is empty, we conclude that CY E Co(A). Thus the proof of Theorem 1 is complete.
It is interesting to compare Theorem 1 with the Main Theorem of (LW-1). In both cases the operator is not self-adjoint, has a real point spectrum and no residual spectrum. However, our operator has an infinite point spectrum. The striking difference between the two operators lies in the continuous spectrum, which in our case not only consists of the left half-plane but also contains one point on the positive real axis. This point corresponds to the decay constant of the precursors. The complications that arise in the solution of the initial-value problem will be considered in the next section.
IV. SOLUTION OF THE INITIAL-VALUE PROBLEM
We now wish to solve the initial-value problem (2.1) by aid of the theory of semi-groups. We write 5 = u + ir and suppose a > 0. (ii) A is closed, (iii) th ere exists a constant K > 0 such that 11 R, 11 < (5 -K)-l for 5 > K. The verification of (i) and ( ii is obvious after the method of ) (LW-2), Section 2. In order to prove (iii) we consider 5 = u (real) and write for (24, w} E 9:
Taking into account the definition (2.2) of A and the fact that u satisfies the boundary conditions (3.6), and using Schwarz's inequality, one verifies that the last term of the right member of (4. The integral converges uniformly in 0 < t, < t < t, < co, so {@, Y} is continuous in t for fixed (x, CL).
If {f, g} E 9, the vector R,{f, g> is defined and analytic in the right halfplane (I > 0, except on the set {u~}~.~, J = {-1, -2 ,... -m; 1,2, 3...}, and for 5 = CC. We proceed to a study of the character of its singularities.
Let h $1. 31 ,..., {F, #}isj be the linearly independent eigensolutions of rZ that correspond to the eigenvalue trj . According to (3.16) the adjoint eigensolutions are {v*, $*}jlc, K = 1,2 ,..., sj, where
The following lemmas hold. We recall the integral expression (4.5) for {a, Y}. Let y be an arbitrary value in the open interval 0 < u < u-and let cn be a small positive quantity, chosen in such a way that (i)u-r < CL -E, , (ii) a,,, < cx + E, < U, for any finite n, n = 1, 2, 3 ,.... Consider the contour C of Fig. 2 . We can apply In order to obtain a representation for the elements Rr{QO, y,,}, {v, #}jk, {p*, #J*}~~ that occur in the solution to the initial-value problem given in Theorem 4, we shall start with the study of the homogeneous problem A&?+, /4 0, ?k o> = 0, (5-l) where A, is defined as before and where 5 is considered as a fixed complex variable (1 = u + i7, 0 > 0, f; # a). Equation (5.1) is just the set of Eqs. (3.1-3.2). Since we have assumed 5 f iy, this set is equivalent to (3.3-3.4), so the study of Eq. (5.1) will be essentially a study of Eq. (3.4) , subject to the boundary conditions (3.6).
The boundary-value problem (5.1) can be written as ww dx, CL? 5) = B&9 P> 51, The corresponding e-zgensolutions {v*, #*jj of the adjoint operator A* follow from the relations (3.16).
Finally we want to obtain a representation for the resolvent element RI{@, , Ys>, i.e. for the solution of the inhomogeneous problem A&(x, ~9 5),4x, r;,} = PUT r-l), W4> 5 E P(A). The solution, which is obtained in a straightforward way following the method of (BW), Section 5, is 4~ ~9 5) = rl(x> P, %I + {d+ (5) Every eigen~alue generated by A+ corresponds to an et@nsolution {q~, #} that satisfies (5.24+); every e&envalue generated by A-corresponds to an e&en-solution {v, I,!J} that satisfies (5.24-).
Finally we study the simplifications that occur in asymptotic reactor theory. In asymptotic reactor theory one neglects the continuum normal modes in the general solution of the homogeneous equation, (5.19) . Then the Eqs. (v) The etgenvalues u+k form a denumerable set, which has 5 = OL as its only accumulation point and which is bounded from above by [+(I).
We conclude this section with two remarks. First, in the limit of large time, the asymptotic total neutron density is given in terms of the original variables x and t by p(x, t) N p&c) exp{ -(l -u&23}, where p,,(x) obeys the standard diffusion equation p;(x) + B2p0(x) = 0 with B2 = (q/ ( v,, I)". VII.
CONCLUSION
The initial-value problem for the transport of monoenergetic neutrons in a multiplying slab, as formulated in Eqs. (l.l-1.4), can be solved rigorously in terms of a semi-group of transformations T(t) (Theorem 3). A representation of the semi-group in terms of the eigenfunctions and resolvent of the associated transport operator has been given in Theorem 4. In Section 5 this representation has been further developed through the use of the normalmode expansion technique. It has been shown (Theorem 6) that the eigensolutions {p, #}j , the adjoint eigensolutions {v*, #*}j and the resolvent R,{@,, , Y,,} can be represented exactly by an expansion with respect to the elementary solutions of Eq. (5.1), which have been given in Theorem 5. Integral equations have been derived which determine the expansion coefficients. In addition, exact equations have been found (Theorem 7), from which the eigenvalues ui as a function of the parameters can be calculated. The simplified version of these equations, valid in asymptotic reactor theory, have been studied in Theorem 8. The main characteristic of the set of eigenvalues-a nonempty, finite point set of "prompt" eigenvalues and a bounded, denumerable infinite point set of "delayed" eigenvalues-are already apparent in this approximation. Note. After the completion of this work it has come to the author's attention that Mika (Report INR, No. 7OO/XXI/RP, Warsaw, 1966) has studied the same initialvalue problem with a finite number of groups of precursors and has obtained results that are similar to the results of Section 2 and 3 of this paper. Moreover, he has compared the spectrum of the transport operator with the spectrum of the diffusion operator. The methods of Sections 2 and 3 of this paper are easily generalized to include more than one group of precursors. A comparison of the results on the decomposition of the spectral plane shows that we agree on P&4) and p(A). However, Mika overlooks the accumulation points (A = --hi) of P&l), which are part of Co(A). Also, the conclusion, stated by Mika at the end of Section 6, about the general form of the solution to the initial-value problem, is not justified, since Cauchy's theorem of residues can be applied only if, in the integral (6.8), the function eAL(h -A)-% has a finite number of nonessential singularities in the open half-plane Re(h) > -no.
