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Abstract
Even with todays hardware improvements, performance problems are still common in many software sys-
tems. An approach to tackle this problem for component-based software architectures is to predict the
performance during early development stages by combining performance speciﬁcations of prefabricated
components. Many existing methods in the area of component-based performance prediction neglect sev-
eral inﬂuence factors on the performance of a component. In this paper, we present a method to calculate
the performance of component services while including inﬂuences of external services and diﬀerent usages.
We use stochatic regular expressions with non-Markovian loop iterations to model the abstract control ﬂow
of a software component and probability mass functions to specify the time consumption of internal and ex-
ternal services in a ﬁne grain way. An experimental evaluation is reported comparing results of the approach
with measurements on a component-based webserver. The evaluation yields that using measured data as
inputs, our approach can predict the mean response time of a service with less than 2 percent deviation
from measurements taken when executing the service in our scenarios.
Keywords: performance prediction, parametric performance contracts, service time distribution, software
components, stochastic regular expressions, non-Markovian loops
1 Introduction
Despite the rapidly growing performance (i.e. time eﬃciency in terms of response
time and throughput) of computer hardware, performance problems can still be
observed in many large hardware/software systems today. One reason for these
persisting problems is the ever growing complexity of software. Large software
system have to deal with complex user requirements and are often designed with
architectures that do not scale well, even with additional hardware.
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Component-based software systems [1] might oﬀer major improvements for en-
gineering software. Lots of research is directed at analysing the performance of
component-based software architectures during early development stages. The aim
is to predict the performance of a whole architecture by combining the performance
speciﬁcations of single prefabricated components. Component developers shall pro-
vide these speciﬁcations in a parameterisable form, so that the software architects
or component assemblers can feed them into tools to gain an estimation on the
expected performance of their design. This way, design decisions regarding compo-
nents shall be supported and component assemblers shall be enabled to compare
functional equivalent components for their non-functional properties.
To specify the performance of a component, multiple external inﬂuences have to
be considered, because components shall be third-party deployable [1]. Components
may execute external services to provide their services, they can be deployed on
diﬀerent hardware, operating systems and middleware platforms. Furthermore, they
interact with their environment by using limited resources of a system, and they are
possibly executed by very diﬀerent user groups. Any approach aiming at predicting
performance properties of component based systems has to take all of these factors
into account to be precise. Most of the existing approaches fall short in at least one
of the mentioned factors [2].
In this paper, we extend our former approach for modelling the dependency
of a component’s performance to external services [3]. We also implicitly consider
inﬂuences of diﬀerent usage proﬁles by specifying transition probabilities on control
ﬂow branches and probability mass functions for the number of loop iterations. We
use stochastic regular expressions [4] to construct a performance model based on
service eﬀect speciﬁcations for a component service [5]. An experimental evaluation
is provided, as we have implemented our approach and applied it on an experimental
webserver.
Our approach is precise, because we use discrete probability mass functions to
model the time consumption of internal and external computations. It is composi-
tional, since the result of our prediction is again a discrete probability mass function
and can be used to model the performance of an external service for another compo-
nent. Furthermore, the approach is parametric, because diﬀerent probability mass
functions can be used (for example depending on the underlying hardware) and
the prediction can be adjusted to a diﬀerent usage proﬁle by changing transition
probabilities and probability functions for loop iteration. Moreover, performance
contracts for component services speciﬁed in the Quality of Service Modelling Lan-
guage (QML) [6] can be checked with our method.
The contribution of this paper is twofold: First, we present a new concept for
modelling loops with probability mass functions and introduce stochastic regular
expressions. Second, we report on an experimental evaluation of our approach on
a prototypical component-based software system and compare the predictions of
our approach with measurements. As can be seen in our evaluation, the calculated
probability mass functions diﬀer only slightly from the actual measured values em-
phasizing the precision of our approach.
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The paper is organised as follows: Section 2 introduces our modelling approach
based on service eﬀect speciﬁcations, describes the stochastic annotations and ex-
plains the calculations. Section 3 contains the description of our experimental eval-
uation and illustrates the results. Section 4 discusses related work and section 5
concludes the paper and outlines future work.
2 Modeling Component Performance
2.1 Service Eﬀect Speciﬁcations
Our model to describe the performance of a component is based on service eﬀect
speciﬁcations [5], which have been proven to be useful to model the inﬂuence of
external dependencies on software components. When modelling the performance
(i.e. response time, throughput) of a component, the component’s calls to required
services have to be taken into account, because they aﬀect the performance perceived
by the users of the component. A service eﬀect speciﬁcation models the calls of a
provided service of a component to its required services. Usually, the speciﬁcation is
represented as an automaton to restrict possible sequences of calls. The transitions
of the automaton model external calls and the states represent internal computation
of the component. Thus, a service eﬀect automaton can be considered as a control
ﬂow abstraction.
fooz
a
b
c
a c
b s0
s1 s2
Fig. 1. Example component foo and corresponding service eﬀect automaton for service z
Fig. 1 shows an example component foo in UML 2.0 notation on the left side,
with the provided service z and the required services a, b, and c. The service eﬀect
automaton for service z is presented on the right side. It is a ﬁnite state machine
describing all possible call sequences emitted by z. Service eﬀect speciﬁcation have
to be provided by the component developer for component assemblers. Service eﬀect
speciﬁcations can be generated out of source code or derived from design documents.
As we also want to model the time consumption of the internal computations
of a service, we ﬁrst decompose the service eﬀect automaton. For each state an
additional transition and state is inserted and the transition is labelled with the
name of the former state (Fig. 2). For example, a transition s2 is added from the
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former state s2 to the new ﬁnal state. This step is also necessary to ease the later
computations.
a c
b s0
s1
s2
Fig. 2. Decomposed service eﬀect automaton
Loops with the control ﬂow are modelled by cycles in the service eﬀect automa-
ton. Cycles complicate the analysis, since they can be interconnected, include other
cycles or have multiple entry points. We want to model loop iterations with prob-
ability functions, which will be described later, so we have to identify all cycles
explicitly. Because of this, we convert the service eﬀect automaton into a regular
expression. Regular expressions are hierarchically structured and loops have a clear
entry and exit point and can be identiﬁed by the Kleene star operator. Further-
more, regular expressions are well suited for the later computations, because it is
possible to perform the calculation by traversing their abstract syntax tree. For the
conversion, we use the GNFA-algorithm [7]. The regular expression for the above
service eﬀect automaton is:
(s0 a s1 b) s0 c s2
2.2 Stochastical Annotations
Service eﬀect speciﬁcations were originally designed to calculate the requires proto-
col of a software component out of the provides protocol and to support interoper-
ability checking between components [8]. To conduct performance analysis we need
probabilities for the branches in the control ﬂow, descriptions on the number of loop
iterations and timing values attached to the elements of the regular expressions.
We describe stochastic regular expressions (SRE) (similar to [4]) in the following.
Let a be a terminal symbol from an alphabet Σ. The syntax of a SRE R is
recursively deﬁned as:
R : apa Rp11 R
p2
2 R
p1
1 R
p2
2 R
l
For the alternative Rp11 . . . R
pn
n , it must hold that
n
i 1 pi 1, the sum
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of probabilities for the diﬀerent alternatives at a branch in the control ﬂow always
equals one. The dot within a concatenation can be omitted.
For the loop construct Rl, l is deﬁned as a probability mass function over the
number of loop iterations n with
l : n pn, n N0, 0 pn 1, N N0 : i N : l i 0,
N
n 0
l n 1
With this deﬁnition, we assign a probability to each number of loop iterations
(e.g. it is possible to deﬁne that a loop is executed 3 times with a probability of 0,2
and 6 times with a probability of 0,8). Furthermore, the number of loop iterations
is bounded, as we only allow probabilities greater than 0 for a limited number
of iterations. This is a more practical approach to model loops than in classical
Markov models [9]. There, loops are modelled with a probability p of re-entering
the loop and a probability 1 p of exiting the loop. This binds the number of loop
iterations to a geometrical distribution, and it cannot be expressed for example that
a loop is executed exactly n-times. It can not be expressed that a larger number
of loop iterations is executed with a higher probability than a smaller one. But
such situations can be found in many applications in practice, where a geometrical
distribution on loop iterations is rather an exception. The problem of modelling
loops with Markov models has also been stated by Doerner et. al. [10], who tackle
the problem with a diﬀerent approach. Other approaches models loops simply
by providing mean iteration numbers [11]. This approach is also not favourable,
because in reality, the number of loop iterations may diﬀer heavily based on the
usage of the component, and a mean value falls short to model this behaviour.
The semantics of the above syntax is deﬁned as follows:
Symbol (apa): a is executed with probability pa.
Alternative (Rp11 R
p2
2 ): either R1 is executed with probability p1 or R2 is executed
with probability p2. The total probability of the expression is palt p1 p2.
Sequence (Rp11 R
p2
2 ): ﬁrst R1 is executed, then R2 is executed. The total proba-
bility of the expression is pseq p1 p2.
Loop (Rl):
R is executed with probability l 1
R R is executed with probability l 2
...
R . . . R
n
is executed with probability l n
The total probability of the expression is ni 1 l i 1.
For the example regular expression from above, a possible SRE could be
s
ps0
0 a
pa s
ps1
1 b
pb)l s
ps0
0 c
pc s
ps2
2
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with ps0 pa ps1 pb pc ps2 1, 0 and l 7 1, 0.
To model the timing behaviour of the expression, a random variable XR is
assigned to each input symbol R as described in [3]. The random variable can
be described by a probability mass function. It models the time consumption of a
called service or an internal computation. In the following, we write xα n for a
probability mass function
xα : n pn P X αn
with sampling rate α. The sampling rate α is the stepwidth for the intervals in the
probability mass function and can be chosen for example as the greatest common
divisor (gcd) of the interval’s lengths: α gcd xi 1, xi i 1,2,...,m 1.
For example, service s0 from the stochastic regular expression above is assigned
with a random variable X0, whose probability mass function models how long s0
is executed. The probability mass function is either the result of a computation,
measured, or estimated (cf. section 2.4).
Using random variables instead of constant values allows a more ﬁne grain per-
formance prediction and is well suited to model internal and external time con-
sumptions which are not ﬁxed to constant values. They depend on a number of
factors like the underlying hardware and middleware platform, the internal state of
the component or inputs entered by users.
2.3 Computations
The performance of a provided service is computed out of the annotated service
eﬀect speciﬁcations expressed as a stochastic regular expression. For the compu-
tations the abstract syntax tree of the regular expression is built and annotated
with the probabilities, loop iterations functions, and random variables for time con-
sumption. The tree is then traversed bottom-up until the resulting random variable
for the root node (i.e. for the provided service) is computed. In the following, we
explain the computation steps for the basic constructs sequence, alternative, and
loop.
The time consumption for a sequence is the sum of the time consumptions for
each expression. The probability mass function for a sequence can be computed as
the convolution of the single probability mass functions:
xR1 R2 n xR1 xR2 n
For an alternative, the time consumption is computed as the sum of the alter-
native paths weighted by the branch probabilities. The corresponding probability
mass function is:
xR1 R2 n p1xR1 n p2xR2 n
As we have speciﬁed a probability mass function for the number of loop itera-
tions, the random variable for the loop is:
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XRl
XR with probability l 1
XR XR with probability l 2
...
N
i 1 XR with probability l N
with N N0 and i N : l i 0. Thus the probability mass function for the
loop has the following form:
xRl n
N
i 1
l i
i
j 1
xR n
To compute the convolutions of the probability mass functions we make use of
discrete Fourier transform as described in [3], where also the computational com-
plexity of the approach is discussed in detail.
The probability mass function for the provided service z of the component foo
from the example above has the form:
xz n
7
i 1
l i
i
j 1
xs0 xa xs1 xb xs0 xc xs2 n
2.4 Getting the necessary values
To conduct the performance analysis with our approach, diﬀerent inputs are needed.
Service eﬀect speciﬁcations can be obtained by analysing source code or design doc-
uments. For example, UML sequence diagrams might have been speciﬁed for some
components and contain the information to construct a service eﬀect speciﬁcation.
The service eﬀect speciﬁcations are annotated with transition probabilities and
random variables for loop iterations. The component developer cannot provide these
values by analysing the code of a component, because these values may depend on
how users execute the components. For example, at an alternative in the service
eﬀect speciﬁcation the control ﬂow may take a diﬀerent direction depending on the
input parameter values of the service. Because of this, the values have to be provided
by the system assembler, who has a certain expectation on how the anticipated users
will use the component. An approach similar to the work by Hamlet et. al. [12]
might be taken by the system assembler to obtain transition probabilities and loop
iteration probabilities.
Furthermore, the service eﬀect speciﬁcation is annotated with random variables
expressing the time consumption of external services (on transitions) and the time
consumption of internal computations (on states). The needed probability functions
might be derived from measurements (e.g. by benchmarking the component and the
external services) or by estimating the values based on former experience, possibly
supported by an approach like SPE [13].
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It is still unclear, if our approach can be fully applied on existing black box
components, for example by analysing byte code. Code annotations may have to be
made to fully retrieve the needed information for our approach from source code.
The direction of reengineering existing components to make them useful for our
approach is part of our future research.
3 Experimental Validation
In the following, we provide a ﬁrst initial experimental evaluation of our performance
prediction approach. We compare measured data with calculated data assuming
that the input data for the calculations are available. This assumption also needs
to be tested in the future, as it is not clear if developers of component-based systems
can obtain all the necessary data with the needed precision. The assumption could
be tested with a controlled experiment involving students or with an experiment in
an industrial setting, but this is beyond the scope of the validation described here.
The goal of our experimental evaluation was to analyse our performance predic-
tion method from the viewpoint of the developer. We ask the following questions
and use the described metrics to answers these questions:
Precision: How precise are the calculation opposed to the measurements? As
metrics we use descriptive statistics.
Sampling Rate: What is the inﬂuence of the sampling rate of the probability
mass functions to our calculations? We will use descriptive statistics and the time
used for the calculations for diﬀerent sampling rates to answer this question.
Eﬃciency: How eﬃcient can the calculation be performed? The time for the
calculations will be used as a metric here. Furthermore, we will discuss the
complexity of the calculations.
3.1 Subject of the Experiment: Webserver
For our experiment, we applied the performance prediction approach on a com-
ponent-based web server, which has been developed in our group for research pur-
poses. The server has been designed for the .NET-platform and is implemented in
C#. It is multi-threaded, as a dispatcher component spawns a new thread for each
incoming request. Pages can be served either statically from harddisk, or they can
be assembled dynamically by using the contents of a connected database (Microsoft
SQL-server).
The webserver consists of 12 components, which are organised in a ﬂexible ar-
chitecture. Multiple components exist to handle diﬀerent kinds of requests (e.g.
HTTP requests) to the webserver. These components are organised in a Chain-of-
Responsibility pattern [14], to easily allow extensions for other kinds of requests
(e.g. FTP or HTTPS requests). We omit the full architecture of the server here
and focus instead on predicting the performance of a single component, while taking
connected components into account.
The StaticFileProvider component (Fig.3) provides an interface called IHTTP-
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RequestProcessor to handle simple HTTP requests and retrieves ﬁles from hard-
disk. It requires the IWebserverMonitor and the IWebserverConfiguration in-
terface to write log messages and to query the global webserver conﬁguration. Fur-
thermore, the IRequestProcessorTools interface is used to open and send ﬁles to
the client.
StaticFileProviderIHTTPRequestProcessor
IWebserverMonitor
IWebserverConfiguration
IRequestProcessorTools
Fig. 3. Component StaticFileProvider
The service eﬀect automaton [15] of the service HandleRequest describes the
abstract behaviour of the service and contains a transition for each external service
called (Fig. 4). First, the path information is built for the requested ﬁle and a
check is performed if the path actually exists. If a ﬁle is requested, the service
writes a log entry and then starts to read the ﬁle from harddisk and transfer it
to the client. If a directory is requested, the service ﬁrst checks the webserver
conﬁguration (via the IWebserverConfiguration interface) for allowed standard
ﬁle names (e.g. index.htm) and then checks in a loop, if one of the standard ﬁle
names can be found in the requested directory. This ﬁle is retrieved and sent to the
client. If the ﬁle can not be found or the default ﬁle name does not exist, an error
message is sent to the client.
The regular expression corresponding to the service eﬀect speciﬁcation (Fig. 5)
has been obtained by applying the GNFA algorithm [7]. The names of the transitions
are abbreviated with the capital letter (e.g. BCP for BuildCompletePath). We omit
the regular expression for the states of the service eﬀect automaton here for the sake
of brevity.
In the following, we deﬁne the independent, dependent and possible interfering
variables of our experiment. Independent variables are not altered between measure-
ments and calculations and deﬁne the context of our experiment. They are namely
the hardware, the middleware platform, the deployment, the analysed component
(StaticFileProvider) and the usage proﬁle. To reduce the inﬂuence of the usage
proﬁle on the outcome of the experiment, we analysed three diﬀerent scenarios for
the service eﬀect speciﬁcation described above, which will be described later.
The dependent variable of our experiment is the metric we measured on the
webserver, which was the response time for the diﬀerent scenarios in milliseconds.
Possible interfering variables were active background processes, which could
have distorted the measurements, caching of the webserver, time consumption for
the output of log messages, the possible inﬂuence on the measurement approach to
the measured results, garbage collection, just-in-time compiling etc. . We tried to
keep the eﬀect of the interfering variables as low as possible, by e.g. deactivating
background processes, and implementing the measurement application as eﬃcient
as possible.
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Fig. 4. IHTTPRequestProcessor.HandleRequest: Service Eﬀect Automaton
BCP SHE1 +
(BCP GDF WL2 + BCP WL1) (WL3) SHE2 +
(BCP GDF WL2 + BCP WL1) (WL3) GFM WL4 OF SHH SCD WL5
Fig. 5. IHTTPRequestProcessor.HandleRequest: Regular Expression
3.2 Scenarios
We applied our method on three diﬀerent scenarios for the HandleRequest service
of the StaticFileProvider component. The scenarios reﬂect the basic control ﬂow
constructs of sequence, alternative, and loop.
In Scenario 1, a 50 KByte HTML-ﬁle was requested from the webserver. As
no directory was requested, no loop was executed in this scenario (l1 0 1.0 and
l1 i 0, i N) and the control ﬂow simply followed a sequence. Fig. 6 shows the
stochastic regular expression for this scenario. Included are only the probabilities
for alternatives to make the expression more readable, the probabilities for the other
expression are all 1,0.
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(BCP SHE1)0.0 +
(((BCP GDF WL2)0.5+(BCP WL1)0.5) (WL3)l1 SHE2)0.0+
(((BCP GDF WL2)0.0+(BCP WL1)1.0) (WL3)l1 GFM WL4 OF SHH SCD WL5)1.0
Fig. 6. Stochastic Regular Expression for Scenario 1 (Sequence)
Scenario 2 involved two diﬀerent request, triggering an alternative in the con-
trol ﬂow. A 50 KByte HTML ﬁle and a subdirectory were requested alternately.
The loop was not executed (l2 0 1.0 and l2 i 0, i N) as the ﬁle in the
subdirectory was immediately found in this scenario (Fig. 7).
(BCP SHE1)0.0 +
(((BCP GDF WL2)0.5+(BCP WL1)0.5) (WL3)l2 SHE2)0.0+
(((BCP GDF WL2)0.5+(BCP WL1)0.5) (WL3)l2 GFM WL4 OF SHH SCD WL5)1.0
Fig. 7. Stochastic Regular Expression for Scenario 2 (Alternative)
Scenario 3 contained the execution of the loop for 5 times, as a subdirectory
was requested, and the webserver searched for 5 diﬀerent ﬁle names before ﬁnding
the ﬁle. Thus, the probability function for the loop iteration was l3 5 1.0 and
l3 i 0, i N0 5 . Otherwise, the transitions were taken sequentially in this
scenario, illustrated by Fig. 8.
(BCP SHE1)0.0 +
(((BCP GDF WL2)0.5+(BCP WL1)0.5) (WL3)l3 SHE2)0.0+
(((BCP GDF WL2)0.0+(BCP WL1)1.0) (WL3)l3 GFM WL4 OF SHH SCD WL5)1.0
Fig. 8. Stochastic Regular Expression for Scenario 3 (Loop)
3.3 Measurements and Calculations
For measuring the scenarios, we implemented a monitoring framework for our web-
server, using interceptors to decorate component interfaces with a measuring facility
[14]. The response time of each service call was measured. The data was stored in
memory during the measuring process and written to disk in an XML ﬁle format
after the webserver was shut down. This way, we tried to remove the interfering
inﬂuence of monitoring on the measurement results because of harddisk accesses.
The measurements were performed locally on a laptop with a Pentium-M pro-
cessor 1.6 GHz, and 512 MB RAM with the webserver running on the .NET-
platform. The requests for the scenarios were generated by a commercial web stress
testing tool and subsequently repeated for one minute in each scenario. All requests
were performed non-concurrently.
For the calculations, we used the measured data for single services as input to
specify the random variables of time consumption for each service. The transition
probabilities and loop iteration number were generated out of the measured data
to ensure consistency between both approaches. During calculations, the abstract
syntax tree of the regular expression is traversed and the time consumption of
sequences, alternatives, and loops are computed bottom-up.
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Mean Std. Dev. Max Y
Measurement (μs) 2124,78 1387,57 1650
Calculation (μs) 2115,15 1253,44 1670
Deviation (%) 0,45 9,67 1,20
Table 1
Scenario 1 (Sequence): Descriptive Statistics
We used a sampling rate of 10 for each calculation, meaning that 10 values were
combined from the probability mass functions to compute each value of the resulting
function. Furthermore, we measured the duration for each calculation.
3.4 Results
3.4.1 Precision
Fig. 9-11 show the probability mass functions for the response time (in μs) of
each scenario of the HandleRequest service from the StaticFileProvider component.
Measured data (dashed line) is compared with calculated data (dark line).
For the sequential execution of scenario 1, the calculated probabilities closely
conform to the measured probabilities (observable in Fig. 9). The calculated line
appears more smooth than the measured line because of the convolutions involved
in the calculations. As a goodness of ﬁtness test of two distribution functions, a χ2-
test is commonly used in statistics [16]. The χ2-test with three degrees of freedom
on the two distribution functions here yielded a too high value for χ2 to hold our
deﬁned signiﬁcance level of 0,05. Thus, the deviation of both results was too high
to conﬁrm the same underlying probability function.
However, we would still argue that the results are useful because the deviation
is small from a developer’s perspective. The mean values of measurements and
calculations only deviate by 0,45% and the standard deviation by 9,67% (Tab. 1).
The maximum values of the probabilities are at 1650 μs for the measurements
and at 1670 μs for the calculations, meaning that the most probable values only
deviate by 1,2 percent in the response time. We also found that 80 percent of the
values lie between 1500 and 2000 μs, both for measurements and calculation. For a
performance analyst trying to predict the reponse time of components during early
development stages with lots of still unstable informations, the precision should be
adequate to make rough estimations and to support design decisions.
Scenario 2 involved an alternative in the control ﬂow of the service eﬀect spec-
iﬁcation. Like the sequential execution of scenario 1, the calculated probabilities
resemble the measured probabilities closely, as can be observed in Fig. 10. Never-
theless, the hypothesis for the χ2-test had to be rejected as in scenario 1.
But like in scenario 1, the mean values and the standard deviation of measure-
ment and calculations are very similar (Tab. 2). The maximum probabilities can be
found at 1650 μs (measurements) and 1690 μs (calculations), yielding a deviation of
2,3 percent in response time. 75 percent of the probabilities of measurements and
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Fig. 9. Scenario 1 (Sequence): Probability Mass Functions
calculations lie between 1550 and 1920 μs. So the calculations are almost as precise
as in scenario 1.
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Fig. 10. Scenario 2 (Alternative): Probability Mass Functions
The results for scenario 3 (loop iteration) can be found in Fig. 11. The shape
of the lines of measured and calculated probabilities appear similar, although a
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Mean Std. Dev. Max Y
Measurement (μs) 2215,38 1681,25 1650
Calculation (μs) 2206,66 1508,89 1690
Deviation (%) 0,39 10,25 2,37
Table 2
Scenario 2 (Alternative): Descriptive statistics
deviation can be detected as the measured curve is slightly shifted to the right.
As above, the χ2-test lead to a rejection of the hypothesis of the same underlying
probability function.
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Fig. 11. Scenario 3 (Loop): Probability Mass Functions
The mean values for measurements and calculations only deviate by 1,58 %,
the standard deviation and the response time with the highest probability are very
similar for both measurements and calculations (Tab. 3). More than 81 percent of
the probability values can be found between 6400 μs and 8800 μs for the measured
values as also for the calculated values. The precision appears useful for performance
predictions again.
In Fig. 11, we have also included the calculations for this scenario with a Marko-
vian loop concept (dotted line). With this concept, probabilities are speciﬁed for
re-entering and for exiting the loop. The situation found in scenario 3 of exactly ﬁve
loop iterations cannot be expressed. As a result, the calculation does not resemble
the measured values as closely as with our calculations with non-Markovian loop
iterations. The curve for the Markovian loop model almost looks like an exponential
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Mean Std. Dev. Max Y
Measurement (μs) 8160,87 2726,85 6650
Calculation (μs) 8031,65 2918,98 6850
Deviation (%) 1,58 7,05 2,92
Table 3
Scenario 3 (Loop): Descriptive Statistics
distribution shifted to the right. The reason for this is, that by specifying loops with
transition probabilities, the number of loop iterations is always bound to a geomet-
rical distribution (the discrete case of the exponential distribution). The practical
advantage of modelling loops in a non-Markovian way can be clearly observed in
the graph, because the predictions do resemble the measurements closer.
3.4.2 Sampling Rate
To analyse the inﬂuence of the sampling rate α from the probability mass functions,
we obtained measurements and calculations for scenario 1 with diﬀerent sampling
rates (1, 5, 10, 50). The time consumption for the calculations with the diﬀerent
sampling rates was 103 sec, 7 sec, 3 sec, 2 sec respectively, clearly showing the
impact of the sampling rate on the timing eﬃciency of our approach. Looking at
the results (Fig. 12, upper-left: α 1, upper-right α 5, lower-left: α 10,
lower right α 50, it can be observed that the calculations closely resemble the
measurements up to a sampling rate of 10. Only the results with a sampling rate
of 50 diﬀered from the measurements to a greater extent. This shows, that we
can perform our calculations with a higher sampling rate without loosing much
precision.
3.4.3 Complexity and Eﬃciency
In the following, we discuss the time complexity and time eﬃciency of our compu-
tations. For calculating the timing behaviour of sequences or loops, convolutions
of the corresponding probability mass functions have to be performed. We use dis-
crete Fourier transformations, because the convolution becomes a product in the
frequency domain.
First we will analyse the time complexity of the calculations. Without loss of
generality, consider a random variable X describing the timing behaviour of the loop
body. Let w be the number of values of X and let N be the maximal possible number
of loop iterations determined by the function l. Before the Fourier transformation,
the value range of X has to be enlarged to Nw. The discrete Fourier transformation
of a random variable with Nw values has the complexity of O N2w2 Nw . The N-
fold convolution of the discrete random variable corresponds to the N-fold pointwise
product of the Fourier transform. As the Fourier transform also has Nw values,
the complexity of the N-fold product is O N2w . Afterwards, the inverse Fourier
transformation has to be performed, having the same complexity as the Fourier
transformation. Altogether, the complexity of the computation of the probability
H. Koziolek, V. Firus / Electronic Notes in Theoretical Computer Science 176 (2007) 69–87 83
00,01
0,02
0,03
0,04
0,05
0,06
0,07
0,08
0,09
15
40
15
70
16
00
16
30
16
60
16
90
17
20
17
50
17
80
18
10
18
40
18
70
19
00
19
30
19
60
19
90
20
20
Response Time
Pr
o
ba
bi
lit
y
Measurement Calculation
0
0,002
0,004
0,006
0,008
0,01
0,012
0,014
15
40
15
63
15
86
16
09
16
32
16
55
16
78
17
01
17
24
17
47
17
70
17
93
18
16
18
39
18
62
18
85
19
08
19
31
19
54
19
77
20
00
20
23
Response Time
Pr
o
ba
bi
lit
y
Measurement Calculation
0
0,05
0,1
0,15
0,2
0,25
0,3
0,35
1500 1550 1600 1650 1700 1750 1800 1850 1900 1950 2000
Response Time
Pr
o
ba
bi
lit
iy
Measurement Calculation
0
0,005
0,01
0,015
0,02
0,025
0,03
0,035
0,04
0,045
0,05
15
40
15
70
16
00
16
30
16
60
16
90
17
20
17
50
17
80
18
10
18
40
18
70
19
00
19
30
19
60
19
90
20
20
Response Time
Pr
o
ba
bi
lit
y
Measurement Calculation
Fig. 12. Inﬂuence of the sampling rate
mass function of N-fold loop iterations is O N2w2 N2w Nw .
We also took the time for the calculations of the scenarios described above to
analyse the actual time eﬃciency of our approach in our setting. With a sampling
rate of 10, the calculations consumed 3 seconds for scenario 1, 7 seconds for scenario
2, and 3 seconds for scenario 3. Additional time was consumed to derive the input
data for the calculations from the measurements. For our evaluation, the time
eﬃciency of our calculations was adequate. So far, we have not optimised the code
of the calculations, neither have we analysed more complex components.
4 Related Work
Our approach aims at supporting design decisions during early life-cycle stages of a
software system. The timing and resource eﬃciency of a component-based software
architecture shall be assessed as early as possible during development to avoid the
costs of redesign after starting the implementation. The SPE (Software Performance
Engineering) methodology by Smith et. al. [17,13] was one of the ﬁrst approaches
into this direction. Balsamo et. al. [18] provide a broad survey on model-based
performance prediction methods.
Recently, Becker et. al. [2] speciﬁcally classify performance prediction methods
for component-based systems. They distinguish between quantitative and quali-
tative approaches. Quantitative approaches are reﬁned into measurement-based,
model-based, and combined approaches. Our performance prediction method is a
quantitative approach, because it aims at providing the system designer with perfor-
mance metrics such as response time or throughput. It is furthermore model-based,
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as a special kind of stochastic process is used to carry out the analysis.
A number of other model-based approaches have been proposed. Sitaraman et.
al. [19,20] tackle the diﬃcult problem of specifying the performance of a software
component. They extend classical O-Notations to specify the time and space re-
quirements of a component and also address the dependency of performance to input
data. Hissam et. al. [21] propose a common terminology for Quality of Service pre-
diction of component-based systems. Hamlet et. al. [12] use the information of how
subdomains of inputs on provided interfaces are mapped to the interfaces of subse-
quent components to make performance and reliablity predictions. Bertolino et. al.
[11] developed the CB-SPE framework, which is based on the SPE-methodology. In
this approach, UML models for component-based architectures are annotated with
performance values according to the UML SPT proﬁle [22] and then mapped to
queueing networks. Wu et. al. [23] deﬁne an XML-based Component-Based Mod-
elling Language to describe the performance of a component-based software system
and generate Layered Queueing Networks. Eskenazi et. al. [24] introduce an incre-
mental method to predict the performance of system composed out of components,
allowing analytical, statistical, or simulation-based models at each step of the ap-
proach. The approach by Chaudron et. al. [25] aims at real-time component-based
systems and uses simulations to predict the performance.
Further work is related in terms of the notations used. Parametric contracts for
software components have been developed by Reussner et. al. [15]. Stochastically
enhanced service eﬀect speciﬁcations have been used for reliability predictions for
component based architectures [26]. The Quality of Service Modelling Language
(QML) [6] can be used to express performance contracts for components. Stocharts
[27] are stochastically enhanced statecharts similar to our annotated service eﬀect
speciﬁcations. However, the number of loop iterations is bound to a geometrical
distribution in this approach. The problem of modelling loops with Markov chains
is discussed by Doerner et. al. [10]. Stochastical regular expressions have been
used for example by Garg et. al. [4]. The SOFA component model uses behavioural
protocols similar to our provides and requires protocols to specify allowed sequences
of services calls, which are used for interoperability checking [28].
5 Conclusions and Future Work
In this paper, we have extended our previous parametric performance contracts [3]
by introducing a new loop concept to better model practical situations. We have
used stochastic regular expressions instead of Markov models, because it is easier
to identify loops and the eﬀort for the calculations is reduced by the ability to
traverse the abstract syntax tree of the expressions. Furthermore, we presented an
experimental evaluation, ﬁnding a close resemblance between measured data and
data calculated. We also discussed the eﬃciency of the approach.
Encouraged by our experimental evaluation, we think that our approach of mod-
elling component performance will be useful for component developers and system
assemblers in the future. Architects of component-based systems will be able to
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identify bottlenecks in their architectures and will also be supported when choosing
among components with equal functionality but diﬀerent QoS-characteristics.
However, the approach is far from being complete or being applicable in prac-
tice right away. Future work aims at including concurrency to be able to model a
large class of practical applications. Furthermore, the performance predictions shall
be parameterised for the underlying hardware and middleware platform, which is
still implicit in our probability function. We also envision a better treatment of
the usage proﬁle of components, as so far we assume that the necessary values for
usage modeling are already available. The computational complexity as well as the
practical feasibility also have to be analysed more in depth. 4
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