Abstract-The paper examines relationships between the conditional Shannon entropy and the expectation of α -norm for joint probability distributions. More precisely, we investigate the sharp bounds of the expectation of α -norm with a fixed conditional Shannon entropy, and vice versa. As applications of the results, we derive the sharp bounds between the conditional Shannon entropy and several information measures which are determined by the expectation of α -norm, e.g., Arimoto's conditional Rényi entropy and the conditional R-norm information. Moreover, we apply these results to discrete memoryless channels under a uniform input distribution. Then, sharp bounds are obtained for Gallager's reliability functions E 0 with a fixed mutual information under a uniform input distribution.
I. INTRODUCTION
Information measures for random variables play important roles in information theory, e.g., source and channel coding theorems. As instances of information measures, the concept of (unconditional) entropy is used to analyze a tuple of random variable(s), and the concept of conditional entropy is used to evaluate correlated random variables. Then, inequalities on information measures are widely used in many applications. To introduce examples of such bounds, we consider the inequalities min P e (X * |Y * )=ε
for a pair of random variables (X, Y ) such that P e (X | Y ) = ε, where H (X | Y ) denotes the conditional Shannon entropy [14] and P e (X | Y ) denotes the minimum of average probability of guessing error of X given Y . In (1), assume that both X and X * take values from the same finite alphabet. The upper bound of (1) is widely used to many applications, and it is well known as Fano's inequality [4] . Moreover, the lower bound of (1) was independently established by Kovalevsky [9] , Tebbe and Dwyer [15] , and Feder and Merhav [5] . On the bounds of (1), it is seen from [9, Eq. (2)] or [5, Eq. (4) ] that P e (X | Y ) can be expressed by the expectation of ∞ -norm
where P X (·) ∞ max x P X (x) denotes the ∞ -norm of a probability distribution P X and E[·] denotes the expectation of the random variable. We note that the expectation of α -norm is closely related to Arimoto's conditional Rényi entropy [2] of order α. The study aims to generalize the bounds of (1) from a fixed expectation of ∞ -norm to a fixed expectation of α -norm for α ∈ (0, ∞).
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In [11] , we investigated sharp bounds between the (unconditional) Shannon entropy [14] and the α -norm for α ∈ (0, ∞), as shown in Theorem 1 of Section II-B. Using Theorem 1, we [11] showed sharp bounds between the Shannon entropy and several information measures, e.g., the Rényi entropy [13] , the Tsallis entropy [16] , and others. In this study, we extend the previous work [11] from unconditional information measures to conditional information measures. Accurately, we provide the sharp bounds of the expectation of α -norm with a fixed conditional Shannon entropy in Theorem 3, and vice versa in Theorem 4. Directly extending Theorem 3 to Corollary 1, for a fixed conditional Shannon entropy, we obtain the sharp bounds on some conditional entropies, which are closely related to the expectation of α -norm, e.g., Arimoto's conditional Rényi entropy of (19). In Section III-A, we consider applications of Corollary 1 to discrete memoryless channels (DMCs) under a uniform input distribution. In addition, Section III-B provides the exact formula of the bounds of Theorems 3 and 4 with the order α = 1/2.
II. PRELIMINARIES

A. Probability distributions and their information measures
denote the set of all n-dimensional probability vectors for an integer n ≥ 2. The equiprobable distribution is denoted by u n (1/n, 1/n, . . . , 1/n) ∈ ∆ n . Moreover, we define the following two n-dimensional probability vectors:
for p ∈ [0, 1/n], and (ii) the distribution w n (p) (w 1 , w 2 , . . . , w n ) ∈ ∆ n is defined by
, where x max{z ∈ Z | z ≤ x} denotes the floor function. Note that the definition of w n (·) is similar to the definition of [8, Eq. (26) ].
For an n-any random variable X ∼ p ∈ ∆ n , we define the Shannon entropy [14] as H (X ) = H (p) − n i=1 p i ln p i , where ln denotes the natural logarithm and assume that 0 ln 0 0. Moreover, we define the α -norm of p ∈ ∆ n as p α 
We next introduce the concept of conditional entropy. For a pair of random variables 1 (X, Y ) ∼ P X |Y P Y which X may take n different values, i.e., P X |Y (· | y) ∈ ∆ n for all realizations y of Y , let Arimoto's conditional Rényi entropy [2] of order α ∈ (0, 1) ∪ (1, ∞) be denoted by
Besides the definition for α ∈ (0, 1)
] is the conditional Shannon entropy. In this study, we examine relationships between H (X | Y ) and E[ P X |Y (· | Y ) α ] to evaluate relations between the conditional Shannon entropy and some conditional entropies which are closely related to the expectations of α -norm, such as (4).
B. Bounds on Shannon entropy and α -norm
In this subsection, we introduce the results of our previous work [11] . For simplicity, we define
/n] and we also denote by H −1
. Then, we observe the following two theorems.
Theorem 1 implies the exact feasible region of
We illustrate an example of boundary of R n (α) in Fig. 1 .
III. BOUNDS ON CONDITIONAL SHANNON ENTROPY AND
EXPECTATION OF α -NORM Using pairs of random variables (X, Y ) ∈ X × Y, we define
where | · | denotes the cardinality of the finite set. Namely, the set R cond
which X may take n different values. 1 The random variable Y can be considered both as discrete and continuous.
From Theorem 1, we can create the exact feasible regions of R cond n (α) as follows:
, where Conv(·) denotes the convex hull of the set.
Therefore, we obtain the exact feasible region of R cond n (α) from Theorem 1 by using Theorem 2. However, Theorem 2 does not provide mathematical formulas of the boundary of R cond n (α). In this section, we examine the sharp bounds between the conditional Shannon entropy and the expectation of α -norm, as with Theorem 1.
To accomplish the end, we now prepare some lemmas. The α-logarithm function [17] is defined by ln α x (x 1−α −1)/(1−α) for α 1 and x > 0; besides the definition of α-logarithm for α 1, it is defined that ln 1 x lim α→1 ln α x = ln x for x > 0. Then, we have the following useful lemma. Lemma 1. For α < β and x > 0, it holds that ln α x ≥ ln β x with equality if and only if x = 1.
which are famous inequalities in information theory. In this study, we use Lemma 1 to prove Lemmas 2 and 4.
The following lemma shows the convexities of v n (p) α with respect to
More precisely, the value χ n (α) satisfies the following:
• lim α→1 χ n (α) = (1/2) ln(4(n − 1)), and • lim α→∞ χ n (α) = ln n.
In Fig. 1 , we illustrate the convexity and concavity of v n (p) α in H v n (p) ∈ [0, ln n] and its inflection point.
We now consider what happens when α → ∞ in Lemma 2. Assume that n ≥ 3 and p ∈ [0, 1/n]. Note that 1/n ≤ v n (p) ∞ ≤ 1. As with the remark of [3, p. 40], we see
where
Since the righthand side of (6) is strictly decreasing for v n (p) ∞ ∈ [1/n, 1] and strictly concave in v n (p) ∞ ∈ [1/n, 1], we observe that v n (p) ∞ is always strictly concave in H v n (p) ∈ [0, ln n]. Therefore, this concavity of v n (p) ∞ is consistent with the limiting value lim α→∞ χ n (α) = ln n shown in Lemma 2.
In addition, the following lemma shows the concavities of w n (p) α with respect to H w n (p) for p ∈ [1/n, 1].
Lemma 3. For any fixed n ≥ m ≥ 2 and α ∈ (0, 1) ∪ (1, ∞),
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Employing Lemmas 2 and 3, we provide sharp bounds between the conditional Shannon entropy and the expectation of α -norm, as with Theorem 1. We now define the two functions L α min (X | Y ) and L α max (X | Y ) which attain the boundary of R cond n (α), defined in (5), as follows: Consider a pair of random variable (X, Y ) ∼ P X |Y P Y with X ∈ X and |X| = n. We define
where the values m and λ are given by
respectively. In addition, for n ≥ 3, we also define
, the value p * n (α) denotes the solution of the equation
with respect to p ∈ (0, 1/n), and T n,α (X | Y ) is defined by
Then, suppose that L α max (X | Y ) = v n (X | Y ) α when n = 2. In (9), the derivative can be calculated as
where the derivative is derived in the proof of [11, Lemma 1], and z = z(n, p) (1 − (n − 1)p)/p. Until Section III-B, we defer to present the simple solution of p * n (α) with α = 1/2. Note that both of the quantities L α min (X | Y ) and L α max (X | Y ) are determined by two values: the order α and H (X | Y ). We first describe the form of L α min (X | Y ) in the following lemma. Lemma 4. For any fixed α ∈ (0, 1)
, as with Lemma 4, we next give the form of L α max (X | Y ) for n ≥ 3 in the following lemma. Lemma 5. For any fixed n ≥ 3 and α ∈ [1/2, 1) ∪ (1, ∞), the value p * n (α) is uniquely determined and
, as with Theorem 1, we provide the sharp bounds of the expectation of α -norm with a fixed conditional Shannon entropy as follows:.
Moreover, the lower bound of (12) also holds for α ∈ (0, 1/2). Furthermore, the upper bound of (12) also holds for α ∈ (0, 1/2) when n = |X| = 2.
Theorem 3 shows bounds on the expectation of α -norm with a fixed conditional Shannon entropy. Since the channel capacity and Gallager's reliability function E 0 , defined in (22), of symmetric channels [6, p. 94] are closely related to the conditional Shannon entropy and the expectation of α -norm, respectively, we note that Theorem 3 is essentially reduced to [7, Theorem 1] when |X| = 2. Thus, henceforth, we only consider the case |X| ≥ 3. Moreover, since Lemma 2 does not establish the convexity/concavity of v n (p) α with respect to H v n (p) for α ∈ (0, 1/2), we also note that Theorem 3 does not provide the upper bound of (12) for α ∈ (0, 1/2) and |X| ≥ 3.
We now prove that the bounds of Theorem 3 is sharp; namely, we consider two pairs of random variables (X , Y ) and (X , Y ) which attain each equality of the bounds of (12). for (x, y) ∈ X × Y. The marginal distribution P Y is given by P Y (0) = 1 − P Y (1) = λ, i.e., P Y is the Bernoulli distribution.
Definition 2. For real values p
, and λ ∈ [0, ∞), the pair of random variables (X , Y ) ∈ X×Y is defined as follows: Set X = {1, 2, . . . , n} and Y = {0, 1, 2}. The conditional distribution P X |Y is given by
for y ∈ Y. If λ > 1, the marginal distribution P Y is given by
For these pair of random variables (X , Y ) and (X , Y ) of Definitions 1 and 2, respectively, the following fact holds.
2016 IEEE International Symposium on Information Theory Fig. 2 , we illustrate boundaries of R cond n (α). From Theorem 2, note that Fig. 2-(a) is convex hulls of Fig. 1 . Furthermore, as with Theorem 3, we also provide sharp bounds of the conditional Shannon entropy with a fixed expectation of α -norm in the following theorem. 
when X follows a uniform distribution, we can establish sharp bounds on the E 0 function with a fixed symmetric capacity by using (X , Y ) and (X , Y ) of Definitions 1 and 2, respectively, as shown in the following theorem.
is the maximum of the expectation of Theorem 5. For any DMC (X, Y ) and ρ ∈ (−1, 1], if the input X follows a uniform distribution, then it holds that
where E 0 ( ρ, X, Y ) and E 0 ( ρ, X, Y ) are defined as
In particular, the upper bound of (23) also holds for ρ ∈ (1, ∞).
Theorem 5 shows the bounds on the E 0 function with a fixed mutual information I (X; Y ) = (ln n) − H (X | Y ) under a uniform input distribution. Since the bounds of Theorem 3 are sharp, the bounds of Theorem 5 are also sharp. Namely, for each bound of (23), there exist a DMC such that the inequality holds with equality. Theorem 5 is a generalization of [7, Theorem 2] and [1, Corollary 2] from binary-input DMCs to non-binaryinput DMCs under a uniform input distribution. In addition, Theorem 5 contains [10, Corollary 1] with ternary-input.
α -norm with a fixed conditional Shannon entropy. To calculate L α max (X | Y ), the value p * n (α) is needed; however, the explicit formula of p * n (α) is not given yet. We now show an example of the simple formula of p * n (α) as follows: Fact 2. If α = 1/2, then p * n (1/2) = 1/(n(n − 1)) for any n ≥ 2.
Therefore, after some algebra, we obtain
where H v n (p * n (1/2)) and T n,1/2 (X | Y ) are calculated by H v n (p * n (1/2)) = ln n − (1 − (2/n)) ln(n − 1), (27) T n,1/2 (X | Y ) = n − (n − 2)(ln n − H (X |Y ))/ ln(n − 1). (28) Note that Figs. 2-(a) and 3-(a) are plotted by using (26). Since α = 1/(1 + ρ) in the E 0 function, the order α = 1/2 implies ρ = 1. Thus, we obtain the sharp lower bound on the cutoff rate E 0 (1, X, Y ) by substituting (26) into (24) of Theorem 5.
