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ABSTRACT 
 
In this study, turbulence activity is measured from 100 to 105 km altitude using a sodium (Na) 
resonance-fluorescence lidar system. Previous approaches have been limited to altitudes below 
100 km due to sparse Na layer density above 97 km. Using the lidar system at the Andes Lidar 
Observatory in Cerro Pachón, Chile (30.3ºS, 70.7ºW), a novel reconstruction algorithm measuring 
turbulence fluctuation power at smaller signal-to-noise ratios (SNRs) than existing methods is 
derived and validated. Results are compared against instability, Na mixing ratio, and total 
constituent diffusion coefficient measurements.  
Twenty-seven (27) nights of lidar data spanning 2500 hours in the zenith and 2375 hours 
in the off-zenith directions at 25 m, 6 s resolution were analyzed to determine mean turbulence 
and instability trends in the mesosphere and lower thermosphere (MLT) region. It was found that 
average turbulence activity increases in a log-scale linear fashion between 93 and 100 km altitude, 
maximizing at 100 km. Above 100 km, turbulence power decays to a local minimum at 102.5 km. 
Richardson number and Na mixing ratio profiles can successfully identify regions of increased 
turbulence activity in the 85-105 km region, but fail to determine the relative turbulence power of 
the regions.  
Between 100 and 105 km, the atmosphere shifts from eddy diffusion-dominated to 
molecular diffusion-dominated. Turbulence activity modulates constituent (eddy) diffusion rates, 
affecting the balance between eddy and molecular diffusion. Fluctuations in this balance impact 
the diffusion rates of minor species at higher altitudes, altering middle- and upper-atmospheric 
composition. Measurements of turbulence activity in the 100-105 km region improve 
understanding and modeling of atmospheric variability. 
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CHAPTER 1  
INTRODUCTION 
 
Turbulence has long been the focus of scientific fascination. Since the early works of Richardson 
[1], Taylor [2], Kolmogorov [3], and Heisenberg [4], modeling of the statistical and spatiotemporal 
distributions of turbulence in stratified flows has been the subject of extensive research. Inevitably, 
the middle atmospheric sciences community became entangled in turbulence pursuits through the 
analysis of gravity wave spectra [5]. Gravity waves, formed from tropospheric or secondary 
disturbances [6], transport energy and momentum upwards to the mesosphere and lower 
thermosphere (MLT) region. Near the mesopause, gravity waves become unstable and break, 
dispersing energy and momentum to the surrounding atmosphere. Accordingly, gravity wave 
dissipation is a primary factor in driving the circulation structure of the MLT region [7]. The 
product of wave breaking is turbulence, the vessel by which wave energy is distributed to the mean 
flow. Therefore, thorough characterization of turbulence and gravity wave dissipation improves 
the accuracy of middle atmospheric models. 
 Since 1966, turbulence activity in the 85-105 km region has been measured experimentally 
through several approaches (e.g. [8]-[15]). Each methodology offers several advantages and 
disadvantages, with the primary tradeoff being between resolution and duration of the 
measurement period. Three-frequency sodium (Na) resonance-fluorescence lidar systems offer an 
exciting compromise. By using the atmospheric sodium layer, which has a centroid height of 92 
km [16], as a passive tracer of gravity wave and turbulent motion, state-of-the-art three-frequency 
resonance-fluorescence lidar systems can simultaneously measure temperature, wind, and Na 
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density at high resolution. The lidar system at the Andes Lidar Observatory (ALO) in Cerro 
Pachón, Chile (30.3ºS, 70.7ºW), for example, can achieve a vertical resolution of 25 meters and 
temporal resolution of six seconds. 
 Existing resonance-fluorescence methodologies rely on correlative measurements between 
temperature and wind profiles to determine turbulence contributions to eddy diffusion (e.g. [17]-
[19]). Na layer density becomes sparse above 97 km, inducing significant error into the 
reconstructed turbulence profiles. As a result, resonance-fluorescence lidar measurements of 
turbulence above 100 km have yet to be published. This study details the theory, development, and 
validation of a novel approach to measuring turbulence activity using raw lidar photocount data 
and background temperature. The algorithm is found to outperform the existing methods in sparse 
regions, accurately measuring average turbulence power in the 100-105 km region. Results are 
supported through comparison with instability and Na mixing ratio profiles derived from 
temperature, wind, and Na density (TWD) measurements.  
 Turbulence dynamics in the 100-105 km region are of the utmost importance to 
atmospheric variability. Below 100 km, the atmosphere is considered well-mixed and dominated 
by eddy diffusion [20]. In contrast, molecular diffusion dominates above 105 km, defining the 
diffusion rates of individual minor species. In the transition region at 95-105 km, however, the 
atmosphere is neither well-mixed nor organized into minor constituents. Variations in the 
transition altitude affect the diffusion profiles of minor species, altering atmospheric composition. 
Turbulence power measurements provide a first look into the dynamics of the 100-105 km region. 
Subsequent studies will focus on further developing the connection between turbulence power and 
turbulence contributions to eddy diffusion. An initial comparison is discussed, but a larger lidar 
power-aperture product is required to explicitly formalize the connection. 
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1.1 Motivation of TWD Analysis 
 
Before instability and turbulence structures of the MLT region can be obtained, an underlying 
understanding of temperature, wind, and Na density (TWD) profiles must first be developed. 
Temperature gradients define convective stability, while horizontal wind shear contributes to 
dynamic stability [21]. Sodium layer density places an upper bound on the maximum signal that 
can be extracted from the layer [22]. Furthermore, density gradients affect layer sensitivity to 
turbulence fluctuations [23]. Gravity wave amplitude is defined in terms of temperature 
perturbations (𝑇′/𝑇) and density perturbations (𝜌′/𝜌) [24]. Wave-tide interactions in the MLT 
region frequently produce regions of accelerated wind shear, affecting atmospheric stability [25]. 
 Under the three-frequency resonance-fluorescence lidar technique, wind and temperature 
measurements are correlated and must be reconstructed simultaneously via iteration or inversion 
[26]. To optimize algorithm performance, several factors must be considered. Corrections are 
made for laser frequency errors, photometer and Na layer saturation effects, and photon noise 
errors [27]. Measurement resolution is also discussed in detail. While binning adjacent 
measurements increases the signal-to-noise ratio (SNR) of the system, resolution is reduced, 
filtering out small-scale fluctuations. Depending on the objective of the measurement, an optimal 
binning size can be selected to maximize SNR while satisfying the Nyquist criterion. Without 
proper treatment of the various error sources and resolution, TWD, instability, and turbulence 
estimates would be erroneous and lacking in fundamental intuition. Temperature and wind errors 
over the 85-105 km region bound instability and turbulence profile accuracy. Temperature 
reconstruction errors of ±10 K can be tolerated in the instability and turbulence profiles due to the 
long observational period of the dataset. Horizontal wind errors are acceptable within ±5 ms-1.  
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1.2 Motivation of Instability Analysis 
 
MLT stability can be determined from temperature, wind, and sodium density resonance-
fluorescence lidar measurements [28]-[30]. When a large-amplitude gravity wave encounters (or 
generates) an instability region and breaks, energy and momentum are deposited to the local 
atmosphere [31]. In accordance with linear gravity wave theory, ripple-like instability structures 
are generated in the surrounding medium [21]. The ripples, in turn, generate additional fluctuations 
at increasingly smaller scales, producing a spectrum of dissipative energies [32][33]. At scales 
smaller than gravity waves (i.e. at higher frequencies than the Brunt-Väisälä cutoff), the spectrum 
is dominated by turbulence activity [17]. Therefore, measurement of atmospheric stability is 
deeply related to the occurrence of atmospheric turbulence. 
 Tide-tide, wave-tide, and wave-wave interactions affect atmospheric stability. The nature 
of each phenomenon is revealed through simulation of modeled behavior. Tide-tide coupling is 
calculated using Global Scale Wave Model (GSWM) and NRLMSISE-00 outputs, while wave-
tide and wave-wave coupling are determined from the gravity wave dispersion relation [24]. 
Results are compared against nightly wind shear and stability structures. 
 The seasonal stability structure at ALO below 100 km has been examined in the literature 
and provides a reference for both the calculated stability profile over the dataset used in this study 
and the turbulence power profile [25]. Dynamical and convective instability regions are found to 
closely correspond to regions of increased turbulence power. Measurement of instability dynamics 
in the 100-105 km region using a resonance-fluorescence lidar system has not been considered in 
the literature to date. A net decrease in instability likelihood is found above 97 km, driven by the 
large positive temperature gradient above the mesopause. 
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1.3 Motivation of Turbulence Analysis 
 
Turbulence is a primary vessel by which dissipative wave energy and momentum are transferred 
to the local atmosphere [7]. Turbulent heating and cooling affect the eddy diffusion rate of 
constituents, altering circulation of the local atmosphere [34]. In the 95-105 km region, where 
molecular diffusion is beginning to dominate over eddy diffusion, localized heating and cooling 
vary the relative eddy to molecular diffusion rate of minor species above 105 km, impacting 
middle- and upper-atmospheric chemistry [35]. An improved understanding of region dynamics 
leads to increased accuracy in atmospheric models. 
 Previous resonance-fluorescence lidar studies have focused on direct measurement of the 
constituent diffusion coefficient, 𝑘𝑧𝑧, via correlation between wind and temperature perturbations 
at turbulence scales [17]-[19]. However, wind and temperature errors above 100 km are too large 
for accurate reconstruction under this technique. The analytical approach developed in this study 
does not require measurement of temperature and wind fluctuations and is sensitive to turbulence 
in the 85-105 km region. Photocount fluctuations at turbulence scales are used to calculate 
turbulence power. Algorithm sensitivity varies with Na density gradient but can be normalized 
against the atmospheric scale height and background temperature [23]. 
 Measurements of turbulence power aid in our understanding of seasonal dynamics in the 
100-105 km region. The transition point between eddy and molecular diffusion-dominant 
atmospheres is also marked with a corresponding minimum in turbulence activity [10]. While 
conclusive determination of turbulence eddy diffusion from turbulence power alone cannot be 
reached with the current power-aperture product of the ALO lidar system, this study lays the 
theoretical groundwork for such a connection to be established in subsequent analyses. 
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1.4 Thesis Outline 
 
This study focuses on the development and characterization of a novel algorithm measuring 
turbulence power in the 100-105 km region. Chapter 1 introduces the background and necessity 
for the algorithm. Chapter 2 details the bases of mesosphere and lower thermosphere (MLT) 
dynamics and associated measurement theory. The origin, propagation, and characteristics of 
atmospheric gravity waves are first discussed. Atmospheric stability, atmospheric tides, and 
seasonal MLT variations are next overviewed. The three-frequency resonance-fluorescence lidar 
technique is also introduced. The chapter concludes with a detailed discussion of atmospheric 
turbulence and associated measurement theory. 
 Chapter 3 focuses on the development of the temperature, wind, and Na density 
reconstruction algorithm used in this study. Mean trends, error sources, and profile uncertainties 
are also discussed. Chapter 4 considers the instability structure of the MLT region. Simulations of 
tide-tide, wave-tide, and wave-wave coupling are first performed. Simulation results are compared 
to mean stability trends calculated over 27 nights of lidar data acquired at the Andes Lidar 
Observatory.  
 Chapter 5 incorporates the findings of previous chapters into a comprehensive analysis of 
a novel turbulence algorithm. Algorithm operation is first explained and supported with theoretical 
background. Two simulations are next performed to determine algorithm sensitivity to turbulence 
activity and noise. The algorithm is then applied to the ALO dataset to determine the average 
turbulence profile. The profile is analyzed and compared to published results, with several relevant 
conclusions drawn. The chapter concludes with a discussion of algorithm limitations. Chapter 6 
summarizes key findings and demonstrates the need for related future research initiatives.    
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CHAPTER 2  
THEORY 
 
2.1 Atmospheric Gravity Waves 
 
Atmospheric gravity waves (AGWs) are thought to be responsible for affecting circulation of the 
mesosphere and lower thermosphere region (MLT) [7]. Formed from tropospheric or secondary 
disturbances and turbulence [6], gravity waves are buoyancy oscillations in the local atmospheric 
density that can propagate to mesospheric altitudes. In stably-stratified neutral fluids such as 
Earth’s large-scale atmosphere, deceleration of local wind currents initiates transport of 
momentum and energy flux [36]. Accordingly, AGW activity is enhanced over orographic features 
due to the local disruption in mean wind current. Gravity waves are a primary vessel for upward 
transport of momentum and energy and are excited from these disturbances [37]. 
In a rotational atmosphere, the wave dispersion relation is given by (2.1) [21], 
 
𝑚2 = (
2𝜋
𝜆𝑧
)
2
=
(𝑁2 − 𝜔2)𝑘2
𝜔2 − 𝑓2
+
𝜔2
𝐶
−
1
4𝐻2
 (2.1) 
 
where 𝜔 is the intrinsic wave frequency, 𝑘 is the horizontal wavenumber, 𝑚 is the vertical 
wavenumber, 𝐶 is the local speed of sound, 𝐻 is the atmospheric scale height, and 𝑓 =
2Ω sin(𝜙) is the inertial frequency. Here, Ω is the angular rotation of Earth and ϕ is latitude. 
Equation (2.2) describes the Brunt-Väisälä (BV) frequency, 𝑁2,  
 
𝑁2 =
𝑔
𝑇
(
𝑑𝑇
𝑑𝑧
+
𝑔
𝐶𝑝
) (2.2) 
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where 𝑔/𝐶𝑝 is the adiabatic lapse rate (nominally 9.5 K/km in the MLT region) and g is 
gravitational acceleration. The BV frequency is dependent on the zeroth and first-order 
background temperature with respect to altitude and describes the balance between buoyant and 
inertial forces. The vertical wavenumber becomes imaginary for intrinsic frequencies beyond the 
BV cutoff, indicating evanescent behavior in the horizontal direction and significant attenuation 
in the vertical. Similarly, the inertial frequency provides a lower bound on the intrinsic frequency 
of the gravity wave. At large vertical wavelengths, the sonic term may be neglected [24]. 
Propagation characteristics of gravity waves are best defined in terms of their energy and 
momentum fluxes, which are respectively given by (2.3) and (2.4) [38], 
 
𝐹𝐸 = −
𝜌0𝜆𝑧
2𝑔2
𝜆𝑥𝜏𝐵𝑉𝑁2
〈(
𝑇′
𝑇 
)
2
〉  [
𝑊
𝑚2
] (2.3) 
 
𝐹𝑀 =
𝑚
𝜌0𝜔
𝐹𝐸  [
𝑚2
𝑠2
] (2.4) 
 
where 𝜌0 is the atmospheric density, 𝜆𝑧 and 𝜆𝑥 are vertical and horizontal wavelength, 𝜏𝐵𝑉 is the 
Brunt-Väisälä period, T’ is the temperature perturbation amplitude with respect to the background 
temperature 𝑇, and m is the vertical wave number. In addition to temperature perturbations, gravity 
wave fluctuations are also characterized by buoyancy oscillations in the local atmospheric density. 
When a volume of atmosphere is heated by a perturbing gravity wave, it expands and is displaced 
upwards. Gravity acts as a restorative force, inducing subsequent density oscillations. The degree 
to which the volume is displaced – hereafter referred to as wave amplitude – is dependent on the 
unperturbed atmospheric density, wave momentum flux, and wave propagation characteristics. 
Upward-propagating waves can be undamped, damped, or saturated. Undamped, or freely-
propagating, waves have zero momentum flux divergence and do not deposit energy to the 
background atmosphere [39]. Freely-propagating waves take the form shown in (2.5), 
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𝐴(𝜔, 𝑧) = 𝐴𝑒
𝑧
2𝐻 −𝑗𝑚𝑧 (2.5) 
 
where 𝐴 is the initial wave amplitude, 𝐻 is the atmospheric scale height, and 𝑚 is the vertical 
wavenumber given by (2.1). The scale height, 𝐻, is defined as the change in altitude over which 
atmospheric density e-folds. Naturally, the wave amplitude scale height is twice the atmospheric 
scale height [40]. While the scale height is proportional to the square of the local speed of sound 
[5], many studies implement an isothermal model for the sake of simplicity. For an isothermal 
temperature in the vicinity of 400 K, the wave amplitude scale height is approximately 12 km, 
corresponding to an atmospheric scale height of 6 km [41]. Non-isothermal treatment is discussed 
by Einaudi and Hines (1970) [42]. 
 Damped waves are characterized by a non-zero momentum flux divergence and deposit 
heat and energy into the surrounding medium [39]. The temperature perturbations induced by a 
propagating gravity wave initiate a radiative transfer process that returns the displaced volume to 
radiative equilibrium over several periods. For damped waves, energy is deposited into the 
background medium, reducing the energy flux and amplitude of the wave. 
Gravity waves with enough energy to overcome dissipative effects can propagate to 
mesospheric altitudes. Figure 2.1 shows the horizontal structure of an AGW perturbing the OH 
airglow layer near 87 km [43]. Waves with less than a 30 km horizontal wavelength are subject to 
back-reflection in the stratosphere and may dissipate before reaching the mesopause [44]. While 
high-frequency waves are damped more strongly than low-frequency waves, they are responsible 
nonetheless for most of the momentum transport to the MLT region [38]. A range of typical wave 
parameters near the mesopause region is given in Table 2.1. Tabulated parameters were obtained 
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from observational measurements of AGWs performed by Swenson et al. [40], Swenson and Liu 
[45], Wachter et al. [46], and Cao et al. [47].  
For the special case in which radiative losses perfectly counteract amplitude gain over one 
scale height, wave amplitude remains constant. In this case, the upward-propagating wave is 
referred to as saturated [48]. The degree of damping is dependent on local atmospheric conditions 
and therefore changes with altitude [49]. Propagating gravity waves observed by the Andes Lidar 
Observatory (ALO) become fully saturated prior to reaching the mesopause. Furthermore, their 
influence on turbulence and atmospheric stability is minimal above 96 km [35]. Subsequent 
discussion is restricted to saturated AGWs only. 
  
Figure 2.1. Image of OH airglow layer perturbed by an atmospheric gravity wave. The quasi-
monochromatic ripple structures illustrate the horizontal structure of a propagating wave. 
Assuming the OH layer is located at 87 km, the image spans 256 km x 256 km. Reproduced from 
[43] with permission. 
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Table 2.1: Range of typical AGW parameters near the mesopause region (87 km). Results are 
based on observational measurements obtained by Swenson et al. [40], Swenson and Liu [45], 
Wachter et al. [46], and Cao et al. [47]. Values are from Wachter et al. unless otherwise denoted 
by the first letter of the primary author’s last name and year published. 
Parameter Minimum Typical Maximum 
Horizontal wavelength 𝜆ℎ [km] 20 (S98) 500 1500 
Vertical wavelength 𝜆𝑧 [km] 5 (S98) 15 (S98) 50 (S98) 
Horizontal phase velocity [m/s] 0 50 175 
Intrinsic period 𝜏𝐼 [h] 0.1 (S03) 4 14 
Momentum Flux [m2/s2] 0.5 (S03) 3.0 (S03) 10 (S03) 
Temperature perturbation 𝑇′/𝑇 [%] 0.3 1.4 8.1 (C16) 
 
In addition to damping (wave-mean flow interactions), several other factors affect the 
propagation behavior of a gravity wave and its influence near the mesopause [31]. Wave-wave and 
wave-tide interactions, as well as wind shear instabilities and wave breaking, significantly impact 
momentum transport and atmospheric stability. Furthermore, reflection and ducting of waves due 
to inversion layers can drastically alter the propagation characteristics of an AGW [47][50]. In this 
study, wave-wave interactions, reflections, and ducting are not considered. Atmospheric stability, 
wind shear instabilities, and wave breaking are discussed in detail in Section 2.2. Large-scale 
atmospheric variations and wave-tide coupling are examined in Section 2.3. Lidar measurements 
of the MLT region will be discussed in Section 2.4. Each phenomenon and measurement method 
will then be connected to atmospheric turbulence in Section 2.5. 
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2.2 Atmospheric Stability 
 
Linear instability theory suggests that the observation of atmospheric gravity wave (AGW) 
saturation at mesosphere and lower thermosphere (MLT) altitudes is attributed to local 
atmospheric instabilities [31]. Following the form of Section 2.1, wave-wave interactions and 
associated advective nonlinearities are neglected [51]. Atmospheric stability is defined in terms of 
the Richardson number, 𝑅𝑖, which is given by (2.6) [1]. 
 
𝑅𝑖 = 𝑁2/𝑆2  (2.6) 
 
Here, 𝑁2 is the Brunt-Väisälä (BV) frequency, which is given by (2.2), and 𝑆 is the horizontal 
wind shear, which is further specified in terms of its meridional (𝑣) and zonal (𝑢) wind components 
in (2.7). 
 
𝑆2 = (
𝜕𝑣
𝜕𝑧
)
2
+ (
𝜕𝑢
𝜕𝑧
)
2
  (2.7) 
 
 
The Richardson number is best interpreted as a ratio between the stabilizing effects of 
gravity and the destabilizing nature of wind shear [21]. Furthermore, 𝑅𝑖 can be used to classify 
instability types. Traditionally, a dynamical instability is defined as having 0 < 𝑅𝑖 < 0.25, 
whereas a convective instability has 𝑅𝑖 < 0 [52]. Since wind shear is a positive value, the adiabatic 
lapse rate, 𝑔/𝐶𝑝, which is nominally 9.5 K/km in the MLT region, indicates that a negative 
temperature gradient must be present in order to achieve a small or negative 𝑁2.  
In addition to a negative temperature gradient, a large wind shear of ~40 ms-1km-1 is 
typically necessary for an instability region to be generated. High wind shear can be attributed to 
either speed shears or directional shears [21]. For the former, layering of wind currents produces 
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a steep gradient in altitude. For the latter, rapidly-rotating wind currents can produce shear on the 
same order as that of speed shears. It is important to note that the Richardson number is a necessary 
– but insufficient – condition for an instability to develop. 
The probability of occurrence for a convective instability is nearly constant over the 
mesopause region, with a slight increase near 100 km. In contrast, dynamical instabilities are more 
common in the upper mesopause region (93-100 km) than the lower mesopause region (90-93 km) 
[25]. Analysis of stability dynamics above 100 km using lidar techniques has not been considered 
to date. In general, dynamical instabilities are more likely to form than convective instabilities in 
the mesopause. However, dynamical instabilities can themselves induce convective instabilities, 
indicating a degree of correlation between the two phenomena [53]. 
The two-dimensional structure of horizontal instability characteristics can be determined 
through passive imaging of airglow layers [54]. Wave-like ripples with average horizontal 
wavelength on the order of 6-11 km – too small to be propagating gravity waves – were observed 
in regions of high wind shear and later defined as manifestations of instability regions [32]. 
Furthermore, different ripple structures are formed depending on the instability type. Kelvin-
Helmholtz (KH) billows are formed from dynamical instabilities. Typically, KH billows have 
phase fronts aligned perpendicular to the wind shear normal with a horizontal wavelength 
approximately eight times the depth of the unstable region [55]. The lifetime of KH billows is on 
the order of 20 minutes [56]. Eventually, the billows detach and rotate away from the wind shear 
normal, dissipating into the mean flow. Dissimilar to KH billows, ripples associated with 
convective instabilities are aligned parallel to the wind shear normal (orthogonal to KH billows) 
and have horizontal scales approximately twice the depth of the convectively-unstable region [57].   
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While it is possible (but unlikely) for instability regions to form from background wind 
shear and temperature gradients alone, gravity waves at MLT altitudes carry sufficient momentum 
to destabilize a critically-stable atmosphere [58]. KH and convective billows may also be defined 
in terms of their orientation with respect to the same of a perturbing gravity wave. As seen in 
Figure 2.2a [21], KH billow phase fronts are aligned parallel to those of the AGW. Towards the 
bottom right of the outlined white box, some turbulent dissipation of the KH billows is noticeable. 
Figure 2.2b shows a convective instability induced by a perturbing AGW [21]. Clearly, the phase 
fronts of the convective billows and AGW are mutually orthogonal. 
 
Figure 2.2. (a) OH airglow image of Kelvin-Helmholtz (KH) billows associated with an AGW-
induced dynamical instability. The smaller ripple features are associated with the KH billows, while 
the larger fluctuations are associated with the perturbing gravity wave. The blue arrow shows the 
normal of the KH billow phase fronts. The orange arrow points along the normal of the AGW phase 
fronts. Airglow image is reproduced from [21]. (b) OH airglow image of ripples associated with an 
AGW-induced convective instability. The smaller ripple features are associated with the convective 
instability, while the large-scale fluctuations are attributed to the perturbing gravity wave. The blue 
arrow points along the normal of the ripples. The orange arrow represents the normal of the AGW 
phase fronts. Modified from [21] with permission. 
(a) (b) 
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In the framework of linear theory, dynamical and convective instabilities are first higher-
order perturbations of the atmospheric background. For the important case of AGW breaking, the 
primary instabilities are interpreted as second-order perturbations over the gravity wave. 
Dynamical instabilities can further lead to secondary convective instabilities, which in turn 
produce counter-rotating vortices indicative of turbulence [59]. Primary convective instabilities 
facilitate the development of turbulence in a similar manner [28]. Turbulence can be thought of as 
a superposition of many higher-order perturbations induced by the primary instabilities. The 
methods by which turbulence is initiated from primary instabilities, as well as their implications, 
will be discussed in Section 2.5. 
 
2.3 Atmospheric Variability 
 
While atmospheric gravity waves (AGWs) are frequently associated with primary instabilities, 
their influence alone is not significant enough to destabilize the atmosphere except in a few rare 
cases [25]. Similarly, wind shear and temperature gradients induced by atmospheric tides are 
generally too weak to produce dynamical or convective (static) instabilities [60]. Therefore, wave-
mean flow and wave-tide interactions are together responsible for most of the instability regions 
observed near the mesopause. Tidal and mean atmospheric behavior vary significantly with 
season. Accordingly, atmospheric stability and the influence of wave activity in the mesosphere 
and lower thermosphere (MLT) region also exhibit seasonal variations. These traits, and their 
implications on stability and turbulence, will be examined in this section. 
 Atmospheric tides originate from large-scale flow due to temperature and density gradients 
induced by uneven heating between the dayside and nightside atmospheres [61]. In the mesopause 
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region (80-105 km), the majority of heating is due to UV absorption by atmospheric O2 and O3 
[62]. Accordingly, tide harmonics are closely associated to the 24-hour rotational period of the 
Earth. Of particular importance are the diurnal and semidiurnal tides, which respectively have a 
24 h and 12 h period and are dominant over higher-order harmonics at MLT altitudes. Oscillations 
are defined in terms of the variations of mean parameters. The phase progression of the diurnal 
tide appears as a ~1 km/hr vertical shift in temperature, wind, and density profiles [61]. Upward-
propagating tides have a downward phase progression, and vice-versa. Figure 2.3 shows a clear 1 
km/hr downward phase progression in vertical temperature associated with upward propagation of 
the diurnal tide during the night of November 6, 2015. Data was obtained from the Na lidar at the 
Andes Lidar Observatory (ALO) in Cerro Pachón, Chile. 
Figure 2.3. Temperature profile for the night of November 6, 2015, obtained by the Na lidar at the 
Andes Lidar Observatory (ALO) in Cerro Pachón, Chile. A dominant downward phase of ~1 km/hr 
indicative of the upward-propagating diurnal tide is present throughout the night. The 200-220 K 
contour in the interior of the black box exemplifies the phase progression of the diurnal tide. 
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 Diurnal and semidiurnal tides compete for dominance in the MLT region at low to mid 
latitudes [30]. The semidiurnal tide is dominant above the mesopause and greatly increases wind 
shear above 100 km. A phase progression of ~4 km/hr is typically associated with the semidiurnal 
tide. Below the mesopause, the diurnal tide dominates and is signified by a ~1 km/hr downward 
phase progression. The migration of thermal fluctuations associated with tidal influence modulate 
the background atmosphere, reducing static and dynamic stability through temperature and wind 
perturbations, respectively [25][30]. Wind shear induced by atmospheric tides in the mesopause 
region is on average 20 ms-1km-1. Throughout 19 nights of Na lidar data between 85-100 km in 
altitude over Maui, Hawaii, smaller than average wind shears were attributed to less than 10% of 
observed dynamical instabilities [25]. While the semidiurnal tide alone cannot typically produce 
instability regions, it has a significant impact on the location and duration of convective 
instabilities. Regions of enhanced wind shear set the stage for AGW-induced instabilities. At 
altitudes slightly above mesospheric inversion layers (MILs), which are bands of increased 
temperature and wind shear aligned with tidal phase fronts, the probability of occurrence of 
dynamical instabilities is greatly increased. Dynamical instabilities, in turn, are closely correlated 
to high wind shear and can lead to secondary static instabilities [63]. 
Diurnal, terdiurnal, and quarter-diurnal tides have moderate impact on the tidal wind in the 
mesopause region [61]. Above 96 km, diurnal and semidiurnal tides dominate over shorter-period 
tides.  Monthly mean semidiurnal tides have a typical vertical wavelength of 45-100 km with tidal 
amplitudes on the order of 50 ms-1 [64]. Superposition of tides results in constructive or destructive 
interference that can produce near-periodic fluctuations in wind shear amplitude. Regions of wind 
shear enhanced by tidal interactions have an increased likelihood of becoming unstable. More than 
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60% of the high wind shear regions observed over the course of four years at midlatitudes were 
attributed to tidal interactions [58]. 
The mean altitude of the mesopause seasonally varies by ~14 km [65]. In the summer, the 
average mesopause altitude is near 87 km, while in the winter it is closer to 101 km. In addition to 
the mean background temperature of the atmosphere, the location of the mesopause also affects 
tidal behavior and static and dynamic stability. Below the mesopause, the mean vertical 
temperature gradient is typically negative (𝜕𝑇/𝜕𝑧 < 0), whereas above the mesopause it is 
generally positive (𝜕𝑇/𝜕𝑧 > 0). This indicates that on average, static stability is lower below the 
mesopause than above it. Therefore, it is expected that the mesopause region (80-105 km) is less 
statically stable in winter than in the summer. 
Indeed, this is the case. Not only is the summer mesopause more statically stable than in 
the winter, it is also more dynamically stable. In the winter mesopause, the average Richardson 
number 𝑅𝑖 is 0.68. Comparatively, the average value is much larger in the summer mesopause at 
~1.06 [30]. Tidal contributions to temperature and wind fluctuations also vary throughout the year. 
At low and mid latitudes, the thermal semidiurnal tide exhibits a weak semiannual variation with 
maxima in the equinoctial periods and a maximum amplitude of 12 K near 100 km in the winter 
[64]. Semidiurnal wind tide amplitudes similarly peak in the winter and are diminished during the 
summer. In contrast, diurnal tide amplitude is greatly decreased during the winter [62]. 
Seasonal dependence of the Richardson number is further exacerbated by seasonal 
variations in AGW activity. Between 40 and 115 km, gravity wave activity exhibits semi-annual 
variation, with peak activity during the summer and winter solstices [66]. In addition, a weak four-
month period fluctuation in activity is also present, with maxima in February, June, and October 
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in the southern hemisphere. Fluctuations in mesopause height, tidal influence, and gravity wave 
activity together dictate the likelihood and, to a degree, the location of instabilities over time.  
One additional phenomenon that is closely connected to the occurrence of dynamical and 
static instabilities is the presence of mesospheric inversion layers (MILs) within the mesopause 
region. Though the origin of MILs is unknown [25], their impact on stability dynamics and mean 
flow in the mesopause region cannot be ignored. A mesospheric inversion layer is a band of 
increased temperature with respect to the background. Two MILs are frequently observed: one 
between 60 and 70 km in altitude and one in the mesopause region [67]. MILs are characterized 
by their amplitude and width, where amplitude is defined as the maximum increase in temperature 
over the local mean background and width is the vertical extent of the layer. While both layers 
stretch approximately 10 km in height, the lower MIL has a typical amplitude of 10-25 K [8] 
whereas the upper ranges from 10 to 35 K on average [68]. Furthermore, MILs are associated with 
cooling regions above and below the heating region with amplitudes at 10-30 K [69]. The 
significant negative temperature gradient above the mesopause MIL is regularly accompanied by 
convective instabilities [70]. 
Part of the peculiarity of MILs is their radical departure from anticipated behavior. While 
MILs exhibit a ~1 km/hr downward phase progression indicative of the diurnal tide, Global Scale 
Wave Model (GSWM) predictions underestimate inversion layer amplitude by a factor of 5-6 on 
average [71]. This suggests that while tides influence MILs, they are not solely responsible for 
their origin or evolution. To further complicate matters, both the upper and lower inversion layers 
appear simultaneously but are not necessarily associated with a common underlying mechanism 
[67]. 
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Gravity wave breaking is closely coupled to inversion layer dynamics, though not 
necessarily as a common generator for the upper and lower layers [72]. Modeling of heating due 
to turbulent dissipation of successive breaking waves demonstrated theoretically that a gravity 
wave train could generate the lower MIL [73]. Similarly, a two-dimensional model of wave-tide 
coupling between a breaking gravity wave and the diurnal tide in the mesopause region produced 
an inversion layer similar in character to a MIL [69]. The inversion was accompanied by enhanced 
regions of near-zero 𝑁2 and superadiabatic lapse rates with accelerated mean flow due to gravity 
wave breaking [74]. 
The connection between simulation results and inversion layer dynamics was strengthened 
by observational measurements of a large-amplitude (40 K), short-width (3-4 km) inversion layer 
near 87 km over Haleakala, Maui, on October 21, 1993, exhibiting similar mechanisms to those 
simulated [71]. Around 0830 UT, a downward propagating AGW, likely generated from the 
equatorial electrojet, impinged upon a critical layer and broke, transferring momentum to the mean 
flow and producing a convective instability. The resulting turbulent dissipation heated the local 
atmosphere, creating the observed inversion layer [70]. 
The colocation of high wind shear and mesospheric inversion layers is seen almost 
constantly in nightside MLT measurements [67]. The three-frequency Na lidar technique offers 
simultaneous measurement of temperature and line-of-sight (LOS) wind in the mesopause region, 
producing vertical profiles such as those obtained at the Andes Lidar Observatory (ALO) during 
the night of December 21, 2017, and presented in Figure 2.4. Figure 2.4a shows the vertical 
temperature structure from midnight until around 0900 UT. A MIL with peak amplitude of 30 K 
is present throughout the course of the night, appearing to originate near 100 km. Above 90 km, 
the approximate location of the winter mesopause, the MIL propagates downward at a rate of 4 
21 
 
km/hr, indicating dominance of the semidiurnal tide. Below 90 km and after 0430 UT, the MIL 
propagates downward at a slower rate of ~1 km/hr, matching the phase progression of the diurnal 
tide. The meridional wind profile for the same night is shown in Figure 2.4b. A region of steep 
wind shear with peak magnitude of 40 ms-1km-1 at 0300 UT is present throughout the acquisition 
period. The steepest band of wind shear also propagates downward, mirroring the large-scale 
behavior of the inversion layer.   
Relevant to subsequent discussion and analysis are the following six key points regarding 
mesospheric inversion layers. (i) MILs are frequently observed in the mesopause region. (ii) MILs 
are affected by interactions with atmospheric tides, proximity to critical layers, and wave-tide 
coupling. (iii) MILs are accompanied by the acceleration of mean flow and increased wind shear. 
(iv) Regions of convective and dynamical instabilities exist above MILs. (v) As long as instability 
Figure 2.4. (a) Temperature data acquired by the three-frequency Na lidar at the Andes Lidar 
Observatory (ALO) during the night of December 21, 2017. A mesospheric inversion layer (MIL) 
with peak amplitude of 30 K is present throughout the night. The feature appears near 100 km 
altitude at midnight and propagates downward to 87 km over the course of 8 hours. Above 90 km 
and prior to 0430 UT, the layer drifts downward at a rate of approximately 4 km/hr and is 
dominated by the semidiurnal tide. After 0430 UT, the MIL matches the 1 km/hr downward phase 
progression indicative of the diurnal tide. (b) Meridional wind data acquired by the three-frequency 
Na lidar at ALO during the night of December 21, 2017. A region of significant wind shear is 
present throughout the night, with peak shear propagating downward from 95 km to 87 km over 
the course of 8 hours. This shear is closely related to the MIL in location and duration. 
(a) (b) 
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is maintained by high wind shear, a MIL will continue to grow in amplitude. (vi) Turbulent heat 
dissipation associated with MILs affects MLT dynamics. 
 
2.4 Na Resonance-Fluorescence Lidar 
 
Resonance-fluorescence lidar systems are particularly effective in performing reliable 
measurements of mesosphere and lower thermosphere (MLT) dynamics. The resonance-
fluorescence technique is reliant on the presence of trace metallic species in the altitude region of 
interest. Formed from meteoric ablation and cosmic dust, trace Na, K, Li, Ca, and Fe layers are 
present in the MLT region [75]. Of particular interest is the Na layer in the 70-120 km region, 
which typically has a peak density of several thousand cubic centimeters near 92 km altitude and 
a full-width half-maximum (FWHM) of 10 km [16]. Signal returns from narrow-band Na lidar 
topologies in the 80-100 km region are sufficient to use Na as a sensitive tracer of local wind, 
temperature, and density [76]. 
The first lidar measurements of the Na layer were performed in 1968 [77], with the first 
recorded observation of Na nightglow reported 40 years prior in 1928 [78]. Seasonal variations of 
Na abundance are present, with maximum (minimum) average layer density during the equinoctial 
(solstitial) periods [79]. At low latitudes, average density fluctuates around 25% annually [80], 
with variability increasing with latitude. In addition, diurnal variations predominantly due to the 
diurnal and semidiurnal tides shift the centroid height and abundance of the layer by 2-3 kilometers 
and ~30%, respectively [81]. 
The spectral profile of sodium has been accurately characterized within 500 kHz [82]. The 
Na D2 transition has six hyperfine transitions (Zeeman splitting is negligible compared to the 
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probing laser linewidth) [26], which broaden into the D2a and D2b components [83]. As seen in 
Figure 2.5 [27], the spectral absorption profile of the D2a and D2b components varies with 
temperature and line-of-sight (LOS) wind speed. Figure 2.5a shows the six D2 transitions, their 
frequency offset relative to the central D2 wavelength at 589.15826 nm [84], and their relative 
intensities. The transition lines have a natural linewidth near 10 MHz and are Doppler-broadened 
and Doppler-shifted. A higher temperature corresponds to a reduced peak absorption cross-section 
and an increased FWHM. At temperatures greater than 500 K, the D2a and D2b components will 
no longer be discernible. Figure 2.5b illustrates the Doppler shift effect due to non-zero line-of-
sight (LOS) wind velocity. A positive frequency shift with respect to the zero-velocity case 
indicates the species is moving towards the observer. 
Figure 2.5. (a) Absorption cross-section of Na D2a and D2b components at different temperatures 
for zero velocity. The six dominant transitions, their frequency offset with respect to the D2 central 
frequency, and their relative intensities are co-located on the abscissa. Each transition emits a 
Doppler-broadened Gaussian lineshape, with the net lineshape shown in the figure. The amplitude 
and FWHM of each component vary with temperature. A warmer (cooler) temperature produces 
a shorter (taller) and wider (thinner) lineshape. (b) Absorption cross-section of Na D2a and D2b 
components at different wind velocities for T = 200 K. The cumulative lineshape is Doppler-
shifted proportional to the velocity of the Na species. A positive (negative) frequency shift 
corresponds to a net velocity towards (away from) the observer. Reproduced with permission of 
Taylor & Francis Group LLC from [27]. 
(a) (b) 
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Similar to other topologies (e.g. Rayleigh, Mie, Raman), the resonance-fluorescence lidar 
equation follows the form of (2.8), where 𝑁𝑀 is the number of photons detected by the receiver, 𝜂 
is the receiver system efficiency, 𝑇𝐴𝑡𝑚𝑜𝑠 is the one-way atmospheric transmissivity, 𝑃𝐿𝑎𝑠𝑒𝑟 is the 
average transmitter power, 𝐴𝑇𝑒𝑙𝑒 is the receiver area, 𝛼𝑒𝑓𝑓
𝑀  is the two-way extinction coefficient 
for the metallic Na species, 𝜎𝑒𝑓𝑓
𝑀  is the effective Na backscatter coefficient, 𝜌𝑀 is the spatially and 
temporally-varying metallic species density, Δ𝑧 is the spatial resolution, and Δ𝑡 is the temporal 
resolution [85]. In subsequent analysis, it is assumed that 𝑇𝐴𝑡𝑚𝑜𝑠 = 1. 
 𝑁𝑀(𝑓, 𝑧, 𝑡) ≃
𝜂𝑇𝐴𝑡𝑚𝑜𝑠
2 𝑃𝐿𝑎𝑠𝑒𝑟𝐴𝑇𝑒𝑙𝑒𝛼𝑒𝑓𝑓
𝑀 (𝑓, 𝑧)𝜎𝑒𝑓𝑓
𝑀 (𝑓, 𝑤, 𝑇, 𝜎𝐿𝑎𝑠𝑒𝑟)𝜌𝑀(𝑧, 𝑡)Δ𝑧Δ𝑡
4𝜋𝑧2ℎ𝑓
 (2.8) 
 
The two-way extinction coefficient, 𝛼𝑒𝑓𝑓
𝑀 , is itself dependent on the effective backscatter 
cross-section of the Na species as given by (2.9), where 𝑧0 is the minimum altitude of the trace Na 
layer [27]. 
 𝛼𝑒𝑓𝑓
𝑀 (𝑓, 𝑧) = exp (−∫ 𝜎𝑒𝑓𝑓
𝑀 (𝑓, 𝑤, 𝑇, 𝜎𝐿𝑎𝑠𝑒𝑟)𝜌𝑀(𝑧, 𝑡)𝑑𝑧
𝑧
𝑧0
) (2.9) 
 
The effective cross-section of a single Na resonance, σeff,i, is given by (2.10), which is taken as 
the spectral convolution between the Gaussian spectral profile of the laser and Doppler-broadened 
width of the resonance line [85]. 
 𝜎𝑒𝑓𝑓,𝑖
𝑀 (𝑓, 𝑤, 𝑇, 𝜎𝐿𝑎𝑠𝑒𝑟) =
𝑒2𝑓𝑜𝑠𝑐/4𝜖0𝑚𝑒𝑐
√2𝜋
exp(−
(𝑓 − 𝑓𝑀,𝑖 − 𝑤/𝜆𝑀,𝑖)
2
2(𝜎𝑀,𝑖
2 + 𝜎𝐿𝑎𝑠𝑒𝑟
2 )
)
√𝜎𝑀,𝑖
2 (𝑇) + 𝜎𝐿𝑎𝑠𝑒𝑟
2
 (2.10) 
 
Here, 𝑒 is electron charge, 𝑓𝑜𝑠𝑐 is the oscillator strength, 𝜖0 is the permittivity of free space, 𝑚𝑒 is 
the electron mass, 𝑐 is the speed of light, 𝑓𝑀 is the frequency of the resonance line, 𝜆𝑀 is the 
wavelength of the resonance line, 𝜎𝐿𝑎𝑠𝑒𝑟
2  is the linewidth of the laser pulse, and 𝜎𝑀,𝑖
2 (𝑇) is the 
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temperature-dependent linewidth of the resonance line. The relationship between 𝜎𝑀,𝑖 and 
temperature is given by (2.11), where 𝑘𝐵 is Boltzmann’s constant and 𝑚𝑀 is the molar mass of the 
atomic species. 
 𝜎𝑀
2 = 𝛾𝑀𝑇, 𝛾𝑀 =
𝑘𝐵
𝜆𝑀
2 𝑚𝑀
 (2.11) 
 
The weighted sum of the Doppler-broadened D2a and D2b components is given by (2.12), where 
𝑤𝑖 =
𝐼𝑖
∑ 𝐼𝑗
6
𝑗=1
 is the relative weighting of the ith line and 𝐼𝑖 its intensity. 
 𝜎𝑒𝑓𝑓
𝑀 =∑𝑤𝑖𝜎𝑒𝑓𝑓,𝑖
𝑀
6
𝑖=1
 (2.12) 
 
To maximize the backscatter cross-section, the center frequency of the resonance-
fluorescence lidar at the Andes Lidar Observatory (ALO) is frequency-locked to the D2a hyperfine 
transition at an offset of -651.4 MHz from the central D2 wavelength. As seen in Figure 2.6 [86], 
the resonant cross-section of the trace sodium species is significantly larger than that of its non-
resonant Rayleigh cross-section, drastically increasing the received signal in the Na layer [87]. At 
MLT altitudes, the neutral atmospheric density is too sparse for most Rayleigh systems to be 
effective [88], with a few notable exceptions [8]. When a gaseous sample is illuminated by a laser 
tuned to a transition energy of the species, some of the incident energy is absorbed and 
spontaneously emitted at the excitation wavelength. Whereas for Rayleigh scattering this energy 
would be lost, for resonant excitations this energy is re-radiated and boosts the signal return. 
26 
 
The simultaneous influence of wind and temperature on the resonant backscatter cross-
section affects the signal level measured at the receiver in accordance with (2.8). Three-frequency 
resonance-fluorescence lidar systems, such as that employed at the Andes Lidar Observatory 
(ALO) in Cerro Pachón, Chile (30.3ºS, 70.7ºW), exploit this variability to simultaneously 
determine Na density, temperature, and LOS wind. The ALO lidar system operates at three 
frequencies, 𝑓𝑚 = 𝑓0 − Δ𝑓, 𝑓0, and 𝑓𝑝 = 𝑓0 + Δ𝑓, where Δ𝑓 = 630 MHz and 𝑓0 is frequency-locked 
to the peak emission of the Na D2a band. The breadth of the Doppler-broadened absorption profile 
is measured by the ratio between the wing and center frequencies, as given by (2.13). 
 𝑅𝑇 =
𝑁(𝑓−, 𝑧, 𝑡) + 𝑁(𝑓+, 𝑧, 𝑡)
𝑁(𝑓0, 𝑧, 𝑡)
≈
𝜎𝑒𝑓𝑓(𝑓−, 𝑧, 𝑡) + 𝜎𝑒𝑓𝑓(𝑓+, 𝑧, 𝑡)
𝜎𝑒𝑓𝑓(𝑓0, 𝑧, 𝑡)
 (2.13)  
Figure 2.6. Raw altitude-resolved photocount profile obtained over Mauna Kea, Hawaii (1950’N, 
15528’W), by the University of Illinois Na lidar system during the night of January 20, 1987. The 
atmospheric sodium band is located roughly between 80 and 100 km. Resonant interactions with 
the Na species greatly increased the backscatter cross-section within the trace layer, producing the 
large signal spike seen in the mesopause region. For the system used in this study, Rayleigh returns 
are below the noise floor in the region of interest. Reproduced from [86] with permission. 
© 1989 IEEE 
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Variations in the ratio 𝑅𝑇 correspond to fluctuations in the temperature of the local species. LOS 
wind speed may be calculated similarly from the ratio between the wing frequencies, 𝑅𝑤, which 
is dependent on the Doppler frequency shift of the Na spectral profile, using (2.14). 
 𝑅𝑤 =
𝑁(𝑓−, 𝑧, 𝑡)
𝑁(𝑓+, 𝑧, 𝑡)
≈
𝜎𝑒𝑓𝑓(𝑓−, 𝑧, 𝑡)
𝜎𝑒𝑓𝑓(𝑓+, 𝑧, 𝑡)
 (2.14) 
 
Since 𝑅𝑇 and 𝑅𝑤 are derived from the same measurements, they exhibit a high degree of 
correlation. Variations in wind affect the temperature ratio, while temperature fluctuations affect 
the wind ratio. A revised form of 𝑅𝑤, given in (2.15),  
 𝑅𝑤 =
ln(𝑁(𝑓−)/𝑁(𝑓+))
ln(𝑁(𝑓−)𝑁(𝑓+)/𝑁2(𝑓0))
≈
ln(𝜎𝑒𝑓𝑓(𝑓−)/𝜎𝑒𝑓𝑓(𝑓+))
ln (𝜎𝑒𝑓𝑓(𝑓−)𝜎𝑒𝑓𝑓(𝑓+)/𝜎𝑒𝑓𝑓
2 (𝑓0)) 
 (2.15) 
 
reduces the wind-temperature correlation [89]. Figure 2.7 further illustrates the degree of 
correlation between wind and temperature measurements. In the optimal, decorrelated case, the 
contour lines would be horizontal for 𝑅𝑤 and vertical for 𝑅𝑇. However, the temperature ratio 
Figure 2.7. Contour mapping of 𝑅𝑤 (red) and 𝑅𝑇 (blue) against wind and temperature. The nearly 
horizontal 𝑅𝑤 contours indicate a low degree of temperature correlation. In contrast, the curved 
𝑅𝑇 contours suggest that the temperature ratio is sensitive to fluctuations in both wind and 
temperature. Figure is reproduced from [89] with permission. 
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contours reveal a significant wind correlation, while the wind ratio exhibits thermal correlation to 
a lesser degree. Since the two ratios cannot be fully decorrelated, iterative methods must be applied 
to determine the optimal mapping between (𝑅𝑇 , 𝑅𝑤) and (𝑇, 𝑤) pairs. Na density is calculated 
through inversion of (2.8) once the temperature and wind profiles are known. 
 Vertical, meridional, and zonal wind measurements are made at ALO by successively 
pointing the transmitted beam in the zenith direction and 20º off-zenith in the meridional (North-
South) and zonal (East-West) directions. Due to the beam-steering configuration, there is a time 
delay between measurements in each direction, which reduces the effective resolution when 
relating temperature (which is measured in the zenith) to horizontal winds. Under this approach, 
vertically-resolved profiles of horizontal and vertical temperature, wind, and Na density are 
produced each operation period. Occasionally, zenith-only measurements are performed for 
maximum time resolution in temperature and density. Feathering or splitting the transmitted beam 
would enable near-simultaneous measurement of all parameters. 
In the 80-100 km region, the three-frequency technique described can nominally achieve a 
resolution of 500 m and 2.5 min with total temperature and wind errors of <0.5 K and <1 ms-1, 
respectively [22]. Density falls off rapidly in the tails of the Na layer, severely degrading the signal-
to-noise ratio (SNR) of the system. The noise floor is primarily defined by photon noise at the 
receiver, which tracks with the square root of the signal. At low SNRs, minor errors in the wing 
frequencies drastically affect reconstruction algorithm performance. The vertical wind profile – 
which typically has zero mean over the course of an observational period – is particularly sensitive 
to poor measurements.  
Furthermore, sporadic Na (Nas) layers pose a threat to valid data reconstruction. Nas layers 
are regions of significantly-enhanced Na density with average spans of 1-2 km and duration of 2-
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3 hours [90]. Layer formation is typically observed ~10 min after the appearance of temperature 
enhancements attributed to tidal motions and GW activity, though elevated temperatures are not a 
necessary condition. Standard iterative approaches for determining temperature and wind profiles 
assume constant Na density within each resolution bin and small variations between adjacent bins 
[26]. If the algorithm used is density-dependent, the reconstructed temperature profile exhibits 
errors, often in excess of 20 K, for the duration of the event. Implications of wind and temperature 
errors are discussed in detail in Section 3.4. 
 
2.5 Turbulence 
 
In Sections 2.1-2.3, we have discussed atmospheric gravity waves (AGWs), atmospheric stability, 
and the dynamics of the mesosphere and lower thermosphere (MLT) region. AGWs originate from 
tropospheric disturbances and propagate upwards, transporting heat and momentum flux to the 
MLT region. Near the mesopause, the waves become unstable due to decreasing atmospheric 
density, negative temperature gradients, and high wind shear. A critically stable atmosphere can 
be driven into instability by a large-amplitude gravity wave. Wave-tide interactions further 
destabilize the local atmosphere and are closely connected to the presence of mesospheric 
inversion layers (MILs). 
 Section 2.4 overviewed lidar as a suitable candidate for measuring the vertical 
characteristics of instabilities and turbulence. Lidar systems emit a short-duration pulse and 
measure the backscattered intensity at the receiver, traditionally in a monostatic configuration. 
Time gating and pulse length define spatial resolution, while pulse repetition rate limits temporal 
resolution. Received intensity is proportional to atmospheric density. At MLT altitudes, it is 
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difficult to achieve high-fidelity Rayleigh measurements due to low neutral densities. Na 
resonance-fluorescence lidar resolves this challenge by tuning to the D2a resonance line of the 
sodium layer fortuitously located near the mesopause. Excitation of the local sodium species 
produces fluorescence, greatly increasing the backscattered intensity. Furthermore, the three-
frequency technique enables simultaneous measurements of vertically-resolved temperature, wind, 
and density. The Na lidar at the Andes Lidar Observatory (ALO) can achieve a 25 m, 6 s resolution 
at MLT altitudes. This chapter concludes with a discussion of turbulence at MLT scales and the 
advantages and drawbacks of existing measurement methods. 
 In the view of linear saturation theory, gravity waves are a first-order perturbation over the 
mean atmospheric background [91]. When gravity waves begin to break, higher-order 
perturbations are formed over the fundamental disturbance. Kelvin-Helmholtz (KH) billows and 
ripples, which are respectively associated with dynamical and convective instabilities, are second-
order manifestations with wave-like qualities (see Figure 2.2). Dynamical instabilities may also 
facilitate the development of additional convective instabilities [59]. At the end of the life cycles 
of billows and ripples, the structures dissolve into a spectrum of energies and produce turbulence 
[33]. Accordingly, broader spectral extent of KH instabilities is correlated to increased turbulence 
generation [32]. Modeling and analysis of the evolution of instability structures into turbulence is 
an active area of extensive research (e.g. [63], [92], [93], and references therein). 
 The energy spectra of gravity waves and turbulence follow theoretical power laws in both 
the spatial and temporal domains. Between the inertial and BV frequencies, gravity waves exhibit 
an 𝜔−2 spectral shape in the temporal frequency domain and an 𝑚−3 shape in the angular domain 
[17]. In the MLT region, the BV frequency most closely corresponds to a vertical wavelength of 
1 km [18]. At scales finer than the BV frequency, turbulence dominates and follows a -5/3 power 
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law in both domains, consistent with Kolmogorov’s famous dimensional analysis and the 
subsequent turbulence spectral model proposed by Heisenberg [3][4]. Ultimately, viscous 
dissipation due to molecular diffusion becomes dominant at small turbulence scales (1-10 Hz and 
10-30 m) [9], forming an upper bound on the spectral turbulence subrange. Viscous dissipation 
follows a -7 power law in spatial and temporal spectra. The gravity wave and turbulence power 
laws dictate that the largest scales contain the greatest energy. 
 Previous discussion in Section 2.1 described AGW amplitude as the relative displacement 
of an atmospheric volume with respect to the background. Adiabatic oscillations restore the 
volume to its original state over several periods. In a convective instability, the volume is no longer 
restored to its initial position and is transported a net distance [30]. The temperature and density 
of the displaced volume are perturbed from the surroundings in accordance with (2.1), diffusively 
transporting heat and momentum. In a superadiabatic atmosphere, the small heat, momentum, and 
density perturbations are amplified considerably, producing turbulence. Indeed, turbulence is 
commonly characterized in terms of constituent, heat, and momentum diffusion coefficients, 
respectively denoted 𝑘𝑧𝑧, 𝑘𝐻, and 𝑘𝑀 [18], as well as the turbulence energy dissipation rate, , 
which describes temperature increase per unit time of the local atmosphere [94]. 
Measurement of turbulence parameters is non-trivial. Turbulence is found in layers ranging 
from 100 to 3000 m in vertical extent [95], with a spatial resolution on the order of a few meters 
required to resolve structural characteristics [96]. Laboratory efforts to replicate turbulence at MLT 
scales have been unsuccessful primarily due to wall effects [92]. Thus, turbulence must be 
characterized through direct atmospheric measurements at fine spatiotemporal scales. Existing 
methods are roughly categorized into two classes: rocket-based measurements and ground-based 
measurements. Rocket-based analysis offers the significant advantage of direct, nearly-continuous 
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measurements at scales unachievable by ground systems [9]. However, the approach is limited by 
sporadic, short-period observations due to infrequent rocket flights. In contrast, ground-based 
measurements permit long observational periods and characterization of diurnal and annual trends, 
albeit at reduced resolution in comparison to rocket-borne methods. Approximation error is also 
introduced through indirect measurements of diffusion coefficient and energy dissipation rate 
quantities [10]. 
Rocket-borne measurements of turbulence have been made via several approaches. Tracers 
such as trimethyl aluminum (TMA) are released by a rocket traveling through the region of interest 
[11]. TMA reacts with oxygen in the ambient atmosphere to produce a chemiluminescent trail, 
which can then be imaged from the ground. Perturbations of the trail reveal the thermal and 
diffusive structure of the atmosphere along the rocket’s path [97]. Chaff measurements operate on 
a similar basis, whence a ground-based radar measures the spatiotemporal behavior of a foil cloud 
released by a sounding rocket [12]. Chaff and tracer measurements are subject to background 
interference and are unable to resolve the smallest turbulence scales.  
Ionization gauges solve this challenge through the utilization of neutrals and plasma as 
passive tracers of turbulent motion [13]. In-situ measurements reduce the number of error sources 
and provide adequate spatial resolution. The TOTAL and Combined Neutral and Electron sensor 
(CONE) instruments flown on several missions measured densities at 10 m spatial resolution and 
1 ms temporal resolution between 65 and 115 km [9]. Also relevant is the falling spheres technique, 
which is frequently used on rocket-borne experiments to measure background parameters with a 
2-3 km resolution [14]. 
Ground-based measurements leverage numerous existing technologies to maximize 
observational periods and characterize seasonal trends of turbulence activity. Airglow fluctuations 
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in the OH Meinel band have been used to estimate diffusion coefficients [10]. Mesosphere-
stratosphere-troposphere (MST) radar echoes were discovered to be generated by turbulent 
fluctuations in electron density [34]. This connection sparked subsequent study of wave breaking 
via ground-based radar measurements. Rayleigh lidar measurements of neutral density fluctuations 
induced by turbulence are possible [8], but require a large power-aperture ratio and are 
overshadowed by three-frequency resonance-fluorescence systems similar to those discussed in 
Section 2.4.  
Resonance-fluorescence systems rely on measurement of temperature, wind, and density 
(TWD) fluctuations, respectively denoted 𝑇′, 𝑤′, and 𝜌′, to determine diffusion coefficient 
magnitudes. Parameter fluctuations are on the same scale as turbulence and can be measured at the 
maximum 25 m, 6 s resolution of the Na lidar at ALO up to an altitude of 100 km [18]. Average 
wind-temperature (𝑤′𝑇′) and wind-density (𝑤′𝜌′) perturbation correlations are related to the 
physical parameters 𝑘𝐻 and 𝑘𝑧𝑧 via (2.16) and (2.17), respectively [17]. 
 𝑤′𝑇′ ≈ −𝑘𝐻(Γ𝑎𝑑 + 𝜕𝑇/𝜕𝑧)  (2.16)  
 𝑤′𝜌′ = −𝑘𝑧𝑧𝜌(
1
𝐻
+
1
𝑇
𝜕𝑇
𝜕𝑧
+
1
𝜌
𝜕𝜌
𝜕𝑧
)  (2.17) 
 
Here, Γ𝑎𝑑 ≈ 9.5 K/km is the adiabatic lapse rate, 𝐻 is the Na density scale height, and parameters 
with an overbar indicate mean value. Under the assumptions that 𝑘𝐻 ≈ 𝑘𝑧𝑧 and 𝑘𝑀 = 𝑘𝐻/𝑃𝑟, 
where 𝑃𝑟 is the Prandtl number, each of the three diffusion coefficients may be determined from 
𝑤′𝑇′ only [18]. Furthermore, the turbulence energy dissipation rate  may be estimated from the 
calculated value of 𝑘𝐻 by (2.18),  
 𝑘𝐻 ≈
√𝜋𝜀
4𝐶0𝑁2
   (2.18) 
 
where 𝐶0 ≈ 1.5
3/2 is a dimensionless constant and 𝑁2 is the BV frequency [98].  
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 However, this correlative technique is limited by approximation error at all altitudes and 
photon noise above ~100 km due to decreasing Na layer density. The most significant limitation 
is estimation of the Prandtl number, which relates turbulent heat and momentum diffusivity. 
Standard approaches estimate 𝑃𝑟 at ~1-10, with an average 𝑃𝑟 of 1-3 [96]. Nevertheless, its 
statistics remain largely unknown due to the high variability in MLT turbulence parameters [99]. 
In addition, photon noise errors degrade wind and temperature profile accuracy, inducing large 
uncertainties in parameter values above 100 km. While the photon shot noise is Poisson noise-
distributed, under the assumption of a long observational period, the noise may be considered as 
additive white Gaussian noise (AWGN) under the Central Limit Theorem (CLT) [19]. Since 
AWGN is independent from the signal, correlative approaches such as those in (2.16) and (2.17) 
minimize noise contributions. TWD profiles are derived from the same measurements such that 
some correlative error will still be present [17]. 
 Compared to wind and temperature profiles, sodium density profiles are determined within 
a narrower margin at higher altitudes. Therefore, lidar-based, density-only analyses are 
advantageous over the 𝑤′𝑇′ alternative. Neutral density perturbations and overturning are 
indicative of turbulent behavior, with perturbations representing turbulence power. At MLT 
altitudes, sodium may also be used as a passive tracer of turbulent motion [100]. However, due to 
larger gradients in the atmospheric Na layer than the background atmosphere, Na perturbation 
amplitude can be as much as 10-15 times larger than neutral density amplitude [17]. Furthermore, 
sodium perturbations are not conserved and must be recast in terms of the Na mixing ratio given 
in (2.19),  
 𝑅𝑁𝑎 =
𝜌𝑁𝑎(𝑧)𝑇(𝑧)
𝜌𝑎𝑡𝑚(𝑧0)𝑇(𝑧0) exp {−∫ 𝐻𝑝−1(𝑧)𝑑𝑧
𝑧
𝑧0
}
   (2.19) 
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where 𝜌𝑁𝑎 and 𝜌𝑎𝑡𝑚 are respectively the sodium and neutral atmospheric densities, 𝑧0 is a 
reference altitude, and 𝐻𝑝 is the pressure scale height [101]. The mixing ratio includes the 
displacement effects of the neutral pressure scale height and is therefore assumed to be a conserved 
quantity. Similarly, neutral and sodium density fluctuations, respectively denoted 𝛿𝑛/𝑛 and 
𝛿𝑁/𝑁, are connected through (2.20), 
 
𝛿𝑛
𝑛
= (
𝛾𝐻𝑝/𝐻𝑛 − 1
𝛾𝐻𝑝/𝐻𝑁𝑎 − 1
)
𝛿𝑁
𝑁
    (2.20) 
 
where 𝛾 ≈ 1.45 and 𝐻𝑛 and 𝐻𝑁𝑎 are the density and sodium scale heights [23]. The mixing ratio 
requires knowledge of the mean neutral density, which cannot be directly determined by the three-
frequency resonance-fluorescence lidar system. Neutral density is typically estimated from global 
models, introducing approximation error into the system. Furthermore, 𝑅𝑁𝑎 is dependent on 
temperature, which can either be measured directly (albeit with >10 K nominal uncertainty above 
100 km) or estimated from models.  
Persistent meteor trails offer a unique synthesis between tracer techniques and density-only 
Na lidar measurements. During the 1998-1999 Leonid meteor shower, chemiluminescence trails 
were imaged and probed with a three-frequency resonance fluorescence Na lidar [102]. Ablating 
sodium provided a short-span sodium layer with density far beyond that of the residual 
atmospheric layer, enabling stability measurements and vertical resolution of turbulent structures 
[23]. Neutral density perturbations were determined from density-only lidar measurements via 
(2.20) and supported by imager data. While direct measurement of Na density fluctuations was 
effective for mean densities in excess of 30000 cm-3, additional considerations must be made for 
the atmospheric sodium layer, which has a nominal peak density of 4000 cm-3. Furthermore, the 
atmospheric layer has an average density smaller than 500 cm-3 in the 100-105 km region [103]. 
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Therefore, the lidar methodologies used during the meteor shower are subject to modification and 
will be the basis of subsequent discussion in Chapter 5. 
Variations of eddy diffusion coefficients impact vertical transport of heat and momentum, 
affecting the composition and circulation of the MLT region [35]. The 100-105 km region of the 
atmosphere contains the turbopause [10], the altitude at which molecular diffusion of minor 
atmospheric constituents becomes dominant over eddy diffusion [20]; yet, dynamics of the region 
remain largely unknown. In a well-mixed atmosphere dominated by eddy diffusion (below ~95 
km), minor constituents exhibit the same diffusion velocities and large-scale characteristics. On 
the other hand, the individual species of a molecular diffusion-dominated system (above ~105 km) 
act independently due to the greatly reduced collision rate in a sparse atmosphere. 
While eddy diffusion-dominated and molecular diffusion-dominated systems are well-
characterized both experimentally and theoretically in Earth’s atmosphere, the dynamics of a 
partially-mixed atmosphere are poorly understood. Since 1966 [15], efforts have been devoted to 
modeling the mean diffusion dynamics in the 95-105 km region. Recent studies utilized 
measurements of hydroxyl, atomic oxygen, and carbon dioxide densities obtained on the Scanning 
Imaging Absorption Spectrometer for Atmospheric Cartography (SCIAMACHY) and Sounding 
of the Atmosphere using Broadband Emission Radiometry (SABER) instruments to derive 
seasonal altitude profiles of global mean 𝑘𝑧𝑧 [35][104]-[106]. The results of [106] conclusively 
show agreement of global mean 𝑘𝑧𝑧 profiles derived from different methods up to 105 km. 
However, the degree to which the underlying transport mechanisms contribute to total eddy 
diffusion remains unknown. 
In addition to turbulence, damped gravity waves and tides also contribute to net diffusive 
transport [105]. The results obtained by [35] indicate that gravity wave contributions to eddy 
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diffusion are negligible above 96 km. Moreover, a log-scale linear growth in 𝑘𝑧𝑧 magnitude 
appears to be present above 96 km, indicating increasing influence of the remaining sources. 
Measurements of turbulence behavior above 100 km offer a first look into region dynamics and 
the potential influence of turbulence on the total diffusion profiles. 
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CHAPTER 3  
TWD ANALYSIS 
 
This chapter describes in detail the reconstruction algorithms used to produce temperature, 
horizontal/vertical wind, and Na density profiles from unprocessed measurements obtained by the 
Andes Lidar Observatory (ALO) three-frequency Na lidar system. As seen in Figure 3.1, the data 
processing performed in this study may be broken down into three key sections: preprocessing, 
reconstruction, and analysis. Section 3.1 overviews the preprocessing block, Section 3.2 covers 
development of the reconstruction algorithm, and Section 3.3 discusses reconstruction algorithm 
performance and error considerations. Section 3.4 summarizes and analyzes the key findings from 
the preceding sections. The analysis block will be discussed in Chapters 4 and 5. 
 In total, 27 nights of observational lidar data were used in this study, comprising 2500 
hours of zenith measurements and 2375 hours of off-zenith measurements at 25 m, 6 s resolution. 
Data sampling is biased towards the equinoctial periods, which host Na layer maxima. Mean 
temperature and vertical, zonal, and meridional wind profiles are determined from 85 to 100 km 
altitude within ±25 K, ±5 ms-1, and ±20 ms-1 uncertainty, respectively. Mean temperature profiles 
reveal a double mesopause feature, consistent with previously-published findings but in 
disagreement with existing atmospheric thermal models. Zonal and meridional wind profiles 
indicate dominance of the diurnal and semidiurnal tide in the MLT region, with tide-tide coupling 
effects contributing to stratified meridional wind shear regions. The mean Na density profile 
closely matches expectations; however, peak density variance exceeds 2000 cm-3, suggesting 
significant intra- and inter-nocturnal fluctuations. 
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Figure 3.1. Processing flowchart to extract temperature, horizontal/vertical wind, Na density, 
stability parameters, and turbulence parameters from raw ALO lidar measurements.  
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3.1 Data Pre-Processing 
 
Before the temperature, wind, and density (TWD) profiles can be reconstructed, the raw lidar 
profiles must first be processed and analyzed. Figure 3.2 illustrates the preprocessing steps taken 
to adequately format the input data. First, the data is separated into vertical, meridional, and zonal 
components. Bad lidar profiles are next identified and removed. Frequency errors inherent to the 
ALO Na lidar system are addressed differently depending on their temporal extent. Short-period 
errors are removed from the data, while long-period errors are partitioned and treated 
independently during the reconstruction stage. 
Parse Raw Files Saturation Correction
Raw Profiles
Bad Profiles
To Reconstruction
Remove Background
Rayleigh Fit
Binning
Remove Rayleigh 
Outlier Profiles
Remove Sodium Outlier 
Profiles
Remove Frequency 
Errors
Set Frequency Offset 
Regions
Reconstruction 
Partitions
Bin Dimensions
Bad Profiles
 
Figure 3.2. Process flowchart for data preprocessing block. Zenith, meridional, and zonal 
photometer counts are parsed into Python arrays from raw lidar profiles. Erroneous profiles due to 
laser power and frequency errors are removed. Long-period frequency jumps are marked and 
passed to the reconstruction algorithm. Saturation effects and background counts are filtered out 
from valid profiles. Profiles are individually matched to Rayleigh curves for normalization. 
Finally, profiles are binned in altitude and time to match the desired resolution and SNR. The 
binned profiles are then passed to the reconstruction algorithm. 
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 After bad profiles and errors have been addressed, the remaining data is corrected for PMT 
saturation and Na layer saturation effects. Background counts due to broad-spectrum noise are 
next removed. The Rayleigh behavior of each time measurement is fit to an exponential 
polynomial as a normalization measure. Finally, the valid data is binned first in altitude, then in 
time. Binning parameters affect the spatiotemporal resolution of the reconstructed TWD data, as 
well as the signal-to-noise ratio (SNR) of the system. The processed photometer count profiles are 
then passed to the reconstruction algorithm. 
 Each measurement over a nighttime observational period at ALO is stored as a separate 
data file. The data parsing block iterates through each file attributed to a night, determines key 
characteristics of the measurement, and organizes relevant data into arrays of measurement times, 
altitudes, and photometer counts for each direction. A file format template for each measurement 
is given in Table 3.1. Parameters in brackets indicate typical values. Encoder position is used to 
determine the look direction of the measurement. Vertical measurements are pointed to the zenith, 
meridional measurements are pointed due south at 20º off-zenith, and zonal measurements are 
pointed due east at 20º off-zenith. Counts are binned to 25-meter resolution between 2.53 km and 
207.33 km altitude for a total of 8192 data points per measurement in the zenith. Bin width is 
limited by the 6 MHz photometer readout rate. Note that bin widths vary between vertical and 
horizontal measurements due to look angle. 
Table 3.1. Header format for each measurement. Typical values for each parameter are given in 
brackets. Measurement number ranges between zero and the total number of measurements over 
the total observational period less one. Frequency number corresponds to 1: 𝑓0, 2: 𝑓+, and 3: 𝑓−. 
Zenith and azimuth encoder positions are used to determine measurement look direction.  
# of Datapoints 
<8192> 
Measurement # 
<xxxx> 
Frequency 
<1-3> 
Pulse Energy 
<300 mJ> 
 
Day <xx> Month <xx> Year <xxxx> Time <xx:xx:xx UT> 
Zenith Encoder 
<xx> 
Detector Rate 
<6 MHz> 
Azimuth Encoder 
<xxxx> 
Instrument Altitude 
<2530 m> 
Latitude 
<-30.2518> 
Longitude 
<-70.7382> 
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 Profiles for each look direction are next independently examined for Rayleigh profile 
errors. Rayleigh errors are outlying profiles with abnormally high or low means in the low-altitude 
(between 3-20 km) regime. Figure 3.3a shows the low-altitude profile acquired during the night of 
December 16, 2017, at ALO. Regions outlined in black are erroneous and marked as unsuitable 
for reconstruction. If the profiles were included in the reconstruction process, the Rayleigh 
normalization step would amplify noise errors, reducing TWD algorithm accuracy. The process 
for removing erroneous Na profiles is similar. Laser frequency errors change the effective cross-
section of the lasing Na species, producing fluctuations in received intensity.  
 In addition to raw counts, frequency errors also appear in the wind and temperature ratios 
𝑅𝑤 and 𝑅𝑇. The wind ratio defined in (2.15) is more sensitive to variations in the wing frequencies 
than the temperature ratio and is used for analysis. Figure 3.3b shows raw wind ratio for the same 
night. Variations between consecutive measurements are primarily caused by laser jitter and minor 
output power fluctuations. Occasionally, the ring dye laser at ALO jumps between lasing modes 
Figure 3.3. (a) Low-altitude, zonal count profile obtained by the ALO Na lidar during the night of 
December 16, 2017, at frequency 𝑓+. Outlying profiles such as those contained in the three regions 
outlined in black are removed prior to binning and reconstruction. (b) Unprocessed wind ratio from 
82.5 to 97.5 km altitude for the night of December 16, 2017. A long-period frequency error is 
present between profiles 750-1000 and is outlined in black. The outlined region is reconstructed 
independently from the rest of the night to properly satisfy the zero-mean wind constraint. A short-
period frequency error and sporadic Na (Nas) layer are also present and are outlined in red. 
(a) (b) 
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of the Na species [27], creating short-period (<15 min) and long-period (>15 min) errors in the 
wind profile. Short-period errors may be removed from the input data without significant loss of 
information; however, long-period errors cannot. Instead, the indices of erroneous regions are 
passed to the reconstruction algorithm. Frequency errors, if not corrected, introduce a mean offset 
into both the zenith and off-zenith wind profiles. The frequency offset used in effective cross-
section calculations is adjusted during the reconstruction stage to match a zero-mean vertical wind 
[22]. Long-period errors skew the frequency offset to a non-zero wind over the error-free region, 
resulting in an incorrect reconstruction of wind data. Discussion of frequency error handling is 
continued in Section 3.2. 
 The bad profiles determined by the processing blocks in the left-hand side of Figure 3.2 
are marked and discarded from subsequent calculations. Valid measurements are next corrected 
for saturation effects due to non-linear photomultiplier tube (PMT) behavior via (3.1), 
 𝑁′ = 𝑁 (1 −
𝑓
𝑆
𝑀𝑁)
−1
 (3.1) 
 
where 𝑁 is the input measurement, 𝑁′ is the corrected measurement, 𝑓 is the count rate, 𝑆 is the 
number of bins, and 𝑀 = 70 ns is the correction constant. In general, Na layer saturation is 
negligible for narrowband resonance-fluorescence lidar systems [26][27]. Next, background 
contributions due to broadband Rayleigh scattering over the spectral bandpass region of the 
receiving optics are removed. As given by (3.2), 
 𝑁′ = max {𝑁 −
∑ 𝑁(𝑧0 + 𝑖𝛥𝑧)
𝑛𝑧
𝑖=0
𝑛𝑧
, 0} , 𝑛𝑧 =
15 km
Δ𝑧
 (3.2) 
 
where Δ𝑧 is the bin width, the mean of the counts over the bins between z0 = 125 km and 140 km 
altitude is subtracted from each measurement. Negative bins are zeroed to avoid producing non-
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physical results. Na density is negligible above 120 km [16], making 125 km a suitable selection 
for determining background effects. 
 Rayleigh scattering between 20 and 50 km is leveraged as a normalization measure to 
reduce mean variation between profiles. Two metrics are used in the reconstruction procedure: a 
linear fit to a reference altitude with known neutral density, and a summation of photocount bins 
within ±5 km of the fit altitude. Selection of an appropriate reference altitude is based on the mean 
of the reconstructed temperature profile and is discussed in Section 3.2. A fit altitude of 35 km for 
bins between 30 km and 40 km altitude is used by default.  
 The Rayleigh profile at the reference altitude is determined via a first-order least squares 
polynomial fit to the log-transformed input in (3.3), 
 𝑟(𝑧𝑖) = ln (𝑁(𝑧𝑖) (
𝑧𝑖
𝑧𝑟
)
2
) (3.3) 
 
where 𝑧𝑟 is the reference altitude and 𝑖 is the index of the altitude bin within the bin range. The 
optimal least-squares mapping is given by (3.4), 
 min {∑ |𝑝(𝑧𝑖) − 𝑟(𝑧𝑖)|
2
𝑛𝑧
𝑖=0
} (3.4) 
 
where 𝑝 is the fitted polynomial and 𝑛𝑧 is the number of bins in the bin range. The Rayleigh fit 
coefficient is defined as the exponential of the highest-order coefficient at the reference altitude. 
The second metric is a summation of the photometer counts within the bin range for each profile, 
denoted 𝑆𝑟. The Rayleigh fit and Rayleigh sum parameters are passed to the reconstruction 
algorithm. 
 Finally, the preprocessed profiles are binned in altitude and time. Selection of appropriate 
binning parameters is dependent on the intended application. Altitude and time binning improve 
measurement SNR, which is dominated by photometer shot noise, in accordance with (3.5), 
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 𝑆𝑁𝑅 = √𝑁 ∗ 𝑍 ∗ 𝑇 (3.5) 
 
where 𝑍 is the number of altitude bins and 𝑇 the number of time bins, at the cost of limiting 
resolution. A binning resolution of 500 meters and 90 seconds can typically resolve features no 
finer than instability structures. Measurements of turbulence above 100 km require the finest 
resolution possible, ideally at the 25 m, 6 s resolution limit. However, high-altitude measurements 
at the resolution limit are often below the noise floor due to low sodium density. 
 Since measurements are not necessarily acquired at even time intervals, each profile is 
adaptively weighted within each time bin. Furthermore, invalid profiles are assigned weights of 
zero. Weights are applied in a left-hand manner in accordance with the example shown in Table 
3.2. Data for a full observational period is spliced into a linear sequence with a resolution of one 
second. If the time stamp of an element in the sequence matches that of a valid measurement 
profile, the measurement data is assigned to the element. Until the next valid profile is encountered, 
the data is copied to each subsequent time stamp. When the profiles are temporally binned, the 
relative contributions between profiles act as a weighting within each bin. Once the data is binned, 
it is passed to the reconstruction algorithm. 
 
 
 
Table 3.2: Representation of adaptive weighting scheme used during temporal binning process. In 
this example, measurements are made every six seconds. Profile B was determined to be erroneous 
in an earlier processing step and is excluded from the binned data. Profiles A and C are copied into 
cells without measurements. Data is binned into 18-s intervals, resulting in a 2:1 weighting 
between profiles A and C in the bin spanning 0-17 seconds.  
Time [s] 0 1 … 5 6 7 … 11 12 13 … 17 
Valid Data? Yes - … - No - … - Yes - … - 
Measurement A - … - B - … - C - … - 
Spliced Data A A … A A A … A C C … C 
Binned Data 12A + 6C 
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3.2 Reconstruction Algorithm 
 
The reconstruction algorithm centers on the iterative method used to determine temperature, wind, 
and density from the temperature and wind ratios defined in (2.13) and (2.15), respectively. The 
reconstruction procedure shown in Figure 3.4 may be broken into four key stages. First, a 
frequency offset parameter is adjusted to produce a zero-mean vertical wind profile [22]. Second, 
the Rayleigh fit altitude is tuned in 5 km increments to ensure the mean of the reconstructed 
temperature profile is approximately 185 K over the 80-100 km region [20]. Third, off-zenith 
profiles – if any were obtained during the observational period – are reconstructed with the fixed 
parameters determined in the first two steps. Finally, each profile is smoothed using a Hamming 
window. The reconstructed profiles are saved and passed to the analysis section of the algorithm 
(see Figure 3.1).  
 The iterative method used in the reconstruction algorithm is shown in Figure 3.5. The 
method is called multiple times during the reconstruction procedure with varying input parameters. 
Starting from a set of initial conditions, the differential error between the true and estimated wind 
and temperature ratios is minimized using Newton’s method. 𝑅𝑇 and 𝑅𝑤 are estimated from their 
effective cross-section definitions. Since the effective cross-section is dependent on wind and 
temperature as in (2.10), the two parameters are varied to minimize the differential error, 
converging towards the true wind and temperature profiles. The profiles are then smoothed prior 
to a series of subsequent iterations, attenuating high-frequency variations attributed to noise and 
further minimizing the reconstruction error. 
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Figure 3.4. Process flowchart for temperature, horizontal/vertical wind, and Na density (TWDUV) 
reconstruction algorithm. Binned photon counts are passed to the algorithm from the preprocessing 
block. A restrictive reconstruction is first run to determine the frequency offsets required to achieve 
a zero-mean vertical wind in each frequency partition. Partition indices are passed from the 
preprocessing block. Unrestrictive reconstruction is next run to determine full profile behavior. 
Rayleigh fit altitude is adjusted if mean temperature is out of specification. Finally, off-zenith 
profiles are processed if valid. Reconstructed profiles are saved and passed to the analysis block. 
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Figure 3.5. Process flowchart for the TWD reconstruction algorithm. Rayleigh reference density 
is first selected based on the date and Rayleigh fit altitude. Initial conditions and iteration 
parameters are next defined based on whether a restrictive or unrestrictive reconstruction is to be 
run. Photon counts are normalized with respect to the estimated extinction profile of the Na 
species. Temperature and wind profiles are reconstructed via gradient descent. The density profile 
is next reconstructed using weighted photon count and effective cross-section profiles. The process 
is repeated until convergence. Temperature, wind, and density profiles are next smoothed with a 
Hamming window. In the second phase, temperature and wind profiles are reconstructed 
independently. The process is otherwise identical and repeats until convergence. 
49 
 
 Each call to the temperature, wind, and density (TWD) reconstruction algorithm 
commences with assignment of constants and initial parameters. Based on the Rayleigh fit altitude 
selected and the date of the observational period, a reference Rayleigh density is selected. Rayleigh 
(neutral) densities are estimated from the NRLMSISE-00 model and stored in a lookup table. Next, 
initial parameters are set depending on whether the algorithm is to be run in restrictive or 
unrestrictive mode. The parameters for each mode are shown in Table 3.3. The restrictive mode is 
used for setting an appropriate frequency offset. In the unrestrictive mode, the higher error 
tolerance introduces bias into the zero-mean calculations, degrading algorithm performance. 
 Once the initial parameters and mode of operation are set, photometer count profiles for 
each of the three frequencies are normalized in two ways. In (3.6),  
 𝑁𝑠 =
𝑁
𝑆𝑟𝐸
 (3.6) 
 
profiles are normalized with respect to the Rayleigh sum 𝑆𝑟 calculated in the preprocessing stage 
and the extinction profile, 𝐸. Equation (3.6) is used in calculations of 𝑅𝑇 and 𝑅𝑤. For the second 
normalization given by (3.7), 
 𝑁𝑟 =
𝑁
𝑟Δ𝑧𝐸
 (3.7) 
 
 
Table 3.3. Maximum parameters for restrictive and unrestrictive simulation modes. Values 
exceeding maximum or minimum limits are marked as out of bounds and set to the default 
parameters. 
Parameter Restrictive Unrestrictive 
(𝑅𝑇
𝑚𝑎𝑥 , 𝑇𝑚𝑎𝑥 [K]) (1.00, 250) (1.79, 1000) 
(𝑅𝑇
𝑚𝑖𝑛 , 𝑇𝑚𝑖𝑛 [K]) (0.30, 150) (0.06, 50) 
(𝑅𝑤
𝑚𝑎𝑥 , 𝑤𝑚𝑎𝑥  [ms
-1]) (0.35, 50) (1.98, 200) 
(𝑅𝑤
𝑚𝑖𝑛 , 𝑤𝑚𝑖𝑛 [ms
-1]) (-0.10, -50) (-1.06, -200) 
(𝑅𝑇
𝑑𝑒𝑓
, 𝑇𝑑𝑒𝑓  [K]) (0.85, 200) 
(𝑅𝑤
𝑑𝑒𝑓
, 𝑤𝑑𝑒𝑓  [ms
-1]) (0, 0.1) 
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the Rayleigh fit coefficients, denoted by 𝑟, and vertical resolution are used instead of the Rayleigh 
sum. This form is used during reconstruction of the Na density profile. 
𝑁𝑠 and initial values of 𝑇 and 𝑤 are passed into the iterative method for an initial 
reconstruction run. Iteration via Newton’s method, given in (3.8) and (3.9),  
 𝑇𝑛
𝑖+1 = 𝑇𝑛
𝑖 +
𝑒𝑇(𝑇𝑛
𝑖 , 𝑤𝑛)
𝜕
𝜕𝑇 𝑒𝑇(𝑇𝑛
𝑖 , 𝑤𝑛)
 (3.8) 
 𝑤𝑛
𝑖+1 = 𝑤𝑛
𝑖 +
𝑒𝑤(𝑇𝑛, 𝑤𝑛
𝑖 )
𝜕
𝜕𝑤 𝑒𝑤(𝑇𝑛, 𝑤𝑛
𝑖 )
 (3.9) 
 
is used to reconstruct the temperature and wind profiles, respectively, in alternating fashion. Index 
𝑖 corresponds to the iteration number of the individual wind or temperature profile being estimated, 
while 𝑛 is the iteration index for the overarching reconstruction method. The error functions 
𝑒𝑇(𝑇, 𝑤) and 𝑒𝑤(𝑇, 𝑤) are specified by (3.10) and (3.11), respectively,  
 𝑒𝑇(𝑇, 𝑤) = 𝑅𝑇 −
𝜎𝑒𝑓𝑓(𝑓−, 𝑇, 𝑤) + 𝜎𝑒𝑓𝑓(𝑓+, 𝑇, 𝑤)
𝜎𝑒𝑓𝑓(𝑓0, 𝑇, 𝑤)
 (3.10) 
 𝑒𝑤(𝑇, 𝑤) = 𝑅𝑤 −
ln (𝜎𝑒𝑓𝑓(𝑓−, 𝑇, 𝑤)/𝜎𝑒𝑓𝑓(𝑓+, 𝑇, 𝑤))
ln (𝜎𝑒𝑓𝑓(𝑓−, 𝑇, 𝑤)𝜎𝑒𝑓𝑓(𝑓+, 𝑇, 𝑤)/𝜎𝑒𝑓𝑓
2 (𝑓0, 𝑇, 𝑤))
 (3.11) 
 
where 𝜎𝑒𝑓𝑓(𝑓, 𝑇, 𝑤) is the effective Na cross-section defined in (2.12), and 𝑅𝑇 and 𝑅𝑤 are defined 
in terms of normalized photon counts 𝑁𝑠. During each pass of Newton’s method, stopping occurs 
either after 10 iterations or if the maximum error is less than 0.01. Values outside of the limits 
given in Table 3.3 are marked as invalid and set to default values. If the temperature or wind 
profiles are unable to converge after 20 passes, the algorithm continues to the next processing step. 
After wind and temperature reconstruction, the sodium density profile is next addressed. 
In a departure from (2.8), density is calculated from a weighting of photocount profiles and 
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effective cross-sections at each laser frequency. Selection of the weighting coefficients α and β in 
(3.12) is subject to the constraint in (3.13) if wind and temperature sensitivity are to be minimized. 
 𝜌(𝑧) = 𝜎𝑟𝜌𝑟 (
𝑧 − 𝑧𝑇
𝑧𝑟 − 𝑧𝑇
)
2
(
𝑁𝑟(𝑓0, 𝑧) + 𝛼𝑁𝑟(𝑓+, 𝑧) + 𝛽𝑁𝑟(𝑓−, 𝑧)
𝜎𝑒𝑓𝑓(𝑓0, 𝑧) + 𝛼𝜎𝑒𝑓𝑓(𝑓+, 𝑧) + 𝛽𝜎𝑒𝑓𝑓(𝑓−, 𝑧)
)  (3.12) 
 
𝜕
𝜕𝑇
(𝜎𝑒𝑓𝑓(𝑓0) + 𝛼𝜎𝑒𝑓𝑓(𝑓+) + 𝛽𝜎𝑒𝑓𝑓(𝑓−)) =
𝜕
𝜕𝑤
(⋆) = 0 (3.13) 
 
Here, 𝑧𝑟 is the Rayleigh fit altitude, 𝑧𝑇 is the altitude of the lidar telescope, and 𝑧 is the altitude of 
the current bin. Note that the wind and temperature dependence of the effective cross-section are 
omitted for notational simplicity. The solutions in (3.14) and (3.15) satisfy (3.13), provided the 
denominator of each term is non-zero.  
 𝛼 =
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓−))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓0)) − 
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓0))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓−))
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓+))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓−)) − 
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓−))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓+))
 (3.14) 
 𝛽 =
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓0))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓+)) − 
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓+))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓0))
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓+))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓−)) − 
𝜕
𝜕𝑇 (𝜎𝑒𝑓𝑓
(𝑓−))
𝜕
𝜕𝑤 (𝜎𝑒𝑓𝑓
(𝑓+))
 (3.15) 
 
The last step in the first-stage TWD reconstruction is to update the extinction coefficient 
via (3.16), where 𝜌 is the sodium density, Δ𝑧 is the vertical resolution, and index 𝑧 indicates the 
current altitude bin number. Note that this approach assumes zero extinction outside of the sodium 
layer. 
 𝐸𝑧(𝑓) = 𝐸𝑧−1 exp{−2𝜎𝑒𝑓𝑓(𝑓, 𝑇, 𝑤)𝜌Δ𝑧} (3.16) 
 
Each subsequent iteration in the first stage of the TWD reconstruction process is identical except 
for the updated extinction coefficient. The first stage terminates either after 10 iterations or the 
following two conditions are met: (i) The least mean squares (LMS) change in temperature and 
wind between successive iterations is less than 0.0001. (ii) The maximum difference between 
successive temperature and wind profiles is less than 0.01.  
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Once the first stage is complete, the TWD profiles are iteratively refined via a similar 
procedure in the second stage. At the beginning of each iteration, the TWD profiles are smoothed 
with a two-dimensional Hamming window function. Selection of window size is dependent on the 
intended application. Fine-scale structures such as turbulence should have no vertical smoothing 
and at most a temporal width of 2-3 bins, whereas features at instability and gravity wave scales 
are more tolerant. After smoothing, 𝑁𝑠 and 𝑁𝑟 are normalized via (3.6) and (3.7) as in the first 
stage. For the first iteration only, the extinction coefficient is reset to unity. 
In the second stage, the density profile is reconstructed prior to the wind and temperature 
profiles. Calculations using the smoothed TW profiles from the previous iteration (as opposed to 
the unsmoothed variants in the current iteration) reduce reconstruction error. In addition, wind and 
temperature are reconstructed separately to reduce profile variability. During the TW 
reconstruction stage, the smoothed wind profile is held constant while temperature is varied, and 
vice versa. The convergence criteria between the first and second stages remain the same despite 
the differing reconstruction approaches. The TWD reconstruction algorithm is completed at the 
end of second stage and passes the three profiles to the TWDUV algorithm. 
Embedded in the error function 𝑒(𝑇,𝑤) is calculation of the effective Na cross-section. To 
account for long-period frequency errors, a modified version of (2.10) must be used and is given 
in (3.17),  
 𝜎𝑒𝑓𝑓,𝑖
𝑀 (𝑓, 𝑤, 𝑇, 𝜎𝐿𝑎𝑠𝑒𝑟) =
𝑒2𝑓𝑜𝑠𝑐/4𝜖0𝑚𝑒𝑐
√2𝜋
exp (−
(𝑓 − 𝑓𝑀,𝑖 − 𝑓𝑜𝑓𝑓 − 𝑤/𝜆𝑀,𝑖)
2
2(𝜎𝑀,𝑖
2 + 𝜎𝐿𝑎𝑠𝑒𝑟
2 )
)
√𝜎𝑀,𝑖
2 (𝑇) + 𝜎𝐿𝑎𝑠𝑒𝑟
2
 (3.17) 
 
where 𝑓𝑜𝑓𝑓 is the frequency offset term and other variables are as defined in Section 2.4. The 
temperature and wind reconstruction methods treat each profile independently, allowing different 
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frequency offsets to be used between measurements. For long-period errors such as that shown in 
Figure 3.3b, measurements obtained at the erroneous frequency are reconstructed independently 
from the rest of the data, forming a partition. In the first stage of the TWDUV reconstruction 
algorithm, the frequency offset is adjusted in each partition to produce a zero-mean vertical wind. 
As seen in Figure 3.4, after each restrictive reconstruction of the vertical TWD profiles, the 
frequency offset is adjusted to reduce the mean vertical wind speed magnitude as in (3.18).  
 𝑓𝑜𝑓𝑓
𝑛+1 = 𝑓𝑜𝑓𝑓
𝑛 −
?̅?
𝜆𝑁𝑎
 (3.18) 
 
Here, 𝑓𝑜𝑓𝑓
𝑛  is the frequency offset used in the 𝑛𝑡ℎ iteration, 𝜆𝑁𝑎 is the peak D2a wavelength, and ?̅? 
is the mean wind profile. The first stage concludes when the mean vertical wind offset is less than 
0.01 ms-1 magnitude. 
In the second stage, the objective is to find the optimal Rayleigh fit altitude that produces 
the mean temperature closest to 185 K in the 80-100 km region [20]. At the beginning of each 
iteration, an unrestrictive vertical TWD reconstruction is first run. If the mean temperature is too 
warm (cool), the Rayleigh fit altitude is reduced (increased) by 5 km and the reconstruction is 
repeated. The Rayleigh fit altitude 𝑧𝑟 ∈ {25, 30, 35, 40, 45} km. If an upper or lower bound is 
exceeded, the stage terminates. Otherwise, the second stage concludes when the best fit altitude 
has been found. Setting the initial guess 𝑧𝑟
𝑖  = 35 km, the stage will converge in no more than three 
iterations. 
The third stage is only run if valid off-zenith data was acquired during the observational 
period. If valid data was obtained, an unrestrictive TWD reconstruction is run for the meridional 
and zonal profiles. The frequency offsets determined in the first stage are interpolated to the grid 
size of each off-zenith profile. The off-zenith data typically has fewer measurements than the 
zenith data. In the fourth and final stage, all profiles are smoothed via a Hamming window with 
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the same dimensions as those use used in the TWD reconstruction. Depending on the resolution 
and smoothness of the data desired, multiple passes of the Hamming window may be run. The 
smoothed profiles are saved and passed to the analysis block of the reconstruction algorithm. 
 
3.3 Algorithm Performance 
 
In total, 27 nights of observational data from the Na resonance-fluorescence lidar at the Andes 
Lidar Observatory (ALO) were obtained in this study, spanning 2500 hours of zenith and 2375 
hours of off-zenith measurements at 25 m, 6 s resolution. Data was binned to 500 m, 90 s resolution 
to improve measurement accuracy of temperature, wind, density, and stability characteristics. As 
seen in Figure 3.6, acquired data is grouped near the equinoctial periods, closely matching the 
annual Na layer density maxima at -30º latitude [103]. This data acquisition strategy minimizes 
reconstruction error while maximizing measurement range, at the cost of introducing bias into 
characterization of mean parameters. Layer density during the observed nights enabled 
determination of mean trends from 85 to 100 km.   
Figure 3.6. Distribution of data used in study. Twenty-seven (27) nights of observational lidar data 
were acquired at ALO, spanning 2500 hours and 2375 hours of zenith and off-zenith 
measurements, respectively. Measurements are grouped near spring and autumnal equinoxes to 
leverage increased Na layer density. 
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test  IF THIS CAN BE READ A FORMATTING ERROR HAS OCCURRED. 
(a) 
(b) 
(c) 
(d) 
Figure 3.7. (a) Temperature profile (left) and temperature error profile (right) for the night of 
December 21, 2017. (b) Vertical wind profile (left) and corresponding error profile (right). (c) 
Zonal wind profile (left) and corresponding error profile (right). (d) Meridional wind profile (left) 
and corresponding error profile (right). 
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Reconstructed temperature, wind, and density profiles for the night of December 21, 2017, 
are shown in Figure 3.7. While only one night of data is presented for illustrative purposes, 
identical procedures were followed for each night of data. The reconstructed temperature profile 
and its corresponding error profile are shown in Figure 3.7a. Both a hot spot due to a sporadic Na 
(Nas) layer and mesospheric inversion layer (MIL) are present. The Nas layer is observable from 
0300-0430 UT between 90-95 km, with peak density in excess of 8000 cm-3. A heating of ~10 K 
is observed over the region. The hot spot may be a reconstruction artifact caused by the large 
density gradient, a true heating based on unknown region dynamics, or a combination of the two 
[26][90]. The MIL is present between 0200-0800 UT with a peak amplitude of ~35 K (neglecting 
the Nas layer). The MIL originates near 100 km and propagates downward with the semidiurnal 
tide prior to 0330 UT and the diurnal tide afterwards. Such features are common in the observed 
data, occurring almost nightly. The reconstructed profile is accurate within ±3 K between 82-105 
km, with error increasing rapidly outside of the range. 
Figure 3.8. Sodium density profile for the night of December 21, 2017. A sporadic Na layer is 
present near 95 km, with peak values in excess of 8000 cm-3 from 0300-0430 UT. Density in the 
100-105 km region is on the order of 200-2000 cm-3, sufficient for turbulence power estimation 
but only marginally so for temperature, wind, and density reconstruction. 
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 Figure 3.7b displays the reconstructed vertical wind and associated error profiles. Vertical 
wind is approximately zero-mean throughout the measurement period, with maximum amplitudes 
on the order of 2-3 ms-1. Reconstruction errors are limited within ±1 ms-1. Zonal and meridional 
wind components, respectively shown in Figure 3.7c and Figure 3.7d, are dominated by tidal 
behavior. The zonal profile exhibits a positive mean, signifying net eastward propagation of the 
diurnal and semidiurnal tides (see Figure 4.1). The downward semidiurnal and diurnal phase 
progressions are dominant prior to and after 0330 UT, respectively. Similarly, the meridional wind 
profile contains several wind shear layers consistent with tidal coupling effects, of which a detailed 
discussion may be found in Section 4.1. The sign reversal in mean wind near 95 km is a common 
feature among the nights analyzed. Horizontal wind profile measurements are accurate within ±3 
ms-1 between 82-105 km. 
Figure 3.9. (a) Mean temperature profile over 27 nights of observational lidar data. The solid line 
indicates the mean, the inner shaded region represents measurement error, and the outer shaded 
region represents total measurement and statistical variances. The “double-mesopause” feature is 
somewhat unexpected based on model predictions but is frequently observed in MLT temperature 
profiles. Measurements with error in excess of 25 K are omitted from the displayed results. (b) 
Mean vertical wind profile. A slight downward trend is present near the mesopause, with wind 
amplitude increasing above 100 km. Measurements with uncertainties greater than 5 ms-1 are 
discarded. The effective measurement range is between 85-100 km. 
(a) (b) 
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 The density profile for December 21, 2017, is shown in Figure 3.8. Nominal peak layer 
density is near 4000 cm-3 between 85 and 95 km. A strong sodium band with density ranging from 
4000 to 10000 cm-3 abruptly appears near 0230 UT and persists throughout the remainder of the 
measurement period. Significant overturning in the central band is present first near the onset of 
the sporadic Na layer, then again at 0430 UT and 0700 UT. The nominal density of 500 cm-3 in 
the 100-105 km region is above average compared to other nights in the study, enabling 
observation at higher altitudes.  
 With an understanding of nightly variability in hand, mean trends may now be examined. 
Figure 3.9a shows the mean altitude-resolved temperature profile over the 27 nights analyzed. The 
effective measurement range extends from 85 to 107 km for a maximum uncertainty of ±25 K. 
Mean temperature varies by more than 10 K across all nights. The double mesopause observed 
between 85 and 102 km is unexpected compared to theoretical temperature profiles; nevertheless, 
Figure 3.10. (a) Mean meridional wind profile over 27 nights of observational lidar data. The 
nominal profile is roughly zero-mean, with a reversal in direction near 92 km. The meridional 
wind profile is strongly dominated by coupling effects between the diurnal and semidiurnal tides. 
While average amplitude varies between 25 ms-1, amplitudes in excess of 120 ms-1 are frequently 
observed in the mesopause region. (b) Mean altitude-resolved zonal wind profile over the 
observational period. Zonal wind is net positive over the mesopause region, consistent with tidal 
behavior. Wind perturbations are on the order of 20 ms-1 on average but can achieve upwards of 
60 ms-1. 
(a) (b) 
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this feature is commonly observed in the MLT region [68]. The negative temperature gradient 
above 95 km aids in convective destabilization of the local atmosphere. Above the upper 
mesopause and near 102 km, significant heating greatly increases the convective stability of the 
region. The mean vertical wind profile, shown in Figure 3.9b, is weakly negative throughout the 
mesopause region, with maximum negative amplitude near 94 km. Vertical wind amplitude rarely 
exceeds 3 ms-1 in the mesopause region. 
 Mean meridional and zonal wind profiles are shown in Figure 3.10a and Figure 3.10b, 
respectively. Measurements with error in excess of 5 ms-1 are neglected from mean trend 
calculations. The mean meridional wind profile was determined between 85 and 100 km. The 
average profile is zero-mean across the measurement range with peak amplitude of 25 ms-1 and a 
reversal in mean flow near 92 km. However, significant variability exists throughout the observed 
data, with meridional winds frequently exceeding 120 ms-1. Stratified wind shear regions often 
accompany large-amplitude winds. In contrast, zonal wind amplitudes are typically weaker and 
Figure 3.11. Mean Na density over 27 nights of observational data. The solid line represents the 
mean profile and the shaded region is the standard deviation in density at each altitude. The dashed 
line is the theoretical nominal sodium layer profile with a peak density of 4000 cm-3 at 92 km and 
a FWHM of 10 km. While the mean profile closely matches the theoretical curve, significant 
variability in peak layer density exists. Variability is exacerbated by the appearance of sporadic 
Na layers. 
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rarely exceed 100 ms-1. Over the effective measurement range of 85-98 km, the zonal wind profile 
exhibits a 20 ms-1 amplitude about a non-zero mean near 20 ms-1. The non-zero mean wind is 
consistent with diurnal and semidiurnal tidal behavior [61].  
 The nominal sodium layer density profile over the 27 nights of data is shown in Figure 
3.11. The measured profile closely matches the anticipated theoretical layer distribution, which is 
Gaussian with a peak density of 4000 cm-3 at 92 km and a FWHM of 10 km. Despite the 
similarities, however, the peak of the layer varies by more than ±2000 cm-3 throughout the data. 
Layer variability can mainly be attributed to seasonal fluctuations in peak density and sporadic Na 
layers. In the 100-105 km region, average density ranges between 200 and 1500 cm-3. Below a 
layer density of ~500-1000 cm-3, the temperature, wind, and density reconstruction algorithms fail 
to produce valid results for a bin width of 500 meters and 90 seconds. 
 
3.4 Summary 
 
This chapter has covered development of the three-frequency resonance-fluorescence lidar 
temperature, wind, and density reconstruction algorithms used to obtain information about the 
MLT region. Data preprocessing and reconstruction were examined in Sections 3.1 and 3.2, 
respectively. Lidar measurements acquired during the night of December 21, 2017, were analyzed 
in Section 3.3 to illustrate region dynamics. During the night, both a MIL with amplitude in excess 
of 35 K and Nas layer with peak density of 10000 cm
-3 were observed. Horizontal wind profiles 
revealed stratified meridional wind shear layers characteristic of tide-tide coupling. 
 Trends over 27 nights of observational lidar data at ALO were next analyzed. Average 
temperature and vertical and horizontal wind behavior were determined within ±25 K, ±5 ms-1, 
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and ±20 ms-1 uncertainty, respectively. The mean temperature profile exhibited a double 
mesopause structure, consistent with previous observations of the MLT region but in contrast to 
existing models. The feature is likely attributed to the presence of MILs, the theoretical basis of 
which remains unknown. A reversal in mean meridional flow was present near 92 km, with 
nominal meridional wind amplitudes reaching 25 ms-1. Meridional variability is considerable, 
however, with wind speeds in excess of 120 ms-1 measured on several occasions. Mean zonal wind 
behavior revealed a net eastward progression, with nominal amplitude near ±20 ms-1 from the 
mean. The average Na density profile closely matched theoretical expectations. Peak layer density 
varied by more than 2000 cm-3 throughout the observational period. 
 Due to low Na density (500-1000 cm-3) in the layer wings, measurements were restricted 
to the 85-100 km region for a 500 m, 90 s resolution. Reducing bin size to turbulence scales (25 
m, 12 s resolution) further degrades algorithm performance, decreasing the maximum 
measurement altitude and obscuring the turbopause from view. Therefore, a novel approach is 
needed to determine fine structures in the 100-105 km region. Chapter 4 examines tidal structure 
and instability characteristics in the MLT region to provide a fundamental basis for turbulence 
structure below 100 km. The concepts introduced are then applied in conjunction with a novel 
turbulence power algorithm in Chapter 5 to determine turbulence behavior in the 100-105 km 
region. 
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CHAPTER 4  
INSTABILITY ANALYSIS 
 
This chapter examines the spatiotemporal instability structure in the mesosphere and lower 
thermosphere (MLT) region. In Section 4.1, several simulations are performed to examine the 
contributions of atmospheric tides and gravity waves to the development of instabilities. Tide-tide 
coupling between the diurnal and semidiurnal tides is first examined. Second, wave-tide coupling 
between a single persistent gravity wave source and the combined diurnal and semidiurnal tides is 
simulated. Third, wave-wave coupling between two gravity wave sources is considered. Tide-tide 
coupling is found to impact the structure and likelihood of instability formation but is rarely able 
to independently produce instabilities. Wave-tide coupling is found to produce dynamical 
instabilities near 96 km and convective instabilities above 100 km. Wave-wave coupling 
simulation results indicate that multiple gravity wave interactions produce an instability structure 
nearly independent from tidal contributions. 
 Section 4.2 examines the instability structure of the dataset used in Chapter 3. Between 85 
and 105 km, the average Brunt-Väisälä was nominally 5∙10-4 s-2 and horizontal wind shear was 
zero-average with a standard deviation of 20 ms-1km-1. The average Richardson number was found 
to be 0.88, with significant variance over the analysis region. Instability likelihood was 8.3% with 
a peak probability of 28% at 97 km. Dynamical instabilities were found to occur more frequently 
than convective instabilities at all altitudes. Section 4.3 discusses limitations of the wind and 
temperature method used in Chapters 3 and 4, then introduces the need for a new approach to 
adequately characterize turbulence activity in the 100-105 km region. 
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4.1 Simulation 
 
Modeling of tide-tide, wave-tide, and wave-wave interactions provides insight into the 
development and distribution of instability structures in the MLT region. In this section, three 
simulations are performed to illustrate the effects of each relation. First, interactions between the 
diurnal and semidiurnal tides are simulated from Global Scale Wave Model (GSWM) outputs. 
Second, a persistent gravity wave source is simulated using the dispersion and polarization 
relations [24]. Third, an additional shorter-period GW source is added to simulate the effects of 
wave-wave-tidal interactions. In all cases, the background atmosphere is estimated using the 
NRLMSISE-00 model (hereafter referred to as MSIS). The vertical and temporal structures of 
MLT temperature, vertical wind, and horizontal winds are analyzed in each case. 
 Background temperature and neutral density were obtained from MSIS at 50 m resolution 
from 85 to 115 km for the night of January 21, 2009. Parameters were estimated at the geographic 
location of the Andes Lidar Observatory (ALO) (30.3ºS, 70.6ºW). While the average temperature 
in the MLT region is approximately 185 K, significant heating occurs above the mesopause, 
inducing large gradients that cannot be neglected. Neutral density profiles are used to calculate the 
atmospheric scale height. Background profiles are assumed to be constant throughout simulation 
duration. An 8-hour measurement period with 30-second resolution was selected to reflect the 
nominal duration of lidar measurements. The selected temporal bin size sufficiently resolves the 
finest wave features, which have an approximate minimum period of five minutes [17]. Below an 
altitude of 120 km, horizontal and vertical winds are roughly zero-mean [107]. 
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 Diurnal and semidiurnal wind and temperature perturbations were next added to the mean 
profiles. GSWM tidal amplitude and temporal phase for the month of January are given in 4 km, 
3º-latitude increments. Diurnal and semidiurnal tides are the summation of all modeled wave 
components with 𝑠 = 1 and 𝑠 = 2, respectively [61]. Model outputs at -30º latitude were first used 
to determine the temporal tidal structure at 24- (12-) hour periods for the diurnal (semidiurnal) 
Figure 4.1. (a) Temperature for the night of January 21, 2009. Mean temperature profile is 
determined from MSIS at 50 m resolution. Diurnal and semidiurnal tidal contributions are 
estimated from GSWM outputs at 4 km resolution. Tidal contributions are interpolated to 50 
meters using a cubic spline function. A 4 km/hr phase progression indicative of the semidiurnal 
tide is initially present, with a reduced 1 km/hr progression corresponding to the diurnal tide 
dominating after 0300 UT. (b) Vertical wind for the night of January 21, 2009. Wind profiles are 
determined from GSWM outputs and are assumed to be zero-mean. A downward phase 
progression is present. (c) Same as (b), except for the zonal wind. (d) Same as (b), except for the 
meridional wind. Meridional tidal fluctuations are stronger than zonal fluctuations. 
(a) (b) 
(c) (d) 
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tide. The temporal structure was then interpolated to the spatial simulation grid using a cubic 
spline. Figure 4.1 shows the combined temperature and zonal, temporal, and meridional tidal wind 
profiles over the duration of the simulation. The simulated stability profile, determined by the 
calculated Richardson number, is shown in Figure 4.2. Ri > 0.25 throughout the simulation, 
indicating that no instability structures are present. Hence, while tidal perturbations reduce 
background stability, tide-tide coupling alone is too weak to initiate dynamical or convective 
instabilities.  
 Next, a persistent gravity wave source was added to demonstrate the effects of wave-tide 
coupling. GW behavior was modeled from the wave dispersion relationship in (2.1) and 
polarization relation between vertical and horizontal winds in (4.1) [24], 
 𝑈′ =
𝑁2 − 𝜔2
𝜔2 − 𝑁2
𝑘
(𝑚 + 𝑗/2𝐻)
𝑤′ (4.1) 
 
Figure 4.2. Simulated stability profile for the night of January 21, 2009, in the presence of diurnal 
and semidiurnal tides. Fluctuations in Ri indicate that atmospheric tides alter local atmospheric 
stability. However, Ri > 0.25 throughout the simulation duration, suggesting that instability 
structures are not present.  
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Table 4.1. Initial simulation parameters for primary and secondary gravity wave sources at 87 km 
altitude. Horizontal phase is defined as the counterclockwise rotation from the direction of 
meridional flow. 
Parameter Primary GW Secondary GW 
Horizontal wavelength 𝜆ℎ [km] 25 50 
Temperature perturbation 𝑇′/𝑇 [%] 1.0 1.0 
Vertical wind perturbation [m/s] 1.0 1.0 
Horizontal phase [deg] 45 45 
Intrinsic period 𝜏𝐼 [h] 0.5 1.0 
 
Figure 4.3. Same as Figure 4.1, but with added persistent GW source. Wave amplitude grows with 
the atmospheric scale height, producing large fluctuations above 100 km. (a) Temperature profile 
in the presence of a monochromatic gravity wave and diurnal and semidiurnal tides. (b) Perturbed 
vertical wind profile. (c) Perturbed zonal wind profile. (d) Perturbed meridional wind profile. 
 
(a) (b) 
(c) (d) 
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where 𝑈′ is horizontal wind amplitude, 𝑤′ is vertical wind amplitude, 𝐻 is the atmospheric scale 
height, and 𝑘 and 𝑚 are respectively horizontal and vertical wavenumber. Furthermore, wave 
propagation is defined by (2.5). Atmospheric scale height is calculated from the MSIS neutral 
density profile. Eighty-seven (87) km was selected as the initial simulation altitude, with 
parameters selected from Table 2.1. Horizontal wavelength and initial temperature and vertical 
wind perturbations were selected as fixed variables. Initial values are specified in Table 4.1 as 
primary wave parameters. 
 Modulated temperature and wind profiles are shown in Figure 4.3. While monochromatic 
GW activity persistent across 85-115 km with an 8-hour duration is unrealistic in nature, it is useful 
as a simulation tool to demonstrate the effects of wave-tide coupling. Figure 4.4 shows the GW-
Figure 4.4. Simulated stability profile in the presence of a persistent gravity wave source and 
diurnal and semidiurnal tides. Significant instability regions are outlined in white. The lower 
instability region is predominantly driven by dynamic instabilities, while the upper region 
contains several convectively-unstable regions. In addition to larger GW amplitudes, the upper 
region also corresponds to maximum wind shear in the meridional profile. The temporal 
variability in instability structure further reinforces that tides play a significant role in MLT 
stability dynamics. 
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tide stability profile. Two major instability regions are present near 95 km and above 100 km. The 
lower region only contains dynamical instabilities, while the upper is comprised of both dynamical 
and convective instabilities. Both regions correspond to regions of increased wind shear in the 
zonal and meridional tidal profiles. Particularly in the upper region, where GW amplitudes and 
tidal wind shear are largest, variations in instability height and duration indicate that both GW-tide 
and tide-tide coupling play a significant role in defining the stability structure of the MLT region. 
Figure 4.5. Same as Figure 4.1 and Figure 4.3, but with added secondary GW source. Wave 
amplitude grows with the atmospheric scale height, producing large fluctuations above 100 km. 
(a) Temperature profile in the presence of two monochromatic gravity waves and diurnal and 
semidiurnal tides. (b) Perturbed vertical wind profile. (c) Perturbed zonal wind profile. (d) 
Perturbed meridional wind profile. 
(a) (b) 
(c) (d) 
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 Now, a second gravity wave source is added to examine the contributions of wave-wave 
coupling versus wave-tide coupling. The secondary source is modeled in the same fashion as the 
primary using the initial parameters defined in Table 4.1. Wind and temperature profiles for the 
combined GW sources and diurnal and semidiurnal tides are shown in Figure 4.5. Compared to 
Figure 4.3, the added wave harmonic is clearly present, with finer-scale fluctuations and larger 
parameter amplitudes throughout the profile. The stability profile, shown in Figure 4.6, reveals 
similar effects. One striking feature is the near-homogeneous structure of the stability profile. As 
opposed to the tide-tide and wave-tide simulations, the wave-wave stability structure is nearly 
independent of background parameter fluctuations. This result implies that wave-wave coupling 
can have a stronger effect on atmospheric stability than wave-tide or tide-tide coupling. 
Furthermore, the stability profile is frequently superadiabatic or near-superadiabatic, suggesting 
that wave-wave interactions alone can generate instabilities and, subsequently, turbulence. 
Figure 4.6. Simulated stability profile in the presence of primary and secondary GW sources and 
diurnal and semidiurnal tides. A clear modulation structure is present throughout the simulation, 
with minimal variations due to tidal structure. Results indicate that wave-wave coupling has the 
potential to dominate over GW-tide coupling. Furthermore, dynamical and convective instabilities 
can be produced by wave-wave coupling.  
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 In summary, gravity waves and atmospheric tides are shown to have a considerable effect 
on MLT stability. Tides alone are generally unable to produce instability regions; however, wave-
wave and wave-tide coupling amplify temperature perturbations and wind shear, frequently 
driving the local atmosphere into dynamical or convective instability. Wave-wave coupling 
appears to have a more significant effect on stability structure than wave-tide coupling. Simulation 
results also indicate that instabilities are more common above 100 km altitude than below. 
 Nevertheless, there are several limitations to the simulation structure that must be 
discussed. Primarily, the wave dispersion relation in (2.1) is derived under the WKB 
approximation, which holds for the case of negligible wind shear in an isothermal atmosphere [24]. 
Near the mesopause, it is unreasonable to assume that this approximation holds. Wind shear acts 
to filter gravity wave spectra, reducing the influence waves can exert on the surrounding medium 
above the shear region. Furthermore, wave breaking and instability evolutions are neglected in the 
model at hand. The simulation seeks only to show that wave-wave and wave-tide coupling can 
initiate primary instabilities. Incorporation of wave breaking and shear effects into requires full, 
non-linear solutions to the Euler equations in a compressible, rotating fluid [28]. 
 Finally, the effects of mesospheric inversion layers (MILs) are not considered. The wave-
tide coupling stability profile in Figure 4.4 suggests minimal instability structure influence below 
100 km. MILs, which occur near the mesopause and below 100 km, are regularly accompanied by 
statically unstable regions due to negative temperature gradients on the layer topside [25]. MILs 
are also associated with increased wind shear, though the physical relation between the two 
phenomena is unknown. Accordingly, dynamical instabilities are also commonly present on the 
topside of MILs. Despite neglecting MILs, wave breaking, and wave filtering due to wind shear, 
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simulation results nonetheless indicate that wave-wave and wave-tide interactions play an integral 
role in primary instability formation in the MLT region.  
 
4.2 Analysis 
 
The simulation results discussed in Section 4.1 can be compared against lidar data to provide 
insight into the instability structure of the MLT region. Following the form of Section 3.3, lidar 
data obtained at the Andes Lidar Observatory (ALO) during the night of December 21, 2017, is 
first examined. The horizontal wind profiles (see Figure 3.7) closely match the simulated tidal 
structures in Figure 4.1, making the night a suitable choice for comparison. Instability trends are 
then calculated and analyzed for the lidar dataset discussed in Chapter 3. 
 Approximately 8.5 hours of temperature, wind and density measurements in the zenith and 
off-zenith look directions were acquired over ALO during the night of December 21, 2017. Raw 
measurement resolution was fixed at 25 meters by 6 seconds and subsequently binned to 500 
meters and 90 seconds to improve reconstruction accuracy. The selected resolution can sufficiently 
resolve instability structures, which are on the order of a few kilometers with average lifetimes 
greater than 15 minutes [56][57]. Reconstructed TWD profiles are shown in Figure 3.7 and Figure 
3.8. Temperature data is dominated by a MIL with amplitude in excess of 35 K. A large swelling 
in Na density is also present, contributing to the perceived temperature increase. Zonal and 
meridional winds closely match the anticipated tidal structure, with a band of significant wind 
shear near 95 km. The density profile exhibits a strong overturning near the region of maximum 
wind shear, suggesting the presence of breaking GW activity, instabilities, and turbulence. 
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 Brunt-Väisälä (BV) frequency and wind shear profiles are shown in Figure 4.7. The 
average BV frequency over the measurement period was 5.72∙10-4 s-2 with a standard deviation of 
6.60∙10-4 s-2, indicating that the region was frequently statically unstable. Several instability 
regions are present, with the largest occurring near 0400 UT at 95 km. The instability closely aligns 
with the overturning feature in the Na density profile at 0330 UT. The abnormally-large density 
gradient – in excess of 2000 cm-3 – associated with the overturning was likely able to feed the 
instability region over the two-hour region observed. Several smaller convectively-unstable 
regions appear at higher altitudes, closely corresponding to the topside of the wind shear bands in 
Figure 4.7b.  
 The wind shear profile, in turn, indicates that several dynamically-unstable regions exist 
throughout the measurement period. Four wind shear bands progressing with the phase of the 
diurnal tide dominate the horizontal structure. The strongest band stretches across most of the 
Figure 4.7. (a) Calculated BV frequency for the night of December 21, 2017. Several statically-
unstable regions are present, with the largest occurring near 95 km and 0400 UT. Destabilized 
regions correspond closely to the topside of wind shear layers, while large swells in static stability 
are found below each layer. (b) Horizontal wind shear profile for the night of December 21, 2017. 
Several bands of significant (larger than 40 ms-1km-1) wind shear persist throughout the night, 
starting near 87 km and extending up to 102 km. 
(a) (b) 
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night, starting at 95 km and dissolving near 88 km at 0700 UT. Peak shear amplitudes exceed 40 
ms-1km-1, the empirical threshold for the development of instabilities [21]. Two shear bands are 
also visible near 98 km and 100 km, extending across the full measurement period from 0430-
0830 UT. The weakest band is found below the peak shear layer near 90 km. 
 Figure 4.8 shows the Richardson number profile, calculated from (2.6), for the night of 
December 21, 2017. As anticipated, a long-duration instability region is found from 0230-0500 
UT near the strongest wind shear band with a maximum width of ~3 km. Consistent with instability 
theory, a dynamical instability (0<Ri<0.25) first forms at the onset of the layer and broadens with 
time [52]. About one hour after formation, a secondary convective instability (0<Ri) develops near 
the peak gradient of the overturning density structure [53]. As the shear band weakens past 0430 
UT, the instability regions can no longer be sustained, and the atmosphere returns to a stable state. 
Figure 4.8. Richardson number, Ri, for the night of December 21, 2017, over the Andes Lidar 
Observatory. A large instability region containing both dynamical (0<Ri<0.25) and convective 
(Ri<0) is present between 0230-0500 UT, corresponding to a negative temperature gradient, high 
wind shear, and density overturning. Smaller, predominantly dynamical, instability structures 
associated with wind shear bands are found throughout the night. Measurements with Ri<-0.25 are 
regarded as erroneous and ignored in the analysis. 
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A smattering of smaller instability regions is present throughout the night, but without discernible 
structure. Measurements with Ri < -0.25 are considered erroneous.  
 Identical analysis is applied to the data distribution discussed in Section 3.3. In total, 27 
nights of data spanning 2500 hours and 2375 hours in the zenith and off-zenith directions, 
respectively, were used in this study. All measurements were acquired at 25 m, 6 s resolution then 
binned to 500 meters and 90 seconds. Bins with temperature error greater than 10 K, vertical wind 
error greater than 3 ms-1, and horizontal wind error greater than 5 ms-1 are omitted from analysis. 
Figure 4.9 shows the relative quality factor (QF) of the data, which is defined as the fraction of 
measured data within the error thresholds. For QF > 0.5, the effective measurement range is 85-
105 km. At low QFs, noise in temperature and wind profiles adds bias into instability calculations. 
The reduction in the quality factor near 95 km is caused by temperature errors associated with 
sporadic Na layers. 
Figure 4.9. Quality factor (QF) of 27 nights of observational lidar measurements made at ALO. 
Quality factor is defined as the ratio of temporal measurements below defined error thresholds to 
the total number of measurements. The effective measurement range, for which QF > 0.5, roughly 
extends between 85 km and 105 km. The reduction in QF near 95 km is due to large-scale 
temperature reconstruction errors caused by sporadic Na layers. 
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 Average BV frequency and horizontal wind shear trends are shown in Figure 4.10. Between 
85-105 km, the Brunt-Väisälä frequency is nominally 5∙10-4 s-2. The absolute BV frequency 
minimum, and accordingly the point of minimum static stability, occurs near 97.5 km. 
Furthermore, the probability distribution indicates that the atmosphere is frequently unstable in the 
93-98 km range. The large negative temperature gradient associated with the decrease in static 
stability is primarily attributed to MILs. Above the turbopause, which nominally occurs near 102 
km [10], static stability rapidly increases as molecular diffusion begins to dominate over eddy 
diffusion. As seen in Figure 4.10b, horizontal wind shear is nearly zero-mean over the 85-105 km 
region with a standard deviation on the order of 20 ms-1km-1. This suggests that periods of large 
wind shear are relatively sporadic and infrequent.  
 The average Richardson number and probability of instability over the same altitude range 
and measurement period are shown in Figure 4.11. The MLT region is surprisingly unstable over 
the data acquisition period, with a maximum likelihood in the dynamical instability regime 
Figure 4.10. (a) BV frequency profile over 27 nights of lidar data acquired at ALO. The probability 
density function is normalized at each altitude, showing altitude-dependent behavior at the cost of 
non-constant bin weighting between adjacent altitudes. Average 𝑁2 is nominally 5∙10-4 s-2. The 
profile reaches a minimum near 97.5 km, corresponding to a minimum in static stability. Static 
stability rapidly increases above the turbopause (~102 km). (b) Mean horizontal wind shear over 
the observational period. Wind shear is nominally zero-average with a standard deviation of 
approximately 20 ms-1km-1, indicating that dynamic instabilities (which generally require a wind 
shear in excess of 40 ms-1km-1) are a relatively sporadic process.  
(a) (b) 
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between 93 km and 102 km. Stability minimizes in the 93-100 km region, likely due to the impact 
of MILs on mesopause dynamics. Mean Ri, however, remains stable at all altitudes with a nominal 
value of 0.88. This result agrees well with previously-published instability trends in the MLT 
region, which found the average Ri to range between 0.68-1.06 annually [30]. 
 The likelihood that a uniform, randomly-selected bin with dimensions 500 meters by 90 
seconds contains an instability structure is 8.3%. As seen in Figure 4.11b, the probability of 
occurrence for instability structures varies with altitude, maximizing near 28% at 96 km and 
decreasing to approximately 5% at 85 km and 105 km. At nearly all altitudes, dynamical 
instabilities are more likely to occur than convective instabilities. Below 97 km, the dynamic 
instability likelihood exceeds static likelihood by 1-2% on average. However, above 97 km, the 
difference increases to 3-4%. This trend mirrors that published by Li et al. [25], who found that 
overturning structures associated with instabilities are most commonly found between 96-100 km. 
Furthermore, the calculated dynamical instability likelihood profile shows an increased probability 
Figure 4.11. (a) Mean Richardson number profile over 27 nights of observational lidar data at 
ALO. Minimum stability is reached between 95-100 km; however, the atmosphere is on average 
quite stable. (b) Average instability probability distribution over the same measurement period. In 
general, dynamical instabilities are more likely to occur than convective instabilities. Probability 
of occurrence maximizes between 95-100 km, with an instability structure found at any given 
instance more than 25% of the time. Instability likelihood rapidly decreases above the nominal 
turbopause altitude. 
(a) (b) 
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of occurrence above 93 km than below. However, whereas Li et al. found a nearly constant 
probability of convective instability across the mesopause region, Figure 4.11b shows a sharp 
increase in likelihood above 93 km, closely mirroring the dynamical instability profile. This 
discrepancy could potentially be attributed to differing treatment of sporadic Na layers between 
the two studies. 
 Accordingly, estimation uncertainty of the Richardson number is particularly prone to 
temperature, wind, and density profile errors and can become quite large [33]. At maximum per-
bin errors of 10 K, 3 ms-1, and 5 ms-1 for temperature, vertical wind, and horizontal wind, 
respectively, Ri can vary by at most ±5 between adjacent altitude bins, overpowering the typical 
dynamic range. Fortunately, averaging over the full 2375 hours of data at each altitude massively 
reduces measurement error by nearly five orders of magnitude. Furthermore, bins for which Ri < 
-1 are considered erroneous and omitted from subsequent calculation, reducing the impact of the 
error variance. Temperature and wind reconstruction errors in the 90-100 km region are closer to 
±3 K and ±1 ms-1, falling well below the maximum error limit. 
 
 
4.3 Discussion of Results 
 
Instability structures are instrumental in determining the structure of turbulence in the mesosphere 
and lower thermosphere (MLT) region [33]. However, the Richardson number (Ri) alone does not 
characterize the degree of atmospheric variability induced by turbulence. Though primary and 
secondary instabilities dissipate into turbulence, the spatiotemporal evolution of this process is not 
yet sufficiently understood to estimate turbulent diffusion solely from instability measurements 
[57]. Furthermore, temperature and wind errors above 100 km are significant, with measurement 
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uncertainty exceeding the dynamic range of the anticipated Ri profile beyond 105 km. Therefore, 
a different approach is required to accurately measure the impact of turbulence in the 100-105 km 
region using the existing resonance-fluorescence lidar at the Andes Lidar Observatory (ALO). 
 While the instability approach cannot directly characterize turbulence, it can instead be 
used as a valid reference to characterize the sensitivity of turbulence measurement techniques. The 
structure of the tidal simulations in Section 4.1 and instability profile in Section 4.2 indicate a 
maximum instability likelihood between 95 and 100 km. Tidal wind shear amplitudes greatly 
increase above the mesopause, reducing the dynamic stability of the atmosphere. Tide-tide, wave-
tide, and wave-wave coupling further fuel instability development, counteracting the positive 
temperature gradient above the mesopause to reduce dynamic stability. Indeed, the impact of tidal 
coupling contributions is visible in the stability profile in Figure 4.11a, which shows a large 
increase in the probability of occurrence of dynamical instabilities between 95-100 km. The 
anticipated increase is not present in the instability likelihood profile above 100 km, however, 
which decreases sharply near the turbopause.  
 With minimal instability regions present near and above the turbopause, a positive 
correlation between instability and turbulence occurrences is expected. The turbopause, nominally 
between 100 and 105 km, is defined as the altitude at which turbulence contributions to 
atmospheric diffusion cease [10]. However, the precise turbopause altitude at a given time is 
unknown due to variability in region dynamics. Above the turbopause, molecular diffusion 
dominates over eddy diffusion and the atmosphere is no longer well-mixed [20]. The background 
atmosphere is quite stable when molecular diffusion is prevalent, decreasing the size, duration, 
and likelihood of instability regions. Therefore, instability occurrence and turbulence power are 
expected to taper within the turbopause region. In addition, gravity wave contributions to 
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constituent fluxes are negligible above 96 km, suggesting that fluctuations in diffusion coefficients 
above the background are primarily attributed to turbulent dissipation [35]. The degree of 
similarity between the two profiles will be examined in Chapter 5. 
 
4.4 Summary 
 
In this chapter, instability characteristics of the mesosphere and lower thermosphere (MLT) region 
were examined. In Section 4.1, wind and temperature simulations were performed to illustrate the 
effects of coupling between the diurnal and semidiurnal tides, gravity wave-tide coupling, and 
wave-wave coupling. Tide-tide coupling alone is unlikely to produce instability regions; however, 
tidal interactions are instrumental in reducing the background atmosphere to a marginally-stable 
state. Coupling between gravity waves and tides produced dynamical instability regions from 0000 
to 0530 UT near 96 km and both dynamical and convective instabilities above 105 km throughout 
the duration of the simulation. Wave-wave coupling effects produced dynamically- and statically-
unstable structures largely independent from tidal wind shear structures, showing that wave-wave 
interactions can have a stronger effect on atmospheric stability than wave-tide coupling. 
 Twenty-seven (27) nights of observational lidar data acquired at the Andes Lidar 
Observatory (ALO) were next analyzed to determine mean instability properties. Data integrity 
enabled calculation of stability parameters between 85 and 105 km altitude. It was found that the 
average Brunt-Väisälä was nominally 5∙10-4 s-2 over the measurement period. Furthermore, the 95-
100 km region frequently became superadiabatic, aided by the negative temperature gradient on 
the topside of MILs. Horizontal wind-shear was zero-average with a standard deviation of 20 ms-
1km-1, with shears in excess of 40 ms-1km-1 regularly observed in the 95-100 km region. The 
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average Richardson number over the region analyzed was 0.88, consistent with previous findings. 
Nominal instability likelihood was 8.3%, with a peak probability of 28% at 97 km. Dynamical 
instabilities are more likely to occur than convective instabilities at all altitudes, with the 
discrepancy larger above 97 km than below. 
 While instabilities provide insight into the structure of turbulence dissipation in the MLT 
region, the Richardson number alone cannot be directly related to turbulence. A positive 
correlation between instability and turbulence profiles is anticipated, with maximum impact above 
97 km and a falloff near the turbopause region between 100 km and 105 km. Large relative 
temperature and wind errors degrade the performance of existing turbulence measurement methods 
above 100 km such that a new approach is necessary to determine turbulence power in the 
turbopause region. Chapter 5 details the development, characterization, and performance of such 
an approach, using instability analysis results as validation.  
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CHAPTER 5  
TURBULENCE ANALYSIS 
 
This chapter discusses in detail the development of a novel algorithm for measuring turbulence 
power between 85 and 105 km. Section 5.1 introduces the principles of operation and theoretical 
background for the estimation procedure. Baseline performance is next examined in Section 5.2 
through two simulations. First, a turbulence-free source with the statistical distribution determined 
in Section 5.1 is processed by the algorithm. It is found that the algorithm can resolve features at 
sodium fluctuation powers greater than 20%2 for a minimum signal-to-noise ratio (SNR) of four. 
Negligible offset error is introduced in the mean profile. Second, the algorithm was applied to a 
simulated profile with added turbulence source. It was found that the algorithm is sensitive to 
turbulence-scale fluctuations and can measure perturbation amplitude within ±5.5%. 
Twenty-seven (27) nights of lidar data from the Andes Lidar Observatory are analyzed in 
Section 5.3 to obtain mean turbulence trends. It was found that while the Richardson number and 
sodium mixing ratio identify the location of turbulence activity, the methods cannot predict the 
relative perturbational amplitudes of the turbulence. Across the 85-105 km region, the average 
turbulence power was measured to be 10.0±0.9%2 for an average amplitude of 3.16±0.27%. A log-
scale linear increase in power is present between 93 km and 100 km, with a peak power of 
37.0±2.7%2 and peak amplitude of 6.08±0.44% at 100 km. Turbulence activity decreases above 
100 km, with a local minimum at 102.5 km. Implications and limitations of key findings are 
discussed in Section 5.4.  
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5.1 Turbulence Algorithm 
 
Whereas previous turbulence studies have sought to measure the individual values of the 
constituent, heat flux, and momentum flux diffusion coefficients, respectively defined as 𝑘𝑧𝑧, 𝑘𝐻, 
and 𝑘𝑀, this study aims only to understand the mean distribution of turbulence activity in the 
mesosphere and lower thermosphere (MLT) region. Sodium (Na) resonance fluorescence lidar 
measurements of turbulence rely on correlations between wind and temperature fluctuations, 
denoted 𝑤′𝑇′, wind and density fluctuations, denoted 𝑤′𝜌′ (e.g. [17]-[19]), and density-only 
variations (e.g. [23], [100], [101], [108]). Section 2.5 discusses the physical relations between 
measured quantities and diffusion coefficients. Each approach is limited by reconstruction error 
on the topside of the atmospheric Na layer, where signal returns are sparse due to low Na density. 
As found in Chapter 3, temperature and horizontal wind errors are often in excess of 10 K and 5 
ms-1 above 100 km altitude, resulting in uncertainties unacceptable for reasonable reconstruction. 
 Unlike those that rely on parameter inversion (e.g. [17], [18], [85]) or iterative methods 
(e.g. [22], [26], [27]), approaches that avoid reconstruction of temperature, wind, and density 
(TWD) profiles have the potential to extend the effective measurement range to altitudes greater 
than 100 km. Photocount fluctuations at turbulence scales can be used as an effective tracer of 
relative turbulence activity. TWD fluctuations are closely related to photocount fluctuations 
(𝑁′/𝑁) via (5.1) [17], 
 
𝑁′
𝑁
=
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𝑁
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𝜕𝑁
𝜕𝑤
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𝜕𝑁
𝜕𝜌
𝜌′ + Δ𝑁) (5.1) 
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where 𝜁′ ≜ 𝜁 − 𝜁 denotes turbulence-scale fluctuations of parameter 𝜁, mean 𝜁 ≜ 𝜁(𝜔 ≤ 𝑁) is 
taken over a local subrange for frequencies less than the Brunt-Väisälä (BV) frequency, and Δ𝑁 is 
count uncertainty due to photon noise.  
A flow diagram of the photocount-only turbulence estimation algorithm developed in this 
study is shown in Figure 5.1. First, bad profiles are removed. Valid count profiles at each frequency 
are averaged in accordance with (5.2), 
 𝑁 =
𝑅𝑇𝑁(𝑓0) + 𝑁(𝑓+) + 𝑁(𝑓−)
√𝑅𝑇
2 + 2
 (5.2) 
 
where 𝑅𝑇 ≈ 0.763 assuming an isothermal atmosphere of 185 K with zero vertical wind. Weighted 
count profiles are next binned to 25 m, 12 s resolution. As exemplified by Figure 5.2, it was found 
that the dissipative subrange starts around 0.04 Hz such that a resolution of 12 seconds can 
sufficiently resolve turbulence structures. Figure 5.2 shows the temporal spectral profile for the 
night of January 19, 2018, between 0030-0930 UT, averaged over 1200 25 meter altitude bins at 
Figure 5.1. Flow diagram of turbulence estimation algorithm. Raw vertical photocount profiles at 
each measurement frequency are first averaged with weights corresponding to the estimated 
temperature ratio 𝑅𝑇. Counts are next binned to a resolution of 25 m and 12 s. Local mean profiles 
are calculated using a 500 m, 150 s Hamming window. The Hamming window retains DC to GW-
scale fluctuations and filters out higher-order fluctuations. Normalized count fluctuations are 
filtered to reject vertical wavelengths longer than 1 km. A temporal BPF is next applied to remove 
fluctuations outside the turbulence subrange. The theoretical turbulence power spectrum is fit to 
the residual spectral power profile in the least-squares sense to estimate and remove AWGN 
contributions. The resulting power density profile is summed to determine the total power at each 
altitude, then smoothed to produce the estimated vertical turbulence power profile.  
Frequency 
Weighting
Profile Smoothing
Raw Profiles
Vertical Turbulence 
Power Profile
Count Binning Detrend
Spatial HPF
Temporal BPF
PSD Profile 
Estimation
Bad Profiles
84 
 
6 s resolution. In accordance with turbulence theory, the -5/3 power law is clearly present between 
the BV frequency cutoff and ~40 mHz. At frequencies greater than 40 mHz the slope follows a -7 
power law, indicating that viscous dissipation is dominant. The GW spectrum roughly matches the 
expected 𝜔−2 profile; however, filtering during the fluctuation computation stage has reduced the 
magnitude. Despite reducing data resolution, count binning improves the SNR by a factor of √2. 
To improve reconstruction accuracy, bins with SNR < 4 are zeroed.  
 Na density fluctuations, and hence photocount fluctuations, are not a conserved quantity 
due to net displacement caused by turbulence and convective instabilities. Therefore, the problem 
must be reformulated in terms of a conservative quantity such as the Na mixing ratio [101][109]. 
Oscillations in the mixing ratio, defined in (2.19), incorporate the behavior of both the Na species 
Figure 5.2. Mean temporal spectrum for the night of January 19, 2018. Average profile was 
calculated from 1200 independent altitude profiles with 25 m, 6 s resolution. Red dashed lines 
represent theoretical power law behavior in the applicable subrange. GW-scale variations, 
turbulence, and viscous dissipation respectively follow -2, -5/3, and -7 power laws. Some 
flattening in the turbulence and viscous subranges is present due to noise contributions. Viscous 
dissipation begins to dominate near 40 mHz, indicating that a temporal resolution of 12 seconds 
is adequate for turbulence measurements. 
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and background neutral density and are assumed to be conserved. Photocounts are normalized 
against the scale height in a similar manner via (5.3),  
 ?̃?(𝑧) = 𝑁(𝑧)
𝑇(𝑧)
𝑇(𝑧0)
exp {∫
𝑑𝑧
𝐻(𝑧)
𝑧
𝑧0
} (5.3) 
 
where 𝑇(𝑧) is local temperature and 𝐻(𝑧) is the atmospheric (neutral) scale height, which is 
nominally 6 km. The temperature profile is estimated via the procedures discussed in Chapter 3. 
Measurements with reconstruction errors greater than ±10 K are discarded. In this application, the 
added uncertainty induced by temperature errors does not significantly degrade algorithm 
performance. Error considerations are further examined in Section 5.3.  
 Next, the photocount profiles are detrended in time and altitude. For each photocount bin, 
the local mean is calculated using a centered 500 m, 150 s Hamming window. Window dimensions 
were selected such that fluctuations at frequencies higher than the BV cutoff are filtered out [19]. 
The filtered profile, denoted 𝑁, is removed from the photocount profile via (5.4) 
 
𝑁′
𝑁
=
𝑁 − 𝑁
𝑁
 (5.4) 
 
to obtain the detrended turbulence-scale fluctuation profile. In the noiseless case, the detrended 
turbulence profile is zero-mean Gaussian; namely, 𝑁′/𝑁 ~ 𝑁(0, 𝜎2). In the presence of 
photometer shot noise, the distribution instead most closely resembles a negative-mean Gaussian 
with 𝑁′/𝑁 ≈ 𝑁(−𝜇, 𝜎2 + 𝜇), where 𝜇 is the average number of photocounts per bin over the range 
of the Hamming window used to detrend the data. Furthermore, the Poisson noise contributions 
are approximated as additive white Gaussian noise (AWGN) under the Central Limit Theorem 
(CLT). However, for 𝜇 < 30, the distribution may no longer be considered Gaussian and 
estimation performance is degraded significantly. A detailed discussion of the statistical 
distribution of the detrended photocount profile is available in Appendix A. 
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 Next, the photocount fluctuation profile is filtered to eliminate the remaining contributions 
outside of the turbulence spectral subrange. First, a two-dimensional Fast Fourier transform (FFT) 
of the altitude profiles is taken over a full observational period. Wavelengths longer than 1 km are 
removed from each altitude profile using a rectangular high-pass filter. A one-dimensional inverse 
FFT is next taken along the spatial regime, producing a series of frequency spectra for each altitude 
bin. Frequency profiles are filtered using a rectangular bandpass filter with cutoff frequencies at 
the BV frequency 𝑁 and the transition between the turbulence and dissipative subranges (~40 
mHz). Since the temperature profile is unknown at high altitudes, 𝑁 is approximated as 3.33 mHz, 
which corresponds to a wave period of five minutes [18]. 
 Once filtered, a -5/3 power law curve is fit to the temporal power spectral density (PSD) in 
the turbulence subrange at each altitude. The results of (A.3) suggest that the autocovariance of 
the fluctuation distribution is proportional to the combined magnitudes of 𝑤′𝑇′ and 𝑤′𝜌′. By the 
Wiener-Khinchin theorem, power spectral density (PSD) and autocovariance form a Fourier 
transform pair for stationary and homogeneous random processes. Therefore, under Taylor’s 
frozen-in hypothesis [2], the statistical distribution of turbulence satisfies this constraint such that 
the PSD profile of count fluctuations is a sensitive measure of turbulence activity. A broader 
spectral extent of the distribution corresponds to increased turbulence [32]. 
 The fluctuation spectrum is fit to (5.5) using non-linear least squares, 
 𝐹𝑡 {
𝑁′
𝑁
} ≈ 𝑃𝑆𝐷 + 𝐴𝑊𝐺𝑁 = 𝑎𝜔−
5
3 + 𝐹Δ𝑁(𝜔) (5.5) 
 
where 𝐹𝑡 is the temporal Fourier transform, 𝑎 is the estimated extent of the PSD due to turbulence, 
and 𝐹Δ𝑁(𝜔) is the estimated noise PSD. The fitted power spectrum is summed over the turbulence 
spectral range to obtain an estimate for turbulent power at each altitude bin. The power profile is 
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smoothed using a 1D Hamming window to reduce the impact of outliers. Measurement error 
variance is estimated from the AWGN noise level via (5.6) [17], 
 𝑣𝑎𝑟(Δ𝑁) =
𝐹Δ𝑁(𝜔)
2Δt
 (5.6) 
 
where Δ𝑁 is the average photocount error due to Poisson noise and Δ𝑡 is temporal resolution. 
Statistical error variances for turbulence and noise power spectra are given by the non-linear least-
squares parameter covariance matrix. An improved estimation methodology that reduces the 
correlation between the PSD and noise profiles is under development. 
 Sodium layer sensitivity to turbulence-scale perturbations is dependent on the scale height 
of the layer, which varies significantly throughout a measurement period. As a result, biases are 
introduced into photocount measurements of turbulence power, amplifying measurements by a 
factor of 10-15 at peak layer gradients [17]. Neutral density fluctuations, on the other hand, exhibit 
a near-uniform sensitivity due to the slowly-varying atmospheric scale height. Accordingly, 
measurement bias is mitigated via (2.20), where the Na layer scale height, 𝐻𝑁𝑎, is calculated using 
the filtered mean count profile, N. Under the assumption that the pressure and neutral scale heights 
are equivalently 6 km, (2.20) has a vertical asymptote at 𝐻𝑁𝑎 = 8.7 km. Measurements in the 
vicinity of the asymptote are normalized such that neutral density fluctuations do not exceed 15% 
magnitude. 
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5.2 Simulated Performance 
 
Algorithm performance was first analyzed through a series of simulations. Simulated data is 
generated with the same resolution and mean statistics as the experimental data. A dimension of 
3600 time bins and 1200 altitude bins at a resolution of six seconds and 25 meters was used. First, 
samples are drawn from a random number generator (RNG) ~ 𝑁(𝜇, 𝜎2), where 𝜇 is calculated 
along a negative vertical photocount gradient ranging from 6 to 60 counts/bin and 𝜎 is scaled 
accordingly such that the ratio 𝜇/𝜎 = 6 remains constant. Next, each sample is passed through a 
Poisson RNG to simulate photometer shot noise. The frequency weighting step in (5.2) is 
mimicked by averaging three independent Poisson realizations of each count bin. Figure 5.3a 
shows the average altitude-resolved SNR profile for the simulated noisy input profile. 
 The turbulence estimation algorithm is then applied to the simulated input data. As seen in 
Figure 5.3b, the amplitude fluctuation distribution is negative-mean Gaussian, as anticipated from 
(A.7). The dashed red line is a Gaussian fit to the simulated data, while the vertical dashed line is 
the mean of the fitted Gaussian profile. The zero-amplitude delta in the simulated data is a 
byproduct of zeroing all bins with SNR < 4. Deviations from the Gaussian fit at larger amplitudes 
are due to noise degradations of the signal at high altitudes. As expected from the denominator of 
(A.7), negative amplitudes diverge more rapidly than positive amplitudes. 
Figure 5.4 shows the average temporal spectral profile in the turbulence subrange. Vertical 
dashed lines denote the BV and viscous dissipation cutoffs, while the oblique line denotes the 
theoretical -5/3 power law. The deviation between the measured data and power law indicate that 
minimal turbulence activity is present in the simulation, with noise as the predominant power 
source. The smoothed Na turbulence power profile is shown in Figure 5.5a. The mean profile is  
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Figure 5.4. Average spectral profile in the turbulence subrange for the zero turbulence simulation. 
The near-constant profile is indicative of a noise-dominated system. Vertical dashed lines indicate 
the BV and dissipative cutoffs, while the oblique dashed profile is the theoretical -5/3 power law. 
 
Figure 5.3. (a) Average altitude-resolved SNR profile for zero turbulence simulation after binning 
to 12 s resolution. For a Poisson noise-dominated system, the SNR is calculated as the square root 
of the photocounts in each bin. Below an SNR of 4, measurement error becomes too large for 
accurate turbulence estimation. (b) Unfiltered fluctuation histogram for zero turbulence 
simulation. Consistent with the theoretical distribution of the fluctuation profile, the fluctuation 
distribution is negative-mean Gaussian. The dashed profile is a Gaussian fit to the simulated data, 
with the mean marked by a vertical dashed line. The zero-fluctuation delta visible in the profile 
is an artifact from zeroing low-signal bins. 
(a) (b) 
90 
 
marked in blue, while the standard deviation at each altitude is shaded in red. Figure 5.5b shows 
the same profile binned to a resolution of 250 meters.  
Near-zero power across all altitudes further confirms that the extent of turbulence in the 
simulation is insignificant. The standard deviation of the estimated profile rapidly increases with 
decreasing SNR, producing the observed spurious spikes in Figure 5.5a. A small dip in both 
profiles is present near 112 km, which is an artifact of filtering out low-SNR measurements. The 
results of the zero turbulence simulation reveal four key findings: (i) The simulated data is in good 
agreement with the expected theoretical distribution derived in Appendix A. (ii) In the presence of 
negligible turbulence, the noise floor is approximately 20%2. (iii) Minimal offset is introduced in 
the mean profile as the SNR decreases. (iv) The total variance of the estimated profile increases 
with decreasing SNR. 
Now, a turbulence source is added after generating the mean count distribution but prior to 
simulating Poisson noise. The simulated turbulence profile is given by (5.7), 
Figure 5.5. (a) Average Na turbulence profile for the noise floor simulation with 𝛥𝑧 = 25 m. The 
shaded region represents the standard deviation of the estimated profile, indicating a noise floor of 
~25%2. The Na turbulence power profile is near zero at all altitudes, confirming that minimal 
turbulence activity is present in the simulated data.  No mean offset trend is present with decreasing 
SNR (increasing altitude). The total variance of the reconstructed profile increases with decreasing 
SNR. (b) Same as (a), but with 𝛥𝑧 = 250 m. 
(a) (b) 
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 𝑁𝑡𝑢𝑟𝑏(𝑧, 𝑡) = (1 + 𝟏𝑧,𝑡
𝑎
𝑛2
 ∑ ∑ (𝑘𝑗𝑓𝑖)
−
5
6 sin(2𝜋𝑘𝑗𝑧) sin(2𝜋𝑓𝑖𝑡)
𝑛−1
𝑖=0
𝑛−1
𝑗=0
)𝑁(𝑧, 𝑡) (5.7) 
 
where 𝟏𝑧,𝑡 is a rectangular windowing function defining the spatiotemporal extent of the 
turbulence profile, 𝑎 = 0.1 is a scaling factor, 𝑛 = 100, and {𝑓𝑖}0
𝑛−1, {𝑘𝑖}0
𝑛−1 span the turbulence 
subrange. In this simulation, the windowing function was set to unity, introducing a turbulence 
component to all bins. The altitude-resolved SNR profile, shown in Figure 5.6a, closely matches 
that of the zero turbulence simulation. Similarly, the statistical distribution of the count fluctuation 
spectrum in Figure 5.6b resembles that in Figure 5.3b, with the exception that the standard 
deviation of the fluctuation spectrum in the additive turbulence simulation is on average 3% larger 
than that of the zero turbulence simulation. In accordance with (A.3), this confirms that a greater 
extent of turbulence activity is present in the additive turbulence simulation than in the zero 
turbulence simulation.  
 The altitude-averaged spectral profile of the turbulence simulation is shown in Figure 5.7. 
In comparison with the zero turbulence spectrum in Figure 5.4, more energy is present in the 
turbulence subrange. Furthermore, the turbulence spectrum closely matches the -5/3 power law at 
lower frequencies. As the influence of turbulence lessens at smaller scales, the additive noise floor 
begins to dominate the spectrum, causing the observed flattening and deviation from the ideal 
power law. In the profile estimation step of the turbulence algorithm, AWGN is separated from 
the estimated turbulence profile, extending the bandwidth of the effective measurement range. 
 Estimated Na turbulence profiles are shown in Figure 5.8a and Figure 5.8b for resolutions 
of 25 meters and 250 meters, respectively. The profile is nearly constant and well above the noise 
floor, demonstrating that average turbulence activity is altitude-independent. Since the power 
spectrum of (5.7) is constant across the simulation range, this result is consistent with expectations. 
The large gradients near 85 km and 115 km are windowing artifacts from the fluctuation  
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Figure 5.7. Average spectral profile in the turbulence subrange for a simulated turbulence profile. 
Vertical dashed lines indicate the BV and dissipative cutoffs, while the oblique dashed profile is 
the theoretical -5/3 power law. The spectrum initially follows the power law but flattens out near 
6 mHz due to increasing relative AWGN contributions. Above ~10 mHz, the power profile is fully 
obscured by noise. 
Figure 5.6. (a) Average altitude-resolved SNR profile for turbulence simulation after binning to 
12 s resolution. For a Poisson noise-dominated system, the SNR is calculated as the square root 
of the photocounts in each bin. Below an SNR of 4, measurement error becomes too large for 
accurate turbulence estimation. (b) Unfiltered fluctuation histogram for turbulence simulation. 
Consistent with the theoretical distribution of the fluctuation profile, the fluctuation distribution 
is negative-mean Gaussian. The dashed profile is a Gaussian fit to the simulated data, with the 
mean marked by a vertical dashed line. The zero-fluctuation delta visible in the profile is an 
artifact from zeroing low-signal bins. 
(a) (b) 
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calculation stage of the turbulence algorithm and may be ignored. In summary, the additive 
turbulence simulation has shown the following: (i) The algorithm developed in Section 5.1 is 
sensitive to count fluctuations in the turbulence subrange. (ii) The variance of the fluctuation 
distribution broadens with increasing turbulence activity, consistent with (A.3). (iii) For SNRs 
greater than 4, no long-period offset exists in the estimated turbulence profile.  
 Error variances are calculated from (5.6) and noise covariance. Both the power law 
coefficient and noise term in (5.5) are dependent on the amplitude of the turbulence spectral 
profile, introducing a non-negligible correlative noise term. As seen in Figure 5.9, noise correlation 
increases with decreasing turbulence power and SNR. In Figure 5.9a and Figure 5.9b, which show 
turbulence simulation statistics at various SNRs, no low-signal bins have been filtered. Choosing 
an SNR cutoff of 4, amplitude variance is limited to ±5.5%. The SNR cutoff is applied in Figure 
5.9c and Figure 5.9d for the noise floor simulation, capping the standard deviation at 
approximately 25%2. 
Figure 5.8. (a) Average turbulence profile for simulated turbulence with 𝛥𝑧 = 25 m. The shaded 
region represents the standard deviation of the estimated profile. The turbulence power profile is 
well above the noise floor between 90-110 km, demonstrating that the estimation algorithm is 
sensitive to turbulence sources. The total variance of the reconstructed profile increases with 
decreasing SNR.  Above 110 km, the turbulence power is decreased due to a reduced sample size 
at low SNR. Values within 500 m of the altitude bounds are significantly attenuated and may be 
regarded as windowing artifacts. (b) Same as (a), but with 𝛥𝑧 = 250 m. 
(a) (b) 
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5.3 Analysis 
 
As in previous chapters, the night of December 21, 2017, is first examined in detail to provide a 
baseline for subsequent analysis. Data was obtained from 0030 to 0900 UT at 25 m, 6 s resolution 
between 80 and 115 km. The night is characterized by significant overturning in the density profile 
above 95 km with several bands of wind shear in excess of 40 ms-1km-1 (see Figure 4.7). Wind 
shear bands are accompanied by superadiabatic and near-superadiabatic regions, producing several 
Figure 5.9. (a) Scatter plot of mean turbulence power versus SNR for a constant turbulence source. 
(b) Comparison between standard deviation and SNR for a constant turbulence source. An 
amplitude uncertainty of 5.5% is introduced into the estimated turbulence profile for an SNR cutoff 
of four. (c) Same as (a), except in the presence of no turbulence. (d) Comparison between standard 
deviation and SNR for a zero turbulence source. Values below the SNR cutoff have been removed 
from the reconstructed profile. Standard deviation is capped near 25%2, limiting estimation 
uncertainties. 
(a) 
(b) 
(c) 
(d) 
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dynamical and convective instabilities. Accordingly, several turbulent regions are anticipated to 
occur throughout the night. 
 The estimated Na turbulence profile over the observational period is shown in Figure 5.10a 
for 25 m resolution and Figure 5.10b for 250 m resolution. Fluctuation power ranges between 20 
and 100%2 with a maximum uncertainty of 25%2. Most turbulence behavior appears to occur from 
95 to 100 km altitude, with an average layer fluctuation of 60%2. Above 105 km, insufficient signal 
exists to resolve additional features. The shaded regions in Figure 5.10 signify statistical error 
incurred during the profile estimation step. Note that the estimation error is larger for the positive 
density gradient on the bottom of the layer than the negative gradient on the topside. 
 The sensitivity-corrected neutral turbulence profile is shown in Figure 5.11. Power is 
defined as the square percentage of fluctuations in neutral density over a bin of height 25 meters 
and temporal width 12 seconds. The profile exhibits several spikes in turbulence activity between 
95-105 km, with the largest contribution occurring near 95 km at a peak power of 4.3%2. Smaller 
turbulence bands are found near 96 km, 97 km, and 100 km. The shaded region in Figure 5.11 
Figure 5.10. (a) Na turbulence fluctuation profile for the night of December 21, 2017, at a 
resolution of 25 meters. Layer perturbations are less than 10% during the night, with an increase 
in turbulence activity from 95 to 100 km. Above 105 km, the signal falls below the noise floor, 
corresponding to a minimum quality factor of 0.2. The shaded region represents profile estimation 
error, not total error. (b) Same as (a) but smoothed to a resolution of 250 meters. 
(a) (b) 
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represents the total error, which is comprised of statistical and noise errors. Average turbulence 
power between 85 and 105 km is 2.9±0.9%2, corresponding to an amplitude of 1.7±0.5%. 
Measurements above 105 km are considered erroneous and discarded from mean results. 
 A comparison of the mean turbulence power profile against the average convective 
instability likelihood and Na mixing ratio is shown in Figure 5.12. Weighing first the instability 
likelihood and turbulence power contours, it is apparent that turbulence power peaks closely 
correspond to maxima in the likelihood profile. However, whereas the likelihood profile 
maximizes near 40% for the three largest convective instability regions, the corresponding 
turbulence measurements greatly vary in magnitude. This effect is further noticed between the 
peaks near 95 km and 100 km. Compared to the ratio between the turbulence maxima, which is 
approximately 4:1, the ratio between likelihood maxima is more modest at roughly 1.5:1. 
Therefore, it appears that while the average instability likelihood profile can identify regions of 
Figure 5.11. Average turbulence power profile for the night of December 21, 2017. The solid line 
shows the mean profile, while the shaded region represents the total error, consisting of statistical 
and measurement error. Large increases in turbulence activity are present near 95 km and 100 km, 
corresponding closely to regions of maximum convective instability. 
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increased turbulence, it cannot necessarily determine the contributions of the turbulence. Similarly, 
the mixing ratio profile captures the altitude distribution of turbulence power maxima but fails to 
mirror the relative magnitudes between the maxima. 
 Next, the same analysis was applied to each of the 27 nights of lidar data from the Andes 
Lidar Observatory (ALO). In total, between 500 and 2500 hours of data at 25 m, 6 s resolution 
was used to calculate mean turbulence power trends. Variability in length of observation is 
determined by the data quality factor (QF) shown in Figure 5.13a, which reflects the percentage 
of data falling within the specified error thresholds at each altitude. As seen in Figure 5.13b, a QF 
of 0.2 closely corresponds to an average SNR of five. At SNRs below the cutoff, the fluctuation 
profile rapidly deviates from a Gaussian shape, greatly increasing estimation error. Since an SNR 
of five corresponds to 25 counts/bin, we find that this result is closely in line with the theoretical 
lower limit discussed in Appendix A. Under the error limits discussed, the methodology is 
sufficiently developed to measure turbulence power from 100 to 105 km altitude. 
Figure 5.12. (a) Same as Figure 5.11. (b) Probability of convective instability for the night of 
December 21, 2017. Likelihood maxima closely correspond to turbulence maxima but fail to 
identify their relative strength. (c) Time-average Na mixing ratio for the night of December 21, 
2017. Like the convective instability likelihood profile, mixing ratio and turbulence maxima match 
in location but not magnitude. 
(b) (c) (a) 
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 The average Na turbulence fluctuation and turbulence power profiles are shown in Figure 
5.14a and Figure 5.14b, respectively. In each plot, mean profiles are denoted by a solid line, total 
uncertainty is shaded about the mean, and the +1σ nightly variance is marked as a dashed line. The 
sodium fluctuation profile closely mirrors the Gaussian shape of the average density profile in 
Figure 3.11, underscoring the effect of the density gradient on turbulence sensitivity. Na layer 
measurements minimize near 92.5 km then increase substantially to the absolute maximum over 
the 85-105 km region at 102 km. Above 102 km, the profile quickly decreases as the layer scale 
height increases. Turbulence activity is also expected to diminish near the turbopause, the effects 
of which likely add to the perceived decrease. The average Na turbulence fluctuation power across 
the 85-105 km region is 103.3±0.3%2, corresponding to an average fluctuation amplitude of 
10.16±0.03%. In the 100-105 km region, this increases to 189.9±0.2%2 and 13.78±0.01%. 
 The mean turbulence power profile, in turn, exhibits a comparatively small degree of 
activity in the 85-93 km region with an average power and fluctuation amplitude of 3.49±0.66%2 
Figure 5.13. (a) Quality factor (QF) of 27 nights of observational ALO data spanning 2500 hours. 
The minimum cutoff, corresponding to an altitude of 105 km, is set at a QF of 0.2 such that the 
presented mean trends are determined from between 500 to 2500 hours of data at 25 m, 6 s 
resolution. (b) Average SNR over the full pre-processed ALO dataset at 25 m, 12 s resolution. 
Bins with an SNR less than four are removed during preprocessing and are not considered in the 
presented curve. Above 105 km and below an SNR of five, measurements are noise-dominated 
and are not considered in any results. 
(a) (b) 
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and 1.87±0.35%, respectively. From 93 to 100 km, the profile increases in a log-scale linear 
fashion to a peak power of 37.0±2.7%2 and peak amplitude of 6.08±0.44%. A linear trendline with 
slope 2.51%2km-1 and 𝑟2 of 0.9217 is fit over the same region, exemplifying the high degree of 
linearity. In the 100-105 km region, turbulence power rapidly falls off to a minimum power and 
amplitude of 12.5±0.6%2 and 3.53±0.17%, respectively. Despite the large decrease, the minimum 
turbulence power above 100 km is nonetheless a factor of four larger than the average power 
between 85-93 km. Across the 85-105 km region, the average turbulence power is 10.0±0.9%2 and 
the average amplitude is 3.16±0.27%. 
Compared to the sodium fluctuation profile in Figure 5.14a, the neutral turbulence power 
curve in Figure 5.14b appears remarkably different. Variance in Na scale height produces an 
increased sensitivity of the layer to turbulence fluctuations. Near the lower and upper edges of the 
average sodium layer, Na turbulence fluctuations are 10-15 times larger than perturbations in the 
Figure 5.14. (a) Average Na turbulence fluctuation profile over 27 nights of ALO data. Due to its 
dependence on Na scale height, the measured fluctuation profile closely matches the Gaussian 
shape of the average sodium density profile over the same dataset between 87-97 km. Average 
fluctuation power over the 85-105 km region is 103.3±0.3%2, corresponding to an amplitude of 
10.16±0.03%. (b) Sensitivity-corrected average turbulence power profile between 85 and 105 km 
altitude. A log-scale linear increase in power is present from 93 to 100 km, with peak power of 
37.0±2.7%2 and peak amplitude of 6.08±0.44%. Average power across the region is 10.0±0.9%2 
with a corresponding amplitude of 3.16±0.27%. The solid line denotes the mean profile, the shaded 
region represents total uncertainty, and the dashed line shows the nightly +1σ profile variation. 
(a) (b) 
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neutral density profile, with an average scaling factor of 11 across the 85-105 km region. While 
the variable sensitivity of the Na layer can be corrected, the relation in (2.20) exhibits a vertical 
asymptote at a sodium scale height of 8.7 km. Under the assumption that layer density is smoothly-
varying with a maximum in the 85-105 km range, the profile must encounter the asymptote for 
any scale height shorter than 8.7 km. Though uncommon, rapid variations in the sodium density 
profile occur at the edges of sporadic Na layers and can produce large, erroneous spikes in the 
neutral density profile. To minimize the added reconstruction error, neutral turbulence 
perturbations in the vicinity of sporadic Na layers are normalized such that peak amplitudes do not 
exceed 15%. 
In addition to statistical and noise errors in the photocount profile, temperature errors also 
contribute to total measurement uncertainty. Determination of the turbulence power profile from 
Na fluctuations requires calculation of the Na scale height, which based on the definitions in 
Section 5.1 is dependent on temperature. From the maximum temperature error of ±10 K, an upper 
bound on the induced uncertainty is placed via error propagation through (2.20). The resulting 
error bounds are shown for a typical night of data in Figure 5.11 and the mean trend in Figure 
5.14b. While the total amplitude uncertainty for the night of December 21, 2017, was a factor of 
0.294 of the nominal value, averaging over the full dataset reduces mean amplitude uncertainty 
to a factor of 0.085. In the scope of this study, averaging over 2500 hours of data reduces the 
otherwise-large temperature error to a manageable quantity. However, an improved methodology 
becomes necessary for future studies requiring nightly or even intra-nightly measurements of 
turbulence power. 
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5.4 Discussion of Results 
 
The turbulence power profile discussed in Section 5.3 provides considerable information regarding 
the structure of turbulence activity in the MLT region. As seen in Figure 5.15a, the power profile 
exhibits a log-scale linear increase in the 93-100 km region. Turbulence power is relatively 
constant below 93 km, whereas above 100 km the power profile decreases sharply. Returning to 
the definition of turbulence fluctuations in (5.1) and (A.3), intuition may be drawn regarding the 
relative contributions of the constituent, heat, and momentum diffusion coefficients, respectively 
denoted as 𝑘𝑧𝑧, 𝑘𝐻, and 𝑘𝑀, to the power profile.  
 In Section 2.5, the simplifying approximations 𝑘𝐻 ≈ 𝑘𝑧𝑧 and 𝑘𝑀 = 𝑘𝐻/𝑃𝑟 were 
introduced, such that the three diffusion coefficients could be determined from 𝑤′𝑇′ measurements 
alone via (2.16) [18]. Furthermore, it was determined from (2.14) that 𝑘𝑧𝑧 ∝ 𝑤′𝜌′ such that 𝑤′𝑇′ ∝
𝑤′𝜌′. We may also assume that (𝑇′)2 is approximately constant over the 90-100 km range, [35] 
(𝑤′)2 is roughly zero, and the term (
1
𝑁
𝜕𝑁
𝜕𝜌
 )
2
 is negligible since 𝑁 ∝ 𝜌. Since Na and temperature 
fluctuations are nearly 180º out-of-phase on the topside of the Na layer [100], 𝜌′𝑇′ will be 
anticorrelated and largely invariant. Therefore, under the above approximations, we may 
(graciously) assume that the turbulence constituent diffusion coefficient is proportional to the 
turbulence power profile. 
 Figure 5.15b shows an average, altitude-resolved, total 𝑘𝑧𝑧 profile determined from atomic 
oxygen measurements by the Scanning Imaging Absorption Spectrometer for Atmospheric 
Cartography (SCIAMACHY) instrument [110][111]. It is important to note that total 𝑘𝑧𝑧 is 
comprised of contributions from molecular and eddy (GW and turbulence) diffusion and 
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dynamical and chemical transport [35]. The balance between eddy and molecular diffusion is 
dependent on turbopause altitude, which is nominally 102.5 km based on Figure 5.15a. 
 Linear fits were applied to the turbulence power and total 𝑘𝑧𝑧 profiles between 93 and 100 
km. The similar degree of linearity supports the assumption of proportionality between total 𝑘𝑧𝑧 
and turbulence power across the modeled range. Furthermore, this connection suggests that 
turbulence 𝑘𝑧𝑧 is the dominant source of constituent transport from 93 to 100 km. Above 100 km, 
however, turbulence power sharply decreases, whereas total 𝑘𝑧𝑧 continues to grow linearly. The 
lack of similarity between the two profiles could be a manifestation of molecular diffusion 
beginning to dominate over eddy diffusion. Moreover, decreasing turbulence power is matched 
against increasing altitude beyond 100 km due to the stabilizing nature of molecular diffusion and 
positive temperature gradients above the mesopause. 
 Under the listed assumptions, the discussed trends between turbulence power and 
constituent diffusion are at best speculative. For a conclusive connection between turbulence 
Figure 5.15. (a) Mean turbulence profile from Figure 5.14b with a log-scale linear fit between 93 
and 100 km altitude. The fit has an 𝑟2 of 0.9217, indicating a high degree of linearity across the 
region. (b) Average altitude-resolved total constituent diffusion coefficient (𝑘𝑧𝑧) profile. Data is 
derived from SCIAMACHY atomic oxygen density measurements [110]. A linear fit is also 
applied in the 93-100 km region with an 𝑟2 of 0.9275, suggesting a similar degree of linearity as 
the turbulence power profile in (a). 
(a) (b) 
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measurements and eddy diffusion in the MLT region, the probing lidar system must have a larger 
power-aperture product than is currently available at ALO. Increased aperture size would increase 
the measured backscattered intensity, greatly improving system SNR and reducing uncertainties 
in temperature, wind, and density (TWD) profiles. Accurate calculation of turbulence-scale TWD 
fluctuations near and above 100 km provides the opportunity to validate the proposed connections. 
If verified, turbulence power measurements would extend the effective measurement range of 
relative diffusion coefficient contributions above altitudes currently achievable by existing 
approaches. 
 
5.5 Summary 
 
In this chapter, we have discussed the development, characterization, and implementation of a 
novel turbulence power algorithm. As opposed to previous approaches, which sought to measure 
turbulence diffusion coefficients through temperature, wind, and density correlations, the new 
method instead utilizes photocount fluctuations and background temperature to measure 
turbulence perturbations. Signal returns from resonance-fluorescence lidar systems are 
proportional to the local density of the fluorescing species. Fluctuations in density at turbulence 
scales are obtained at 25 m, 12 s resolution and detrended through difference of means. Noise 
contributions are minimized by fitting the measured spectrum to the theoretical turbulence power 
law. Variable sensitivity in the fluorescing layer is compensated, producing the turbulence power 
profile. 
 With the current lidar system at the Andes Lidar Observatory, the derived turbulence power 
algorithm can measure turbulence occurrence and influence at altitudes greater than 100 km. 
104 
 
Yearly averages were calculated from 27 nights of observational data spanning 2500 hours. A 
small amount of turbulence is present between 85 and 93 km altitude, with an average power and 
fluctuation amplitude of 3.49±0.66%2 and 1.87±0.35%, respectively. Turbulence power increases 
linearly from 93 to 100 km, maximizing at 37.0±2.7%2 with a corresponding amplitude of 
6.08±0.44%. Above 100 km, turbulence activity quickly decreases to a local minimum at 102.5 
km. Average turbulence power between 100 and 105 km is 10.0±0.9%2 for a perturbation 
amplitude of 3.16±0.27%. 
 In its current form, the turbulence algorithm is unable to conclusively determine diffusion 
coefficient trends in the 95-100 km region. A similar degree of linearity was found in the 
turbulence power and total constituent diffusion profiles between 93 and 100 km, but a connection 
cannot be established without measurements of temperature, wind, and density perturbations. 
Direct comparison between turbulence 𝑘𝑧𝑧 and power profiles would test such a connection; 
however, measurement uncertainties of correlative approaches are too great over the region of 
interest for accurate characterization. Increasing lidar aperture would reduce temperature and wind 
fluctuation uncertainties to levels suitable for comparison. 
 The turbulence algorithm is additionally limited by temperature error. Due to the large 
sample size of the dataset analyzed in this study, mean trends were determined within a reasonable 
error margin. However, analysis of intra-nightly turbulence variations requires an improved 
methodology to reduce estimation error. The problem at hand essentially reduces to optimal 
statistical filtering of a Gaussian signal in the presence of non-additive Poisson noise. Significant 
variance in parameter distributions suggests an adaptive filtering scheme would be of the greatest 
benefit.  
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CHAPTER 6  
CONCLUSIONS 
 
In this study, we have covered several topics relating to the dynamics of the mesosphere and lower 
thermosphere (MLT) region. MLT variability is primarily influenced by gravity waves (AGWs) 
and atmospheric tides. The origin, propagation, and core MLT characteristics of AGWs were first 
discussed. Gravity waves are produced from tropospheric or secondary disturbances and 
turbulence. As an AGW propagates upwards, its amplitude grows with the atmospheric scale 
height. Wave amplitude can become considerable at MLT altitudes, with temperature perturbations 
on the order of 1-10% of the background. Energy and momentum flux transported by the waves 
alter and disrupt the mean structure of the mesopause region. Accordingly, gravity waves are 
primarily responsible for circulation of the MLT region. 
 Atmospheric tides in the 85-105 km region are driven by Earth’s rotation and are defined 
in terms of their 𝑠-th order harmonic of the 24-hour rotational period. Wind shears set up by 
atmospheric tides are nominally on the order of 20 ms-1km-1. When a propagating gravity wave 
reaches the mesopause region, wave-tide coupling can increase wind shear to amplitudes in excess 
of 40 ms-1km-1, destabilizing the background atmosphere. Destabilization leads to dissipation and 
breaking of the perturbing AGW. Wave breaking produces a series of smaller perturbations 
superposed with the primary perturbation; the period of each successive wave decreasing until 
dissipative scales are reached. The largest class of higher-order perturbations are instability 
structures. Instabilities have widths of a few kilometers and exhibit different properties depending 
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on whether the atmosphere is dynamically or statically unstable. Instability type is characterized 
by the Richardson number, which is the squared ratio of convective stability to wind shear.  
Instabilities, in turn, break down into turbulence structures. Turbulent perturbations of the 
atmospheric density profile result in net constituent displacement, altering the local structure of 
the instability region. From 100 to 105 km, the balance between eddy (including turbulence) 
diffusion and molecular diffusion shifts from eddy-dominated to molecular-dominated. 
Fluctuations in this balance produce significant variations in the diffusion profiles of minor 
constituents at 105 km and onwards, altering the upper atmospheric composition. An improved 
understanding of turbulence activity in this region leads to an improved understanding and 
modeling of atmospheric composition. 
 Previous efforts towards characterization of seasonal variations in turbulence-driven 
diffusion by resonance-fluorescence lidar systems have been limited to altitudes below 100 km 
due to limited signal returns. Following the temperature, wind, and density (TWD) reconstruction 
approach in Chapter 3, TWD profiles are determined within ±25 K, ±5 ms-1, and ±20 ms-1 
uncertainty, respectively, from 85 to 105 km altitude. Reconstruction error rapidly increases in the 
wings of the sodium density profile, which is Gaussian with a peak density of 4000 cm-3 at 92 km 
and FWHM of 10 km.  
 Limiting the maximum allowable temperature and horizontal wind errors to ±10 K and ±5 
ms-1, the mean MLT stability structure between 85 and 105 km can be determined as in Chapter 
4. In this study, 27 nights of observational data spanning 2500 hours in the zenith and 2375 hours 
in the off-zenith directions were used to calculate seasonal stability trends over the Andes Lidar 
Observatory (ALO) in Cerro Pachón, Chile (30.3ºS, 70.7ºW). The average Richardson number of 
the dataset was 0.88, consistent with previous findings. Nominal instability likelihood was 8.3% 
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with a peak probability of 28% at 97 km. Dynamical instabilities were more likely to occur than 
convective instabilities at all altitudes. The atmosphere was frequently unstable between 95 and 
100 km, with the maximum likelihood over the region corresponding to a Richardson number in 
the dynamical instability range. Instability likelihood decreased above 97 km to a minimum near 
105 km. 
 Instability characteristics were measured using a 500 m, 90 s resolution, filtering out 
turbulence-scale fluctuations. Increasing bin resolution to 25 meters and 12 seconds greatly 
reduces the signal-to-noise ratio (SNR) of the measurements, rendering the TWD approach 
ineffective above 100 km. In response, a novel turbulence power algorithm was developed that 
relies solely on photocount fluctuations and background temperature. The algorithm was verified 
to be sensitive to turbulence fluctuations in sodium layer density greater than 25%2 in magnitude 
(±5.5% amplitude) between 85-105 km, enabling turbulence measurements above 100 km using a 
lidar system. Multiple simulations were run to determine resiliency to noise, with the algorithm 
performing desirably for bins with SNR > 4. 
The mean altitude-resolved turbulence power profile calculated from the ALO dataset 
reveals several key findings. (i) Na layer turbulence perturbations are 10-15 times more intense 
than neutral density perturbations. (ii) Average turbulence power in the 85-105 km region is 
10.0±0.9%2 with an average amplitude of 3.16±0.27%. (iii) Turbulence power increases in a log-
scale linear fashion from 3.49±0.66%2 at 93 km to 37.0±2.7%2 at 100 km, corresponding to neutral 
density fluctuations of 1.87±0.35% and 6.08±0.44%, respectively. (iv) Above 100 km, turbulence 
power decreases to a local minimum at 102.5 km with average power and amplitude of 12.5±0.6%2 
and 3.53±0.17%. (v) Richardson number and mixing ratio profiles identify the location of 
increased turbulence activity, but not the relative magnitude of the turbulence. (vi) Both the 
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turbulence power and total constituent diffusion coefficient profiles exhibit a log-scale linear 
increase from 93 to 100 km with a similar degree of linearity. 
Future work is centered around two objectives. First, accurate determination of turbulence 
power over time periods shorter than 8-12 hours produces intolerable background temperature 
uncertainty, as well as significant correlation between photon noise and estimated power spectral 
density (PSD) profiles. Subsequent modifications to the power algorithm must address each error 
source in an optimal fashion. Estimation accuracy can be improved through the implementation of 
an adaptive statistical filter. Denoising of the detrended fluctuation profile amounts to recovering 
a Gaussian signal in the presence of non-separable Poisson noise. A trade study should also be 
performed to determine the minimum resolution required for the background temperature profile. 
While decreasing temperature resolution reduces noise uncertainty, information regarding the fine-
scale structure of the turbulence fluctuation profile is lost during the normalization stage. 
Second, the relationship – if any – between turbulence power fluctuations and turbulence 
contributions to total eddy diffusion should be formalized. Increasing the power-aperture product 
of the ALO lidar would enable direct measurement of turbulence 𝑘𝑧𝑧 in the 95-100 km region. If 
the linear trends discussed in (vi) are found to be connected, the turbulence power algorithm can 
be used to estimate diffusion trends beyond the maximum measurement range of the correlative 
wind-temperature methodology. In conclusion, we have examined the background, development, 
and implementation of a novel turbulence algorithm. Measurements of turbulence activity in the 
100-105 km region were made using a resonance-fluorescence lidar system. The algorithm is 
presented as a promising new approach towards improving our understanding of turbulence in the 
MLT region. 
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APPENDIX A  
STATISTICAL COUNT FLUCTUATION DISTRIBUTION 
 
We would first like to show that the count distribution 𝑁′/𝑁 ~ 𝑁(0, 𝜎2) in the noiseless case. We 
know from [17] that 𝑁′/𝑁 is given by (A.1), 
 
𝑁′
𝑁
=
1
𝑁
(
𝜕𝑁
𝜕𝑤
𝑤′ +
𝜕𝑁
𝜕𝑇
𝑇′ +
𝜕𝑁
𝜕𝜌
𝜌′ + Δ𝑁) (A.1) 
 
where 𝑁 denotes raw photocounts measured over an altitude bin (Δ𝑧, Δ𝑡) = (25 m, 12 s), 𝑤 is the 
vertical wind, 𝑇 is temperature, 𝜌 is sodium (Na) density, and Δ𝑁 = 0 under the noiseless 
condition. Perturbed values are defined as 𝜁′ ≜ 𝜁 − 𝜁, where mean 𝜁 ≜ 𝜁(𝜔 ≤ 𝑁) is taken over a 
subrange 𝑠 ⊂ {𝑍, 𝑇}. From [19] we know that 𝜁′ ~ 𝑁(0, 𝜎𝜁
2). Assuming that 𝜁 is slowly-varying 
with respect to turbulence-scale perturbations, we may show via (A.2) and (A.3) that by the Sum 
of Gaussians, 𝑁′/𝑁 ~ 𝑁(0, 𝜎2). 
 
𝐸 [
𝑁′
𝑁
] = 𝐸 [
1
𝑁
(
𝜕𝑁
𝜕𝑤
𝑤′ +
𝜕𝑁
𝜕𝑇
𝑇′ +
𝜕𝑁
𝜕𝜌
𝜌′)]
=
1
𝑁
(
𝜕𝑁
𝜕𝑤
𝐸[𝑤′] + 
𝜕𝑁
𝜕𝑇
𝐸[𝑇′] +
𝜕𝑁
𝜕𝜌
𝐸[𝜌′]) = 0 
(A.2) 
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𝑐𝑜𝑣 (
𝑁′
𝑁
) = 𝑐𝑜𝑣 (
1
𝑁
(
𝜕𝑁
𝜕𝑤
𝑤′ +
𝜕𝑁
𝜕𝑇
𝑇′ +
𝜕𝑁
𝜕𝜌
𝜌′))
= 𝑐𝑜𝑣 (
1
𝑁
𝜕𝑁
𝜕𝑤
𝑤′) + 𝑐𝑜𝑣 (
1
𝑁
𝜕𝑁
𝜕𝑇
𝑇′) + 𝑐𝑜𝑣 (
1
𝑁
𝜕𝑁
𝜕𝜌
𝜌′)
+ 2𝑐𝑜𝑣 (
1
𝑁
𝜕𝑁
𝜕𝑤
𝑤′,
1
𝑁
𝜕𝑁
𝜕𝑇
𝑇′) + 2𝑐𝑜𝑣 (
1
𝑁
𝜕𝑁
𝜕𝑤
𝑤′,
1
𝑁
𝜕𝑁
𝜕𝜌
𝜌′)
+ 2𝑐𝑜𝑣 (
1
𝑁
𝜕𝑁
𝜕𝑇
𝑇′,
1
𝑁
𝜕𝑁
𝜕𝜌
𝜌′)
= (
1
𝑁
𝜕𝑁
𝜕𝑤
 )
2
𝑐𝑜𝑣(𝑤′) + (
1
𝑁
𝜕𝑁
𝜕𝑇
 )
2
𝑐𝑜𝑣(𝑇′)
+ (
1
𝑁
𝜕𝑁
𝜕𝜌
 )
2
𝑐𝑜𝑣(𝜌′) + 2(
1
𝑁
𝜕𝑁
𝜕𝑤
)(
1
𝑁
𝜕𝑁
𝜕𝑇
)𝑤′𝑇′  
+ 2 (
1
𝑁
𝜕𝑁
𝜕𝑤
)(
1
𝑁
𝜕𝑁
𝜕𝜌
)𝑤′𝜌′  + 2 (
1
𝑁
𝜕𝑁
𝜕𝜌
)(
1
𝑁
𝜕𝑁
𝜕𝑇
)𝜌′𝑇′
= (
1
𝑁
𝜕𝑁
𝜕𝑤
 )
2
𝜎𝑤
2 + (
1
𝑁
𝜕𝑁
𝜕𝑇
 )
2
𝜎𝑇
2 + (
1
𝑁
𝜕𝑁
𝜕𝜌
 )
2
𝜎𝜌
2
+ 2(
1
𝑁
𝜕𝑁
𝜕𝑤
)(
1
𝑁
𝜕𝑁
𝜕𝑇
)𝑤′𝑇′  + 2 (
1
𝑁
𝜕𝑁
𝜕𝑤
)(
1
𝑁
𝜕𝑁
𝜕𝜌
)𝑤′𝜌′  
+ 2 (
1
𝑁
𝜕𝑁
𝜕𝜌
)(
1
𝑁
𝜕𝑁
𝜕𝑇
)𝜌′𝑇′  ≜  𝜎2 
(A.3) 
 
Next, we would like to show that in the presence of noise, 𝑁′/𝑁 ~ 𝑁(−𝜇, 𝜎𝑁
2). For a 
slowly-varying 𝑁 with respect to turbulence-scale perturbations as before and under the Law of 
Large Numbers (LLN), assuming the subrange 𝑠 is sufficiently large, 𝑁 ≈ 𝜇. Here, 𝜇 is defined as 
the mean of the samples 𝑋𝑖, 𝑖 ∈ 𝑠. Observations of 𝑋𝑖, denoted 𝑁𝑖, are given by (A.4), 
 𝑁𝑖 = 𝑋𝑖 + 𝑉𝑖  (A.4) 
 
where 𝑉𝑖 is Poisson-distributed measurement noise; namely, 𝑉𝑖 ~ 𝑃𝑜𝑖(𝜆𝜏 = 𝑋𝑖). From the results 
of (A.2) and (A.3), we find that 𝑋𝑖 ~ 𝑁(𝜇, 𝜎𝑥
2). Under the Central Limit Theorem (CLT), we may 
further assume that 𝑉𝑖 ~ 𝑃𝑜𝑖(𝜆𝜏 = 𝑋𝑖) ≈ 𝑁(𝜇, 𝜇). 
 Considering now the distribution of 𝑁 in the presence of noise, we have via (A.5), 
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𝑁 ~ 
1
|𝑠|
∑ 𝑋𝑗 + 𝑃𝑜𝑖(𝑋𝑗)
|𝑠|−1
𝑗=0
= 
1
|𝑠|
∑ 𝑋𝑗
|𝑠|−1
𝑗=0
+
1
|𝑠|
∑ 𝑃𝑜𝑖(𝑋𝑗) 
|𝑠|−1
𝑗=0
≈ 𝑁 (𝜇,
𝜎𝑥
2
|𝑠|
) + 𝑁(𝜇, 𝜇)
𝐿𝐿𝑁
→ 𝜇 + 𝑁(𝜇, 𝜇) 
(A.5) 
 
where |𝑠| is the cardinality of set 𝑠 and the CLT and LLN have been applied. Therefore, the 
distribution of the left-hand side (LHS) of (A.1) is expressed by (A.6), 
 
𝑁′
𝑁
=
𝑁 −𝑁
𝑁
 ~
𝑁(𝜇, 𝜎𝑥
2) + 𝑃𝑜𝑖(𝑁(𝜇, 𝜎𝑥
2)) − (𝜇 + 𝑁(𝜇, 𝜇))
𝜇 + 𝑁(𝜇, 𝜇)
 
=  
𝑁(0, 𝜎𝑥
2) − 𝑁(𝜇, 𝜇)
𝜇 + 𝑁(𝜇, 𝜇)
=
𝑁(0, 𝜎𝑥
2) − Δ𝑁
𝜇 + Δ𝑁
 
(A.6) 
 
where 𝑃𝑜𝑖(𝑁(𝜇, 𝜎𝑥
2)) − 𝑁(𝜇, 𝜇) ≈ 𝑁(−𝜇, 𝜇) holds under the CLT. We see that as Δ𝑁 → 0, 
𝑁′/𝑁 ~ 𝑁(0, 𝜎2) as in the noiseless case. However, as the signal level decreases on the topside of 
the Na layer, the noise term can no longer be neglected and 𝑁′/𝑁 departs from a normal 
distribution. Massaging (A.6) further, 
 
𝑁(0, 𝜎𝑥
2) − Δ𝑁
𝜇 + Δ𝑁
=
𝑁(−𝜇, 𝜎𝑥
2 + 𝜇)
𝑁(2𝜇, 𝜇)
 (A.7) 
 
Equation (A.7) shows that at low SNRs, the distribution of 𝑁′/𝑁 is in fact a Gaussian ratio 
distribution with non-zero mean. Under the Geary-Hinkley transformation [112], (A.7) may be 
roughly approximated as a Gaussian distribution for 𝜇 ≥ 30. Since the denominator of (A.7) is 
unlikely to be negative and the numerator and denominator are uncorrelated, this approximation is 
reasonably valid. Therefore, the transferrable result is that for a noisy distribution, we expect (A.6) 
to be approximately Gaussian-distributed with a negative mean, i.e. 𝑁′/𝑁 ~ 𝑁(−𝜇, 𝜎𝑁
2).  
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