Spoken words undergo frequent and often predictable variation in pronunciation. One form of variation is medial /t/ deletion, in which words like center and cantaloupe are pronounced without acoustic cues indicative of syllable-initial /t/. Three experiments examined the consequences of this missing phonetic information on lexical activation. In Experiment 1, the Ganong Paradigm (W. F. Ganong, 1980) was used to measure the strength of activation of /t/-deleted variants, comparing labeling and response time results with their citation counterparts. Phonemic restoration was used in Experiment 2 to generalize the results. In Experiment 3, Experiment 1 was replicated with a large number of trials so that the time course of activation could be mapped. Results show that lexical influences on labeling begin sooner and reach a higher level for the citation than for the /t/-deleted variant, although the overall shapes of their activation profiles are similar.
Phonological analyses of corpora of conversational speech show that words are pronounced in different ways (e.g., just 3 jus; probably 3 probly). This variation can be severe (Ernestus, Baayen, & Schreuder, 2002; Johnson, 2004) and in its milder forms is reasonably predictable on the basis of the surrounding phonological environment, the type of variation, word frequency, speaker, morphological complexity, and other variables (Ernestus, 2000; Ernestus, Lahey, Verhees, & Baayen, 2006; Jurafsky, Bell, Fosler-Lussier, Girand, & Raymond, 1998; Patterson, LoCasto, & Connine, 2003; Raymond, Dautricourt, & Hume, 2006) . The ubiquity and variety of pronunciation variation are a challenge for understanding spoken word recognition. How do listeners recognize a pronunciation variant as the word intended by the speaker?
Research into this question has explored the consequences of pronunciation variation on word processing. There is a clear distinction between processing words that vary in ways commonly encountered in conversation versus variation that is unexpected. Words that undergo common forms of variation (e.g., vowel deletion, flapping, assimilation) prime their citation counterparts more strongly than a phonologically unrelated control word. In contrast, primes that deviate in uncommon ways (e.g., horse pronounced as gorse) show minimal or no evidence of lexical activation of the intended word (Connine, Blasko, & Titone, 1993; Marslen-Wilson, Nix, & Gaskell, 1995; McLennan, Luce, & Charles-Luce, 2003 Ranbom & Connine, 2007) .
How strongly pronunciation variants activate lexical memory depends on when and how activation is measured. Tasks that probe longer term or more abstract representations tend to yield few differences in performance as a function of pronunciation variant. Using semantic priming, Deelman and Connine (2001) and Sumner and Samuel (2005) showed that primes differing in how a word-final /t/ is pronounced (e.g., released, unreleased, glottalized) generated comparable amounts of semantic priming. Charles-Luce (2003, 2005) obtained similar results in studies examining lexical activation of words whose medial /t/ can be flapped instead of released (e.g., [prIɾI] vs. [prIti] ). Using a repetition priming paradigm in which primes and targets are presented in consecutive blocks of trials instead of sequentially on a single trial, response times (RT; shadowing and lexical decision) were comparable regardless of the pronunciation of the prime or target, again suggesting abstraction from the surface form.
Tasks that tap more immediate form-based representations (standard repetition priming, phoneme monitoring, lexical decision) often show a cost in encoding pronunciation variation (Deelman & Connine, 2001; Janse, Nooteboom, & Quené, 2007; Ranbom & Connine, 2007) . For example, LoCasto and Connine (2002) found that mismatches in pronunciation between prime and target (cabinet 3 cabnet; cabnet 3 cabinet) almost always induced a response slowdown to the target in auditory-auditory repetition priming. Janse et al. (2007) obtained a similar pattern in a study examining lexical activation of words that undergo word-final /t/ variation. In a cross-modal repetition priming experiment, /t/ deleted variants (e.g., jus for just) were less effective primes than variants in which /t/ was instead released or unreleased.
That word processing can be slowed when a pronunciation variant is encountered makes sense on purely informational grounds if one assumes the citation form is the only one represented lexically: Deviations from the form stored in memory will slow processing. However, this outcome is counterintuitive in light of the fact that a pronunciation variant can be heard much more often than its citation form. Analyses of speech corpora consistently show that this is often the norm for listeners. Words with final /t/ are unreleased much of the time in conversational Dutch (Ernestus, 2000) . The same is true in English for certain words (Deelman & Connine, 2001; Neu, 1980) . More generally, specific phonological environments lead to consistent and frequent pronunciation variation in some words (Bell et al., 2003; Patterson, LoCasto, & Connine, 2003; Raymond et al., 2006) .
Nevertheless, even when a variant's frequency is much higher than the citation form, the latter generates greater lexical activation than the former. Ranbom and Connine (2007;  see also LoCasto & Connine, 2002) most recently demonstrated this using words such as center ([sεnt ] ) pronounced as [sεn ] , without the [t] . In their analysis of the Switchboard speech corpus (Godfrey & Holliman, 1997) , medial /t/ deletion, 1 or nasal flapping, was found to be very common in some words, occurring over 75% of the time. Although exposure to the citation forms of these words is comparatively infrequent, listeners' performance in lexical decision and cross-modal priming paradigms showed that they are processed more efficiently. RTs were faster and accuracy was higher to the citation form.
The purpose of the present investigation was to define further the nature of the processing advantage for the citation form over the more common pronunciation variant. There were two goals. The first was to replicate past findings with complementary paradigms that can provide a measure of activation strength. RT has been the primary dependent measure in prior work, and in the context of lexical decision experiments, has been interpreted as reflecting differences in lexical processing between the realizations. If the locus of such effects is indeed lexical and reflects differences in activation, then they should be found with other paradigms that require lexical memory for differences to emerge between conditions. Two paradigms that fit this bill in multiple ways are the Ganong (1980) paradigm, used in Experiment 1, and phonemic restoration (Samuel, 1981; Warren, 1970) , used in Experiment 2. With both, the measures of lexical influences are computed from two-choice classification responses from which a measure of activation strength can be derived. Both also have a long history of being sensitive to lexical manipulations, so they are appropriate for asking questions about the degree of lexical activation of pronunciation variants. Finally, both measure lexical processing indirectly, in that lexical effects are computed from participants' decisions about properties of the stimulus other than its lexical status.
The second goal of the study was to map the time course of activation for a citation form and its pronunciation variant. A highly common pronunciation variant could very well generate an amount of activation that is equivalent to its citation counterpart, but the rate of activation might be slower due to the deviation in pronunciation. If this is the case, the peak of the activation function for the variant would be later in time but could be just as high as that of the citation form. The time pressure placed on participants to respond quickly in lexical decision tasks may well tap activation at an early point in time and thus miss the later evolution of the variant's activation profile. Alternatively, pronunciation variation could permanently handicap lexical activation, in which case no matter when activation is tapped, it would be lower for the variant. These possibilities were explored in Experiment 3.
Experiment 1

Experiment 1A
In the first experiment, the Ganong (1980) paradigm was used, in which listeners classify a word-initial phoneme as one of two alternatives (e.g., /s/ or /ʃ/). These phonemes are prepended to a context (e.g., enter) that forms a word at one endpoint and a nonword at the other (e.g., center-shenter). When listeners are presented a step from the middle of the continuum, which is acoustically ambiguous, they are biased to label the initial segment in a lexically consistent manner (e.g., responding /s/ given enter).
The magnitude of the labeling bias can serve as a measure of the strength of lexical activation, with a larger bias implying stronger lexical activation (Pitt & Samuel, 2006) . Quantitatively, the lexical effect is measured relative to another context (e.g., elter) that biases labeling toward the opposite continuum endpoint (e.g., /ʃ/). If this additional continuum is held constant across pronunciation conditions (e.g., citation vs. /t/-deleted), it serves as a reference against which to measure changes in the magnitude of lexical activation. The size of the lexical effect is referred to as a lexical shift because of the way the labeling functions spread apart in the middle of the phonetic continuum.
I measured the sizes of the lexical shifts for two words that undergo frequent /t/ deletion, once when pronounced in their citation form and once when pronounced with a nasal flap. The high frequency with which these words are heard in their reduced form in conversation suggests that they will generate robust lexical shifts, so at issue is the relative sizes of the shifts. If /t/-deleted variants generate less lexical activation, their lexical shifts should be smaller.
The time required to classify the phoneme has proven to be a valuable additional source of information about word processing, supporting and clarifying interpretation of the labeling data (Connine & Clifton, 1988) . For example, if the deleted variant generates a lexical shift that is similar in size to the one found with the citation form, is it at a cost of slower responding (i.e., tapping activation later in time)? RT data were collected and analyzed to answer this question in order to further determine the consequences of processing pronunciation variants.
Method
Stimuli. Two words were identified that not only had the appropriate phonological structure but also satisfied the criteria necessary to use the Ganong (1980) paradigm (e.g., identification of an appropriate word to use in the creation of the reference continuum). They were center and counter. Center occurs 53 times in the Buckeye Speech Corpus (including derivatives like centered; Pitt et al., 2007; Pitt, Johnson, Hume, Kiesling, & Raymond, 2005) , with the medial /t/ never once being realized as [t] . Counter was much less frequent, but was also never pronounced with a [t] in its 12 occurrences. These pronunciation frequencies are very similar to those reported by Ranbom and Connine (2007) , who used the Switchboard corpus (Godfrey & Holliman, 1997) .
Word-initial phonetic continua were created using reference words that matched the targets in number of syllables, lexical stress, and the initial vowel, but whose initial consonant differed by one phonetic feature. The reference word for center was shelter, necessitating the construction of a /s-ʃ/ continuum. The reference word for counter was powder, necessitating the creation of a /k-p/ continuum.
Tokens of the target words (citation and deleted forms) and reference words were recorded onto digital audiotape (DAT) in a sound-dampened room, digitally transferred to a PC where they were downsampled to 16 kHz (7.8 kHz low-pass filtered), and then stored as individual sound files. Analyses of the citation and deleted pronunciation were performed to ensure the acoustic properties of the two pronunciations were as intended. The citation forms all contained a stop closure (averaging 36 ms) after the nasal followed by a stop burst plus aspiration (49 ms) prior to vowel onset. The deleted pronunciations contained none of these cues. Instead, medial /n/ was coarticulated with the following vowel.
The phonetic continua were created by blending clear tokens of each endpoint in various proportions (Pitt & McQueen, 1998) . To make the /s-ʃ/ continuum, tokens of each fricative were identified that were similar in duration (216 ms), excised from the word at the zero crossing prior to the first pitch period of the vowel, and then digitally combined, sample by sample, in steps of .05, ranging from a clear /s/ (100% /s/ plus 0% /ʃ/) to a clear /ʃ/ (0% /s/ plus 100% /ʃ/). These 21 steps were then prepended to three contexts (different tokens of enter, elter, and a token of ener) after removing their initial fricative, again at vowel onset. This yielded the three continua for the center test set: center-shenter, cenershener, and celter-shelter.
For the /k-p/ continuum, tokens of /k/ and /p/ were identified whose voice onset times were similar in duration (93 ms). They were then excised from the words immediately before the first pitch period of the vowel, blended in the 21 ratios, and then prepended to tokens of all contexts (ounter, ouner, owder) to create the counter test set: counter-pounter, couner-pouner, cowder-powder. Because /t/ lies between /p/ and /k/ on a placeof-articulation continuum, one might wonder whether the ambiguous steps sounded like /t/. None did, nor did listeners ever report hearing utterances that began with /t/.
Two pilot experiments were conducted to identify steps in the middle of the two phonetic continua at which lexical influences were substantial, one using the center-shenter and celter-shelter continua, and the other using the counter-pounter and cowderpowder continua. Twenty listeners (10 for each pair of continua) heard 12 presentations of the endpoints (Steps 1 and 21) of each continuum plus seven steps taken from the middle of the continuum. Labeling functions were created from the averaged participant data. The three middle steps that yielded large differences in labeling between the two contexts (i.e., a lexical shift) were selected. These three middle steps plus the two endpoints made up the five steps on each of the three continua of a test set.
Labeling in the Ganong (1980) paradigm is sensitive to the size of a lexical neighborhood, which is defined as the number of words that deviate from the target word by a single substitution, deletion, or insertion of a phoneme (Newman, Sawusch, & Luce, 1997 ). In the current experiment, neighborhood effects could be mistaken for lexical effects if the difference in neighborhood structure of the endpoints on the citation continuum (e.g., counter-pounter) is not comparable to that between the endpoints on the deleted continuum (couner-pouner). That is, if there were a density advantage (i.e., more neighbors) for counter relative to couner, then a larger lexical shift for counter could be attributed to neighborhood differences, not pronunciation differences.
For the counter test set, neighborhoods were small (two to six words) and neighborhood density (sum of log frequency counts) increased from the word to the nonword endpoints on the two continua (counter ϭ 1.08 vs. pounter ϭ 3.15; couner ϭ 0.60 vs. pouner ϭ 4.60). To the extent that differences between such small neighborhoods affect word perception, there is a density advantage for counter (1.08 -3.15 ϭ Ϫ2.07) over couner (0.60 -4.60 ϭ Ϫ4.00), but in both cases it is biased toward the nonword endpoint. Analysis of the center test set showed that neighborhood size spanned a larger range (3-12 words), and density was larger at the word endpoints (center ϭ 5.06 vs. shenter ϭ 2.45; cener ϭ 6.84 vs. shener ϭ 1.45). The density advantage is for the /t/-deleted pronunciation (center: 5.06 Ϫ 2.45 ϭ 2.61; cener: 6.84 Ϫ 1.45 ϭ 5.39). Similar results are obtained if the number of neighbors is used as the measure of neighborhood density. These analyses show that lexical neighborhood does not consistently covary with pronunciation of the target in a manner that could render interpretation of the data ambiguous.
Procedure. A different group of listeners was tested on each of the two test sets. Stimulus presentation was blocked such that participants responded to each step on the three continua before a step was presented again, except for steps on the reference continuum (e.g., selter-shelter), which were presented twice for every presentation of the steps on the other two continua (e.g., centershenter and cener-shener) so that listeners heard /s/-biased and /ʃ/-biased contexts equally often. Presentation within each block was randomized. With five steps per continuum, each block contained 20 trials. There were 10 blocks in all, for a total of 200 trials.
Listeners were tested up to four at a time, each in a separate sound-dampened cubicle. Stimuli were presented binaurally over headphones at a comfortable listening level. Two buttons on a response box situated in front of participants were labeled with the letters that correspond to the two phonemes (e.g., k and p, or s and sh). After listening to instructions to respond quickly yet accurately on each trial, participants sat through a 14-trial practice session before proceeding to the test session. On each trial listeners were given 2,500 ms to respond after stimulus offset. Once all listeners had responded, there was a 2,500 ms pause before the next trial. Stimulus presentation and response collection were controlled by computer. After the experiment, listeners were given a surprise recall test in which they were asked to write down all of the utterances (words and nonwords) heard during the experiment.
Participants. Participants were 36 undergraduates enrolled in introductory psychology. All participated to fulfill a course requirement, and none reported hearing difficulties. Half heard the counter test set and half the center test set. Although data were not collected on their place of birth or where they were raised, given the demographics of the Ohio State University student body (Ͼ90% native to Ohio), it is a good bet that these participants are exposed to medial /t/ variation at the rates found in the Buckeye corpus.
Results
Lexical shift analyses. The proportion of /k/ (or /s/) responses at each step on each continuum was calculated for all participants. These data were then averaged across listeners within each test set and are graphed in the top row of Figure 1 , with the counter data on the left and the center data on the right. Lexical influences on phoneme categorization are present when the labeling functions diverge so that responses to the lexically consistent category (e.g., /s/ given enter and /ʃ/ given elter) are most frequent. This lexical shift was quantified by calculating the mean difference in labeling between the three middle steps on the citation (and deleted) continuum and the reference continuum (Pitt & Samuel, 1993) . All p values were less than .05 unless reported otherwise.
Lexical shifts were obtained with the citation forms of both test sets, with the sizes of the shifts differing noticeably across continua (/k-p/ vs. /s-ʃ/). In both cases the size of the shift was statistically reliable: ?ounter shift, .10, t(17) ϭ 3.42; ?enter shift, .64, t(17) ϭ 14.45 (? denotes the perceptually ambiguous phoneme). Also across both graphs, one can see that a smaller lexical
Continuum
Step Response time analyses. The RT data were aggregated in the same way as the categorization data. For each participant, RTs at each continuum step were averaged separately for each of the three continua of a test set. Individual participant data were then combined and the mean RT functions for each test set were graphed (see bottom row of Figure 1) .
As with the labeling data, we are interested in how the two test functions (e.g., ?ounter and ?ouner) are positioned relative to the reference function (e.g., ?elter) and to each other. However, unlike the labeling data, the direction of the shift is not fixed but reverses across the phonetic continuum as the lexical status of the strings change from words to nonwords. On the /k/ side of the continuum, responses should be faster in the /k/-biased context (e.g., ounter) than in the /p/-biased context (owder), causing the ?ounter function to lie below the ?owder function. These two functions should swap positions on the /p/ side of the continuum, where the owder context should speed /p/ responses and the ounter context should slow them down. As with the labeling data, of interest is the relative position of the /t/-deleted function (ouner).
Lexical influences on response speed were analyzed separately on each side of the continuum. The cross-over point between the reference (?owder) and citation (?ounter) function was used to split the continuum in two. For both the counter and center test sets, this point fell between Steps 3 and 4, resulting in Steps 1-3 being grouped together and Steps 4 -5 being grouped together. Results on the /k/ and /s/ sides of the continua (Steps 1-3) are of most interest because this is where facilitory effects from lexical activation of the /t/-deleted variant should be found.
For the counter test set, a large effect of lexical status is found with ?ounter and ?owder, as would be expected. From Step 1 through Step 3, responses were an average of 53 ms faster in the ounter context than in the owder context, clear evidence of lexical biases affecting categorization speed, t(17) ϭ 2.32. At Steps 4 and 5, the /p/ side of the continuum, there was a 63-ms word RT advantage for the ?owder function, t(17) ϭ 2.85. /t/ deletion affected RT in a way that suggests couner activated lexical memory more weakly than counter. The ?ouner function lies between the ?ounter and ?owder functions across the continuum. The effect of reduced activation is visible across Steps 1-3, with RTs averaging 38 ms slower when the context was ouner than when it was ounter, t(17) ϭ 2.17. Note that RTs given for ouner are only slightly (15 ms) faster than those given for owder. The weaker lexical activation by the /t/-deleted variant aided responding on the /p/ side of the continuum by reducing the magnitude of the RT slowdown. At Steps 4 and 5, the difference between the ?ouner and ?owder functions was 33 ms, t(17) ϭ 1.21, p Ͻ .24, half the size of the slowdown found with the ?ounter function (63 ms). The 30-ms RT difference between the ?ounter and ?ouner functions at Steps 4 and 5 was not reliable, t(17) ϭ 1.64, p Ͻ .12.
The RT functions of the center test set are not dome-shaped like those of counter, with the endpoint RTs being fastest and responses to the middle steps being slowest. Rather, RTs were much faster at the word than nonword endpoints, indicating that the lexical contexts had strong effects on response speed across the entire phonetic continuum. Statistical comparisons showed that at the /s/ endpoint, /s/ responses were reliably faster in the enter than elter contexts, t (17) Before the implications of the results are discussed, a replication of Experiment 1A will be presented, which was designed to address a methodological concern: Are the effects found with the deleted forms influenced by the presence of the citation forms, or vice versa? The within-subject design of Experiment 1A could have biased how listeners perceived or responded to the deleted variants. For example, the presence of the citation pronunciation might have exaggerated differences between it and the deleted variant, increasing the chances that listeners heard cener and couner as nonwords, thus reducing lexical effects. In Experiment 1B, the deleted and citation continua were presented to different groups of listeners.
Experiment 1B: Replication Between Listeners Method
The experimental setup and procedure were identical to those used in Experiment 1A except for the between-groups design. With two words (center and counter) and two pronunciations of each, four groups of participants were tested. All also heard the appropriate reference continuum. Each continuum step was presented 12 times, for a total of 120 trials. For the center test set, 40 new participants were tested, 20 in each group. For the counter test set, there were 23 participants in each group.
Results
The data were aggregated and analyzed following the procedure in Experiment 1A. Mean labeling and RT functions are shown in Figure 2 . The labeling data closely resemble what was found when the experiment was run within-subjects. The only significant departure is the labeling shifts for the counter test set. As can be seen, large and statistically reliable lexical shifts were found with both pronunciations: ounter, .23, t (22) Despite replicating the basic RT pattern, there is one salient difference in RTs across experiments, which may explain why labeling shifts were so much larger in Experiment 1B: RTs to the counter test set were on average 212 ms faster in Experiment 1B than in Experiment 1A. Comparison of the two RT graphs across Figures 1 and 2 shows that the distributions overlap minimally, with the slowest mean RT in Experiment 1B (758 ms) being 85 ms faster than the fastest mean RT in Experiment 1A (833 ms). The faster responding in Experiment 1B (counter test set only) appears to have tapped lexical activation earlier in time, when it was not only greater, but differences in activation between the citation and deleted forms were greater as well.
For the center test set, RTs fell within a similar range as in Experiment 1A, and the data patterned similarly as well. At the /s/ endpoint, ?enter generated faster RTs than ?elter, t(19) The data for the counter test set are on the left, and the data for the center test set are on the right. Because pronunciation of the target word was manipulated between subjects, there are two functions for the reference word (e.g., ?owder), one for the group of listeners who heard the full form of the target word (e.g., ?ounter, solid line) and one for the group that heard the deleted variant (e.g., ?ouner, dashed line).
for the difference to reach statistical significance at either endpoints (/s/ and /ʃ/: t Ͻ 1).
Discussion
A summary of the results of Experiment 1 is presented in Table 1 . Rows 1 and 2 contain the sizes of the lexical shifts for the citation and deleted pronunciations. The differences between the two are shown in the third row. Scanning across the data, one cannot help but notice that the average shift is more than twice as large for the center than counter test sets (.105 vs. .045, respectively). Although the drop in shift magnitude for the counter test sets can appear very small in Experiment 1A, it is most informative to evaluate these numbers in the context of the absolute size of the lexical shifts themselves (rows 1 and 2). The percentage change in shift magnitude is a more meaningful measure because it normalizes for such differences. These values are shown in parentheses in the third row of Table 1 . Three are quite comparable, with the rightmost value being somewhat higher. The labeling data show clearly that words whose phonological structure leads to frequent medial /t/ deletion activate their lexical representations, but consistently less so than the citation forms.
The RT data reinforce the above claims. The bottom row of Table 1 contains the mean difference in milliseconds between the citation and deleted RT functions (Steps 1-3), but only for the within-subject comparisons because between-group differences were too variable and inconsistent. Positive values represent faster responses in the citation context relative to the deleted context. Responses in the citation context were always faster by a healthy margin, indicating faster lexical activation given the canonical pronunciation.
One unexpected outcome was the failure of the ?enter and ?ener functions to cross over at Steps 4 and 5 and show an RT advantage for ?ener. This happened in both Experiments 1A and 1B, but only with the center test set. As mentioned earlier, a likely reason for this outcome is the fricative continuum itself. Even clear tokens of /s/ and /ʃ/ can be confusable, especially when embedded in a lexical context. Steps at the /ʃ/ endpoint may have been sufficiently ambiguous to be susceptible to lexical biases, thereby extending the lexical advantage at the /s/ endpoint to the /ʃ/ endpoint. The absence of dome-shaped RT functions, which were found with the /k/-/p/ continuum, supports this interpretation.
Inspection of the RT and labeling data together raises interesting questions about the temporal dynamics of processing pronunciation variants. In both the counter and center test sets, the deleted pronunciation produced a large lexical shift, but at a cost: RTs were substantially slower than to the citation form. From what is known about the time course of lexical effects in the Ganong (1980) paradigm (Miller & Dexter, 1988; Pitt & Samuel, 1993 , 2006 , there is good reason to think that the labeling shift for the deleted variant would shrink in size if listeners responded as fast as they did to the citation pronunciation. This coupling of lexical influences across dependent measures can be used profitably to study the time course of processing the two pronunciations, and is done in Experiment 3.
One might wonder whether listeners heard the deleted variants as the intended word or were aware of the slight differences in pronunciation of the deleted and citation forms. In a surprise recall test after the experiment, listeners were asked to write down all of the words and nonwords they heard. Most (78%) recalled the test words (e.g., counter). All who did classified them as words. Of the few of who distinguished between the two pronunciations (13%), all classified the deleted form as a word. Most listeners did not notice or did not bother to distinguish between the deleted and citation pronunciations. Even the listeners who heard only the deleted variant (half the participants in Experiment 1B) restored the /t/ when recalling the stimuli. This response pattern does not reflect a reluctance on the part of listeners to report nonwords. They did so freely; nonword endpoints (e.g., selter, pounter) were reported just as often as word endpoints.
Experiment 2: Converging Evidence With Phonemic Restoration
The results of Experiment 1 replicate prior work in showing that words that undergo frequent medial /t/ deletion in casual speech yield lexical activation, but not as much as that found with the citation form. The results build on this literature by providing one estimate of the difference in activation strength, 21% when averaged over the four percentages in Table 1 .
In Experiment 2, the comparison was repeated using phonemic restoration (Samuel, 1981; Warren, 1970) , which was chosen because it complements the Ganong (1980) paradigm in important ways. One is that, like Ganong, restoration measures lexical effects indirectly. Listeners' attention is focused on deciding whether a segment is present in a word, and their ability to do so is influenced by lexical variables. However, the two tasks lead to opposite predictions about how lexical effects will influence performance. In the Ganong paradigm, the size of the labeling bias increases positively with the strength of lexical influences. In phonemic restoration, the listener's task is to discriminate segments that have been replaced with noise from those to which noise has been added. As lexical influences increase, discrimination difficulty increases, with listeners finding it harder to tell whether a segment is noise-added or noise-replaced.
In terms of stimulus choice, phonemic restoration is more flexible than the Ganong (1980) paradigm, which can be used only when stimuli satisfy a number of criteria. Not only must there be a pair of words available to create the word-nonword and nonword-word continua, but also a suitable phonetic continuum must be created, which can be tricky. Phonemic restoration does not have these limitations, which enabled the use of a much larger and more variable set of stimuli. If the results of Experiment 1 are replicated using phonemic restoration, then discrimination should be worse (lower dЈ) for the citation than for deleted pronunciations. Longer words generate more lexical activation than shorter ones (Pitt & Samuel, 2006) , so an additional drop in discriminability should be found with threesyllable words. In their study on processing vowel-deleted variants, LoCasto and Connine (2002) found that vowel deletion disrupted lexical activation less in three-syllable words than in two-syllable words, so a similar effect of length was expected here.
Method
Stimuli. Eighteen words served as the target stimuli (listed in the Appendix). All possess the same phonological structure in which medial /t/-deletion is common (/nt/ preceded by a full vowel that receives primary stress and a following vowel that is unstressed), and all exhibit /t/-deletion in the Buckeye speech corpus (Pitt et al., 2007) . The ubiquity of this form of pronunciation variation can be appreciated when it is considered that for twosyllable words alone, /t/-deletion occurred 75% of the time (678 tokens, 51 types). Equally important, only 5% of /t/s were released, with the remaining pronunciations being labeled as [ʔ] or [d] . Ranbom and Connine (2007) reported similar statistics in the Switchboard corpus (Godfrey & Holliman, 1997) .
Half of the target words were two syllables and half were three syllables in length. In four of the three-syllable words, /nt/ straddled the first and second syllables; in five it straddled the second and third syllables. More words than this were not used because I wanted to limit the test to those words for which we had the most information about production variation.
Fillers were words (132) and nonwords (150) from one to three syllables in length, each length occurring with similar frequency. Nonwords were created by changing consonants and vowels of words not already used in the experiment. Nonwords were included out of concern that if a deleted variant was heard as a nonword, it would stand out from the words, be responded to differently, and potentially alter participants' response strategy. With an equal number of nonwords, this problem was eliminated. Such a large number of fillers was included to ensure that the deleted variants were not conspicuous.
Targets (including new tokens of center and counter) and fillers were recorded using the same equipment and procedure used in Experiment 1. Deleted forms of the targets were spoken in a relaxed and casual style. Acoustic analyses of the stimuli showed no evidence (visual or auditory) of stop closure or burst release cues in the deleted forms, but both were present in the citation forms (closure plus release averaged 84 ms across tokens). This difference in pronunciation resulted in the deleted variants being 55 ms shorter than the citation forms (655 ms vs. 710 ms).
The first vowel in the target words was chosen as the phoneme to be altered (replaced by noise or mixed with noise). This choice was made to avoid interfering with processing the medial /t/ in the citation form, the critical manipulation between conditions, and also its immediately adjacent phonemes (preceding /n/ and following vowel). Because word-final phonemes in some of the twosyllable words immediately followed /t/ (e.g., county, plenty), this left the first and second phonemes as viable choices, of which the latter seemed preferable because it is not at a word boundary.
The phonemes chosen to be altered in the fillers varied in position within the word, in phone class (vowel or consonant), and in stress of the syllable containing the altered phoneme (stressed or unstressed) to camouflage the targets.
In the construction of the added and replaced versions of each stimulus, the stretch of the to-be-altered speech signal was identified and measured using auditory and visual cues. The sound files and their corresponding measurements were fed into a program that generated the added and replaced tokens of each stimulus, making four versions of each target word (deleted-added, deletedreplaced, citation-added, citation-replaced) and two versions of each filler (added, replaced). Signal correlated noise was used (see Samuel, 1996) .
The altered vowels (replaced and added) were then excised from the target words and pretested to ensure that discrimination out of context was comparable across the citation and deleted pronunciations. If it was not, then differences found when the listeners responded to the vowels embedded in the words could be misleading. Replaced and added versions of each vowel were presented once each to 39 listeners in a random order, which paralleled the design of the main experiment, described below. dЈ was calculated separately for each vowel. Mean dЈ across the 18 words in each pronunciation condition was 2.622 (citation) and 2.800 (deleted), demonstrating extremely good and comparable discriminability. The .178 difference is not statistically reliable, t Ͻ 1.
Design and procedure. For this experiment to be a stringent test of the hypothesis that deleted variants produce less lexical activation than their citation forms, each target word (citation or deleted form) was presented only once to a participant, which is the opposite of what is done in the Ganong (1980) paradigm, where listeners hear a small set of stimuli many times. The combination of a small set of targets, and the fact that signal detection analyses are observation-hungry, made it impossible to design an experiment whose data could be analyzed by participant. With 18 targets, each presented only once, there would be too few observations per condition to obtain trustworthy dЈ values.
The experiment was therefore designed to compare item performance across conditions by having a large number of participants respond to the various pronunciations of each target word, each of which appeared in a different version across four stimulus lists. All of the fillers, half added and half replaced, occurred in each list. For two of the lists, the added version was presented; for the other two, the replaced version was presented.
Listeners were tested up to four at a time using the same equipment that was used in Experiment 1. Two buttons on the response boxes were labeled added and replaced. Listeners were instructed to press the button labeled added if they thought "noise was added to the letter sound" or replaced if they thought "the letter sound was replaced with noise." The 300 test trials followed an 18-trial practice session. Listeners had 2,500 ms to respond after stimulus offset, and there was a 2,000 ms pause before the next trial began.
Participants. Participants were 120 new undergraduates from the same pool that was used in Experiment 1. Thirty participants were tested in each of the four lists.
Results and Discussion
dЈ (a measure of discriminability) and beta (a measure of response bias) were calculated for the citation and deleted forms of each of the 18 target words. Mean values, along with the mean proportion of false alarms (responding added when the phoneme was replaced) and misses (responding replaced when noise was added to the phoneme) are listed in the first row of Table 2 .
The results replicate and generalize what was found in Experiment 1. The dЈ data show a clear discrimination advantage for the deleted variants. dЈ was higher when the word was the deleted variant than when it was the citation form. The .446 difference in dЈ was statistically reliable, t(17) ϭ 3.24, with 14 of 17 words (one tie) showing the effect in the observed direction. Inspection of the misses and false alarms shows that the source of the poorer discrimination for the citation form is a higher frequency of responding added when the segment was in fact replaced with noise, just what would be expected if citation forms produced stronger lexical activation. The difference in false alarms between the citation and deleted conditions was reliable, t(17) ϭ 4.08, with 15 of 18 items showing this effect in the same direction. The difference between the miss rates was not reliable. The virtually equivalent betas across pronunciations indicate that listeners applied the same criteria when responding to both types of words, showing a slight bias to respond replaced.
When the results were analyzed by word length, not only was the same pattern found, but also expected differences emerged between the two-and three-syllable words (lower rows of Table 2 ). Discrimination was better for deleted than citation forms for both two-and three-syllable words: two-syllable, t(8) ϭ 2.83, 8 of 9 words; three-syllable, t(8) ϭ 1.79, p Ͻ .11, 6 of 8 words, with one tie. Comparison across rows shows that discrimination in the deleted and citation conditions dropped sharply from the twosyllable to the three-syllable words, t(8) ϭ 2.93, replicating past findings showing that lexical influences increase with word length (LoCasto & Connine, 2002; Pitt & Samuel, 2006) .
The miss and false-alarm data parallel those found overall. Miss rates were low and impressively constant across word length. Where systematic differences showed up was again in the false alarm data, which showed that discrimination difficulties were due to an increase in restoration when listeners heard the citation form. False alarms were reliably higher to the citation than to the deleted pronunciations: two-syllable, t(8) ϭ 2.68; three-syllable, t(8) ϭ 4.00. The main effect of word length was also reliable, t(8) ϭ 3.44, but the interaction of word length with pronunciation was not. The small differences in betas between the citation and deleted forms were not reliable for either word length. However, there was an effect of word length on bias, with beta being reliably higher (by .20) for three-syllable than for two-syllable words, t(16) ϭ 2.71.
Unlike in Experiment 1, there was no reference (i.e., nonword) condition from which to determine whether the /t/-deleted forms generated any lexical activation. Although filler nonwords were included in the experiment, the phonemes that were altered and their locations in the nonwords were not matched to the target words. Despite these differences, a comparison of the two was undertaken to provide a preliminary answer to this question. Eighteen filler nonwords (9 of each length) were chosen whose altered phoneme was sonorous (e.g., vowel, liquid), thereby matching them to the targets as closely as possible. The position of the altered phoneme within the nonwords could not be matched well; only 25% occurred in the first syllable, which is where they occurred in the targets. Mean dЈ for the nonwords was 1.39, .23 units greater than that obtained with the /t/-deleted forms (1.16). Although this difference was not statistically reliable ( p ϭ .21), it is in the direction expected if the deleted variant activated lexical memory.
The data from Experiment 2 replicate those of Experiment 1 in showing that /t/-deleted variants activate lexical memory to a lesser degree than their citation forms. The results generalize this observation to more words, words that vary in length, and using a different paradigm. For two-syllable words, which were used in Experiment 1, the drop in activation strength was in the same range as, but somewhat higher than, that found with the Ganong (1980) paradigm (30% vs. 21%). Even though words like county and internet are heard most often without medial /t/ in conversation, /t/ deletion has a detrimental effect on lexical activation.
Experiment 3: Mapping the Time Course of Lexical Activation
In the final experiment, the time courses of lexical activation of the two pronunciations were compared. Although the labeling data of Experiment 1 show that the deleted variant generates less lexical activation overall, the RT data suggest that their time courses are different as well: Activation of the deleted form is slower than activation of the citation form. Together these results suggest that activation of the citation form begins earlier or possibly rises more steeply once initiated. Which of these alternatives is the case, and does the citation form maintain this advantage across its activation history?
Too few observations were collected per continuum step in Experiment 1 to partition the data by response speed (Fox, 1984) to address these issues. Experiment 1A was therefore rerun with three times as many responses per step to make it possible to analyze the evolution of the lexical shift over time. 
Method
Except for a few procedural changes, the experimental setup was identical to that used in Experiment 1. Only the counter test set was used. For each step, 48 observations were collected (960 total trials), and listeners were instructed to keep their responses within a specified range by providing feedback about response speed on the computer screen in front of them. The purpose of the feedback was to ensure that participants produced enough fast responses to measure lexical activation early in its evolution. Because labeling shifts were largest for the counter test set when RTs were fast, this procedural change was necessary to induce fast responding. Mean RT was calculated for each participant after every block of 20 trials, and written feedback was displayed on the computer screen for 6.2 s before the next trial began, to encourage participants to respond within the desired range. The words good pace were printed on the screen when the mean RT fell between 500 and 900 ms. A value less than 500 ms generated feedback of too fast, and one slower than 900 ms, respond faster. A new group of 29 participants from the same population as that in Experiment 1 was tested.
Results and Discussion
The methodology was successful in generating fast responding, with a median group RT of 655 ms. The effect of this showed up in the overall analyses in two ways. One was that the lexical shift for the citation form was much larger than that found in Experiment 1A (.16 vs. .10), but only slightly larger for the deleted form (.095 vs. .08). These shifts are shown in the top half of Figure 3 . Both were statistically reliable: ?ounter, t(28) ϭ 10.24; ?ouner, t(28) ϭ 6.49, and now with the increased separation between them, so was their difference, t(28) ϭ 7.13.
Fast responding by participants also muted RT differences across continua (compare Figures 1 and 3) . On the /k/ side of the continuum, there were much smaller but still reliable RT advantages for ?ounter over ?owder and ?ouner: 16 ms, t(28) ϭ 3.01; 21 ms, t(28) ϭ 3.56, respectively. On the /p/ side of the continuum, the functions for the two pronunciations behaved similarly, slowing down relative to ?owder: ?ounter, 28 ms, t(28) ϭ 5.1; ?ouner, 37 ms, t(28) ϭ 5.8.
With RTs to ?ounter and ?ouner more comparable, larger differences emerged in their lexical shifts; this outcome forecasts what the RT partition analysis would reveal. The overall results also provide yet another demonstration that the deleted variant produces significantly less and slower lexical activation than the citation form.
The time courses of activation of the two variants were investigated by measuring lexical shifts in consecutive 100-ms windows starting at 400 ms (Pitt & Samuel, 2006) . The actual method of calculating their size was identical to the overall analysis, except that only responses within each 100-ms RT bin were used. To ensure reliable measurement of shift size, there had to be at least three observations per step in the calculation of the lexical shift for each participant. When this criterion was not met, the group mean was used for that participant, which occurred at most five times (in the slowest bin, 900 -1,300 ms). This last RT bin was an aggregate of data from a larger window because there were so few observations at this end of the RT distribution.
Mean lexical shifts in each RT bin are shown in the bottom graph of Figure 3 as a function of the pronunciation of the word. The lexical shift is consistently larger for ?ounter than for ?ouner across all RT bins. Inspection of the shapes of these activation functions reveals a few differences in their evolution. Most noticeable is the rise in activation from 400 to 500 ms. For ?ounter, the rise is quite steep (.12 units), peaking at 500 ms before dropping off slightly (.035) over the remainder of the bins. For ?ouner, the slope is much shallower (.07). In addition, ?ouner shows a slight peak later in time, in the 700 ms bin, before trailing off minimally. A two-way analysis of variance with pronunciation and RT bin as variables produced main effects of both variables: pronunciation, F(1, 28) ϭ 33.01, p Ͻ .01; RT bin, F(5, 28) ϭ 3.22, p Ͻ .01, but no interaction, indicating that the trajectory of lexical activation, once initiated, is similar for the two variants, just lower for ?ouner.
That ?ounter activation rose at a rate almost double that of ?ouner from the 400-ms to the 500-ms bin (.12 vs. .07) warranted closer inspection. Statistical comparison of this difference only approached significance, F(1, 28) ϭ 2.94, p Ͻ .10, however, because of a high degree of variability in shift size in the 500-ms bin; some listeners showed large shifts and others much smaller ones. Although the data are suggestive of the idea that citation forms generate a more rapid rise in activation than deleted forms, firm conclusions are premature at present.
What is not equivocal in Figure 3 is that lexical influences on labeling begin earlier for the citation form than for the deleted form. In the 400-ms bin, ?ounter generated a small but reliable lexical shift, t(28) ϭ 2.37, p Ͻ .03, which is what would be expected if lexical activation is just getting underway. ?ouner, in contrast, generated almost none. The difference between the two pronunciations in this RT bin was reliable, t(28) ϭ 2.13, p Ͻ .04. Another comparison that brings out the sizeable difference in onset of activation is to compare shift size across bins. The mean shift in the 400-ms bin for ?ounter was only slightly smaller than that in the 500-ms bin for ?ouner: .055 vs. .079, t(28) ϭ 1.08, p Ͻ .29, yet it occurred 100 ms earlier in time. Finally, if one extrapolates backward in time, phoneme identification responses earlier than 400 ms should show no sign of lexical influences, identifying the onset of activation of ?ounter. There were only nine participants who generated enough responses between 200 and 400 ms after stimulus onset to compute stable lexical shifts. For both ?ounter and ?ouner, mean shifts were .00 and .01, respectively. At this early stage in word processing, listeners have heard so little of the utterance that activation is too weak to bias labeling even to ?ounter (Miller & Dexter, 1988) .
To understand what acoustic properties in the words differentiate the initial rise in activation, waveforms of the final portions of both pronunciations were time-aligned to the X axis in the lower graph, counter above couner (offsets spliced at 600 ms). The stop burst, and perhaps closure, appear critical for generating maximal lexical activation. Evidence of counter's influence on labeling begins during it, in the 400-ms bin. Its absence in couner, where in place of the burst there is nasalization, leads to weaker and slower lexical activation, which does not appear until well into / /. This analysis highlights the sensitivity of the perceptual system to acoustic properties of the citation pronunciation of words (Warren & Marslen-Wilson, 1987) . At the same time, it demonstrates the tolerance of the perceptual system to the absence of some cues, which enables recognition of pronunciation variants to succeed.
General Discussion
Across three experiments using two paradigms and three dependent measures, clear and consistent evidence was obtained that words that undergo frequent medial /t/ deletion generate less lexical activation than their citation counterparts. In Experiments 1A, 1B, and 3, results with the Ganong (1980) paradigm showed that the citation form generates labeling shifts that are larger than the deleted variant. This result was obtained twice with the counter test set (a third time was not reliable) and twice with the center test set. The RT data also showed that there was a cost in responding to the deleted variant, producing slower RTs on the lexically consistent (/k/ or /s/) side of the continuum.
The results using phonemic restoration reinforce these data. Because lexical influences are detrimental to performance in this paradigm, discrimination should have been worse if the citation form generated the most lexical activation. This is exactly what was found, with better discrimination (larger dЈ) obtained with the deleted form than with the citation form. This result was also replicated across two-syllable and three-syllable words.
The time course analysis in Experiment 3 provided details of the delay in processing the pronunciation variant and clarified the consequences of weaker activation of the pronunciation variant. Lexical influences on labeling begin later in time and are uniformly weaker over the course of activation of the variant. As the lower graph in Figure 3 shows, this permanent drop in activation is temporally linked to the realization of [nt] as [ɾ] .
The present findings add to a growing literature that suggests that immediate lexical activation of pronunciation variants is impaired (Janse et al., 2007; LoCasto & Connine, 2002; Ranbom & Connine, 2007) . The findings build on this work by quantifying the impairment, a reduction in activation on the order of 20%-30%, and by mapping the activation time course of the two pronunciations. The one exception in this literature is an experiment by Connine (2004) , who used a variant of the Ganong (1980) paradigm to study the processing of variants in which intervocalic /t/ flaps (e.g., [bεɾ ] vs. [bεt ] ). Although the experiment was not designed to measure lexical shifts, listeners were biased to a greater degree to make lexically consistent responses when they heard the flapped variant than when they heard the citation form, the opposite of what was found in the current study. Because Connine's (2004) results were obtained with multiple word pairs and were replicated, they are not likely an anomaly. One cause of the different outcomes may be the frequency with which flapping occurs in some phonological environments (96% of the time; Patterson et al., 2003) . For these words, listeners hear the flapped variant almost exclusively, which may provide these forms with an initial processing advantage. The different results across studies may also be attributable to differences in the response collection method. In the current study, fast responding on the button board was paramount. In contrast, Connine had listeners circle on an answer sheet one of the two response alternatives (/b/ or /p/), and instructions did not emphasize response speed. With additional time to process the stimulus, postperceptual processes may have had undue influence on participants' judgments.
What are the implications of the results for theoretical accounts of how pronunciation variants are recognized? Two approaches they pose challenges for are underspecification (Lahiri, 1999; Lahiri & Reetz, 2003) and phonological inference (Gaskell & Marslen-Wilson, 1998) . In underspecification, words are represented lexically as features, but only phonetic features that are marked are represented. Coronal place of articulation is assumed to be unmarked (i.e., default value), which means it is not lexically represented. The virtue of this representational format is that recognition is insensitive to pronunciation variation involving unmarked features, thus ensuring variants are correctly recognized. One implication of this is that processing should not suffer when the underlying (i.e., intended) segment is a coronal, even if the surface realization is different (e.g., dorsal or labial place of articulation). In the current study, coronality varied across the citation and deleted pronunciations (i.e., presence vs. absence of /t/). According to underspecification theory, listeners should have been insensitive to this variation because the feature is unmarked. Couner should have been processed just as efficiently as counter, which is not what was found. The data would seem to argue against the underspecification approach.
In phonological inference (Gaskell & Marslen-Wilson, 1998 ), listeners apply phonological rules to recover the underlying phonemes in a pronunciation variant of a word. Rule application is triggered when the specific phonological environment is encountered. Medial /t/ deletion is most often found in a poststressed syllable containing a reduced vowel (e.g., counter), making it a viable context from which to derive a phonological rule. In the current study, when couner is heard, /t/ should be restored by application of the phonological inference process.
Ideally, phonological inference should operate without a processing cost. Inference must occur in real time for a fast-moving and fleeting signal like speech. If this were true, one might expect lexical activation of cener to be identical to center. It is also reasonable to assume that inference exacts a cost on processing efficiency. The phonological environment must be identified, and this could include subsequent context. Activation of cener would therefore be delayed relative to center, as was found in Experiment 3. However, because the inference process should restore the deleted /t/, one would expect asymptotic activation of cener to reach that of center at a later point in time. That this outcome was not found makes inference seem less plausible, but it may indicate nothing more than that inference is inferior to [t] actually being present in the signal. Without additional assumptions like these, which are at a level of detail yet to be articulated in the approach, phonological inference is somewhat inadequate.
How else can the current results be explained? The finding that the citation form generates more robust (earlier and stronger) activation than the /t/-deleted counterpart, despite the latter being experienced much more frequently, also poses a challenge for a strict exemplar account of recognition, in which experience is the primary determiner of lexical formation (Johnson, 2006; Pierrehumbert, 2001 ). By relaxing this assumption slightly, an account of variant recognition emerges that is in line with the current data.
The ubiquity of the processing advantage for the citation pronunciation over the variant across paradigms, tasks, and stimuli (Janse et al., 2007; Ranbom & Connine, 2007; Sumner & Samuel, 2005) suggests that lexical memory gives priority to perceptual distinctiveness over experience with a particular variant. The more acoustic features that match a lexical entry, the greater its lexical activation. With informationally rich lexical representations, confusions should be minimized. Center will not be confused with sender or sinner. That lexical memory places a premium on distinctiveness is supported by an ever-growing literature that shows that word processing is sensitive to subphonemic variation, suggesting that fine-grained acoustic detail, some of it context conditioned, is encoded in memory (Davis, Marslen-Wilson, & Gaskell, 2002; McMurray, Tanenhaus, & Aslin, 2002; McQueen, Dahan, & Cutler, 2003; Salverda, Dahan, & McQueen, 2003; Whalen, 1981) .
Sensitivity to the statistical regularities in the environment is also crucial for memory formation and updating. By itself, a distinctiveness (or tolerance) account would fail to differentiate acceptable pronunciation variants that are encountered often in conversation (couner) from mispronunciations (touner). A straightforward means of differentiating the two would be to encode in the lexical representation the frequency with which a variant is encountered. This could be implemented in a number of ways. For example, if words are represented lexically as a matrix of features, a path through the matrix that matches the variant pronunciation would represent the variant. Paths would solidify or strengthen as a function of exposure and gradually differentiate themselves from unexpected pronunciations. In those rare cases where the pronunciation variant is heard almost exclusively (e.g., flapping; Patterson & Connine, 2001) , the representation of the variant might be so well developed that it could reach an activation level comparable to that of the citation form (Connine, 2004; McLennan et al., 2005) .
Central to this explanation of variant recognition is learning through exposure. Lexical representations are not static-they develop as a function of experience with the input. The frequency and variety of pronunciation variation in spoken language requires a highly adaptable system. Because current computational models of spoken word recognition lack a learning mechanism, they would overgeneralize, processing pronunciation variants and mispronounced words in the same way, as comparable decreases in activation. Despite this shortcoming, it is worthwhile to show that these models behave as expected and can in fact simulate the results found in the current experiment.
The results from a simulation test with the ARTphone model (Grossberg, Boardman, & Cohen, 1997) , using default parameter values, are shown in Figure 4 . In this simulation, the only word represented in the lexicon was the citation pronunciation of center. Inputs to the model were center and cener. Activation functions are identical until the medial /t/, which is to be expected given that the inputs are the same up to this point. As was found with the empirical data, activation of the variant is weaker after this point and remains so by a similar amount until activation dissipates. Also shown are the activation functions for the medial /t/ given the two inputs. The connectivity that gives rise to resonance in ARTphone ensures that /t/ will be activated given both inputs, only more strongly when /t/ is actually present in the signal. TRACE (McClelland & Elman, 1986 ) yields a qualitatively similar pattern of data.
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ARTphone was derived from Adaptive Resonance Theory (Carpenter & Grossberg, 2003) , a network architecture for learning, but does not have the ability to learn. There are few obstacles to augmenting ARTphone so it could learn, and there is every reason to believe it would perform correctly once enhanced: Neural networks can learn to generalize appropriately in a similar situation, as Gaskell (2003) showed in a network model of regressive place assimilation. Further steps in this direction, in which models learn from the environment, will be needed to mimic the subtleties and complexities of recognizing pronunciation variants. 
