An (extended) virtual Schottky group is an (extended) Kleinian group K containing a Schottky group G as a finite index normal subgroup. These groups corresponds to those the groups automorphisms of closed Riemann surfaces which can be realized at the level of Schottky uniformizations. As a consequence of Maskit's structural description of (extended) function groups, a general structural decomposition of K, in terms of Klein-Maskit's combination theorems, can be stated. We make such an structural decomposition explicit in the particular case when K is a virtual Schottky group with K/G an abelian group.
Introduction
Let S be a closed Riemann surface of genus g ≥ 2 and let us denote by Aut(S ) (respectively, by Aut + (S )) its group of all conformal and anticonformal (respectively, conformal) automorphisms of S . In general Aut + (S ) = Aut(S ) (for the generic situation this is the trivial group); otherwise, Aut + (S ) has index two in Aut(S ). In [30] , Schwarz observed that Aut + (S ) is finite and, in [15] , Hurwitz noted that |Aut + (S )| ≤ 84(g − 1).
Classical uniformization theorem [16, 17] asserts the existence of a co-compact Fuchsian group Γ π 1 (S ), acting on the hyperbolic plane H 2 , and of a holomorphic regular covering map Q : H 2 → S whose deck group is Γ. The group Aut(S ) lifts under P to a NEC (non-Euclidean crystallographic) group N containing Γ as a normal subgroup such that Aut(S ) N/Γ Aut + (S ) N + /Γ, where N + is the subgroup of N consisting of its conformal elements. The structure of NEC groups is well known in the literature [32] and this structural description has been used to the study, for instance, real structures on a Riemann surface.
Koebe's retrosection theorem [16] asserts the existence of a Schottky group G (a purely loxodromic Kleinian group isomorphic to a free group of rank g with non-empty region of discontinuity Ω) and of a holomorphic covering map P : Ω → S whose deck group is G. (These regular planar coverings of S , induced by Schottky groups, happens to be the lowest ones at the level of all regular planar coverings of S .) In this case, as Ω is not simplyconnected, it may happen that some automorphisms of S do not lift to automorphisms of Ω. In fact, if H < Aut + (S ) does lifts, then |H| ≤ 12(g − 1) (for a 3-dimensional combinatorial argument see [33, 34] and for a Kleinian groups argument see [12] ). Note that this, in particular, asserts that if H lifts with respect to P, then S /H cannot be an orbifold of genus zero with exactly three cone points (this fact can also be obtained as a consequence of the results in [18] ). In the case when the group H lifts, we obtain an (extended) Kleinian group K which contains the Schottky group G as a normal subgroup with H K/G; we say that K is an (extended) virtual Schottky groups. We are mainly interested in describing the geometrical structure of those (extended) virtual Schottky groups.
As said above, Schottky groups are interesting as they produces the lowest regular planar coverings of a closed Riemann surface. From a 3-dimensional point of view, Schottky groups are interesting as they are exactly those producing Kleinian uniformizations of handlebodies (they produce geometrically finite complete hyperbolic structures on the interior of a handledody with injectivity radius bounded away from zero). In this way, to obtain a geometrical structure description of (extended) virtual Schottky groups permits also to provide a description of finite group actions on handlebodies [33, 34] from a point of view of Kleinian groups.
In [14] there has been obtained a simple geometrical necessary and sufficient condition for the lifting of H < Aut(S ) under a regular covering P : Ω → S whose deck group is a Schottky group (we recall it in Theorem 2.2). This, together Maskit's structural description of (extended) function groups [23, 24, 13] , provides a general structural description of an (extended) virtual Schottky group K, in terms of Klein-Maskit's combination theorems [25, 26] (see Theorem 3.1). If G is a Schottky group, which is a finite index normal subgroup of K, and we know the algebraic structure of H = K/G, then we may expect such an structural decomposition to be more explicit. In fact, in [7] , this was the case for H < Aut + (S ) a cyclic group (we recall it in Section 4). In this paper, we deal with the general abelian case H < Aut + (S ) (see Theorem 5.1). This paper is organized as follows. In Section 2 we proceed to recall the basics we will need, in particular, Schottky and (extended) virtual Schottky groups, and Klein-Maskit's combination theorems. In Section 3 we provide a general structure description of (extended) virtual Schottky groups in terms of Klein-Makist's combination theorems. In Section 4, as a matter of completeness, we recall such a description for the cyclic case as obtained in [7] . In Section 5 we state Theorem 5.1, which provides the structural description for the general abelian case. Its proof, given in Section 6, is summarized as follows. We start with a virtual Schottky group K and a Schottky group G, being normal subgroup of K and such that H = K/G is an abelian group. We fix a regular holomorphic covering P : Ω → S = Ω/G. As the abelian group H < Aut + (S ) lifts under P, Theorem 2.2 asserts the existence of a family of loops F ⊂ S such that (i) S \F is a collection of planar surfaces and (ii) F is H-invariant. We lift such a collection of loops, under P, to obtain a collection of loops F ⊂ Ω (these are called structural loops and the components of Ω \ F as structural regions). As F is H-invariant, it follows that F is K-invariant. Then we describe the K-stabilizers of each of these structural loops and regions. We may glue some finite copies of these structure regions, along some of these structural loops, in order to obtain a larger connected set R with a finite number of structural boundary loops. Using the K-stabilizers of these structure regions, we may apply Klein-Maskit's combination theorem to obtain a Kleinian group K < K, this being an amalgamated free product of the K-stabilizers of the structural regions contained in R, amalgamated over the K-stabilizers of the interior structural loops. The boundary structural loops are paired by some of the elements of K and we use them (together Klein-Maskit's combiantion theorem) to obtain that K happens to be an HNN extension of K by these pairing elements.
Preliminaries
In this section we recall some generalities on (extended) Kleinian groups which will be needed in the rest. Details may be found, for instance, in the books [28, 29] 2.2. Schottky groups. The Schottky group of rank zero is just the trivial group. Geometrically, a Schottky group of rank g ≥ 1 is defined as (equivalent definitions can be found in [20] ) a group G generated by g loxodromic elements A 1 , . . . , A g , where there exists a collection of 2g pairwise disjoint simple loops C 1 , . . . , C g , C ′ 1 , . . . , C ′ g on the the Riemann sphere C bounding a common region D of connectivity 2g so that A j (C j ) = C ′ j and A j (D) ∩ D = ∅, for all j = 1, . . . , g. The domain D is called a standard fundamental domain for G, the collection of loops C 1 , . . . , C g , C ′ 1 , . . . , C ′ g a fundamental set of loops and the Möbius transformations A 1 , . . . , A g a Schottky set of generators. It is known that G is a free group of rank g and Chuckrow [5] proved that every set of g generators of it is a Schottky set of generators. Its region of discontinuity Ω is connected and the quotient space Ω/G is a closed Riemann surface of genus g. Koebe's retrosection theorem states that every closed Riemann surface can be obtained, up to isomorphisms, as above by a suitable Schottky group. A simple proof of this fact was also given by Bers in [1] using quasiconformal mappings. Those of rank g ∈ {0, 1} are elementary ones (the trivial group for g = 0 and a cyclic loxodromic for g = 1).
2.3.
(Extended) virtual Schottky groups. An (extended) Kleinian group K is called an (extended) virtual Schottky group if it contains a Schottky group G as a finite index subgroup (so we may assume G to be a normal subgroup of K). If G is a Schottky group of positive rank, being a normal subgroup of the (extended) Kleinian group K, then G must have finite index.
Schottky uniformizations of closed Riemann surfaces.
A Schottky uniformization of a closed Riemann surface S , of genus g, is a triple (Ω, G, P), where G is a Schottky group of rank g with region of discontinuity Ω and P : Ω → S is a regular covering with G as its deck group.
Theorem 2.1 ([19] ). Let S be a closed Riemann surface of genus g.
(1) If (Ω, G, P) is a Schottky uniformization of S , then there exists a collection {α m } of (homotopically independent) pairwise disjoint simple loops on S , with S \{α m } a collection of planar surfaces, such that P : Ω → S is a regular covering for which: (1.1) each of the loops α m lifts to a loop, and (1.2) every loop in Ω is freely homotopic to a product of the liftings of these loops.
(2) Given any collection {α m } of (homotopically independent) pairwise disjoint simple loops on S , with S \ {α m } a collection of planar surfaces, there is a Schottky uniformization (Ω, G, P) of S such that P : ∆ → S satisfies (1.1) and (1.2) above.
In the above, we say that the above set of loops, {α m } is a defining set of loops for the Schottky uniformization.
2.5.
Lifting automorphisms to Schottky uniformizations. Let S be a closed Riemann surface of genus g ≥ 2 and let (Ω, G, P) be a Schottky uniformization of it. We say that H < Aut(S ) lifts with respect to the uniformization (Ω, G, P) if, for every h ∈ H, there is a automorphism h of Ω such that P • h = h • P. If K is the group obtained by all such liftings of the elements of H, then K is a discrete group of conformal/anticonformal automorphisms of Ω containing G as a normal subgroup with H K/G. As the region of discontinuity of a Schottky group is of class O AD ; that is, it admits no holomorphic function with finite Dirichlet norm (see [4, pg 241]), it follows from this (see [4, pg 200] ) that every conformal map from Ω into the extended complex plane is a Möbius transformation. This in particular asserts that the conformal (respectively, anticonformal) automorphisms of Ω are restrictions of Möbius (respectively, extended Möbius) transformations. In this way, the above lifted group K is an (extended) Kleinian group K containing G as a normal subgroup and with K/G H. In particular, K is a (extended) virtual Schottky group.
If H < Aut + (S ), then simple necessary conditions, on the geometric forms of the Hstabilizers of fixed points, to ensure the existence of a Schottky uniformization for which H lifts where provided in [7] . These conditions are sufficient for Abelian, dihedral, and the Platonic ones A 4 , A 5 and S 4 [8, 9, 10] , but in general such a condition is not sufficient.
A necessary and sufficient condition for a subgroup H < Aut(S ) to lift with respect to a Schottky uniformization of S is provided by the following.
Theorem 2.2 ([14]). Let (Ω, G, P) be a Schottky uniformization of a closed Riemann surface S and let H, Aut(S ) is a (finite) group. Then H lifts with respect to (Ω, G, P) if and only if there is a set of defining loops {α m } of the uniformization, which is invariant under H, that is, for every h ∈ H and every m, there exists m
If H < Aut(S ), then a set of defining loops of a Schottky uniformization of S , which is invariant under H, is called a Schottky system of loops of H.
We should note that such a Schottky system of loops of H needs not to be unique, even if we require it to be minimal (that is, no non-trivial sub-collection still a Schottky system of loops of H).
2.6.
Klein-Maskit's decomposition theorems. Our main geometrical description of (extended) virtual Schottky groups is done in terms of the Klein-Maskit combination theorems, We proceed to recall them is the form we will use them.
Let K be a Kleinian group with region of discontinuity Ω. Let H be a subgroup of K with limit set Λ(H). A set X ⊂ C is called precisely invariant under H in K if E(X) = X, for every E ∈ H, and T (X) ∩ X = ∅, for every T ∈ K \ H. We will assume H to be either the trivial group, or finite cyclic group or an infinite cyclic group generated by a parabolic transformation. If H is a cyclic subgroup, a precisely invariant disc B is the interior of a closed topological disc B, where B − Λ(H) ⊂ Ω is precisely invariant under H in K. Theorem 2.3 (Klein-Maskit's combination theorems [25, 26] ).
(1) (Amalgamated free products). For j = 1, 2, let K j be a Kleinian group, let H ≤ K 1 ∩ K 2 be a cyclic subgroup (either trivial, finite or generated by a parabolic transformation), H K j , and let B j be a precisely invariant disc under H in K j . Assume that B 1 and B 2 have as a common boundary the simple loop Σ and that B 1 ∩ B 2 = ∅. Then K = K 1 , K 2 is a Kleinian group isomorphic to the free product of K 1 and K 2 amalgamated over H, that is, K = K 1 * H K 2 , and every elliptic or parabolic element of K is conjugated in K to an element of either K 1 or K 2 . Moreover, if K 1 and K 2 are both geometrically finite, then K is also geometrically finite.
(2) (HNN extensions). Let K be a Kleinian group. For j = 1, 2, let B j be a precisely invariant disc under the cyclic subgroup H j (either trivial, finite or generated by a parabolic) in K, let Σ j be the boundary loop of B j and assume that T (B 1 ) ∩ B 2 = ∅, for every T ∈ K. Let A a loxodromic transformation such that A(
is a Kleinian group, isomorphic to the HNN-extension K * A (that is, every relation in K A is consequence of the realtions in K and the relations A
If each H j , for j = 1, 2, is its own normalization in K, then every elliptic or parabolic element of K A is conjugated to some element of K. Moreover, if K is geometrically finite, then K A is also geometrically finite.
2.7.
Maskit's decomposition of (extended) function groups. A pair (G, ∆), where G is a finitely generated (extended) Kleinian group and ∆ is a G-invariant connected component of its region of discontinuity is called a (extended) function group. Examples of (extended) function groups are the (extended) virtual Schottky groups.
Basic examples of function groups are provided by: (i) elementary groups, that is, Kleinian groups with finite limit set (so of cardinality at most 2); (ii) quasifuchsian groups, that is, function groups whose limit set is a Jordan curve (so its region of discontinuity consists of two invariant connected components); (iii) totally degenerate groups, that is, non-elementary finitely generated Kleinian groups whose region of discontinuity is both connected and simply-connected.
Basic examples of extended function groups are provided by: (i) extended elementary groups, that is, extended Kleinian groups with finite limit set; (ii) extended quasifuchsian groups, that is, finitely generated extended function groups whose limit set is a Jordan curve; (iii) extended totally degenerate groups, that is, non-elementary extended finitely generated Kleinian groups with connected and simply-connected region of discontinuity.
Note that if (G, ∆) is an extended Kleinian group, then (G + , ∆) is a function group. In the other direction, if we have an extended Kleinian group G and we know that (G + , ∆) is a function group, then in general we cannot ensure the same for G (but if it is not, then G + is a quasifuchsian group).
Maskit obtained a geometrical decomposition picture of function groups in terms of the Klein-Maskit combination theorems.
Theorem 2.4 (Structure of (extended) function groups [21, 22, 23, 24, 13] ). Every function group is constructed from a finite collection of elementary groups, quasifuchsian groups and totally degenerate groups by a finite number of applications of the Klein-Maskit combination theorems. Similarly, every extended function group is constructed from (extended) elementary groups, (extended) quasifuchsian groups and (extended) totally degenerate groups by a finite number of applications of the Klein-Maskit combination theorems.
If G is a Schottky group of rank g ≥ 2, then its limit set is a totally disconnected perfect set, so Theorem 2.4 asserts that G is the free product, in the Klein-Maskit combination theorem sense, of g loxodromic cyclic groups. It follows from the above the following equivalent definition of a Schottky group.
Corollary 1. A purely loxodromic function group is a Schottky group of positive rank if and only if it has a totally disconnected limit set.
3. Structure description of (extended) virtual Schottky groups A consequence of Theorem 2.4 (and Theorem 2.2) is the following general structure description of (extended) virtual Schottky groups. Proof. (1) Let K be a virtual Schottky group. By definition, K contains a Schottky group G as a finite index subgroup. In particular, K and G both have the same region of discontinuity Ω, the same limit set Λ which is a totally disconnected set, and K has no parabolic transformations. As a consequence of Theorem 2.4, K is constructed from elementary groups, quasifuchsian groups and totally degenerate groups by a finite number of applications of the Klein-Maskit combination theorems. As the limit set of K is totally disconnected, we cannot use quasifuchsian groups or totally degenerated groups. It follows that we may only use elementary groups. Also, as K has no parabolic transformations, the only elementary groups we may use are the finite groups and finite index extension of cyclic loxodromic groups. The finite index extension of cyclic loxodromic groups are either free products of two cyclic groups of order two or a HNN-extension of a finite cyclic group by two elliptics of order two or a HNN-extension of a finite cyclic group by a loxodromic transformation. Conversely, let K be constructed from finite groups and cyclic loxodromic groups by a finite number of applications of the Klein-Maskit combination theorem. It follows that K is a geometrically finite function group with connected region of discontinuity (its limit set being totally disconnected). Also, every non-loxodromic transformation of K is conjugate to a power of one of elliptic transformations or loxodromic transformations used in the construction. As a consequence of Selberg's lemma [31] , there is a finite index torsion free normal subgroup Γ of K. It follows that Γ is a purelly loxodromic geometrically finite Kleinian group whose limit set id totally disconnected. Again, as a consequence of Theorem 2.4, Γ must be constructed using cyclic loxodromic groups. It follows that Γ is a Schottky group and that K is a virtual Schottky group.
(2) Let K be a extended virtual Schottky group. By definition, K contains a Schottky group G as a finite index subgroup. In particular, K and G both have the same region of discontinuity, say Ω, and K has no parabolic nor pseudo-parabolic transformations. If K is elementary, then we are done. Let us assume K is non-elementary. In this case, the rank of G is g ≥ 2. Set S = Ω/G, a closed Riemann surface of genus g ≥ 2 and set H = K/G < Aut(S ). Let us consider a Schottky uniformization (Ω, G, P : Ω → S ), so H lifts with respect to it and the lifted group is K. Theorem 2.2 ensures the existence of a Schottky system of loops for H, say F = {L 1 , ...., L k }, where g ≤ k ≤ 3g − 3 (we may assume that L 1 ,..., L g are homologically independent) corresponding to the above Schottky uniformization, that is, each loop in F lifts to loops under P : Ω → S . Let us denote by F the collection of loops obtained by lifting all loops in F under the regular planar covering P : Ω → S . We call each of the loops in F an structure loop. Each component of Ω − F will be called an structure region. Note that, if R is some structure region, then P : R → P(R) turns out to be a homeomorphism. It follows that the K-stabilizer of R is a finite group (isomorphic to the H-stabilizer of P(R), one of the connected components of S − F ). Similarly, if α is some structure loop, then P : α → P(α) turns out to be a homeomorphism. It follows that the K-stabilizer of α is a finite group (isomorphic to the H-stabilizer of P(α) ∈ F ). Moreover, the K-stabilizer of α is a finite group; this being either (i) equal to the intersection of the K-stabilizers of both structure regions with such a loop on the common border or (ii) generated by the intersection of the K-stabilizers of both structure regions with such a loop on the common border and an element of order two that permutes these two structure regions. As the number of connected components of S − F is finite, we may find a finite collection (the same number) of pairwise nonequivalent ,under K, structure regions so that by adding to them their boundary loops one obtains a connected planar closed set, say R. If two of these regions, say R 1 and R 2 , have a common structure loop α in their boundaries, then Klein-Maskit combination theorem can be used to see that the group generated by the K-stabilizers of these two regions is the free product of them amalgamated over their intersection. Proceeding with all the internal structure loops in R, we obtain that the group K 1 < K generated by all K-stabilizers of the structure regions inside R is in fact a free product of finite groups amalgamated over finite groups. Now, let β be a boundary loop of R. Let us denote by R β the structure region containing β in the boundary, but disjoint from R. By the construction, there is an structure region R 0 contained in R which is K-equivalent to R β . As any two structure regions contained in R cannot be K-equivalent, such a region R 0 must have boundary loops which are also boundary loops for R. Let k β ∈ K \ {I} be so that k β (R β ) = R 0 . Then, k β (β) must be a boundary loop of R 0 and also a boundary loops of R (otherwise, the structure region contained in R with β in the boundary will be K-equivalent to another structure region inside R, which is a contradiction). If we add the element k β to K 1 , we obtain a new group K 2 < K which is a HNN-extension of K 1 by the cyclic group k β . At this point note that cannot be another boundary loop of R different from k β (β) which is K-equivalent to β. Otherwise, there will be two different structure regions inside K being K-equivalent, which is a contradiction. Proceeding with all boundary loops of R as done for β, we obtain a group K * < K, constructed as desired. By the construction, we see that R/K * = S /H; so K = K * , and we are done. To see the converse, we must note that if K is constructed as in the theorem, then K + will be constructed as well as in the theorem. But we have already see that in that case K + is a Schottky extension group; in particular, K is a extended virtual Schottky group.
The structural description in the cyclic case
Next, we recall the case when H is a cyclic group [11] (see Figure 1 and Section 4). If K is a Kleinian group admitting as a normal subgroup a Schottky group G of rank g such that K/G Z n , n ≥ 2, then there are integers a, b, c, d ∈ {0, 1, 2, ...}, n 1 , ..., n d ∈ {3, ..., n}, m 1 , ..., m b ∈ {2, ..., n}, n j and m j divisors of n, satisfying g = n(a + b + c/2 + d − 1) + 1 − n d j=1 1/n j , and either (1) a + b > 0; or (2) a = b = 0, c > 0 and GCD(n/2, n/n 1 , ..., n/n d ) = 1; or (3) a = b = c = 0 and GCD(n/n 1 , ..., n/n d ) = 1, there are loxodromic transformations τ 1 , ..., τ a , η 1 , ..., η b ∈ K, and elliptic transformations θ 1 , ..., θ b , γ 1 , ..., γ c , ǫ 1 , ..., ǫ d ∈ K, such that (i) the order of θ j is m j ; (ii) the order of γ j is 2 (they only appear in the case n is even); (iii) the order of ǫ j is n j ; and (iv) η j • θ j = θ j • η j commute, and there is a collection simple loops as shown in figure 1 , such that K is the free product (in the sense of the Klein-Maskit combination theorem) of the "a" cyclic loxodromic groups τ j , the "b" cyclic groups of order two γ j , the "d" cyclic elliptic groups ǫ j and the "b" abelian groups η j , θ j , that is, K Z * a · · · * Z * (Z ⊕ Z m 1 ) * · · · * (Z ⊕ Z m b ) * Z 2 * c · · · * Z 2 * Z n 1 * · · · * Z n d . Next, we proceed to state our main result, an explicit structural description for a virtual Schottky group K containing as a finite index normal subgroup the Schottky group G such that H = K/G is abelian.
be a virtual Schottky group containing a Schottky group G as a finite index normal subgroup such that K/G is Abelian. Then K is the free product, in the sense of the first Klein-Maskit combination theorem, of a finite collection of groups of Möbius transformations in the following list:
(T1) Finite cyclic groups; (T2) Cyclic groups generated by loxodromic transformations; (T3) Groups isomorphic to Z 2 2 = Z 2 × Z 2 ; (T4) Groups isomorphic to Z × Z n , generated by a loxodromic transformation U and a finite order n elliptic transformation V, both of them commuting; (T5) Groups isomorphic to Z 2 2 * Z (HNN-extension of Z 2 2 by a cyclic loxodromic), generated by two commuting order two elliptic transformations C and D and a loxodromic transformation N so that NCN −1 C = 1 and (DN) 2 = 1; (T6) Groups isomorphic to (Z 2 2 * Z ) * Z (double HNN-extension of Z 2 2 by cyclic loxodromics), generated by two commuting order two elliptic transformations F and G and a loxodromic transformations M, P so that MF M −1 F = 1, (MG) 2 = 1, PGP −1 G = 1 and (PF) 2 = 1; (T7) Groups isomorphic to ((Z 2 2 * Z ) * Z ) * Z (triple HNN-extension of Z 2 2 by cyclic loxodromics), generated by two commuting order two elliptic transformations X and Y and a loxodromic transformations T, Q, W so that QXQ −1 X = 1, (QY) 2 = 1, T YT −1 Y = 1, (T X) 2 = 1, W(XY)W −1 (XY) = 1, (WY) 2 = 1 and (WX) 2 = 1;
(2) Each Kleinian group K constructed, by use of the Klein-Maskit combination theorem, using the above type of groups, is a virtual Schottky group containing a Schottky group G as a finite index normal subgroup with K/G Abelian. Remark 1. A group of type (T1) uniformizes an orbifold of signature (0; n, n) where n is the order of the cyclic group. A group of type (T2) or (T4) uniformizes a torus. A group of type (T3) uniformizes an orbifold of signature (0; 2, 2, 2). A group of type (T5) uniformizes an orbifold of signature (0; 2, 2, 2, 2). A group of type (T6) uniformizes an Figure 2 . Some of the factor subgroups for K/G abelian in Theorem 5.1 orbifold of signature (0; 2, 2, 2, 2, 2). A group of type (T7) uniformizes an orbifold of signature (0; 2, 2, 2, 2, 2, 2). At the 3-dimensional level, the quotient orbifolds produced by each of the groups listed in Theorem 5.1 are at follows: A group of type (T2) produces a handlebody of genus 1 and a group of type (T4) produces a handlebody of genus 1 with a loop of conical points. The rest of the groups produces a 3-ball with conical locus as shown in Figure 2 .
Remark 2. If, in the above theorem, we only use a groups of type (T1), b groups of type (T2) and c groups of type (T4) in the previous construction (the situation, for instance, when K/G is Abelian group of odd order). Let us assume the generators for the a groups of type (T1) are given, respectively, by E 1 ,..., E a , where E j has order l j ; the generators of the b groups of type (T2) are given, respectively, by the loxodromic transformations L 1 ,..., L b , and that the generators of the c groups of type (T4) are given, respectively, by U 1 , V 1 ,...U c , V c , where U j is loxodromic transformation and V j is a finite order elliptic transformations V, of order m j , both of them commuting. In this case, K uniformizes an orbifold of signature (b + c, 2a; l 1 , l 1 , l 2 , l 2 , ..., l a , l a ). If Φ : K → H, where H is a finite Abelian group, is a surjective homomorphism, then G = ker(Φ) is a Schottky group if and only if (i) Φ(E t j j ) 1, for all t j ∈ {1, ..., l j − 1} and all j ∈ {1, ..., a}; and (ii) Φ(V s j j ) 1, for all s j ∈ {1, ..., m j − 1} and all j ∈ {1, ..., c}.
6. Proof of Theorem 5.1 6.1. Proof of part (1) . Let K be a virtual Schottky group containing a Schottky group G as a finite index normal subgroup so that H = K/G is an abelian group. If the rank of G is either zero or one (so K is elementary), then this can be ckecked directly. So we assume, from now on, that G has rank g ≥ 2 (that is, K is non-elementary).
Set S = Ω/G and let us fix a Schottky uniformization (Ω, G, P : Ω → S ) for which the group H lifts to K. Theorem 2.2 ensures the existence of a Schottky system of loops for H, say F = {L 1 , ...., L k } (g ≤ k ≤ 3g − 3), corresponding to the above Schottky uniformization. We assume F to be minimal, that is, if we delete from it any non-empty sub-collection, then it is not longer a Schottky system of loops for H. 6.1.1. Some structure loops and regions. Each loop in F lifts to loops under P : Ω → S . Let us denote by F the collection of loops obtained by lifting all loops in F under the regular planar covering P : Ω → S . As before, we call each of the loops in F an structure loop and each component of Ω − F an structure region. The minimality condition on F ensures that each of the structure regions must have at least 3 boundary loops. 6.1.2. K-stabilizers of structure regions and loops. If (i) L is an structure loop and L = P( L), (ii) R is an structure region and R = P( R), then we consider the corresponding stabilizers
As G is torsion free, if L is an structure loop and L = P( L), then P : L → L is a homeomorphism. Similarly, if R is an structure region and R = P( R), then P : R → R is a homeomorphism.
The covering map P : Ω → S induces a surjective homomorphism Θ : K → H, whose kernel is G, satisfying that Θ(k) • P = P • k, for all k ∈ K.
The above permits to observe the following facts. As the Abelian subgroups of the group PSL 2 (C) of Möbius transformations are either (i) the trivial group, (ii) cyclic groups or (iii) isomorphic to Z 2 2 , we have the following facts concerning the K-stabilizers of both structure loops and structure regions.
Lemma 2.
(1) If L is an structure loop, then K( L) is either: (i) trivial, (ii) cyclic or (iii) isomorphic to Z 2 2 . Moreover, in case (iii) the group is generated by an elliptic element of order two A ∈ K that preserves each of the two structure regions bounded by the structure loop and an elliptic of order two B ∈ K permuting both structure regions. Also, in case (ii), if the order of the cyclic group is at least 3, then both fixed points of an elliptic that generates the cyclic stabilizer are separated by L. In the same case (ii), if the cyclic group has order two, then either we have the same situation as before or else the elliptic generator has both fixed points on L and permutes both structure regions.
(2) If R is an structure region, then the group K( R) is either: (i) trivial, (ii) cyclic or (iii) isomorphic to Z 2 2 . In the following, we relate the K-stabilizer of an structure region with the K-stabilizer of a boundary structure loop. Proposition 1. Let R be an structure region and L be an structure loop on its boundary. Let K 0 < K( R) be a maximal cyclic subgroup. If a nontrivial subgroup of K 0 stabilizes L, then K 0 < K( L) and either, (i) K 0 = K( L) or (ii) K( L) Z 2 2 generated by K 0 and an involution which does not stabilize R.
Proof. Let U ∈ K be a generator of K 0 . Assume U a I stabilizes L. Both fixed points of U a are separated by the structure loop L. As these fixed points are also the fixed points of U, U should also stabilize L. The last part is now consequence of part (1) of Lemma 2.
It is known that in a geometrically finite Kleinian group containing no parabolic transformations both fixed points of any elliptic transformation belong to the region of discontinuity or there is a loxodromic transformation commuting with it [6] . In particular, this asserts that if U is in the K-stabilizer of an structure region R, then either its both fixed point are on Ω or both are also fixed point of some loxodromic element of K (so commuting with U). In Proposition 2 we observe that if U has one of its fixed points in R, then the same holds for its other fixed point.
Proposition 2. Let R be an structure region.
(1) If K( R) = U is a cyclic group of order at least 3 and one of the fixed points of U belongs to R, then does the other fixed point. Proof. Case (3) is trivial as there the involution V permutes both fixed points of U. Let us now assume K( R) = U is a cyclic group and that U has only one of its fixed points on R. It follows that there is exactly one structure loop W, stabilized by U, on the boundary of R. By part (1) of Lemma 2, the K-stabilizers of each of the two loops is the cyclic group generated by U. Let us recall that every structure region contains at least 3 boundary loops, so it follows that there are other structure loops on the boundary of R. None of these extra loops has non-trivial stabilizer inside K( R). Again by part (1) of Lemma 2, any of them has K-stabilizer either trivial or a cyclic of order two.
If U has order at least 3, then W has K-stabilizer the same cyclic group generated by U (see part (1) of Lemma 2). In particular, none of the other boundary loops of R is K-equivalent to W. Now, we have that the structure loop W is free homotopic to the product of these other boundary loops. Let R 1 be the other structure region with W on the boundary. The above ensures that these two structure regions are not equivalent under G. The stabilizer of R 1 is again the cyclic group generated by U (see part (2) of Lemma 2). As before, this new structure region must have other boundary loops and each of them non-K-equivalent to W. It follows that the projection under P of the planar set R∪W ∪ R 1 is planar. It follows from this that we may delete the H-translates of P(W) from F to obtain again a Schottky system of loops for H, giving a contradiction to the minimality of F .
Assume U has order two. If we assume that there is not an elliptic element of order two in K stabilizing W and having both fixed points on it, then we may proceed as before to obtain a contradiction.
In the above proposition we have seen that if an element U in the K-stabilizer of an structure region R has one of its fixed points on it, then the same holds for the other. Next, we discuss the case that none of the fixed points of U belong to such a structural region. Proof. (1) As both fixed points of U are not contained on R, it is clear the existence of two different loops, say W 1 and W 2 , each one invariant under U. We know, from the minimality condition, that R must contain boundary loops different from the above two loops. Each of these extra loops has trivial stabilizer in K( R). None of them can be K-equivalent to neither W 1 nor W 2 ; otherwise, the K-stabilizer of R will not be a cyclic group generated by U. Let us assume there is no loxodromic element of K sending W 1 onto W 2 . Let R 1 be the other structure region containing W 1 as boundary loop. The above ensures that these two structure regions are non-equivalent under G. Now, we may see that P( R ∪ W ∪ R 1 ) still planar. This permits to delete the H-translates of P(W) from F to obtain again a Schottky system of loops for H, giving a contradiction to the minimality of F . The commutativity property of L and U follows from the fact that L conjugates the K-stabilizer of W 1 onto the K-stabilizer of W 2 and the fact that K/G is Abelian.
(2) The existence of the two loops W 1 and W 2 , each one invariant under U, is clear. Let us assume the at there is no loxodromic transformation L ∈ K so that L(W 1 ) = W 2 and assume that at least one of these two loops is not invariant under an involution with fixed points on it, say W 1 . Now we may proceed as in the previous proof by considering the structure region at the other side of W 1 and to obtain that we may eliminate the H-translates of P(W 1 ) to obtain a contradiction to the minimality of F .
(3) The existence of the two loops W 1 and W 2 , each one invariant under U, is clear. Note that W 1 is invariant under an elliptic transformation of order two E ∈ K, with both fixed points on it, if and only if there is a loxodromic transformation L ∈ K so that L(W 1 ) = W 2 ; in fact L = VE. So, let us assume W 1 and W 2 are not K-equivalent by some loxodromic transformation. So, by the above, each of these two loops has K-stabilizer the cyclic group generated by U. It follows that W 1 and W 2 are non-equivalent under G. Note that none of the other boundary loops of R can be K equivalent to neither W 1 nor W 2 ; otherwise either K will not be discrete or the R will have bigger K-stabilizer than assumed. In fact, assume W 1 is K-equivalent to some boundary loop L 1 of R, different from W 1 and W 2 ; say T (W 1 ) = L 1 some T ∈ K. As L 1 and W 1 must have conjugate K-stabilizers by T , L 1 should be invariant under one of the involutions in U, V . Clearly, such an involution cannot be U, so we may assume it to be V (by permuting V with UV if necessary). It follows that T U, V and that T is loxodromic. As, this case, T UT −1 = V, then T (W 2 ) = L 2 (L 2 L 1 ) must be also invariant under V. But this obligates for T to have fixed points on the interior of 4 pairwise disjoint discs, a contradiction to the fact that T has only two fixed points. All of the above ensures that P( R ∪ W 1 ∪ R 1 ) is palnar, where R 1 is the other structure region with W 1 on the boundary. We may eliminate the H-translates of P(W 1 ) to obtain a contradiction to the minimality of F . 6.1.3. The structure of K. Now, we may proceed in the same fashion as in [11] . As S /H = Ω/K is connected, we may find a maximal finite collection of structural regions R 1 , . . . , R n such that they are pairwise not K-equivalent and, if we denote by R j the clousure of R j (this is just adding the boundary structure loops to R j ), then R = R 1 ∪ · · · ∪ R n is connected. Let K j be the K-stabilizer of R j . If L is the common boundary structure loop of the two regions R i and R j , then as they are not K-equivalent, asserts that the K-stabilizer of L is exactly K 1 ∩ K 2 . We may perform the amalgamated free product (in terms of Klein-Maskits's combination theorem) K i * K i ∩K j K j . By doing this process at all pair of regions with commong boundary structure loop, we obtain a Kleinian group K < K. Next, if L 1 is a boundary structure loop of R, then (as the choice of the regions R 1 , . . . , R n is maximal) there exists some element k 1 ∈ K and a boundary structural loop L 2 (not necessarily different from L 1 ) such that k 1 (L 1 ) = L 2 . We may now apply again Klein-Maskit's combiantion theorem to obatin an HNN extension of K by k 1 . We proceed with all the structural boundary loops in the similar way to finally obtain K. This construction permits to observe that K is a amalgamated free product, together HNN extensions, of the K-stabilizers of structure regions and structure loops. As we have described all possible K-stabilizers of these structural objects, we obtain the first part of Theorem 5.1. (2) . In order to check the last part of Theorem 5.1, we start by observing that a group K, constructed as stated in the theorem, is (i) geometrically finite, (ii) has totally disconnected limit set and (iii) the non-loxodromic transformation are elliptic of finite order. We need to find a Schottky group G, which is a normal finite index subgroup of K and such that K/G is abelian. We claim that its derived subgroup G = K ′ is the desired subgroup.
Proof of part
As K is finitely generated, H = K/K ′ is a finite abelian group. Let Φ : K → H the canonical surjective projection homomorphism. As a consequence of Klein-Maskit's combination theorems, for every elliptic element E ∈ K it happens that Φ(E) has the same order as E (i.e., K ′ is torsion free). It follows that K ′ is purely loxodromic finite index normal subgroup of K, so finitely generated function group with totally disconnected limit set (the same limit set as for K), so, by Corollary 1, a Schottky group.
