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Abstract
The Bayesian framework offers a flexible tool for regularization in the high dimensional
setting. In this thesis, I propose a new class of Bayesian regularization methods induced
from scale mixtures of Laplace prior distributions and develop novel statistical methods for
a variety of statistical models. We provide theoretical guarantees of our methods (both in
estimation accuracy and structure recovery) that are stronger than the existing results. The
methods and theoretical results developed in the thesis are applicable for many commonly
used high dimensional models, with a particular emphasis on graphical models and conditional
random fields using the spike and slab Lasso regularization which is a special case of our
general Bayesian regularization framework. We propose fast and scalable EM algorithms
for computing the maximum a posterior (MAP) estimators and (approximate) posterior
probabilities for support recovery. Extensive empirical results on synthetic and real datasets
demonstrate that the proposed methods have merits when compared to the alternative
methods.
Keywords: Bayesian Regularization, Spike and Slab Priors, Graphical Models, High
Dimensional Estimation, Scalable Computation.
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With the increasing ability to collect, store, process, and analyze large volumes of data,
statistical models with a large number of parameters have become a common occurrence. In
recent years, high-dimensional models have demonstrated their great capacity for knowledge
discovery in many application domains such as genetics, finance, computer vision, and
natural language processing. They, however, pose many theoretical as well as computational
challenges.
A key challenge for high dimensional models is the issue of overfitting which arises as the
number of parameters to be estimated could be larger than the sample size. A common solution
is to impose a sparsity assumption, which implies that there is a low-dimensional representation
of the high-dimensional model. Estimation of such a low-dimensional representation becomes
a central problem in statistics and machine learning. In this thesis, I approach this problem
from a Bayesian perspective, in which sparsity and regularization are induced from priors on
the high-dimensional model parameter. The proposed Bayesian regularization framework can
be applied to various interesting statistical models that are useful in many real applications.
In the remaining part of the chapter, I outline some of the core topics and key contributions
that will be developed in the thesis.
As a motivating example for high-dimensional statistical models, let us consider the prob-
lem of estimating the precision matrix Θp×p based on n iid observations from a multivariate
Gaussian distribution. This model is often referred to as the Gaussian graphical model (GGM)
in the literature, a popular model widely used in real applications such as bioinformatics,
genetics, computer vision, natural language processing. When p > n, estimating Θ becomes
1
difficult as the sample covariance matrix is not invertible. In Chapter 2, I develop a Bayesian
regularization approach based on the spike and slab Lasso prior on high-dimensional GGM
and propose an efficient expectation maximization (EM) algorithm to compute the MAP
estimator and to uncover the underlying sparse graph structure. I prove that the proposed
procedure achieves the optimal rate of convergence and structure recovery under general data
generating conditions beyond the Gaussian assumption.
Although GGM is commonly used to describe dependence relationship among variables,
it is no longer adequate when we also have a set of covariates X. For example, Y and X can
be biomarkers and genetic outcomes, respectively, in the analysis of gene expression data,
or current and previous asset prices in portfolio analysis. In such applications, dependence
relationship among the Y as well as the relationship between Y and X are of interest which
can be modeled elegantly by a conditional random field model. In Chapter 3), I extended
the Bayesian regularization framework to conditional random field model for simultaneously
learning conditional dependence structures among multiple outcomes, and between the
outcomes and a set of covariates.
In the last chapter of the thesis (Chapter 4), I generalize the Bayesian regularization
framework beyond graphical models and spike and slab Lasso prior. I propose a novel Bayesian
regularization framework based on a family of scale mixture of Laplace priors that includes
the regularization from spike and slab Lasso priors and the double Pareto priors considered
in the Bayesian literature, as well as the LSP and SICA regularization considered in the
penalization literature as special cases. I establish optimal theoretical results for the resultant
MAP estimators for a large class of statistical models including linear regression, generalized
linear regression, and graphical models. To obtain these results, I do not impose the typical
incoherence conditions for Lasso methods or the beta-min condition required in a seminal
work of Loh and Wainwright (Loh and Wainwright, 2017) for non-convex regularization. The
theoretical results developed in this chapter provide the strongest existing theoretical results
in such a general framework.
2
Chapter 2
Bayesian regularization for Graphical
models: theory and computation
2.1 Introduction
Covariance matrix and precision matrix (inverse of the covariance matrix) are among the
most fundamental quantities in Statistics as they describe the dependence between different
variables (components) of a multivariate observation. Not surprisingly, they play pivotal
roles in many statistical problems including graphical models, classification, clustering,
and regression, which are used extensively in many application areas including biological,
engineering, and finance. Take the Gaussian graphical model (GGM) as an example. The
precision matrix provides great insight into the conditional dependence structure in a graph,
since the conditional independence of i-th and j-th variables of an undirected Gaussian
Markov random field is equivalent to the (i, j)-th entry of the precision matrix being zero,
see a recent review by Pourahmadi (2013). Such results have helped researchers to identify
complex network structures in applications such as high-throughput biological data, for
example, in Wille et al. (2004).
Estimating the precision matrix, especially under the high dimensional setting where
the variable dimension p can possibly be larger than the sample size n, is a particularly
challenging problem. Given the current prevalence of high dimensional data and the wide
utility of precision matrix, this problem has received significant attention in recent literature.
When the sample covariance matrix is positive definite, its inverse is a natural estimator for
the precision matrix. However, the inverse of sample covariance matrix as an estimator is
demonstrated to have poor performance in numerous studies (Johnstone, 2001; Paul, 2007;
3
Pourahmadi, 2013). Moreover, when p > n, the precision matrix estimation problem is
ill-posed without further restricting assumptions. The most commonly used assumption to
remedy this issue is that the precision matrix is sparse, i.e., a large majority of its entries are
zero (Dempster, 1972), which turns out to be quite useful in practice in the aforementioned
GGM owing to its interpretability.
Regularization provides a general framework for dealing with high dimensional problems.
There are two major approaches that utilize regularization to estimate the precision matrix
and its sparse structure.
The first one is regression based approach where a sparse regression model is estimated
separately for each column to identify and estimate the nonzero elements of that column in
the precision matrix Θ (Meinshausen and Bühlmann, 2006; Peng et al., 2009; Zhou et al.,
2009; Khare et al., 2015). This approach focuses more on the sparse selection of the entries,
and the estimated precision matrix is generally not positive definite.
The other is likelihood based approach which aims to optimize the negative log-likelihood
function (2.1) together with an element-wise penalty term on Θ (Yuan and Lin, 2007; Banerjee
et al., 2008; Friedman et al., 2008; Fan et al., 2009). Among these methods, Graphical Lasso
(GLasso) (Friedman et al., 2008) is the most commonly used owing to its scalability. GLasso
estimator for the precision matrix is also not guaranteed to be positive definite. Mazumder
and Hastie (2012) proposed algorithms that modify GLasso and ensure positive definiteness of
the estimated precision matrix. Apart from these two general approaches, regularization can
be applied with other forms of loss functions, an example of which is the CLIME estimator
proposed by Cai et al. (2011).
Theoretical properties of the likelihood based methods for Gaussian graphical models
have been studied in the literature. In Rothman et al. (2008), Lam and Fan (2009) and Loh
and Wainwright (2015), estimation error rates in Frobenius norm have been established for
likelihood based estimators with Lasso and SCAD penalties. For GLasso, stronger results
in entrywise maximum norm are obtained by Ravikumar et al. (2011) under a restrictive
4
assumption on Θ, called the irrepresentable assumption, when the multivariate distribution
of the observations has an exponential tail (such as sub-Gaussian distributions). A slower
rate is shown when the distribution has a polynomial tail (such as t-distributions with
sufficiently large degrees of freedom). Similar results on estimation error rate in maximum
norm are shown by Loh and Wainwright (2014) for non-convex penalized estimators under
sub-Gaussian distributions but their results require beta-min conditions. Cai et al. (2011)
provide such results for CLIME estimator both under exponential and polynomial tails with
the assumption that all the absolute column sums of Θ are bounded.
The precision matrix estimation problem is less studied under the Bayesian framework
possibly due to the high computational cost associated with MCMC when p is large. Marlin
and Murphy (2009) proposed a Bayesian model and a variational Bayes algorithm for GGMs
with a block structure. Wang (2012) proposed a Bayesian version of GLasso and the associated
posterior computation algorithms. Carvalho and Scott (2009), Dobra et al. (2011), Wang and
Li (2012) and Mohammadi et al. (2015) used G-Wishart priors and proposed stochastic search
methods for the computation. Banerjee and Ghosal (2015) studied a Bayesian approach with
mixture prior distributions that have a point-mass and a Laplace distribution. They provide
posterior consistency results and a computational approach using Laplace approximation.
With the exception of Banerjee and Ghosal (2015), theoretical properties of Bayesian methods
for sparse precision matrix estimation have not been studied. The results of Banerjee and
Ghosal (2015) are on estimation error rate in Frobenius norm similar to those of Rothman
et al. (2008), but assume the underlying distribution to be Gaussian.
In this chapter, we propose a new Bayesian approach for estimation and structure recovery
for GGMs. Specifically, to achieve adaptive shrinkage, we model the off-diagonal elements of
Θ using a continuous spike-and-slab prior with a mixture of two Laplace distributions, which
is known as the spike-and-slab Lasso prior in Rocková (2016), Rocková and George (2016a)
and Rocková and George (2016b). Continuous spike-and-slab priors are commonly used for
high dimensional regression (George and McCulloch, 1993; Ishwaran and Rao, 2005; Narisetty
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and He, 2014) and a Gibbs sampling algorithm is often used for posterior computation.
However, such a Gibbs sampler for our problem has an extremely high computational burden
and instead we propose a novel EM algorithm for computation, which is motivated by the EM
algorithm for linear regression from Rocková and George (2014) and the one for factor models
from Rocková and George (2016a). Our novel computational and theoretical contributions in
the chapter are summarized as follows:
• We propose a new approach for precision matrix estimation, named BAGUS, short for
“BAyesian regularization for Graphical models with Unequal Shrinkage." The adaptive
(unequal) shrinkage is due to the non-convex penalization by our Bayesian formulation.
• Although the Gaussian likelihood is used in our Bayesian formulation, our theoretical
results hold beyond GGMs. We have shown that our procedure enjoys the optimal





in the entrywise maximum norm and selection
consistency under both exponential and polynomial tail distributions with very mild
conditions. Our theoretical result is stronger than the best existing result by Cai et al.
(2011), as we assume boundedness of Θ in operator norm which is weaker than the
assumption of bounded absolute column sum of Θ.
• We propose a fast EM algorithm which produces a maximum a posteriori (MAP)
estimate of the precision matrix and (approximate) posterior probabilities on all edges
that can be used to learn the graph structure. The EM algorithm has computational
complexity comparable to the state-of-the-art GLasso algorithm (Mazumder and Hastie,
2012).
• Our algorithm is guaranteed to produce a symmetric and positive definite estimator
unlike many existing estimators including CLIME.
The remaining part of the chapter is organized as follows. In Section 2, we present our
model and prior set-up in the Bayesian framework along with a discussion on its penalized
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likelihood perspective. In Section 3, we provide our theoretical consistency results followed
by the details of the EM algorithm in Section 4. Section 5 presents numerical results in
extensive simulation studies and a real application for predicting telephone center call arrivals.
Proofs, technical details, and R codes used for empirical results can be found in Online
Supplementary Material.
Notation





entrywise `∞ norm (i.e., maximum norm) ‖A‖∞ = max(i,j) |aij|, and its spectral norm by
‖A‖2 = sup{‖Ax‖ : x ∈ Rq, ‖x‖ ≤ 1} where ‖x‖ denotes the l2 norm of vector x. For a p× p
square matrix A, let A− denote the off-diagonal elements of A, A+ the diagonal elements
of A, and λmin(A) and λmax(A) the smallest and the largest eigenvalues, respectively. For
a square symmetric matrix A, its spectral norm is equal to its maximum eigenvalue, that
is, ‖A‖2 = λmax(A), and its maximum absolute column sum (i.e., the `1/`1 operator norm)




Let Θ0 = [θ0ij] and Σ0 = [σ0ij] denote the true precision matrix and covariance matrix,
respectively. Let S0 = {(i, j) : θ0ij 6= 0} denote the index set of all nonzero entries in Θ0 and
S0
c is its complement. Define θ0max = maxij |θ0ij| and MΣ0 = |||Σ0∞. Define Γ = Θ−1 ⊗Θ−1




, and for any two subsets T1 and T2 of {(i, j) : 1 ≤ i, j ≤ p}, we use ΓT1T2 to
denote the matrix with rows and columns of Γ indexed by T1 and T2 respectively. We further
denote MΓ0 = |||Γ0
−1
S0S0∞ = |||(Θ0 ⊗Θ0)S0S0∞. Define the column sparsity d = maxi=1,2,...,pcard{j :
θ0ij 6= 0} and the off-diagonal sparsity s = card(S0)− p, where card denotes the cardinality
of the set in its argument.
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2.2 Bayesian regularization for Graphical models
Our data consist of a random sample of n observations Y1, . . . , Yn which are assumed to
be iid p-variate random vectors following a multivariate distribution with mean zero and
precision matrix Θ. In short, we use the following notation:
Y1, . . . , Yn
iid∼ (0,Θ−1).
Our primary goal is to estimate Θ and identify the sparse structure in the elements of Θ.
For the Bayesian framework, we work with the Gaussian log-likelihood given by











i denotes the sample covariance matrix of the data. We note
that in spite of working with the Gaussian likelihood, we allow the observations to have
non-Gaussian distributions including those with polynomial tails.
2.2.1 Bayesian formulation
Next we describe our prior specification on the following two groups of parameters: the
diagonal entries {θii} and the off diagonal entries, where the latter is reduced to the upper
triangular entries {θij : i < j} due to symmetry.
On the upper triangular entries θij (i < j), we place the following spike-and-slab prior,
known as the spike-and-slab Lasso prior developed in a series of work by Rocková (2016),


















which is a mixture of two Laplace distributions of different scales v0 and v1 with v1 > v0 > 0.
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The mixture distribution (2.2), represents our prior on θij which could take values of relatively
large magnitude modeled by the Laplace distribution with scale parameter v1 (i.e., the “slab”
component), or which could take values of very small magnitude modeled by the Laplace
distribution with scale parameter v0 (i.e., the “spike” component). In the traditional spike-
and-slab prior, the “spike” component is set to be a point mass at zero, which corresponds
to our setting with v0 = 0. Here we use a continuous version of the spike-and-slab prior, in
which v0 is set be nonzero but relatively small compared with v1. Continuous spike-and-slab
priors with normal components were proposed by George and McCulloch (1993) in the linear
regression context and their high dimensional shrinkage properties were studied by Ishwaran
and Rao (2005) and Narisetty and He (2014). Rocková (2016) and Rocková and George
(2016b) considered the spike-and-slab Lasso prior given by (2.2) for linear regression and
studied the adaptive shrinkage property of such priors as well as various asymptotic properties
concerning the posterior mode. An advantage of continuous spike-and-slab priors is that the
continuous prior distributions on θij allow the use of efficient algorithms that do not require
switching the active dimension of the parameter.
For the diagonal entries θii of the precision matrix, a weakly informative Exponential
prior is specified since θii do not need to be shrunk to zero:
π(θii) = τ exp(−τθii)1(θii > 0).
Although Θ can be fully parameterized by these two groups of parameters, they are not
independent as the determinant of Θ needs to be positive. Therefore, the support for the joint
prior distribution on elements of Θ is restricted such that Θ is positive definite, i.e., Θ  0.
In addition, we constrain the spectral norm of Θ to be upper bounded: ‖Θ‖2 ≤ B. Such a
constraint is not very restrictive since it often appears in the assumptions for theoretical
studies of precision matrix estimation anyway: a large spectral norm of Θ implies high
correlation among variables, a setup in which most methods fail. An important consequence
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of this constraint will be discussed in Section 2.2.3.







π(θii)1(Θ  0)1(‖Θ‖2 ≤ B). (2.3)
2.2.2 The penalized likelihood perspective
If estimation of Θ is of main interest, then a natural choice is the MAP estimator Θ̃ that
maximizes the posterior distribution π(Θ|Y1, · · · , Yn). This is equivalent to minimizing the
following objective function under the constraint ‖Θ‖2 ≤ B and Θ  0:




















pen1(θii) + Const. (2.4)
where















and pen1(θ) = τ |θ|.
If viewed from the penalized likelihood perspective, the objective function L(Θ) employs
two penalty functions, induced by our Bayesian formulation. The penalty function on the
diagonal entries, pen1(θ), is the same as the Lasso penalty. The hyperparameter τ is suggested
to be small, so the Lasso penalty mainly shrinks the estimates of θii instead of truncating
them to be zero.
More importantly, the penalty function on the off-diagonal entries, penSS(θ), coming from
the spike-and-slab prior has an interesting shrinkage property. To highlight the difference
between this penalty and the Lasso penalty, we plotted them in Figure 2.1. We also compare
our spike-and-slab penalty with the spike-and-slab penalty that arises by using a mixture of
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two normal distributions (George and McCulloch, 1997) instead of Laplace distributions:

















where “NSS" in the subscript stands for normal spike-and-slab prior. In Figure 2.1, we set
v0 = 0.1 and v1 = 10 for both penSS(θ) and penNSS(θ). Also, we subtract their values at 0
so the corresponding penalty at θ = 0 is zero. We can see that the penalty function we use,
penSS(θ), provides the best continuous approximation of the L0 penalty among the three.
To gain more insight about the penalty functions, we plot the derivatives/subgradient of
the two spike-and-slab penalties in Figure 2.2. The derivative of a penalty function should
ideally have its maximum at zero and then decay gradually to 0 (asymptotically). This
is because a non-decreasing derivative with respect to |θ| leads to a bias and affects the
performance in finite sample settings (Fan and Li, 2001; Loh and Wainwright, 2014). This
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Figure 2.1: Plot of different penalty functions. (a): penalty induced from the spike-and-slab
prior with a mixture of Laplace distributions; (b): penalty induced from the spike-and-slab
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(b) Derivative of penNSS(θ)
Figure 2.2: Plot of the derivative/subgradient of the penalty functions
2.2.3 Posterior Maximization and Local Convexity
The non-convexity of our spike-and-slab penalty penSS(θ) leads to desired shrinkage and
selection behavior, but it could bring additional computation challenges as the posterior
objective function L(Θ) is no longer convex and may have multiple local optima. However,
this is not a problem in our case with the upper bound on the spectral norm of Θ (2.3). More
specifically, the following theorem ensures that the optimization of L(Θ) with the spectral
norm constraint is a convex optimization problem, that is, locally within the spectral norm
ball, we are dealing with convex optimization resulting in a unique MAP estimate. This
result is motivated by Lemma 6 from Loh and Wainwright (2014).
Theorem 1. Denote u = | infθ>0 penSS ′′(θ)| . If B ≤ (2nu )
1
2 , then minΘ0,‖Θ‖2≤B L(Θ) is a
strictly convex problem.
Proof. We first bound the second-order subgradient of penSS(θ):
|penSS ′′(θ)| < u,












since ‖Θ‖2 ≤ B ≤ (2nu )
1
2 .








‖Θ‖2F . With the aforementioned bounds, it follows imme-
diately that both terms are strictly convex and the theorem is proved.




























order, when m = 1, the upper bound of B goes to 0 as n goes to +∞.
Considering this, we magnify the prior strength and consider a modified version of (2.4) in














Whenm = n, the relative scale between the loss function and penalty is the same as considered
in Lam and Fan (2009); Loh and Wainwright (2014), i.e., there is a n term in front of both









2 goes to +∞ when m  n.
2.2.4 Uncovering the Sparse Structure
In many applications, identifying the zero entries in Θ (referred to as structure estimation or
graph selection) is also of major interest along with the estimation of Θ. Inference on the
latent sparse structure of Θ or equivalently the sparse structure of a graph can be directly
induced from our spike-and-slab prior. We can re-express the spike-and-slab prior (2.2) as
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the following two-level hierarchical prior:
 θij | rij = 0 ∼ LP(0, v0)θij | rij = 1 ∼ LP(0, v1) (2.7)
where rij follows
rij | η ∼ Bern(η). (2.8)
Here LP(0, v) denotes the double exponential (Laplace) distribution with scale v and and
Bern(η) denotes the Bernoulli distribution with probability η .
We can view the binary variable rij as the indicator for the sparsity pattern: rij = 1
implies θij being the “signal” (i.e., from the slab component), and rij = 0 implies θij being
the “noise” (i.e., from the spike component). The posterior inclusion probability for an edge
connecting i and j can be computed as follows:
pij = π(rij = 1|Y1, · · · , Yn, Θ̃). (2.9)
where Θ̃ is the MAP estimator of Θ. We can then threshold pij to identify the edges: if pij is
greater than a pre-specified threshold such as 0.5, then the (i, j) pair is identified as an edge.
2.3 Theoretical Results
Let Θ̃ denote the MAP estimator, the unique minimizer of the loss function (2.4). In this
Section, we provide theoretical results on the estimation accuracy of Θ̃. We also show that
the structure selected based on thresholding the posterior probabilities pij matches the true
sparse structure with probability going to one. Before moving on to the results, we first
provide the following notation and conditions.
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2.3.1 Notation





entrywise `∞ norm (i.e., maximum norm) ‖A‖∞ = max(i,j) |aij|, and the spectral norm
‖A‖2 = sup{‖Ax‖ : x ∈ Rq, ‖x‖ ≤ 1}. For a p × p square matrix A, let A− denote the
off-diagonal elements of A, A+ the diagonal elements of A, and λmin(A) and λmax(A) the
smallest and the largest eigenvalues, respectively. For a square symmetric matrix A, its
maximum absolute column sum (i.e., the `1/`1 operator norm) is the same as its maximum
absolute row sum (i.e., the `∞/`∞ operator norm), denoted by |||A∞ = max1≤j≤q
∑p
i=1 |aij|.
Let Θ0 = [θ0ij] and Σ0 = [σ0ij] denote the true precision matrix and covariance matrix,
respectively. Let Sg = {(i, j) : θ0ij 6= 0} denote the index set of all nonzero entries in Θ0
and Scg is its complement. Define θ = maxij |θ0ij| and KΣ0 = |||Σ0∞. Define Γ = Θ−1 ⊗Θ−1




, and for any two subsets T1 and T2 of {(i, j) : 1 ≤ i, j ≤ p}, we use
Γ−1T1T2 to denote the matrix with rows and columns of Γ
−1 indexed by T1 and T2 respectively.
We further denote KΓ0 = |||Γ0
−1
SgSg∞
= |||(Θ0−1 ⊗Θ0−1)−1SgSg∞. Define the column sparsity
d = max
i=1,2,...,p
card{j : θ0ij 6= 0} and the off-diagonal sparsity s = card(Sg) − p, where card
denotes the cardinality of the set in its argument.
2.3.2 Conditions
Tail Conditions on the Distribution of Y
In our analysis, we do not restrict to the situation where the true distribution of Y is
Gaussian. Instead, we provide analysis for two cases according to the tail conditions on the
true distribution of a p-variate random vector Y = (Y (1), Y (2), ..., Y (p)).





(j)2 ≤ K for all |t| ≤ η1, for all j = 1, . . . , p (2.10)
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where K is a bounded constant.
(C2) Polynomial tail condition: Suppose that for some γ, c1 > 0, p ≤ c1nγ, and for some
δ0 > 0,
E|Y (j)|4γ+4+δ0 ≤ K, for all j = 1, . . . , p. (2.11)
Note that when Y follows a Gaussian or a sub-Gaussian distribution, condition (C1) is
satisfied. The same tail conditions are also considered by Cai et al. (2011) and Ravikumar
et al. (2011).
Conditions on Θ0
We make the following assumption on the true precision matrix Θ0 for studying estimation
accuracy.
(A1) λmax(Θ0) ≤ 1/k1 <∞ or equivalently 0 < k1 ≤ λmin(Σ0).
In addition, we make the minimum signal assumption below for studying sparse structure
recovery.






, whereK0 > 0 is a sufficiently
large constant not depending on n.
Similar and in some cases stronger assumptions are imposed in other theoretical analysis
of precision matrix estimation and sparse structure recovery (Rothman et al., 2008; Lam
and Fan, 2009; Ravikumar et al., 2011; Cai et al., 2011; Loh and Wainwright, 2014). For a
comparison of various theoretical results, see the discussion in Section 4.3.4.
2.3.3 Theoretical Results
The following theorem gives estimation accuracy under the entrywise `∞ norm. In particular,






error rate for distributions with an exponential or a polynomial tail.
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Theorem 2. (Estimation accuracy in entrywise `∞ norm)




2) when the exponential tail condition (C1) holds, and C1 =
√
(θ + 1)(4 + τ0)
when the polynomial tail condition (C2) holds. Assume that












C5 ≤ v1(1−η)v0η <
v21(1−η)
v20η





for some constants ε1 > 0, C4 > C3 and some sufficiently small ε,
ii) the spectral norm B satisfies 1
k1






























Then, the MAP estimator Θ̃ satisfies





with probability greater than 1 − δ1, where δ1 = 2p−τ0 when condition (C1) holds, and
δ1 = O(n
−δ0/8 + p−τ0/2) when condition (C2) holds.
Theorem 2 follows from a more general result stated as Theorem 6 in Appendix A from
the Online Supporting Material. We state the proof as m = 1 for simplicity. Its extension
to m 6= 1 is straightforward. The specific definition for C4 and the one for ε are also provided
in Theorem 6 in the Online Supporting Material.
We now present the following result on estimation accuracy of Θ̃ in terms of Frobenius
norm, spectral norm and `∞/`∞ operator norm. This result is based on Theorem 2 and
Lemma 2 from Appendix A.
Theorem 3. (Estimation accuracy in other norms)
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Under the same conditions of Theorem 2,
(i) if the exponential tail condition (C1) holds, then
‖Θ̃−Θ0‖F < 2
(







(p+ s) log p
n
,
|||Θ̃−Θ0∞, ‖Θ̃−Θ0‖2 < 2
(













with probability greater than 1− 2p−τ0;
(ii) if the polynomial tail condition (C2) holds, then
‖Θ̃−Θ0‖F < 2(
√
(θ + 1)(4 + τ0) + C3)KΓ0
√
(p+ s) log p
n
,
|||Θ̃−Θ0∞, ‖Θ̃−Θ0‖2 < 2(
√








with probability greater than 1−O(n−δ0/8 + p−τ0/2).
Next we discuss selection consistency for the sparse structure before providing a comparison
of our results with the existing results in Section 4.3.4.
As discussed in Section 2.2.4, we propose to estimate Sg, the set of nonzero elements of
Θ, by thresholding the posterior inclusions probability pij. The following theorem shows
that Ŝg = {(i, j) : pij ≥ T}, the set of edges with posterior probability greater than T , is a
consistent estimator of Sg for any 0 < T < 1.
Theorem 4. (Selection consistency) Assume the same conditions in Theorem 2 and condition









< (C4 − C3)
(
K0 − 2(C1 + C3)KΓ0
)
log p.







A proof of Theorem 4 is provided in Appendix B.
2.3.4 Comparison with existing results
We compare our results with those of GLasso (Ravikumar et al., 2011), CLIME (Cai et al.,
2011) and the non-convex regularization based method by Loh and Wainwright (2014).
In Ravikumar et al. (2011), the irrepresentable condition, |||ΓS0cS0Γ−1S0S0|||∞ ≤ 1 − α, is
needed to establish the rate of convergence in entrywise `∞ norm. Such an assumption is
quite restrictive, and is not needed for our results. In addition, under the polynomial tail












The theoretical results for CLIME (Cai et al., 2011) are similar to ours in terms of
estimation accuracy. However, the main difference is the assumption on Θ0. We assume
boundedness of the largest eigenvalue of Θ0, which is strictly weaker than the boundedness
of |||Θ0∞ (the `∞/`∞ operator norm), the assumption imposed for CLIME. The weakness of
our assumption follows from Hölder’s inequality. To illustrate the strict difference between
these assumptions, we consider the following precision matrix as an example:




, if i 6= 1; θ0ij = 0 if i 6= j and i 6= 1. (2.16)
The precision matrix above has the so-called star structure, which is frequently observed in
networks with a hub. In Figure 2.3, we plot the maximum eigenvalue and the maximum of
the absolute row sum of this matrix with varying dimension p. We can see that it is easy to
satisfy the upper bound on maximum eigenvalue, but not the upper bound on the `∞/`∞
operator norm, since the latter is diverging with p.
The major difference between our results and those from Loh and Wainwright (2014) is














Figure 2.3: Plots of the maximum eigenvalue (solid line) and the `∞/`∞ operator norm
(dashed line) for precision matrices with the star structure (2.16). Our model assumption
corresponds to an upper bound on the solid line, while the one for CLIME corresponds to an
upper bound on the dashed line.
is needed for the rate of estimation accuracy established in Loh and Wainwright (2014),
while we do not require this assumption for estimation consistency. In addition, their results
are only available for sub-Gaussian distributions, while we consider a much broader class of
distributions, i.e., distributions with exponential or polynomial tails.
2.4 Computation with EM algorithm
We now describe how to compute the MAP estimate Θ̃. Directly optimizing the negative
log of the posterior distribution (2.4) is not easy. One numerical complication comes from
the penalty term (2.5): it has a summation inside the logarithm due to the mixture prior
distribution on θij. The expectation-maximization (EM) algorithm is a popular tool in
handling such a complication.
Recall the two-level hierarchical representation of the prior on θij introduced in Section
2.2.4. Define R as the p×p matrix with binary entries rij . Then the full posterior distribution
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π(Θ, R|Y1, · · · , Yn) is proportional to










1(Θ  0)1(‖Θ‖2 ≤ B). (2.17)
We treat R as latent and derive an EM algorithm to obtain the MAP estimate of Θ from the
M-step and the posterior distribution of R from the E-step upon convergence. The E-step of
our algorithm is inspired by the EM algorithm for linear regression from Rocková and George
(2014) and the one for factor models from Rocková and George (2016a), and the M-step of
our algorithm is inspired by the optimization procedure used by GLasso (Banerjee et al.,
2008; Friedman et al., 2008; Mazumder and Hastie, 2012).
2.4.1 The E-step
At the E-step, we first compute the distribution of R given the parameter value from the
previous iteration Θ(t). Note that the binary indicator rij does not appear in the likelihood
function, and only appears in (2.7) and (2.8) in the prior specification. It is easy to show

















Next we evaluate the expectation of log π(Θ, R|Y1, · · · , Yn) with respect to π(R|Θ(t), Y1, . . . , Yn),


































At the M-step of the (t+ 1)th iteration, we sequentially update Θ in a column by column
fashion to maximize Q(Θ|Θ(t)). Without loss of generality, we describe the updating rule for
the last column of Θ while fixing the others.








where W11 is the (p− 1)× (p− 1) sub-matrix, w12 is the (p− 1)× 1 vector at the last column
of W and w22 is the diagonal entry at the bottom-right corner. The sample covariance matrix
S, the binary indicator matrix R = [rij], and the conditional probability matrix P = [pij]
where pij is defined in (3.14) are also partitioned similarly. We list the following equalities










Given Θ11, to update the last column (θ12, θ22), we set the subgradient of Q with respect







θ22 − θT12Θ−111 θ12
− n
2
(s22 + τ) = 0. (2.21)
Due to Equations (2.20) and (2.21), we have
w22 =
1








































 sign(θ12) = 0,
(2.23)
where AB denotes the element-wise multiplication of two matrices. Here the second line of
(2.23) is due to the identities in (2.20). To update θ12, we then solve the following stationary











 sign(θ12) = 0. (2.24)
The coordinate descent algorithm for updating θ12 is summarized in Algorithm 1. Since
only one column is changed, checking the bound ‖Θ‖2 ≤ B is computationally feasible (see
Section 2.6 for more details). In practice, we could also proxy the constraint on ‖Θ‖2 with a
constraint on the largest absolute value of the elements in Θ. In our empirical studies, this
relaxation performs quite well.
When updating (θ12, θ22), we need Θ−111 . Instead of directly computing the inverse of Θ11,
we compute it from
Θ−111 = W11 − w12w21/w22,
which is derived from (2.20). After the update of (θ12, θ22) is completed, we ensure that
WΘ = Ip holds by updating W11 and w12 via identities from (2.20). Therefore, we always
keep a copy of the most updated covariance matrix W in our algorithm. Note we don’t
update w22 here, only because the relationship related to w22 within WΘ = Ip is already
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Algorithm 1 Coordinate Descent for θ12
Initialize θ12 from the previous iteration as the starting point.
repeat
for j in 1 : (p− 1) do
Solve the following equation for θ12j:
ns12j + nw22Θ
−1















until Converge or Max Iterations Reached.
If ‖Θ‖2 > B : Return θ12 from the previous iteration
Else: Return θ12
ensured. That is, if w22 is updated using (2.20), it remains unchanged.
2.4.3 The output
The entire algorithm, BAGUS, is summarized and displayed as Algorithm 2. After convergence,
we extract the following output from our algorithm: the P matrix, the posterior probability
on the sparse structure, from the E-step and the MAP estimator Θ̃ from the M-step.
Algorithm 2 BAGUS
Initialize W = Θ=I
repeat















for j in 1 : p do
Move the j-th column and j-th row to the end (implicitly), namely Θ11 := Θ\j\j,
θ12 := θ\jj, θ22 := θjj
Update w22 using w22 ← s22 + 2nτ
Update θ12 by solving (2.24) with Coordinate Descent for θ12.










To obtain an estimate of the sparse structure in R, we threshold the entries of P , namely:
r̂ij = 1, if Pij ≥ 0.5; r̂ij = 0, otherwise.
As shown in Theorem 4, thresholding entries of P with any number T such that 0 < T < 1
could recover the true sparse structure with probability converging to 1.
For many existing algorithms, the positive definiteness of the estimate of Θ is not
guaranteed. For example, GLasso (Friedman et al., 2008) can only ensure the positive
definiteness of the estimate of the covariance matrix W , but not of the estimate of the
precision matrix Θ, as shown in Mazumder and Hastie (2012). The following theorem shows
that MAP estimate Θ̃ returned by our algorithm is ensured to be symmetric and positive
definite.
Theorem 5. (Symmetry and positive definite) The estimate of Θ returned by BAGUS is
always symmetric, and it is also positive definite if the initial value Θ(0) is positive definite.
A proof is given in the Supplementary Material.
2.4.4 Remarks
Computation Cost. In BAGUS, the computation cost is O(p2) for updating one
column. There are p columns in Θ to update, so the overall computational complexity
of our algorithm is O(p3), which matches the computation cost for GLasso.
Parameter Tuning. BAGUS involves the following hyperparameters: η, τ , ν0, and
ν1. We always set η = 0.5 and τ = ν0 so that there are only two parameters ν0 and ν1
to be tuned. We use a BIC-like criterion to tune these parameters to obtain a sparse





+ log(n)×#{(i, j) : 1 ≤ i < j ≤ p, θ̂ij 6= 0}. (2.25)
25
The same BIC criterion is used by Yuan and Lin (2007) while a similar BIC criterion
with a regression based working likelihood is used by Peng et al. (2009).
2.5 Empirical results
In this section, we compare our models with the competitive alternatives in both simulated
and real datasets and study the performance of our approach.
2.5.1 Twelve simulation settings
Following the simulation studies from related work (Yuan and Lin, 2007; Friedman et al.,
2008; Peng et al., 2009; Cai et al., 2011), we generate data Y from a multivariate Gaussian
distribution with mean 0 and precision matrix Θ0 = (θ0ij).
We consider four different models, i.e., four different forms of Θ0. The first three have
been considered in Yuan and Lin (2007) and the fourth one is similar to the set-up in Peng
et al. (2009).




2. Model 2 (AR(2) model): θ0ii = 1, θ0i,i−1 = θ0i−1,i = 0.5 and θ0i,i−2 = θ0i−2,i = 0.25.
3. Model 3 (circle model): θ0ii = 2, θ0i,i−1 = θ0i−1,i = 1, and θ01p = θ0p1=0.9.
4. Model 4 (random graph): The true precision matrix Θ0 is set as follows.
(a) Set θ0ii = 1.
(b) Randomly select 1.5× p of the off-diagonal entries θ0ij (i 6= j) and set their values
to be uniform from [0.4, 1] ∪ [−1,−0.4]; set the remaining off-diagonal entries to
be zero.
(c) Calculate the sum of absolute values of the off-diagonal entries for each column,
and then divide each off-diagonal entry by 1.1 fold of the corresponding column
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sum. Average this rescaled matrix with its transpose to obtain a symmetric and
positive definite matrix.
(d) Multiple each entry by σ2, which is set to be 3.
For each model, we consider three cases with different values for p:
1) p = 50; 2) p = 100; 3) p = 200.
So, we consider a total of 12 simulation settings. In each setting, n = 100 observations are
generated, and results are aggregated based on 50 replications.
For estimation accuracy of Θ0, we use Frobenius norm (denoted as Fnorm). For selection











(TP + FP)(TP + FN)(TN + FP)(TN + FN)
,
where TP (true positive), FP (false positive), TN (true negative), and FN (false negative)
are based on detection of edges in the graph corresponding to the true precision matrix Θ0.
We note that it may not be meaningful to compare the results across graphs with different
values of p because the level of sparsity changes with p which makes it difficult to assess
the difficulty of the setting based on p alone. For instance, for most models considered in
our simulation study, the level of sparsity increases along with p, because of which all the
methods have their specificity increasing when p gets larger (see Tables 3.1-2.5). So we
recommend against comparing the results as p changes and instead to compare the results
across different methods within the same setting.
In the simulation study, we compare our method, denoted as BAGUS, with the following
alternatives: GLasso from Friedman et al. (2008), SPACE from Peng et al. (2009) and CLIME
from Cai et al. (2011). They are all shown to have estimation consistency under various
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conditions as discussed in Section 4.3.4. We also considered the regression based method
from Meinshausen and Bühlmann (2006), but the results are not presented here because
tuning the parameters as suggested in Meinshausen and Bühlmann (2006) gave us “NA” for
MCC in multiple scenarios considered here.
For each simulated data set, tuning for our model uses the aforementioned BIC criterion




and v1 ranges from
v0 × (1.5, 3, 5, 10). The tuning parameters for GLasso are chosen with 10-fold CV, the tuning
parameters for SPACE are chosen from the BIC-like criterion proposed in Peng et al. (2009)
and the tuning and estimation for CLIME estimator is done using the R package flare (Li
et al., 2014) as suggested on the homepage1 of Cai et al. (2011). For cross validation, the
number of λ values is set to be 40. Results for all the simulated cases are summarized in
Tables 3.1-2.5.
In almost all the settings considered, our method BAGUS performs the best in terms of
both selection accuracy, i.e., MCC, and estimation accuracy, i.e., Fnorm. We believe that it
is due to the adaptive nature of the Bayesian penalization and the weaker conditions under
which the consistency results hold true for BAGUS. Other than BAGUS, SPACE usually
performs well in terms of sparse selection and GLasso performs well in terms of estimation
accuracy. However, SPACE has a large estimation error in most cases and GLasso tends to
have smaller MCC. In our simulation study, CLIME estimator did not perform very well. It
is particularly worth noting that for the star graph, where the assumption for CLIME fails
(see discussion in Section 4.3.4), the performance of CLIME is particularly worse.
In Figure 2.8, we plot the receiver operating characteristic (ROC) curves for all the
methods considered under different models by varying hyper (tuning) parameters for the
case with p = 50. This is to see the performance of different methods by removing the effect
of tuning. Our method BAGUS remains at the top in all the settings considered in terms
of area under the ROC curve (AUC). This plot suggests that except for the star graph,
1http://www-stat.wharton.upenn.edu/~tcai/paper/html/Precision-Matrix.html
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performance of CLIME is not as poor as indicated by the selected graph, which suggests that
the performance of CLIME could be improved by better tuning. However, for the star graph,
CLIME is still observed to be particularly worse even in view of the ROC curve.
We also recorded the average of the estimated structures from the 50 replicates and
compare it with the truth to get a visual understanding of the performance of different
methods, shown in Figures 2.4-2.7. It is noticeable that GLasso and CLIME provide noisier
estimates than BAGUS by including many zero entries in the selection; BAGUS and SPACE
are sparser and appear closer to the true precision matrix. However, SPACE usually produces
noisier estimates than BAGUS (for Models 1-3) and misses a lot of true signals for Model 4. In
summary, BAGUS provides a highly competitive performance across the models considered.
2.5.2 Real application: telephone call center data
We now apply our method on the analysis of data from a telephone call center in a major
U.S. northeastern financial organization. The data consists of the arrival time of each phone
call in 2002 every day from 7 AM till midnight, except for six days when the data collecting
machine is out of order. More details about this data can be found in Shen and Huang
(2005).
Following the pre-processing as suggested by Huang et al. (2006) and Fan et al. (2009)
for this data set, we divide each day into 102 10-minute intervals and count the number of
call arrivals for each interval, denoted as Nit where t = 1 : 102 and i = 1 : 239. Only 239
days of data are considered here, after we remove holidays and days when the data collecting
machine was faulty. Represent the observations on the i-th day as Yi = (Yi1, Yi2, . . . )T , a





, a variance stabilizing transformation of the number
of calls. Let µ and Θ denote the mean vector and precision matrix of the 102-dimensional
vector Y .
We apply all the methods considered on the first 205 days of data to estimate Θ, as well
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Figure 2.8: ROC Curves for different methods and different data generating models with
p = 50.
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evaluation is carried out as follows. First divide the 102 observations for each day into two
parts (Zi1 and Zi2), where Zi1 is a 51× 1 vector containing data from the first 51 intervals on
the i-th day and Zi2 is also a 51× 1 vector containing the remaining 51 observations, then
partition the mean vector µ and the precision matrix Θ accordingly. Under the multivariate
Gaussian assumption, the best mean squared error forecast of Zi2 given Zi1 is given by
E(Zi2|Zi1) = u2 −Θ−122 Θ21(Zi1 − u1), (2.26)
which is also the best linear unbiased predictor for non-Gaussian data. So plugging the
estimates of µ and Θ based on the first 205 days into (2.26), we evaluate the prediction
accuracy for Zi2 for the remaining 34 days. We adopt the same criterion used by Fan et al.






|Ŷit − Yit|. (2.27)
where Ŷit and Yit denote the predicted and observed values, respectively.
We compare the prediction performance based on estimates from our method BAGUS,
the inverse of the sample covariance matrix (denoted as “Sample"), GLasso and CLIME.
The prediction errors for these methods at all 51 time points are shown in Figure 2.9. Their
average AAFE values are displayed in Table 2.1, along with the the average AAFE values for
Adaptive Lasso and SCAD taken from Fan et al. (2009).
Table 2.1: Average Prediction error for different methods
Sample GLasso Adaptive Lasso SCAD CLIME BAGUS
Average AAFE 1.46 1.38 1.34 1.31 1.14 1.00
From the results, we see that BAGUS and CLIME have a significantly improved perfor-
mance in prediction accuracy when compared with the other methods. To look further into





















Figure 2.9: Prediction error for the call center cata: AAFEt on Y axis and t on X axis.
GLasso, CLIME, and BAGUS in Figure 2.10. In this figure, yellow points (appear in light
tone when converted to grayscale) indicate signals and blue points (dark tone in grayscale)
indicate noise. In the Gaussian graphical model context, a yellow point suggests that the call
arrivals in the corresponding two time intervals are conditionally dependent. It is interesting
to find that a strong autoregressive type of dependence structure is present in estimators
from all methods. However, the methods differ in terms of the degree of autoregression
suggested by their corresponding estimates. The estimated structure from BAGUS is the
most sparse one and suggests a small degree of autoregression compared to those of GLasso
and CLIME. That is, BAGUS indicates that the telephone call arrivals majorly depend
only on recent history, while others indicate dependence over a long history. Based on the
prediction accuracies of different methods, the sparser dependence structure suggested by
BAGUS seems sufficient to provide good prediction although it is difficult to know which
structure, in reality, is closer to the underlying precision matrix. In terms of practical utility,
this provides support in favor of storing and managing less amount of historical data that































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2.6.1 Proofs of the main theorems
For convenience, we introduce the following additional notation that will be used throughout
the proofs.
i. Let W̃ denote the difference between the sample covariance matrix S and the true
covariance matrix Σ0 = (Θ0)−1 and ∆ the difference between an estimate Θ̃ and the
true precision matrix Θ0. That is,
W̃ = S − Σ0
∆ = Θ̃−Θ0.
ii. Let R (∆) denote the difference between nΘ̃−1/2, the gradient of n log det(Θ̃)/2, and





Θ̃−1 − Σ0 + Σ0∆Σ0
)
.

































, and pen1(θii) = τ |θii|
denote the penalty terms on θij (i 6= j) and θii, respectively.
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Let Zij denote the subgradient of the penalty term with respect to θij:
Zij = Zij(θij) =

τ if i = j
1
2












































iv. We denote the index set of diagonal entries as D := {(i, j) : i = j}. For any subset S
of {(i, j) : 1 ≤ i, j ≤ p} and p× p matrix A, we use AS to denote the submatrix of A
with entries indexed by S.
In this section, we first prove the following main result.
Theorem 6. Assume condition (A1) and ‖W̃‖∞ = maxij |sij − σ0ij| ≤ C1
√
log p/n. If





























(ii) the spectral norm B satisfies 1/k1 + 2d(C1 + C3)MΓ0
√
log p/n < B < (2nv0)
1
2 , and




















then the MAP estimator Θ̃ satisfies





Before presenting our proof, we list two preliminary results as lemmas and list some
properties of the penalty function penSS(δ), which will be useful. Proofs of these lemmas are
in Section ??.



















(S −Θ−1)B + ZB = 0,Θ  0, ‖Θ‖2 ≤ B
}
with B = {(i, j) : |θ0ij| > 2(C1 +
C3)MΓ0
√












min |θ0B∩Dc | ≥ r + δ,
1/k1 + dr < B,
for some δ > 0, where k1 is the lower bound on λmin(Σ0), then the set A is non-empty.
Moreover, there exists a Θ̃ ∈ A such that ‖∆‖∞ := ‖Θ̃−Θ0‖∞ ≤ r.
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|||Θ̃−Θ0∞, ‖Θ̃−Θ0‖2 ≤ rmin{d,
√
p+ s}, and (2.30)






We now provide some useful results on the penalty function penSS(δ).

















































Choose 1/ (nv0) > C4
√
log p/n and 1/ (nv1) < C3
√
log p/n as in Theorem 6, and if
further let v21 (1− η) / (v20η) = ξpψ[C4−C3], when δ ≥ ψ
√




















• Bound on the magnitude of the second derivative of penSS(δ):
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With the same choice of v0 and v1 as in Theorem 6, when δ ≥ ψ
√



































































where (2.34) is due to (2.33). In addition, when n satisfies the condition (iii) in Theorem
6, (2.35) is always upper bounded by 1
4
k21.
Proof of Theorem 6. Our proof is inspired by the techniques from Rothman et al. (2008)
and Ravikumar et al. (2011).
Here is the outline of the proof.













B + ZB = 0,Θ  0, ‖Θ‖2 ≤ B
}
,
where B = {(i, j) : |θ0ij| > 2(C1 + C3)MΓ0
√





as 2(C1 + C2)MΓ0
√
log p/n. We then have |θ0ij| ≥ 2(C1 + C2)MΓ0
√
log p/n
when θ0ij ∈ B ∩ Dc and |θ0ij| ≤ 2(C1 + C3)MΓ0
√
log p/n when θ0ij ∈ Bc ∩ Dc.







• Step 3: Finally prove that Θ̃, which is positive definite by construction, is a local
minimizer of the loss function L(Θ) by showing L(Θ) ≥ L(Θ̃) for any Θ in a small
neighborhood of Θ̃. Since L(Θ) is strictly convex when B < (2nv0)
1
2 , we then conclude





At Step 2, we apply Lemma 1. First we check its conditions.
1. Consider r = 2(C1 + C3)MΓ0
√
log p/n. For θ0ij ∈ B ∩ Dc, we have θ0ij ≥ r + 2(C2 −
C3)MΓ0
√




2. Recall the properties of penSS(δ). We have |pen′SS(δ)|/n < C3
√
log p/n. With the































Thus, conditions for Lemma 1 are all satisfied. By Lemma 1, we conclude that there
exists a solution Θ̃ ∈ A satisfying









from the truth in entrywise l∞
norm.
At Step 3, we need to show that the solution Θ̃ we constructed is indeed a local minimizer
of the objective function L(Θ). It suffices to show that
G(∆1) = L(Θ̃ + ∆1)− L(Θ̃) ≥ 0
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θ̃ii + ∆1 − θ̃ii
)


































































θ̃ii + ∆1ii − θ̃ii
)
= τ∆1ii.
Bound (I) as follows.























where the last inequality can be shown with the same proof for Theorem 1 in Rothman et al.
(2008) with
√






































































































(v0ηe |∆1ij |v0 − |∆1ij |v1 + v1(1− η)
v0η + v1(1− η)
)
.





















































































(v0ηe |∆1ij |v0 − |∆1ij |v1 + v1(1− η)
v0η + v1(1− η)
)























v1 + v1(1− η)



















Next, we show that all three terms, (A), (B), and (C), are non-negative.
• (A) = 0 because of the way Θ̃ is constructed.
• (C) ≥ 0 by the property of penSS ′′(δ) stated before.
• For term (B), we will first bound sij − Θ̃−1ij :






























where the second line is due to Lemma 2.
Next, we bound the fraction after the log function in (B). For simplicity, denote it by
f(∆1ij). Since 1/v0 − 1/v1 > 0, f(∆1ij) is a monotone function of ∆1ij and f(∆1ij)
goes to 1 as ∆1ij goes to 0. That is, f(∆1ij) can be arbitrary close to 0, when ∆1ij is
sufficiently small. Therefore the second term after summation can be arbitrary close to
∆1ij/(nv0).
So if choosing 1/(nv0) > C1 +M2Σ02(C1 +C3)MΓ0 + 6(C1 +C3)
2dM2Γ0M
3
Σ0/M and ε > 0
sufficiently small, we have (B)>0 when ‖∆1‖∞ ≤ ε.
Combining the results above, we have shown that there always exists a small ε > 0, such
that G(∆1) ≥ 0 for any ‖∆1‖∞ ≤ ε. That is, Θ̃ is a local minimizer. So we have proved
Theorem 6.





times a constant with high probability for both exponential tail and polynomial
tail (see the proofs of their Theorem 1 and 4). That is,
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• When condition (C1) holds,




with probability greater than 1− 2p−τ0 .
• When condition (C2) holds,
‖W̃‖∞ ≤
√
(θ0max + 1)(4 + τ0)
log p
n
, θ0max = max
ij
θij,
with probability greater than 1−O(n−δ0/8 + p−τ0/2).
With the results above on ‖W̃‖∞ and Theorem 6, we have proven Theorem 2.
2.6.2 Other proofs
Proof of Lemma 1. Show both |∆B‖∞ and ‖∆Bc‖∞ are bounded by r. Thus, ‖∆‖∞ ≤ r.
1. By construction,
‖∆Bc‖∞ ≤ 2(C1 + C3)MΓ0
√
log p/n ≤ r.





/2 +ZB. By definition, the set of ΘB that satisfies G(ΘB) = 0 is the set
A. Consider a mapping F from R|B| → R|B|:










+ vec (∆B) . (2.36)
By construction, F (vec (∆B)) = vec (∆B) if and only if G (Θ0B + ∆B) = G (ΘB) = 0.
Let B (r) denote the `∞ ball in R|B|. If we could show that F (B (r)) ⊆ B (r), then
because F is continuous and B (r) is convex and compact, by Brouwer’s fixed point
theorem, there exists a fixed point vec(∆B) ∈ B(r). Thus ‖∆B‖∞ ≤ r.
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Let ∆ ∈ Rp×p denote the zero-padded matrix, equal to ∆B on B and zero on Bc.





















































































Then F (vec (∆B)) ≤ ‖I‖∞ + ‖II‖∞. So it suffices to show ‖I‖∞ + ‖II‖∞ ≤ r.















where the last inequality is due to ‖∆‖∞ ≤ r ≤ 1/(3MΣ0d) and Lemma 5 from
Ravikumar et al. (2011). Since r ≤ 1/(3dMΓ0M3Σ0), we further have ‖I‖∞ ≤ r/2.
By assumption, min |θ0B∩Dc | ≥ r + δ, thus when ‖∆‖∞ ≤ r, min |θB∩Dc| ≥ δ, since
pen′SS (|θ|) is monotonic decreasing, we have ‖ZB∩Dc‖∞ ≤ 12pen
′
SS(δ). Thus, for the
































Thus, there exists a point Θ̃ such that ‖Θ̃−Θ0‖∞ ≤ r.
Because ‖Θ̃‖2 ≤ ‖Θ̃ − Θ0‖2 + ‖Θ0‖2 and ‖Θ̃ − Θ0‖2 ≤ |||Θ̃−Θ0∞ ≤ dr, we have
‖Θ̃‖2 ≤ 1/k1 + dr < B. So it is inside A by assumption. That is, A is non empty.




(θ̃ij − θ0ij)2 ≤ r
√
p+ s.
Since there are at most d nonzero entries in each column of Θ and Θ is symmetric,
‖Θ̃−Θ0‖2 ≤ |||Θ̃−Θ0∞ ≤ rd.
In addition, since the `∞/`∞ operator norm is bounded by Frobenius norm, we prove (2.30).
We skip the proof for (2.31), which is nearly identical to Corollary 4 in Ravikumar et al.
(2008).




























































|θ0ij| − |θ0ij − θij|
))
≥ − log v1(1− η)
v0η
+ (C4 − C3) (K0 − 2(C1 + C3)MΓ0) log p.
(2.38)





Proof of Theorem 5. The estimate of the precision matrix is symmetric due to construc-
tion.
Next we show that the estimate is ensured to be positive definite. Assume Θ(t), the t-th
update of the estimate is positive definite. Apparently, this assumption is satisfied with t = 0
since the initial estimate Θ(0) is positive definite.
Then it suffices to show that det(Θ(t+1))  0. WLOG, assume we update the last column




















































2.6.3 Checking ‖Θ‖2 ≤ B.
Algorithm 1 involves checking the spectral norm constraint ‖Θ‖2 ≤ B after every column
update of Θ. Computing ‖Θ‖2 can be computationally intensive, however, since we only
change one column (and corresponding one row) at a time, the constraint can be checked
without calculating ‖Θ‖2 every time. Suppose we know ‖Θ(t)‖2 (or an upper bound) at the
previous step, and denote ∆(t) := Θ(t+1) −Θ(t) to be the difference between the estimates
after one column update. In order to check the bound, it is sufficient to make sure that
‖Θ(t)‖2 +‖∆(t)‖2 < B. It is easy to check this constraint because ‖∆(t)‖2 is a rank two matrix
with its maximum eigenvalue available in closed form. Only when ‖Θ(t)‖2 + ‖∆‖2 exceeds B,
we will need to recalculate ‖Θ(t+1)‖2 again.
2.7 Discussion
In high dimensional data analysis, there is a large literature on penalization from a frequentist
viewpoint majorly focusing on Lasso based convex penalties and some non-convex penalties
such as SCAD. On the other hand, in the Bayesian framework, a variety of shrinkage and
sparsity inducing prior distributions have been proposed. In the context of graphical models,
our work demonstrates that spike-and-slab priors with Laplace distributions provide adaptive
penalization that leads to better theoretical and empirical performance compared to state-of-
the-art methods. Since some recent papers (Rocková and George, 2016a; Deshpande et al.,
2017) have also found spike-and-slab Lasso priors to be useful in other high dimensional
contexts, we believe that our strategy of Bayesian regularization will be advantageous in a
broad range of high dimensional problems and that its success demonstrated in our work will
motivate further interest in this direction.
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Chapter 3
Bayesian regularization for Graphical
conditional random field: theory and
computation
3.1 Introduction
Graphical models are widely used in applications where the key interest is to identify the
conditional dependence structure among a set of variables Y = (Y (1), ..., Y (p)) ∈ Rp. A
special class of graphical models is known as the Gaussian graphical model, in which Y is
assumed to follow a multivariate Gaussian distribution with mean zero and precision matrix
Θ. Estimating the underlying dependence structure of a Gaussian graphical model (GGM) is
equivalent to estimating Θ, because of a well-known fact that the (i, j)-th element of Θ being
zero indicates that Y (i) and Y (j) are conditionally independent. Due to this connection, sparse
precision matrix estimation has attracted a lot of attention in recent years (Meinshausen
and Bühlmann, 2006; Banerjee et al., 2008; Friedman et al., 2008; Rothman et al., 2010;
Ravikumar et al., 2011; Gan et al., 2018).
In most common applications, it is important to take covariate information into account
and a marginal Gaussian graphical model for the outcomes alone is not sufficient. For
example, one is interested in modeling genetic outcomes given biomarkers in the analysis of
gene expression data, or in modeling current asset prices given historical prices in portfolio
analysis. It is then of interest not only to understand the dependence relationship among
the outcome variables Y , but also the relationship between Y and a set of covariates
X = (X(1), ..., X(q)) ∈ Rq. While one can model (Y,X) jointly using a GGM and obtain the
conditional relationship between Y ’s, and between X’s and Y ’s as a partial product of the
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model, it is redundant to model the dependence structure among the X’s which leads to
inefficiency especially when the dimension of X is large. We discuss this in further detail in
Section 2.
To learn the conditional dependence structures between outcomes, and between outcomes
and covariates, Gaussian conditional random field (GCRF) model has been recently considered
by several researchers (Sohn and Kim, 2012; Yuan and Zhang, 2014; Wytock and Kolter,
2013). GCRF provides a more suitable and precise description of the desired conditional
dependence structure compared to modeling the entire Gaussian graphical model on both
X and Y or modeling only the dependence structure among Y by eliminating the effects
of X through a multivariate regression model (Cai et al., 2012; Rothman et al., 2010; Yin
and Li, 2011; Deshpande et al., 2017). Estimation methods based on `1 penalization for the
GCRF model have been studied by Wytock and Kolter (2013) and Yuan and Zhang (2014).
Theoretical results on estimation accuracy have been established by Yuan and Zhang (2014)
in Frobenius norm and by Wytock and Kolter (2013) in `∞ norm. When X is latent, GCRF
estimation using `1 penalization is recently studied by Frot et al. (2018).
Although `1-penalty encourages sparsity while being convex, it has some well-known
limitations, such as the bias it induces for large parameter values (Fan and Li, 2001; Lam and
Fan, 2009; Zhang et al., 2010; Zhang and Zhang, 2012; Loh and Wainwright, 2017). Moreover,
the theoretical results for structure recovery of `1 penalized based GCRF require restrictive
mutual incoherence conditions (Wytock and Kolter, 2013). In this chapter, we provide an
alternative framework for estimation of the Gaussian conditional random field model from a
Bayesian perspective using spike and slab Lasso priors (Rocková, 2016; Rocková and George,
2016b). The resulting maximum a posteriori (MAP) estimator can be viewed as a penalized
likelihood estimator with a non-convex penalty function induced from the spike and slab
Lasso prior, which has been recently studied to have good regularization properties in the
contexts of linear regression (Rocková, 2016; Rocková and George, 2016b) and Gaussian
graphical models (Gan et al., 2018).
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We address novel theoretical and computational challenges posed by the GCRF model
under the Bayesian setting. The likelihood corresponding to GCRF need not satisfy the
restricted strong convexity property (Loh and Wainwright, 2017) at all the parameter values
and poses new challenges for studying the properties of our MAP estimator. For example,
without such a property, local optima may not be unique and general results from existing
work (Loh and Wainwright, 2017) on support recovery for non-convex optimization are not
applicable. Despite the challenges imposed by both the likelihood and the non-convexity, we
show that all the local optima of our objective function have an optimal convergence rate in
Frobenius norm, and that when the true model is sparse, all the local optima are sparsistent,
i.e., the zero components of the parameters are estimated as zero with probability going to
one. We also show that there exists at least one local optimum that converges in `∞ norm
and achieves the support recovery consistency, without any incoherence condition required by
Wytock and Kolter (2013). Our theoretical results (presented in Section 3) are stronger than
the ones on the Gaussian conditional random field with `1 penalty from Yuan and Zhang
(2014) and Wytock and Kolter (2013), and more generally provide novel contributions to the
theoretical properties of non-convex penalization in the spirit of Fan and Li (2001); Lam and
Fan (2009); Negahban et al. (2009); Zhang et al. (2010); Zhang and Zhang (2012); Loh and
Wainwright (2015, 2017).
In addition, we propose an efficient EM algorithm for computation (described in Section 4)
which has the same computational complexity as the state-of-the-art optimization algorithm
for the Gaussian conditional random field with `1 penalty (Wytock and Kolter, 2013; Yuan
and Zhang, 2014). Our empirical studies in Section 5 demonstrate that the proposed Bayesian
regularization approach provides a competitive performance compared to alternative methods
both for estimation of the precision matrix and for structure recovery.
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3.2 Gaussian conditional random field and Bayesian
regularization
3.2.1 Model Formulation
Consider a p-dimensional outcome Y and a q-dimensional covariate X. As an analog to the
conditional random field for discrete variables proposed by Lafferty et al. (2001), Gaussian
conditional random field model (Sohn and Kim, 2012; Yuan and Zhang, 2014; Wytock and
Kolter, 2013) assumes the conditional density function of Y given X in the following manner:







where Λ is a p × p positive definite and symmetric matrix and Θ ∈ Rq×p is a matrix of
dimension q×p. Given a set of n random samples (Xi, Yi)ni=1, the corresponding log-likelihood





log det(Λ)− tr(SyyΛ + 2SxyΘ + Λ−1ΘTSxxΘ)
)
, (3.2)
















i , and the constant terms
not involving the parameters are omitted. It is easy to show that, irrelevant to the marginal
distribution of X, the sparsity patterns of the parameters (Θ,Λ) determine the conditional
dependence relationship between the components of Y and the dependence between X and
Y :
Θij = 0 ⇐⇒ X(i) ⊥ Y (j) | X−(i), Y −(j),
Λij = 0 ⇐⇒ Y (i) ⊥ Y (j) | X, Y −(i,j),
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where ⊥ denotes independence. Moreover, the GCRF model avoids modeling the dependence
structure among the X’s which is beneficial both computationally and theoretically when
the dimension of X is large.
Our goal is to estimate the parameters Θ and Γ, along with estimating the dependence
graph corresponding to the sparsity structures in Θ and Γ under the high dimensional setting
where p and q are large compared to the sample size n. Although the negative log likelihood of
the GCRF model −`(Θ,Λ) is convex (Yuan and Zhang, 2014), unlike the multiple regression
model or the Gaussian graphical model, it need not satisfy restricted strong convexity in the
sense of Loh and Wainwright (2017) at all the parameter values.
Yuan and Zhang (2014); Wytock and Kolter (2013) formulate an `1 penalized objective
function for estimating the parameters of the GCRF model as follows.









As discussed in Introduction, this approach induces bias on the parameters with large values
and also requires strong mutual incoherence assumptions for consistently achieving graph
structure recovery. This motivates our work to consider an alternative formulation from the
Bayesian regularization framework due to its promising performance in recent work (Rocková
and George, 2016a,b; Gan et al., 2018).
3.2.2 Proposed Bayesian Regularization Formulation
For estimating our parameters Λ and Θ in (3.1) and detecting their sparsity structures, we
consider the spike and slab Lasso prior which takes the form of a mixture of two Laplace
distributions:
πSS(θ) = η · LP(θ; v1) + (1− η) · LP(θ; v0), (3.4)
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where LP(θ; v) = 1/(2v)e−|θ|/v denotes the density function of a Laplace distribution with
scale parameter v, the two scale parameters satisfy v1 > v0 > 0, and η is the mixing
weight. Spike and slab priors with Gaussian components have long been used for Bayesian
variable selection (George and McCulloch, 1993; Ishwaran and Rao, 2005; Narisetty and
He, 2014) and more recently the spike and slab Lasso prior has been demonstrated to yield
desirable shrinkage properties for sparse estimation (Rocková and George, 2014; Rocková,
2016; Rocková and George, 2016b; Gan et al., 2018).
An alternative representation of the spike and slab Lasso prior may help to explain the
motivation behind such a mixture representation. The prior distribution (3.4) can be written
as a hierarchical model:
π(θ|r) = LP(θ; v1)r · LP(θ; v0)(1−r), r ∼ Bern(η),
where the binary variable r can be interpreted as the indicator for the θ being signal or noise.
When r = 1, the unknown parameter θ is expected to represent signal taking a relatively
large value and is modeled by a Laplace distribution with a larger scale parameter v1 (i.e.,
the “slab” component); when r = 0, the unknown parameter θ is expected to represent noise
taking a value close to zero and is modeled by a Laplace distribution with a small scale
parameter v0 (i.e., the “spike” component).
We place the spike and slab Lasso prior on all the entries of Θ and the upper triangular

















The support of the joint prior distribution is on the set {(Θ,Λ) : Λ  0, ‖Θ‖1 + ‖Λ‖1 ≤ R},
where Λ  0 means that the matrix Λ is restricted to be positive definite. In addition, we
constrain the element-wise `1 norm on the whole graph to be upper bounded: ‖Θ‖1+‖Λ‖1 ≤ R.
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This additional side constraint is needed in our later theoretical analysis. Although it adds
some restriction to the high-dimensional parameter space, the side constraint is not restrictive
in the sense that the upper bound R is allowed to change with (n, p, q) and can be quite
large.
3.2.3 MAP estimate: a penalized likelihood perspective
For computational efficiency, we estimate (Θ,Λ) using the posterior mode. We focus on the
following negative log posterior:







where `(·) is the log-likelihood function (3.2) and penSS(·) is the negative logarithm of the
spike and slab Lasso prior (3.4):


















The minimizer of (3.5) has a natural interpretation as the penalized likelihood estimator
using the penalty function (3.6) which is induced by the Bayesian spike and slab Lasso
prior. In the penalized likelihood framework, the derivative of a penalty function pen′SS(θ)
often plays the role of thresholding. An ideal property of a penalty function is to threshold
adaptively: pen′SS(θ) is large when θ is small so the resulting estimate will be exactly zero,
and pen′SS(θ) is small when θ is large so the resulting estimate is almost unbiased without
being affected by the thresholding value. It is well-known that the Bayesian penalty induced
from a single Laplace prior LP(θ; v) is equivalent to the `1 penalty (Tibshirani, 1996; Park
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and Casella, 2008a), whose derivative takes a constant value and therefore does not possess
such an adaptive property.
The proposition below shows that the spike and slab Lasso prior leads to an adaptive
regularization procedure. In particular, penSS(θ) is a smooth concave penalty function, with
its derivative equal to a weighted average of a large value 1/v0 and a small one 1/v1 with the
weight being a smooth increasing function of θ. A proof of Proposition 1 is provided in the
Supplementary Material.
Proposition 1. penSS(θ) is a concave function when θ in R+, with
pen′SS(θ) = EZ(θ), pen′′SS(θ) = −Var(Z(θ)),
where Z(θ) is a binary random variable taking the value 1/v1 with probability η(θ), and the
value 1/v0 otherwise, where
η(θ) =
ηLP(θ; v1)
ηLP(θ; v1) + (1− η)LP(θ; v0)
is the conditional probability of θ belonging to the “slab” given that θ is from a mixture of
“slab” and “spike”.
3.2.4 Limitations of Alternative Modeling Frameworks
Alternative modeling frameworks which produce some descriptions of the dependence structure
in Y or between Y andX are the multivariate regression framework and the Gaussian graphical
modeling framework. However, both these approaches are not as suitable as the GCRF model
if the interest is on the dependence structure of Y | X. We consider an illustrative example in
Figure 3.1 to compare the behavior of the dependence structures provided by these approaches.
Figure 3.1(a) provides the dependence structure modeled using GCRF by considering the
conditional distribution Y | X, where there is an edge between a Y Y -node pair (Y (i), Y (j)) if
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Y (1) Y (2) Y (3) Y (4) Y (5)
X(1) X(2)
(a) Graph of the dependence structure between
Y Y -node pairs (Y (i), Y (j)) and between XY -node
pairs (Y (i), X(j)).
Y (1) Y (2) Y (3) Y (4) Y (5)
X(1) X(2)
(b) Graph of the dependence structure from the
marginal Gaussian graphical model on Y only.
Y (1) Y (2) Y (3) Y (4) Y (5)
(c) Graph of the dependence structure based on B and Λ from multivariate regression (3.8).
Figure 3.1: Graphs illustrating the dependence structures based on the different conditioning
models. The dashed lines represent the additional edges the corresponding conditions would
place.
and only if Θij is non-zero, and an edge between an XY -node pair (Y (i), X(j)) if and only if
Λij is non-zero. The edges among XX-node pairs (X(i), X(j)) are not shown there since the
X variables are considered as given, therefore their dependence relationship is not of interest.
If we fit a marginal Gaussian graphical model on Y alone, the marginal dependence
structure among the Y ’s obtained after integrating the effects of all the X variables is given
in Figure 3.1(c). The additional edges shown in dashed lines indicate that Y (3), Y (4), and
Y (5) are fully connected, which is due to the dependence of these three Y variables on
X(2). These additional edges disappear if we condition on X(2). Figure 3.1(b) shows the
dependence structure targeted by a multiple regression framework which is often called as the
covariate-adjusted graphical model. We describe this in more detail in the next subsection.
Covariate-adjusted graphical model
According to the Gaussian conditional random field model (3.1), the conditional distribution
of Y given X is
Y | X ∼ N(BX,Λ−1), B = −Λ−1ΘT . (3.8)
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In other words, Gaussian conditional random field can be reparametrized as a multivariate
regression model with B as the regression coefficient matrix and Λ as the error precision
matrix. Several approaches have been proposed to estimate B and Λ, and to learn the
conditional dependence structure of Y given X where this model is often referred to as the
covariate-adjusted graphical model (Cai et al., 2012; Rothman et al., 2010; Yin and Li, 2011;
Deshpande et al., 2017).
Although Λ indeed reveals the conditional dependence structure among the elements
of Y , the sparsity pattern of B is different from the sparsity pattern of Θ. The regression
coefficients Bij indicate how the conditional mean E(Y (i)|X) depends on the X variables
without conditioning on the other Y variables, while Θij reflects the conditional dependence
between Y (i) and X(j) given all the other X and Y variables. In the illustrative example
shown in Figure 3.1(a), the graphical structure detected from the covariate-adjusted graphical
model is shown in Figure 3.1(b). The additional edges (shown in dashed lines) between
several XY -node pairs are due to the effect of integrating all the other Y variables. For
example, X(1) and Y (1) become dependent without conditioning on Y (2).
Apart from the differences in the sparsity structures, another major difference between
the two parameterizations is that the log-likelihood function of the Gaussian conditional
random field parameterized by (Θ,Λ) is convex, while the one from the multivariate regression
parameterized by (B,Λ) is not convex (Yuan and Zhang, 2014).
Joint Gaussian graphical model on (X, Y )
Another common approach used for learning the dependence structure is to model (X, Y )
using a joint graphical model. With the additional assumption that X is normally distributed
with mean zero, the Gaussian conditional random field model implies that (X, Y ) jointly
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Therefore Θ and Λ can be obtained as a partial outcome from fitting a large Gaussian
graphical model jointly on (X, Y ) using existing algorithms on high-dimensional Gaussian
graphical models such as the graphical Lasso as done by Witten and Tibshirani (2009).
This approach, however, has some drawbacks if we are only interested in Θ and Λ. The
first drawback is that it is not computationally efficient. The computational complexity of
the state-of-the-art algorithm for estimating a Gaussian graphical model with (p+ q) nodes is
O(p+ q)3 (Friedman et al., 2008; Hsieh et al., 2011). When the dimension of X is much larger
than the dimension of Y (i.e., q  p), which is quite common in many real applications,
the computational cost is dominated by estimating the graphical structure of X, which is
not of our interest. The second drawback is that errors from estimating Ωxx may affect the
estimation accuracy in estimating Θ and Λ.Theoretical results have shown that the accuracy
of estimation and support recovery of a Gaussian graphical model is affected by the degree of
sparsity of the underlying graph (Bickel and Levina, 2008; Cai et al., 2011; Ravikumar et al.,
2011; Loh and Wainwright, 2015, 2017; Gan et al., 2018). In order to achieve the desired rate
of convergence, we have to impose a strong sparsity constraint on the irrelevant structure of
X.





where ˜̀(Ωxx,Θ,Λ) = log
∏n
i=1 p(Xi, Yi | Ωxx,Θ,Λ) is the log-likelihood of the joint Gaussian
distribution (3.9). As shown by Yuan and Zhang (2014), the profile likelihood ˜̀(Θ,Λ) is
exactly equal to `(Θ,Λ), the Gaussian conditional random field likelihood (3.2). Although it
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can be viewed as the profile likelihood of a joint Gaussian graphical model on (X, Y ), our
Gaussian conditional random field model makes no assumption on the marginal distribution
of X and is even applicable when X is discrete.
3.3 Theoretical Results
3.3.1 Outline
In this section, we first provide optimal `2 error bounds for all the stationary points of the
optimization problem (3.7), and show that all the stationary points are sparsistent (i.e.,
components of the parameters that are zero are estimated as zero with probability going to
one) if the true model is sparse. We also show that regardless of the true sparsity level, there
exists at least one local optimum of (3.7) that has the optimal error rate in `∞ norm and
that it has the same support as the true graph.
For convenience, we introduce the following notations. We use Φ as a compact nota-
tion for the parameters (Θ,Λ), and denote the true parameters to be Φ0 or (Λ0,Θ0). Let
S0={(i, j) : Φ0ij 6= 0} be the signal set and Sc0 be its complement. We further denote
cΓ0 = |||HS0S0|||∞ and cΣ0 = |||Λ0
−1|||∞, where ||| · |||∞ is the `∞/`∞ operator norm. Denote the
largest and smallest eigenvalues of a symmetric matrix A as λmin(A) and λmax(A), respectively.
Define ρ1 = 0.5 min (λmax(Λ0)−1, λmin(Σ0xx)) , ρ2 = λmax(Σ0xx), d = max
i
(



















0 − (Θ0)T (Ω0xx)−1Θ0))−1ii ) + maxi(((Λ0)−1(Θ0)TΣ0xxΘ0(Λ0)−1)ii
]
.




















3.3.2 Rate of convergence for all stationary points and their
sparsistency
Assumption 1: In our theoretical analysis, we assume that the covariate vector X is from
























The same assumption is used in Yuan and Zhang (2014) for analyzing Gaussian conditional
random field with the `1 penalty and is also frequently used in compressed sensing. It is also
well known (Candes and Tao, 2007) that this condition holds with high probability when X
is sub-Gaussian and n is sufficiently large.
We show that all the stationary points of the objective function (3.7) lie close to the
true parameter vector within an optimal statistical precision under the restricted isometry
property condition. Note that our analysis allows the quantities (v0, v1, η, R) as well as
the model size p, q and d, |S0| to grow with the sample size n, however, we suppress this
dependence on n in our notation for convenience.
Theorem 1 (Rate of convergence for all stationary points). Assume that Assumption 1 holds




















where C0 is some sufficiently large constant. Then for any stationary point Φ̂ of (3.7), when
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the sample size n ≥ 2c0 log(p+ q) for sufficiently large constant c0 > 0, we have









with probability at least 1− c1 exp(−c2 log(pq)).
Theorem 1 shows that the estimation errors of all stationary points are bounded with
Op(
√
|S0| log(p+ q)/n) in Frobenius norm and with Op(|S0|
√
log(p+ q)/n) in `1 norm. A
proof of Theorem 1 is provided in the Supplementary Material which is based on Theorem 1
of Loh and Wainwright (2015). The condition on R is needed to ensure that errors of all
stationary points considered are bounded. The first line of (3.10) ensures that pen′′SS(x), the
second-order subgradient of the penalty, is controlled by the second-order subgradient of the
likelihood `(Φ). The second line of (3.10) ensures that the penalty strength at the origin,
i.e., λ, is strong enough to control the noise, but not too strong to introduce a large bias.
Motivated by Theorem 2 in Lam and Fan (2009), we also show that all the stationary
points Φ̂ of (3.7) achieve sparsistency when the true model is sparse.
Theorem 2 (Sparsistency for all stationary points). Under the conditions given in Theorem
1, for all the local minimizers Φ̂ of (3.7), if ||Φ̂−Φ0||22 = Op(ηn) for a sequence ηn → 0 and if√
log(p+ q)/n+ ηn = O(λ), then with probability converging to 1, Φ̂ij = 0 for all (i, j) ∈ Sc0.
Theorem 2 asserts that if a local minimizer converges in `2 norm at an appropriate rate and
if the penalty strength at the origin, given by λ, is strong enough, then all the stationary points
have sparsistency. A proof of Theorem 2 is provided in the Supplementary Material. We note
that since ||Φ̂−Φ||22 < ||Φ̂−Φ||2F , we can always take ηn = |S0| log(p+ q)/n due to Theorem
1, but this will result in a more stringent requirement on the sparsity level of the true model.
We present two scenarios making use of the inequalities ||Φ̂−Φ||2F/p ≤ ||Φ̂−Φ||22 ≤ ||Φ̂−Φ||2F ,
and provide a sufficient condition on the sparsity level in each scenario to achieve sparsistency.
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• When ||Φ̂− Φ||22 = ||Φ̂− Φ||2F = Op (|S0|λ), |S0| = O(1).






, |S0| = O(p).
To achieve sparsistency for all stationary points, the number of nonzero elements in the true
model need to be O(1) in the worst case scenario, while it can be O(p) in a favorable scenario.
In the next subsection, we will show that at least one local optimum is sparsistent regardless
of the true sparsity level, which also achieves a faster convergence rate in terms of `∞ norm
for estimation accuracy compared to the rate established in Theorem 1.
3.3.3 Faster rate of convergence for a local optimum and its
sparsistency
Results in Section 3.3.2 are for all the local optima. In this subsection, we provide stronger
results in terms of both estimation accuracy and selection accuracy for at least one local
optimum.
Theorem 3 (Rate of Convergence in `∞ norm). Assume that Assumption 1 holds with
s0 = |S0| + d4(ρ2/ρ1)|S0|e and that X is sub-Gaussian. If (i) the prior hyper-parameters




















for some constants CR > CL and some ε > 0,
(ii) the matrix norm bound R satisfies |S0|r + ||Φ0||1 < R, and


















then for sufficiently large constant c0 > 0, there exists a local minimizer Φ̃ such that





with probability at least 1− c1 exp(−c2 log(pq)).
We provide a brief outline for our proof of Theorem 3 in the following three steps:










} ∪ {(i, j) : i = j}
}
. That is, B
contains entries of relatively large magnitude in Φ and the diagonal entries for Λ. Now,
consider the following solution set for the optimization problem: (3.39)
A = {Φ : ∇L(Φ)B = 0,Λ  0, ‖Φ‖1 ≤ R}.
• Step 2: Prove that A is not empty and further show that there exists Φ̃ ∈ A that






• Step 3: Finally prove that Φ̃ is a local minimizer of the objective function L(Φ) by
showing that L(Φ) ≥ L(Φ̃) for any Φ in a small neighborhood of Φ̃.
Theorem 3 shows that the estimation error of Φ̃ can be controlled through an interplay
between (v0, v1, η) and R. Theorem 3 follows from a more general result stated in the
Supplementary Material motivated by similar results from Ravikumar et al. (2011), Wytock
and Kolter (2013) and Gan et al. (2018) for other models.
Condition (3.11) ensures the following properties: 1) for the components of the parameter
in Sc0, the sampling noise is appropriately controlled (ensured by the lower bound on 1/v0); 2)
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when the parameter value is far away from zero, the asymptotic bias is small and decreases to
zero (ensured by the upper bound on 1/v1); 3) for parameter values larger in order than the
sampling noise level
√
log(p+ q)/n, the shrinkage effect should be close to 1/(nv1)(ensured
by the upper bound on the ratio of (v0, v1, η)).
The estimator Φ̃ of Theorem 3 is sparsistent as presented in the following theorem, which
is a consequence of our proof of Theorem 3 provided in the Supplementary Material.
Theorem 4 (Sparsistency for the estimator in Theorem 3). For the estimator Φ̃ in Theorem
3, Φ̃ij = 0 for all (i, j) ∈ Sc0 with probability converging to 1.
Previously, under mutual incoherence conditions, Wytock and Kolter (2013) showed that
the convergence rate in element-wise `1 norm for the Gaussian conditional random field
model with the Lasso penalty is of the same order as ours. However, the mutual incoherence
condition, i.e., |||HSc0S0(HS0S0)
−1|||∞ < 1, is quite restrictive and often is too ideal to be true.
For results like Theorem 3, the mutual incoherence condition, |||HSc0S0(HS0S0)
−1|||∞ < 1,
is required by L1 based penalization approaches (Wytock and Kolter, 2013). Our approach,
however, does not require such a condition. We illustrate that this condition can be easily
violated through the following toy example. Consider a simple Markov chain Gaussian












In Figure 3.2(b), we plot |||HSc0S0(HS0S0)
−1|||∞ for five different choices of β. For each β value,
the mutual incoherence condition will eventually be violated once ρ gets bigger than some
threshold.
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(b) Mutual incoherence is violated as ρ gets large.
Figure 3.2: Mutual incoherence condition for the chain graph.
3.4 Computation







1(Λ  0, ||Φ||1 ≤ R),
We propose an efficient EM algorithm by treating RΦ as latent. From the proposed EM
algorithm, we will find an optimizer of the loss function (3.7) along with estimates of the
posterior inclusion probabilities of rΦij , which will be denoted as pΦij . We note that the posterior
probabilities pΦij can be used to determine the sparse pattern of Φij . Based on the estimation
error bound results in Theorem 1 and Theorem 3, it is easy to show that thresholding the
posterior probabilities pΦij will lead to consistent structure recovery when the minimal signal
strength is strong enough. Our EM algorithm is inspired by the EMVS algorithm in the
linear regression setting (Rocková and George, 2014) and its variants in factor model and
Gaussian graphical model settings (Rocková and George, 2016a; Gan et al., 2018).
E-step: We first compute the posterior distribution of RΦ given an estimate of Φ from the





















Next, we compute the expectation of the log posterior with respect to RΦ, which gives rise













M-step: To optimize the Q function in (3.15), we first note that the penalty term is a
weighted Lasso penalty and adapt the quadratic approximation approach of Wytock and
Kolter (2013) by accounting for the varying penalty weights. To be more specific, we
iteratively approximate `(Φ + ∆) with its second-order Taylor expansion g(∆) on Φ:
g(∆) =`(Φ) + vec(∇`(Φ))Tvec(∆) + 1
2
vec(∆)vec(∇2`(Φ))Tvec(∆),
and then solve the following optimization problem using coordinate descent for all the
coordinates once:









After determining the direction ∆̂, the estimator of Φ will be updated as Φ→ Φ +α∆̂, where
α is the step size determined by backtracking line search with three criteria: i) Armijo’s rule
(Luenberger et al., 1984); ii)||Φ +α∆̂||1 ≤ R; iii)Λ +α∆̂Λ  0, where ∆̂Λ is the block matrix
in ∆̂ corresponding to Λ. The first criterion ensures that the update is in a descent direction,
and the second and third criteria ensure that the estimate is within the constraint set we
are interested in. A pseudo-code of the algorithm, details of our derivation for the M-step,





In the simulation studies, we compare different methods in terms of parameter estimation,
structure recovery and prediction. Following the studies from Yuan and Zhang (2014), we
generate X from a zero-mean multivariate Gaussian distribution with dense precision matrix
Θ0xx = 0.5(J + I), where J is the matrix of ones, and generate Y given X from the Gaussian
conditional random field model (3.1) with the true (Θ0,Λ0) generated as follows.
The precision matrix Λ0 is generated as a random graph similar to the set-up of the
random graph in Peng et al. (2009). We first generate the entries in the precision matrix
following the distribution of S × B × U1, where (S + 1)/2 ∼ Bern(0.5), B ∼ Bern(0.1),
U1 ∼ Uniform(1, 2), and the three random variables are independent. We then rescale the
non-zero elements to assure positive definiteness of Λ. Specifically, we first sum the absolute
sum of each row, and then divide each off-diagonal entry by 1.1 fold of it. We then average
the rescaled matrix with its transpose to ensure symmetry. Finally, the diagonal entries are
all set to be one.
We consider the following forms of true Θ0:
1. Model 1 (Random Graph): entries in Θ0 are generated as S ×B × U2 where S and B
are random variables as defined before, and independent of U2 ∼ Uniform(0.5, 1).
2. Model 2 (Banded Model 1): for i-th row of Θ0, (i−1)/bq/pc+1-th element is generated
from S ×B × U2. All the other entries are set to be zero.
3. Model 3 (Banded Model 2): the i-th row of Θ0 is of probability 0.1 to be non-zero
and probability 0.9 to be all zero; when the i-th row of the Θ0 is non-zero, its entries
are generated with the distribution of S × B × U2, where (S + 1)/2 ∼ Bern(0.5),
B ∼ Bern(0.1), and U2 ∼ Uniform(0.5, 1).
For each model, we fix the observation size n = 100 and dimension of the outcome vector
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p = 50, and take the covariate dimension q to be (50, 100, 200, 500). Results are summarized
based on 100 replications. We report three metrics to measure the estimation, selection and
prediction accuracy of each method: i) for measuring estimation accuracy, we use Frobenius
norm distance (denoted as Fnorm); ii) for measuring selection accuracy of structure recovery,
we use MCC (Matthews correlation coefficient):
MCC =
TP× TN− FP× FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
,
where TP,TN,FP,FN are true positives, true negatives, false positives and false negatives,
respectively; iii) for prediction error, we use the average MSE on an independently generated
test data set of size 100. When interpreting the results, we note that it may not be meaningful
to compare results across different values of q because the level of sparsity in (Θ0,Λ0) and
the magnitude of the signal in Λ changes with q, which makes it hard to interpret the results
as a function of q alone. We recommend comparing the results across different methods for
the same value of q.
In the simulation studies, we compare our method, denoted as BayesCRF, with the
following alternative methods: 1) Gaussian conditional random field model with Lasso
regularization, denoted as GCRF, using the implementation of Wytock and Kolter (2013);
2) Graphical Lasso (GLasso) (Friedman et al., 2008) jointly for (X, Y ); 3) CAPME, a
covariate adjusted Graphical model proposed by Cai et al. (2012). As CAPME does not
directly estimate Θ, we first estimate B, the regression coefficient matrix, and use the
relationship given by Equation (3.8) to recover it. For each simulation setting, we fix
v0 =
√
1/(n log(p+ q)), v1 = 3v0 and η = 0.5 for our BayesCRF method, and choose the
tuning parameters for all the aforementioned alternatives using cross-validation as suggested
in the respective papers.
The results are provided in Tables 3.1 and 3.2, where we highlight the best results in
boldface. From the results, we have the following conclusions: 1) our method BayesCRF
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achieved the best parameter estimation accuracy (based on Fnorm), best support recovery
accuracy (based on MCC), lowest prediction error (based on Test Error) in most of the cases
considered. These results can be attributed to the adaptiveness of the spike and slab Lasso
penalty; 2) performance of GLasso is always worse than the BayesCRF because errors from
estimating the structure of X are affecting the estimation accuracy of the conditional graph
as discussed in Section 3.2; 3) CAPME is not able to detect the conditional dependence
structures between X and Y , and between Y which can be seen due to its poor performance
in terms of MCC and Fnorm measures. However, it works fine in terms of prediction since
prediction only depends on B alone; 4) GCRF performs worse than BayesCRF but it performs
better than the other competing methods in most cases considered. However, its test error
fails completely when q is much larger than n, e.g., in the random graph model with q = 500
and n = 100.
Table 3.1: Random Graph
n = 100, q = 50, p = 50 n = 100, q = 100, p = 50
MCC Fnorm Test Error MCC Fnorm Test Error
GLasso 0.263(0.039) 10.606(0.735) 2.001(0.296) 0.375(0.013) 17.767(0.061) 4.922(0.181)
CAPME -0.025(0.001) 46.965(5.653) 2.442(0.125) -0.020(0.010) 51.674(5.724) 3.934(0.199)
GCRF 0.360(0.0181) 6.901(0.344) 1.446(0.036) 0.481(0.011) 11.709(0.360) 1.652(0.039)
BayesCRF 0.608(0.010) 6.012(0.149) 1.390(0.031) 0.711(0.006) 11.088(0.154) 1.560(0.041)
n = 100, q = 200, p = 50 n = 100, q = 500, p = 50
MCC Fnorm Test Error MCC Fnorm Test Error
GLasso 0.337(0.007) 25.472(0.004) 8.180(0.154) 0.180(0.004) 38.747(0.004) 10.366(0.310)
CAPME -0.015(0.008) 21.532(0.544) 5.433(0.205) 0.000(0.008) 37.889(0.155) 10.086(0.329)
GCRF 0.411(0.008) 22.213(0.338) 3.142(0.071) 0.270(0.012) 38.963(0.018) 21.706(3.835)
BayesCRF 0.517(0.036) 21.075(0.242) 3.484(0.601) 0.186(0.008) 37.127(0.110) 7.142(1.341)
Table 3.2: Banded Model 1
n = 100, q = 50, p = 50 n = 100, q = 100, p = 50
MCC Fnorm Test Error MCC Fnorm Test Error
GLasso 0.330(0.022) 4.223(0.040) 1.279(0.032) 0.314(0.015) 5.316(0.035) 1.390(0.035)
CAPME -0.037(0.001) 30.346(2.709) 1.455(0.046) -0.036(0.012) 43.642(3.320) 1.696(0.046)
GCRF 0.130(0.020) 3.050(0.110) 1.250(0.028) 0.216(0.021) 3.595(0.194) 1.309(0.031)
BayesCRF 0.409(0.026) 2.498(0.094) 1.278(0.032) 0.452(0.024) 2.453(0.077) 1.335(0.031)
n = 100, q = 200, p = 50 n = 100, q = 500, p = 50
MCC Fnorm Test Error MCC Fnorm Test Error
GLasso 0.394(0.012) 9.118(0.015) 2.051(0.053) 0.304(0.046) 12.684(0.162) 2.777(0.187)
CAPME -0.033(0.010) 63.073(6.914) 2.294(0.069) 0.071(0.004) 13.735(1.546) 2.232(0.060)
GCRF 0.361(0.015) 5.369(0.228) 1.489(0.031) 0.412(0.011) 8.628(0.333) 1.665(0.041)
BayesCRF 0.606(0.015) 3.163(0.110) 1.431(0.032) 0.674(0.011) 6.297(0.143) 1.555(0.035)
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Table 3.3: Banded Model 2
n = 100, q = 50, p = 50 n = 100, q = 100, p = 50
MCC Fnorm Test Error MCC Fnorm Test Error
GLasso 0.262(0.017) 3.763(0.047) 1.191(0.031) 0.278(0.015) 5.294(0.031) 1.342(0.030)
CAPME -0.037(0.000) 27.884(2.113) 1.362(0.044) -0.035(0.011) 43.030(3.666) 1.658(0.062)
GCRF 0.131(0.023) 3.827(0.136) 1.215(0.026) 0.164(0.023) 4.435(0.122) 1.260(0.027)
BayesCRF 0.322(0.026) 2.725(0.092) 1.238(0.031) 0.392(0.021) 2.873(0.106) 1.316(0.030)
n = 100, q = 200, p = 50 n = 100, q = 500, p = 50
MCC Fnorm Test Error MCC Fnorm Test Error
GLasso 0.326(0.022) 8.489(0.182) 1.775(0.067) 0.255(0.005) 12.543(0.011) 2.577(0.072 )
CAPME -0.034( 0.010) 67.937(6.744) 2.066(0.086) 0.109(0.005) 12.534(0.905) 2.166(0.075)
GCRF 0.263(0.017) 6.468(0.119) 1.379(0.036) 0.383(0.012) 10.182(0.173) 1.666(0.042)
BayesCRF 0.476(0.016) 3.566(0.097) 1.386(0.030) 0.634(0.012) 6.372(0.142) 1.550(0.038)
3.5.2 Application: asset returns prediction
We now compare the performance of our method with the other alternatives for the problem
of predicting asset returns. The dataset we consider is the weekly price data of S&P 500
stocks for 265 consecutive weeks from March 10, 2003 to March, 24, 2008 collected by Pfaff
(2016). We screen out all the stocks with extremely low or high marginal variance and keep
67 stocks that vary modestly, i.e., stocks with a variance between 25 and 40. All the stock
prices are log transformed. Let Yt = [Y 1t , ..., Y 67t ] ∈ R67 denote the stocks prices at time point
t and Xt = [Yt−5, Yt−4, Yt−3, Yt−2, Yt−1] denote the prices for the previous five weeks. We want
to recover the dependence structure between Yt, Xt and within Yt, which will provide insights
on the dependency between the prices of different stocks and between their previous prices.
We also will measure how well we can predict Yt using Xt since we cannot directly evaluate
the quality of the estimated structure.
We apply all the methods on the first 212 days to estimate Φ and make predictions on the
remaining 53 days using equation (3.8). We first standardize all the variables to have zero
mean and unit variance. We then transform the data back to the original log-scale to make
predictions. Tuning parameters for all the methods are selected from 5-fold cross-validation








(a) Estimates for Random Graph.
(b) Estimates for Banded Model 1.
(c) Estimates for Banded Model 2.
Figure 3.3: Visualizations for Different Estimates when p = q = 50. White represents the
selected noise and black represents the selected signal.
The average prediction errors for all the methods are provided in Table 3.4. BayesCRF
achieves the lowest overall average prediction error. The prediction performance of Glasso and
CAPME are similar, while the algorithm for GCRF fails in making an accurate prediction.
The conditional graphs estimated from all the methods are shown in Figure 3.4. i)
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Table 3.4: Average Prediction Error for Asset Return Prediction
BayesCRF GCRF CAPME Glasso
0.910(0.384) 3.817(0.468) 1.443(0.442) 1.250(0.495)
BayesCRF detects that some of the concurrent prices of assets are conditionally dependent
with each other (shown in the estimated Λ matrix), and there is an AR(2)-like structure
for each asset across time (shown in estimated Θ), i.e., Y it is conditionally dependent with
Y it−1, Y
i
t−2. Glasso and GCRF detect much noisier patterns with longer time dependences.
ii) BayesCRF provides sparser estimates of the matrices (Θ,Λ), and at the same time, its
prediction accuracy is also the best. It seems to suggest that BayesCRF provides desirable
estimation with both sparsity and accuracy. In reality, it is favorable to have sparser estimates
since sparse models could potentially reduce the cost of data processing and data management.
(a) Estimates for the precision matrix Λ for the asset return data.
(b) Estimates for Θ for the asset return data. The i-th horizontal axis tick (from left to right)
represents the i-th entry Xt and the i-th vertical axis tick (from down to top) represents the i-th
entry Yt.
Figure 3.4: Parameter estimates in the asset returns application. White represents the
selected noise and black represents the selected signal.
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3.6 Derivations of the EM algorithm
3.6.1 The spike-and-slab Lasso penalty
In this section, we present useful properties of the spike and slab lasso penalty, starting with
the proof for Proposition 1 in the main paper.
Proof. Throughout the proof, assume θ > 0.











































and 0 < η(θ) < 1 is the conditional probability of θ belonging to the “slab” given that











































Note that η(θ) is an increasing function of θ. Therefore, pen′SS(θ) is an decreasing
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]2 − E[Λ(θ)2] = −Var(Λ(θ)) < 0,
Since penSS(θ) ≥ 0 is concave, for any 1 ≥ t ≥ 0, we have
penSS(tθ) = penSS(tθ + (1− t) · 0) ≥ tpenSS(θ) + (1− t)penSS(0) ≥ tpenSS(θ). (3.17)
Then the following two properties hold as a consequence of (3.17):
1. penSS(θ) is subadditive: penSS(θ1) + penSS(θ2) ≥ penSS(θ1 + θ2).
2. penSS(θ)/θ is non-increasing.
Thus, the spike and slab Lasso penalty function penSS(θ) satisfies Assumption 1 in Loh and
Wainwright (2015).
3.6.2 The log-likelihood function





































−n2 Λ−1 ⊗ (Λ−1 + 2Λ−1ΘTSxxΘΛ−1) nΛ−1 ⊗ Λ−1ΘTSxx
nΛ−1 ⊗ Λ−1ΘTSxx −nΛ−1 ⊗ Sxx
 . (3.20)
Throughout we use ∇Θ`(Θ̃, Λ̃) to denote the derivative ∇Θ`(Θ,Λ) evaluated at (Θ̃, Λ̃).
Similar for other derivative functions, such as ∇Λ`(Θ̃, Λ̃).
3.2.3 Derivations of the EM algorithm
In this section, we work through the details in deriving the EM algorithm for implementing
our method. Let Φ = (Λ,Θ), and RΛ, RΘ be binary indicator matrices with their (i, j)th
entries being rΛij, rΘij , respectively. The likelihood function of the Gaussian conditional random
field model has the form as follows:














According to our Bayesian model specification, the full posterior distribution π(Φ, RΦ, RΛ|Y,X)
is proportional to










where for the product term related to Θ, we have i = 1, . . . , q and j = 1, . . . , p, and for the
product term related to Λ, we have i, j = 1, . . . , p and i < j.
The E-step
Treat RΛ and RΘ as latent variables. At the t-th iteration in the E-step, calculate the
posterior probability of rΛij being 1 given Φ(t), denoted by pΛij. Similarly, define and calculate
































Evaluate the expectation of log π(Φ, RΛ, RΘ|Y,X) with respect to the posterior distribution
of the latent variables RΛ and RΘ, which is called as the Q function:




















where `(Θ,Λ) is the log-likelihood function defined in (3.18).
The M-step
We optimize Q(Θ,Λ) with respect to (Θ,Λ) in the M-step. Optimizing (3.23) is equivalent
to optimizing GCRF with a weighted Lasso penalty. We implemented a second order
algorithm, motivated by the algorithm from Wytock and Kolter (2013) for the Lasso penalty
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without weights.
At the beginning of each iteration in the M-step, we first form a second order approximation
of `(Θ + ∆Θ,Λ + ∆Λ) at (Θ,Λ),








, and the gradient ∇Θ`(Θ,Λ) and Hessian matrix ∇2`(Θ,Λ) of the log-
likelihood function `(Θ,Λ) are defined in Appendix 3.6.2. At each iteration, we estimate the































We use cyclic coordinate descent approach to estimate ∆Φ. Once we solve the optimization
problem for coordinate Φij, which results in the Newton direction Dij, we update ∆Φ by
∆Φ ← ∆Φ +Dij. We iterate over all the coordinates of Φ to get the full updating direction
∆Φ of an M-step.
The cyclic coordinate descent approach for elements of ∆Φ can be divided into three
sub-problems:
1. Update for the entries in Θ;
2. Update for the off-diagonal entries in Λ;
3. Update for the diagonal entries in Λ.
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ad2 + bd+ λ|c+ d|
)
, (3.26)
with appropriate definitions for a, b, c, and λ in each case. The above objective function has
a closed form solution given by






where Sλ(x) = sign(x) max(|x|−λ, 0). We shall now provide explicit expressions for (a, b, c, λ)
in each of the three cases above.









































|Θij + (∆Θ)ij + u|.
Define a, b, c, λ as follows:

a = (Λ−1)jj(Sxx)ii
b = (Sxy + SxxΘΛ
−1 + Sxx∆ΘΛ
−1 − 2Λ−1∆ΛΛ−1ΘTSxx)ij










we solve the updating direction w.r.t Θij through (3.27).
Update the off-diagonal entries in Λ: We decompose the loss function in the optimization
problem and extract the function only about Λij. Denote A = Λ−1ΘTSxxΘΛ−1 and B =








(−Syy + Λ−1 + A)u(eieTj + ejeTi )





























ii Ajj + 2Λ
−1







(−Syy + Λ−1 + A)ij + (Λ−1∆ΘΛ−1ΘTSxx)ij + (Λ−1∆ΘΛ−1ΘTSxx)ji











|Λij + (∆Λ)ij + u|.
(3.29)









ii Ajj + Λ
−1






(−Syy + Λ−1 + A)ij + (Λ−1∆ΘΛ−1ΘTSxx)ij + (Λ−1∆ΘΛ−1ΘTSxx)ji
−(Λ−1∆ΛΛ−1)ij − (Λ−1∆ΛA)ij − (Λ−1∆ΛA)ji
]









and solve the updating direction w.r.t the coordinate of Λij with (3.27).
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Update the diagonal entries in Θ: For the diagonal entries Λii, the decoupled optimization































c = Λii + (∆Λ)ii,
λ = 0.
(3.32)
After solving ∆Φ from problem (3.25), we update the estimate Φ by Φ← Φ +α∆Φ, where
α is the step size determined by checking (1) Armijo’s rule, and (2) positive definiteness and
(3) boundedness of the resultant matrix. The pseudo-code for this algorithm is in Algorithm
3.
Algorithm 3 EM algorithm
Input X, Y.
Initialize Θ = 0,Λ = I.
While (not reached convergence) do:
(E-Step:)
Calculate PΘ, PΛ using (3.22).
(M-Step:)
While (not reached convergence) do:
Compute the newton direction ∆Φ.
Determine the step size α by backtracking line search.
Update Φ← Φ + α∆Φ.
Output Φ.
A naive implementation of matrix multiplications for ∆ΘΛ−1 and ∆ΛΛ−1 has a cost of
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O(max(p3, qp2)). Since we need to solve O(max(p2, pq)) sub-problems when solving (3.25) and
each sub-problem requires to evaluate ∆ΘΛ−1 and ∆ΛΛ−1, the total cost of our algorithm, if
using the naive implementation, could be as high as O(max(p5, q2p3)). Inspired the algorithm
from Wytock and Kolter (2013), we develop a more efficient implementation of our method
by utilizing the facts that 1) only one entry in either ∆Θ or ∆Λ is updated when solving
each sub-problem, and 2) only one row of matrix product ∆ΘΛ−1 or ∆ΛΛ−1 is updated after
each sub-problem. Thus, it is efficient to calculate ∆ΘΛ−1 and ∆ΛΛ−1 at the beginning of
an M-step and then only update the row of matrix product that is changed after solving
each sub-problem. The computation cost for this updating scheme is O(max(p, q)), thus our
algorithm has a computational cost of O (max(p3, p2q)), which matches with the second order
algorithm from Wytock and Kolter (2013).
3.3 Proofs of the main theorems
Throughout, we use Φ = [ΛT ,ΘT ]T as a compact notation for (Θ,Λ), and denote the true
parameters to be Φ0 = [(Λ0)T , (Θ0)T ]T . Let S0={(i, j) : Φ0ij 6= 0} be the signal set and Sc0 be
its complement.
3.3.1 Proof of Theorem 1
Our proof is based on Theorem 1 from Loh and Wainwright (2015). We will first need to





log det(Λ)− tr(SyyΛ + 2SxyΘ + Λ−1ΘTSxxΘ)
)
84
satisfies the restricted strong convex (RSC) condition defined in Loh and Wainwright (2015):










‖∆‖1, ∀‖∆‖2 ≥ 1,
(3.33)
at the true parameter value Φ0, where αj’s are strictly positive constants and the τj’s are
non-negative constants.
The log-likelihood function (3.18) for our Gaussian conditional random field is much
more complicated than the ones (such as the linear or generalized linear regression model
and Gaussian graphical model) discussed in Loh and Wainwright (2015). Therefore their
techniques are not applicable here. Our proof for RSC is based on Lemma 3 below, which is
motivated by Proposition 3 from Yuan and Zhang (2014).
Define a quantity similar to the local restricted strong convexity (LRSC) constant from
Yuan and Zhang (2014):




: 0 < ‖∆‖2 ≤ r
}
.
Note that if `(Φ) is strongly convex at Φ0, then β(Φ0; r) > 0. But if `(Φ) is not strongly
convex, the log-likelihood function `(Φ) could still behave like a strongly convex function
locally with β(Φ0; r) > 0 for some properly chosen r value. In Lemma 3 below, we show
β(Φ0; r) is positive around the truth with high probability. Proof of Lemma 3 is in Section F.
Lemma 3. Let







, ρ2 = λmax(Σ
0
xx).
Assume that Assumption 1 (RIP condition) holds with s0 = |S0|+ d4(ρ2/ρ1)|S0|e. If
























with probability at least 1− c1 exp(−c2 log(pq)), provided n ≥ 2c0 log(p+ q).
Remark. c1, c2 and δ are constants from standard concentration inequalities of sub-
Gaussian distributions (cf. Corollary 1 in Loh and Wainwright (2015)).
Next we show that the log-likelihood function for our Gaussian conditional random field
model satisfies the RSC condition (3.33).










. The likelihood func-
tion `(Φ) is restricted strong convex (RSC) with α1 = α2 = nk1 with at least probability
1− c1 exp(−c2 log(pq)) for sufficiently large constant c0 > 0, provided that n ≥ 2c0 log(p+ q).
Proof. It is known that `(Φ) is convex, see Proposition 1 from (Yuan and Zhang, 2014). So
f(t) = `(Φ0 + t∆) is also convex and therefore its derivative is monotonically non-decreasing,
that is, for t ∈ [0, 1], f ′(1)− f ′(0) ≥ f ′(t)− f ′(0):
〈∇`(Φ0 + ∆)−∇`(Φ0),∆〉 ≥ 1
t
〈∇`(Φ0 + t∆)−∇`(Φ0), t∆〉. (3.35)
Next we apply Lemma 3 differently when r0, defined in (3.34), is in different ranges.
If r0 ≤ 1, define t = r0‖∆‖2 and plug t in (3.35). Note that ‖t∆‖2 ≤ r0, we have




〈∇`(Φ0 + t∆)−∇`(Φ0), t∆〉
‖t∆‖22
≥ t‖∆‖22β(Φ0, r)
≥ nk1‖∆‖2/r0 ≥ nk1‖∆‖2
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If r0 > 1, define t = 1‖∆‖2 and ‖t∆‖ < 1 < r0. Plug t in (3.35) and apply Lemma 3, then
〈∇`(Φ0 + ∆)−∇`(Φ0),∆〉 ≥ nk1‖∆‖2.
So we have shown that `(Φ) satisfies (3.33). Note that for ‖∆‖2 < 1, it suffices to show
the right hand side of (3.33) with ‖∆‖2 instead of ‖∆‖22.




with high probability. First







ΣTxyΘ + ΣyyΛ = I and Θ = −Σ−1xxΣxyΛ. So
Σxy = −ΣxxΘΛ−1
Λ−1ΘTΣxxΘΛ
−1 = −Λ−1Σxy = −Λ−1 + Σyy.
























Syy − Σ0yy − (Λ0)−1(Θ0)T (Sxx − Σ0xx)Θ0(Λ0)−1
)
• Applying Lemma 7 with A = I, we have


















with probability at least 1− 0.4c1 exp(−c2 log(pq)).
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. By Lemma 7 and (3.52), we have










with probability at least 1− 0.2c1 exp(−c2 log(pq)).
• Let B = (Λ0)−1(Θ0)T . Applying Lemma 7 to sub-Gaussian random variable with
covariance matrix BΣ0xxBT with A = I, we have






with probability at least 1− 0.2c1 exp(−c2 log(pq)).
• Similarly, we can apply Lemma 7 on sub-Gaussian random variables with covariance
matrix Σ0xx with A = B, and we have






with probability at least 1− 0.2c1 exp(−c2 log(pq)).




with probability at least 1− c1 exp(−c2 log(pq)).
3.3.2 Proof of Theorem 2
Proof. For a local optimizer Φ̂ of the objective function L(Φ), its derivative w.r.t Φij is
∂L(Φ)
∂Φij
∣∣∣Φ=Φ̂ = ∇`(Φ̂)ij + npen′SS(|Φ̂ij|) · sign(Φ̂ij) ,
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where sign(x), the (sub)-graident of function |x|, equals to 1 if x > 0, −1 if x < 0, and any
number from [−1, 1] if x = 0.
Under our conditions for Theorem 2, |Φ̂ij| <
√
ηn is going to zero, for (i, j) ∈ Sc0. So
to prove sparsistency, we just need to show that |∇`(Φ̂)ij| ≤ npen′SS(0+) with probability
converging to 1 for (i, j) ∈ Sc0.
• For the gradient related to Θ, we have
















Because λmin(Λ0) = O(1), we have ‖Λ̂−1‖2 = λmin(Λ̂) ≤ (λmin(Λ0) + (λmin(Λ̂−Λ0))−1 =
O(1). Using the relationship ‖Λ̂−1 − Λ0−1‖2 = ‖Λ̂−1(Λ̂ − Λ0)Λ0−1)‖2 ≤ ‖Λ̂−1‖2‖Λ̂ −
Λ0‖2‖Λ0−1‖2, λmin(Λ0) = O(1), we have ‖Λ̂−1 − Λ0−1‖2 = O(ηn). Further, we have
‖Λ̂−1Θ̂−(Λ0)−1Θ0‖∞ = ‖(Λ̂−1 − Λ0−1)Θ0 +Λ0−1(Θ̂−Θ0)+(Λ̂−1−Λ0−1)(Θ̂−Θ0)‖∞ =
O(ηn). Thus, we have (3.36) being nOp(log(p+ q)/n+ ηn).
• Similarly, for the gradient related to Λ, we have




Syy − Λ−1 − Λ−1ΘTSxxΘΛ−1
)
‖22






















So we have proved that sparsistency is achieved with (
√
log(p+ q)/n+ ηn) = O(pen′SS(0+)).
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3.3.3 Proof of Theorem 3
Outline
Theorem 3 follows from a more general theorem as below.
Theorem 5. Assume Assumption 1 (RIP condition) holds and X is sub-Gaussian, if


























where λ2 = (1 + λ1 + 9ρ2λ0d2KcΣ0 + 9(cΣ0Kd+ λ0)ρ2λ0d) and






, λ2(C1 + C3)
]
,
(ii) the matrix norm bound R satisfies |S0|r + ‖Φ0‖1 < R, and




2c0 log(p+ q), where
M = max{2(C1 + C3)cΓ0max{3cΣ0d, 3708d2c2Γ0c4Σ0ρ2}, d},
then there exists a local minimizer Θ̃ such that Θ̃ such that





with probability at least 1− c1 exp(−c2 log(pq)) for sufficiently large c0 > 0.
We prove Theorem 5 with the following three steps:









} ∪ {(i, j) : i = j}. That is,
B contains entries of relatively large magnitude in Φ and the diagonal entries for Λ.
Construct a solution set for problem (3.39)
A = {Φ : ∇L(Φ)B = 0,Λ  0, ‖Φ‖1 ≤ R}.
• Step 2: Prove A is not empty and further show that there exists Φ̃ ∈ A that satisfies






• Step 3: Finally prove that Φ̃ is a local minimizer of the objective function L(Φ) by
showing that L(Φ) ≥ L(Φ̃) for any Φ in a small neighborhood of Φ̃.
Some Preliminary Results






log det(Λ)− tr(ΛSyy)− 2 tr(ΘTSxy)− tr(Λ−1ΘTSxxΘ)
)







































respect to Θ and Λ as ZΘ and ZΛ respectively, where ZΘij , the subgradient of the penalty
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× sign (θij) ,
where sign(x), the (sub)-graident of the function |x|, equals to 1 if x > 0, −1 if x < 0, and
any number from [−1, 1] if x = 0.
Next we state two lemmas that are needed for the proof of Theorem 3. Their proofs are
in Section 3.4.2 and Section 3.4.3, respectively.
Lemma 5. Define
A = {Φ : ∇`(Φ)B + nZB = 0,Λ  0, ‖Φ‖1 ≤ R} , (3.40)































min {|Λ0B|, |Θ0B|} ≥ r + δ0,
|S0|r + ‖Φ0‖1 < R
(3.41)
for some δ0 > 0, then A is non-empty. Moreover, there exists an Φ̃ ∈ A satisfies the





Lemma 6. Define K = max(‖Θ0‖∞, ‖Λ0‖∞), λ1 = c2Σ0 +
3
2
dc3Σ0r and λ0 = λ1Kd+cΣ0 +λ1dr.
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Suppose the estimator constructed from (3.40) satisfy ‖Φ̃− Φ0‖∞ ≤ r, then
‖Λ̃−1 − (Λ0)−1‖∞ ≤ λ1r,
|||Λ̃−1 − (Λ0)−1|||∞ ≤ λ1dr,
‖Λ̃−1Θ̃− (Λ0)−1Θ0‖∞ ≤ λ0r,
|||Λ̃−1Θ̃− (Λ0)−1Θ0|||∞ ≤ λ0dr.
(3.42)
The proof of Theorem 5 also needs the following bounds on the first and the second
derivatives of the penalty function penSS.






























































• Bound on the magnitude of penSS ′′(δ0):
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With the same choice of v0 and v1 as (3.44), when δ0 ≥ ψ
√
2c0 log(p+ q)/n and C4 is














































Proof of Theorem 5
At Step 1, we construct the solution set defined at (3.40),
A = {Φ : ∇`(Φ)B + ZB = 0,Λ  0, ‖Φ‖1 ≤ R}
where




} ∪ {(i, j) : i = j},
which contains indexes for entries of relatively large magnitude and the diagonal entries for
Λ.
At Step 2, we apply Lemma 5. First we check its conditions.
1. Consider r = 2(C1 + C3)cΓ0
√
2c0 log(p+ q)/n. For Φ0ij ∈ B, we have Φ0ij > r + 2(C2 −
C3)cΓ0
√



















Thus, we conclude that there exists a solution Φ̃ such that
‖Φ̃− Φ0‖∞ ≤ 2(C1 + C3)cΓ0
√
2c0 log(p+ q)/n.
At Step 3, we need to show that the solution Φ̃ from Step 2 is indeed a local minimizer
of our objective function L(Θ,Λ).
Consider D(∆1) = L(Φ̃ + ∆1)− L(Φ̃) = `(Φ̃ + ∆1)− `(Φ̃) + Pen(Φ̃ + ∆1)− Pen(Φ̃), it
suffices to show that ∃ε > 0,D(∆1) ≥ 0 for any symmetric ∆1 that satisfies ‖∆1‖∞ ≤ ε.











































for some v ∈ (0, 1). Here, Re(Φ̃,∆1) is the residual when doing the first order Taylor expansion





for some w ∈ (0, 1).
1. (∇`(Θ,Λ) + Z)B = 0, because of the way Φ̃ is constructed.





pen′′SS(Φ̃ + v∆1)∆12ij +Re(Φ̃,∆1) ≥ 0.







with probability greater than 1− c1 exp(−c2 log(pq)), as shown in the proof of Theorem
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1. Based on this inequality, we bound each term separately and then prove the result.
(a) We first bound the first term in the second line of (3.47).


































where the last inequality is by applying Lemma 6 and Lemma 8, i.e., ‖Sxx‖∞ ≤
9ρ2.
• For the sub-gradient of `(Θ,Λ) evaluated at (Θ̃, Λ̃), we have




Syy − Λ̃−1 − Λ̃−1Θ̃TSxxΘ̃Λ̃−1
)
‖∞



















































(1 + λ1 + 9ρ2λ0d















where the first and second inequality are from Lemma 6, our choice of n and the




(b) Next, we bound the second term in in the second line of (3.47). When (i, j) ∈ Bc,
by construction, Φ̃ = 0. Thus, we have for α ∈ (0, 1),
penSS(Φ̃ + ∆1ij)− penSS(Φ̃)
= pen′SS(Φ̃ + α∆1ij)∆1ij.
(3.50)
When ∆1ij is sufficiently small, pen′SS(Φ̃ + α∆1ij) gets arbitrary close to pen′SS(0),

















we have the second line of the relationship greater than 0. Our main theorem is
proved.
3.4 Other proofs
3.4.1 Proof of Lemma 3
We first show Lemma 7 and 8. Based on them, we prove Lemma 3. Similar results are
proved in Yuan and Zhang (2014) for Gaussian random variables, and we extend them to
sub-Gaussian random variables.
Lemma 7. Suppose Z(1), . . . , Z(n) are iid k-dimensional sub-Gaussian random vectors with
mean zero and true covariance matrix Σ0zz. Let Szz be the sample covariance matrix, A be









Then for sufficiently large c0 > 0, we have
‖A(Szz − Σ0zz)‖∞ ≤ 2σ2
√
c0 log(4kk′)/n (3.51)
hold with probability at least 1− 0.2c1 exp(−c2 log(kk′)).
Remark. Note that from Lemma 7, we have σ2 ≤ 2 maxi
[
(AΣ0zzA






‖A(Szz − Σ0zz)‖∞ ≤ 4
[
(AΣ0zzA






Proof. When W1, . . . ,Wn are iid k-dimensional sub-Gaussian random variables with mean
zero and variance Σ. Using standard concentration inequalities, from the proof of Theorem













≤ C1e−C2 log k (3.53)
where C0, C1, and C2 are well-chosen constants, which may, for example, depend on the tail
property of Wi’s.
Since Z(l) is sub-Gaussian, so are AZ(l)) + Z(l) and AZ(l))− Z(l). Using (3.53), we have

∣∣∣ 1n∑nl=1((AZ(l))i + Z(l)j )2 − [(AΣ0zzAT )ii + 2(AΣ0zz)ij + (Σ0zz)jj]∣∣∣ ≤ σ2√c0 log(kk′)/n,∣∣∣ 1n∑nl=1((AZ(l))i − Z(l)j )2 − [(AΣ0zzAT )ii − 2(AΣ0zz)ij + (Σ0zz)jj]∣∣∣ ≤ σ2√c0 log(kk′)/n,
with probability at least 1− 0.1c1 exp (−(c2 + 1) log(kk′)), where c1, c2, and η are well-chosen










with probability at least 1− 0.2c1 exp (−(c2 + 1) log(kk′)). Then by taking union bound over
i and j, we obtain (3.51).
Lemma 8. Assume the conditions and definitions of Lemma 3 and ρ2 = λmax(Σ0xx). Assume
X is sub-Gaussian and the covariance matrix is Σ0xx. Then for any matrix Vxy ∈ Rq×p and
sufficiently large constant c0 > 0, we have
tr(V TxySxxVxy) ≤ (1 + 8
√
2c0 log(p+ q)/n)ρ2‖Vxy‖2F ≤ 9ρ2‖Vxy‖2F ,
with probability at least 1− c1 exp(−c2 log(pq)), provided n ≥ 2c0 log(p+ q).
Proof. As a consequence of Lemma 7, with probability at least 1− c1 exp(−c2 log(pq)), we
have
‖Sxx − Σ0xx‖∞ ≤ 8ρ2
√
2c0 log(p+ q)/n.
Because λmax(Σ0xx) ≤ ρ2, we then have
‖Sxx‖∞ ≤ ρ2 + 8ρ2
√
2c0 log(p+ q)/n ≤ 9ρ2,
with probability at least 1−c1 exp(−c2 log(pq)), if n ≥ 2c0 log(p+q). Therefore, tr(V TxySxxVxy) ≤
(1 + 8
√
2c0 log(p+ q)/n)ρ2‖Vxy‖2F ≤ 9ρ2‖Vxy‖2F with high probability, provided that n ≥
2c0 log(p+ q).
Proof of Lemma 3. Based on Lemma 8, we have
√
λmax (ΘTSxxΘ) ≤ ‖(Θ0)
T
(Sxx)













































following the same proof of Proposition 3 in Yuan and Zhang (2014).
3.4.2 Proof of Lemma 5
Proof of Lemma 5. Let ∆Θ = Θ̃− (Θ0) denote the difference between an estimate Θ̃ and the
true precision matrix Θ0, and ∆Λ = Λ̃− (Λ0) the difference between an estimate Λ̃ and the




We show both ‖∆B‖∞ and ‖∆Bc‖∞ are bounded by r. Thus, ‖∆‖∞ ≤ r.
1. By construction,





2. The proof for ‖∆Bc‖∞ is inspired by Ravikumar et al. (2011) and Wytock and Kolter
(2013). We first define G(ΦB) = ∇L(Θ,Λ)B = ∇`(Θ,Λ)B + ZB. To be clear Θ is a
p-by-p matrix with entries in B equals to ΘB and entries in Bc equals to 0. We consider








By construction, F (vec(∆B)) = vec(∆B) iff G(Φ0B + ∆B) = G(ΦB) = 0.
100
If we could show F (B(r)) ⊆ B(r), then because F is continuous and B(r) is convex
and compact, then by Brouwer’s fixed point theorem, there exists some fixed point
vec(∆B) ∈ B(r), thus exists Φ̃ ∈ A that ‖∆B‖∞ = ‖Φ̃− Φ0‖∞ ≤ r.
Let ∆B ∈ R(p+q)×p denote the zero-padded matrix, which is padded by zero on Bc and


































Then F (vec(∆B)) ≤ ‖I‖∞ + ‖II‖∞. So it suffies to show ‖I‖∞ + ‖II‖∞ ≤ r.









where the last equation follows from Lemma 3 in Wytock and Kolter (2013) with






further have ‖I‖∞ ≤ r2 .








Then by assumption, ‖II‖∞ ≤ r2 . Combine the two bounds, we prove ‖∆‖∞ ≤ r.
Further, because ‖Φ̃‖1 ≤ ‖Φ̃ − Φ0‖1 + ‖Φ0‖1, we have ‖Φ̃‖1 ≤ |S0|r + ‖Φ0‖1 < R.
Because dr < 1
3cΣ0
< λmin(Λ
0), λmin(Λ̃) > λmin(Λ0) − λmax(Λ̃ − Λ0) > dr − dr > 0,
λmin(Λ̃) > 0. So it is inside A by assumption. That is, A is non-empty.
3.4.3 Proof of Lemma 6
Proof of Lemma 6. For the proof of the first and second relationship, we refer to the Corollary
4 in Ravikumar et al. (2008), the proof is nearly identical.
For the third line of the relationship, we have
‖Λ̃−1Θ̃− (Λ0)−1Θ0‖∞ = ‖∆Λ−1Θ0 + ∆ΘΛ0 + ∆Λ−1∆Θ‖∞
≤ ‖∆Λ−1Θ0‖∞ + ‖∆ΘΛ0
−1‖∞ + ‖∆Λ−1∆Θ‖∞
≤ λ1Kdr + cΣ0r + λ1dr2.
(3.59)
Similarly,
|||Λ̃−1Θ̃− (Λ0)−1Θ0|||∞ = |||∆Λ−1Θ
0 + ∆ΘΛ
0−1 + ∆Λ−1∆Θ|||∞
≤ |||∆ΛΘ0|||∞ + |||∆ΘΛ
0−1|||∞ + |||∆Λ−1∆Θ|||∞
≤ λ1Kd2r + rdcΣ0 + λ1d2r2.
(3.60)
where the last inequality is because columns in ∆Λ, ∆Θ, has at most d non-zero entries.
3.5 Discussion
In this chapter, we proposed a novel and effective method based on Bayesian spike and slab
Lasso penalty for learning Gaussian conditional random field. We provide strong theoretical
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guarantees for the method and propose an efficient EM algorithm for the estimation. Through
numerical studies, we also demonstrated the state-of-the-art performance of our method.
We believe the Bayesian regularization framework can be advantageous in high dimensional




On the optimal theoretical properties of
Bayesian regularization
4.1 Introduction
In modern statistical applications, high dimensional models where the number of parameters
(also called as the dimension) of the model is much larger than the sample size are routinely
employed. Due to the curse of dimensionality, simplifying assumptions on the data generating
model such as “sparsity” need to be made for carrying forward statistical analysis. Under
the sparsity assumption, where only a small number of parameters relative to the dimension
and the sample size are non-zero, identifying those parameters is of prime importance in
most applications. For example, in gene expression analysis, it is of tremendous interest to
detect a few genes which govern a specific phenotype of interest such as height, body fat, etc.
In the literature, this problem is often referred to as variable selection or model selection.
In the classical setting, where the dimension of the model is small, best subset selection or
step-wise selection methods such as forward selection or backward elimination are popular
tools for detection of the important parameters of interest.
An alternative approach is to regularize the loss function using a penalty function
on the parameters such as the Lasso penalty introduced by Tibshirani (1996) which can
perform estimation as well as variable selection. The properties associated with the Lasso
regularization are extensively studied in a variety of settings. While Lasso is found to possess
optimal estimation properties (Bickel et al., 2008; Van De Geer et al., 2009), it does not
have model selection consistency unless very stringent assumptions are made (Zhao and Yu,
2006; Meinshausen and Bühlmann, 2006). Various generalizations such as the adaptive Lasso
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penalty (?) are proposed to improve the performance of Lasso. Adaptive Lasso is a two-stage
approach which weights the L1 penalty using an initial estimator. The effectiveness of this
strategy is heavily reliant on having a good initial estimator. Moreover, no natural initial
estimators may exist in some cases such as Gaussian graphical models. Motivated by the
limitations of convex penalties such as the Lasso for variable selection, non-convex penalty
functions such as SCAD (Fan and Li, 2001) and MCP (Zhang et al., 2010) are proposed. A
potential limitation of non-convex penalties is due to their high computational burden and
potential non-uniqueness of the solutions. Theoretical properties for estimation and model
selection associated with many different penalties have been studied in the recent literature
(Zhang and Zhang, 2012; Loh and Wainwright, 2017).
The Bayesian approach provides an alternative form of regularization via a likelihood
and prior specification. The priors used in the Bayesian approach can broadly be classified
as: (i) continuous shrinkage priors which place a single continuous prior distribution on the
regression coefficients such as the Laplace (double exponential) prior for Bayesian Lasso (Park
and Casella, 2008b) and the horseshoe prior (Carvalho et al., 2009, 2010), and (ii) spike-
and-slab priors which place a two component mixture priors such as the mixture of Laplace
priors for spike-and-slab Lasso (Rocková and George, 2016b). Continuous shrinkage priors
are used for inducing a smooth shrinkage and estimation of a high dimensional parameter,
and spike-and-slab priors are more natural choices for variable selection. While Gaussian
spike-and-slab priors (George and McCulloch, 1993, 1997; Ishwaran and Rao, 2005; Narisetty
and He, 2014) have been commonly used, spike-and-slab Laplace priors (Rocková, 2016;
Rocková and George, 2016b; Gan et al., 2018) are demonstrated to exhibit desirable properties
for variable selection in the recent literature.
In this paper, we consider a general class of prior distributions that are scale mixtures of
Laplace distributions which includes specific cases of both continuous shrinkage priors and
spike-and-slab priors. Under this broad umbrella of prior distributions, we aim to study the
theoretical properties of the resultant Bayesian regularization induced by these priors for any
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likelihood function that satisfies certain regularity conditions. Examples of the likelihoods
that satisfy the conditions in the paper include linear regression models, generalized linear
models and Gaussian graphical models. There is a lack of theoretical results studying in-depth
properties of Bayesian regularization in a general setting as considered in our paper.
Our theoretical results study the maximum a posteriori (MAP) estimator corresponding to
the proposed class of prior distributions to obtain insights about the shrinkage corresponding
to these priors. We show that the regularization induced by these priors is concave (and
non-convex) and yet under certain conditions, the MAP estimator is unique and has an
optimal rate of convergence in `∞ norm. To achieve similar rate of convergence, L1 penalized
methods require stringent incoherence conditions (Zhao and Yu, 2006; Wainwright, 2009b)
which suggest that their shrinkage is not ideal. On the other hand, Loh and Wainwright
(2017) studied non-convex regularization methods and provided optimal convergence rates for
estimation error in `∞ norm but their results rely on a undesirable beta-min condition. Our
theoretical analysis, although motivated by the results of Loh and Wainwright (2017), does
not require the beta-min condition. Moreover, the general family of regularizing functions
considered by Loh and Wainwright (2017) does not include existing penalty functions such
as the LSP and SICA penalties along with the general family of Bayesian regularization
functions considered in the paper because the shrinkage due to these methods goes to zero
smoothly instead of being exactly zero for large signals. Establishing our theoretical results is
challenging as it requires a careful calibration of the estimator’s sparsity pattern at different
signal levels especially since we do not assume the beta-min condition.
The remaining part of the paper is organized as follows. In Section 2, we provide a general
formulation of Bayesian regularization and discuss the resultant shrinkage and sparsity of
the MAP estimator through the simple and intuitive normal means problem. In Section 3,
we lay out our requirements on the loss function for our optimality results, and provide our
main results on the rate of convergence in `∞ norm and support recovery. In Section 4, we
use specific examples of statistical models to illustrate the implications of our theoretical
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findings for those problems. In Section 5, we corroborate our findings with numeric studies.
In Section 6, we provide proofs of our main theoretical results and other proofs are provided
in the Section 7.
4.2 Bayesian regularization
Suppose we have n observations Z1, ..., Zn independently generated from a distribution p(· | β)
with β ∈ Ω ⊂ Rp as the p-dimensional parameter of our interest. That is,
Z1, ..., Zn | β ∼ p(· | β). (4.1)
The next step in the Bayesian regularization framework is to elicit a prior distribution on β,
a key object that would imply shrinkage and regularization.
4.2.1 Scale mixtures of Laplace distributions
The cornerstone of our Bayesian regularization framework is the scale mixture of Laplace
prior distributions taking the following form for each element of β = (β1, ..., βp):

βj | vj ∼ LP(· | vj),
vj ∼ F,
(4.2)
independently for j = 1, · · · , p, where F is a non-degenerate distribution on the positive real
line and LP(·|v) is the Laplace distribution with density function








A major motivation for the Laplace scale mixture prior (4.3) we propose is that having a
different scale parameter vj for each of the regression coefficients which helps provide different
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regularization effects on them. The likelihood induced by the model (4.1) and the prior
distribution given by (4.2) yield a posterior distribution on β. A natural point estimator for
the parameter β based on the posterior is the maximum a posteriori (MAP) estimator which
maximizes the posterior distribution. That is,
β̂ = arg max
β∈Ω
π(β | Z1, . . . , Zn), (4.4)
where the posterior distribution of β given data is:




LP(βj | vj)dF (vj).
Estimating the MAP estimate (4.4) is equivalent to minimizing the following objective
function
J(β) = Ln(β) +
p∑
j=1
ρ(βj), subj to β ∈ Ω, (4.5)
where
Ln(β) = − log p(Z1, . . . , Zn|β),
ρ(βj) = − log π(βj).
The term ρ(βj), which depends on the particular scale mixture of Laplace priors used, induces
regularization and will be referred to as a Bayesian regularization function.
It is well known that Bayesian regularization induced from a Laplace distribution (4.3)
corresponds to the Lasso penalty (Park and Casella, 2008b; Tibshirani, 1996). Despite its
popularity, Lasso has a known issue: while the L0 penalty does not depend on the magnitude
of β, the penalty of Lasso increases linearly with the magnitude of β, which causes bias in
estimation when |β| is large. The unwanted bias with Laplace prior has also been observed
and well studied in the Bayesian literature, along with recommendations on priors with tails
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heavier than exponential (Johnstone et al., 2004; Polson and Scott, 2010; Armagan et al.,
2013).
We consider scale mixtures of Laplace priors (4.2) to remedy the limitation of Laplace
priors. For the discussion below, let us consider the one-dimensional case with p = 1 and β
being a scalar. The corresponding Bayesian regularization function is given by
ρ(β) = − log π(β) = − log
(∫
LP(β | v)dF (v)
)
. (4.6)
Note that the mixing distribution F (v) does not need to be proper and neither does the prior
π(β). For results that will be presented later, we do impose conditions on the conditional
mean and variance of v given β, which can be well-defined quantities even when F (v) and
π(β) are improper.
We now show that several regularization functions proposed in the literature are special
cases of (4.6).








has been studied by (Candes et al., 2008) and others as an alternative to the Lasso
penalty. When |β| is small (relative to σ), we have log(1 + |β|/σ) ≈ |β|/σ, so (4.7)
behaves like Lasso; when |β| is large, the concavity of (4.7) leads to estimation with
much less bias than Lasso. As shown in (?), the log-shift penalty corresponds to

























and the marginal prior distribution π(β) being a double Pareto distribution. Scale
mixtures with inverse Gamma distributions are commonly used in Bayesian hierarchical
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modeling. For example, Gaussian scale mixture with inverse Gamma corresponds to the
t distribution, and Laplace scale mixture with inverse Gamma gives rise to the double
Pareto distribution. Desirable shrinkage properties of the double Pareto distribution




















has been studied in the context of linear regression models by (Rocková, 2016; Rocková
and George, 2016b) and graphical models by (Gan et al., 2018). When the scale
parameter a = 1, it can be easily seen as a Bayesian regularization associated with a
mixture of two Laplace distributions (also known as a hyper-exponential distribution),
i.e., F (v) is a discrete distribution with probability mass η on v1 and (1 − η) on v0.
In the MAP framework, a could take any positive value, which corresponds to a prior












. Such mixtures of Laplace
distributions have been shown to have better theoretical and empirical performance
than a single Laplace distribution in the aforementioned references.







I(β 6= 0) + b a
a+ |β|
|β| (4.9)
was introduced in (Lv and Fan, 2009) as a smooth homotopy between L0 and L1
penalties. When a→ 0, the SICA penalty approaches the L0 penalty and when a→∞,
it approaches the L1 penalty. A prior distribution that induces a penalty like SICA





, where c1 and c2 are some constants. To
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express π(β) as a scale mixture of Laplace distributions, consider the following mixing
density over u = 1/
√
v:









































The corresponding prior π(β) is not a proper probability distribution, but the corre-
sponding MAP estimator is still well-defined. Further, the corresponding posterior
distribution could be a well-defined proper distribution over β, for example, when β is
the regression coefficient from a regression model with Gaussian type errors.
4.2.2 Properties of Bayesian regularization with Laplace mixtures
It suffices to discuss properties of the Bayesian regularization function ρ(β) when β ≥ 0,
since ρ(β) is symmetric around zero.
In Proposition 1 below, we show the connection between the first and the second derivative
of ρ(β) and the conditional mean and variance of the precision parameter 1/v from the
two-stage hierarchical model (4.2). The result is analogous to the Tweedie’s formula for
location mixture of Gaussian distributions (Efron, 2011). The proof of the proposition is in
Section 7.
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Proposition 1. When β > 0, the Bayesian regularization function ρ(β) induced from the
scale mixture of Laplace distributions (4.2) has its first and second derivative equal the
conditional mean and negative conditional variance of 1/v given β:

ρ′(β) = E(1/v | β)
ρ′′(β) = −Var(1/v | β)
(4.10)
provided that the mean and variance exist. Consequently, on the non-negative real line, the
Bayesian regularization function ρ(t) is an increasing, concave function and its derivative
ρ′(t) is a decreasing function.
The derivative ρ′(β) of a regularization function is well-known to play a crucial role
as the shrinkage effect (Fan and Li, 2001; Zhang et al., 2010). Proposition 1 provides an
important insight that the shrinkage effect due to Bayesian regularization is the conditional
expectation of 1/v, which acts as the regularization parameter, given the magnitude of the
parameter β. Equation (4.10) shows that a non-degenerate marginal distribution F for v
would influence the regularization function ρ(β) as the conditional distribution of v given β
controls ρ(β)’s first and second derivatives, i.e., its shrinkage effect and curvature. When
F (v) is a degenerate point mass distribution, the scale mixtures of Laplace prior degenerates
to the Bayesian Lasso prior (Park and Casella, 2008b) and (4.10) says that the first derivative
of ρ(β) is a constant function and does not depend on the magnitude of β. This corresponds
to the undesirable constant shrinkage effect of Bayesian Lasso and supports the use of our
proposed scale mixture with a non-degenerate F .
The concave regularization function ρ(β) brings both theoretical and numerical challenges
to the optimization of (4.5): the objective function may not be convex and therefore the MAP
estimator may not be unique. In the remainder of this paper, we will discuss conditions on the
likelihood function and the Bayesian regularization, which can ensure the objective function
(4.5) has a unique stationary point. In particular, motivated by (Loh and Wainwright, 2017),
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for many high-dimensional problems, we need to impose constraints on the parameter space
to ensure the uniqueness of MAP estimators which will be made clear in later sections.
4.2.3 A motivating example: the one-dimensional normal mean
model
To gain some insight about the Bayesian regularization function, we consider the classical
problem of estimating a one-dimensional normal mean:
Z1, . . . , Zn
iid∼ N(β, 1) with prior π(β) = exp{−ρ(β)}.
To find the MAP estimator of the mean parameter β, we minimize
n
2
(z̄ − β)2 + ρ(β), (4.11)
where z̄ denotes the average of the n samples. The objective function (4.11) may not be
convex since ρ(β) is not convex.
However, if the conditional variance of v is upper bounded by the sample size n, i.e.,





(z̄ − β)2 + ρ(β)
]
= n+ ρ′′(β) ≥ 0,









sign(z̄), when |z̄| > λ/n,
(4.12)
where λ = limβ→0+ ρ′(β) = E(1/v|β = 0) denotes the maximum of the first derivative of ρ.
The MAP estimator β̂ from the Bayesian regularization framework has two desirable
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properties: sparsity and adaptive shrinkage:
(i) When the sample mean is of a small magnitude, |z̄| ≤ λ/n, we shrink our estimate to
be zero.
(ii) When the sample mean is of a large magnitude, |z̄| > λ/n, we shrink z̄ by ρ′(β̂)/n.
Since ρ′(β) is a decreasing function with respect to the size of β, the bias due to
shrinkage diminishes with the size of our estimate, a desirable property as opposed to
the constant bias from Lasso.
Ideally, to have the two desirable properties, we would like the derivative of ρ′(β) at zero
to be large enough to mitigate the noise and then quickly drop to a small value to reduce bias.
Similar requirements motivated non-convex penalties such as SCAD (Fan and Li, 2001) and
MCP (Zhang et al., 2010) but one major difference between Bayesian regularization and these
penalties is that the derivative ρ′(β) for Bayesian regularization goes to zero smoothly and
does not become exactly zero. Due to this, the results from (Loh and Wainwright, 2017) are
not applicable for our Bayesian regularization approach. In the next section, we will describe
the two desirable properties through conditions on the derivative function ρ′(·) corresponding
to Bayesian regularization.
In addition, in the high dimensional setting when p > n, conditions on ρ(β) alone will not
imply convexity of the objective function unlike in the one-dimensional normal mean problem
which has p = 1. This is because the Hessian matrix of the negative log-likelihood function
has a null space of dimension p− n, and any non-convex penalty leads to non-convexity of
the whole objective function. For example, for linear regression with Ln(β) = 12‖Y −Xβ‖
2
2,
the Hessian matrix XTX is singular when p > n making the objective function non-convex
for any non-convex function ρ(β).
Motivated by (Loh and Wainwright, 2017), we consider finding the MAP estimator within
the constrained parameter space Ω of ‖β‖1 ≤ R so that the resultant MAP estimator will be
unique and has optimal statistical properties even when p > n. The bound R will be allowed
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to increase with n and p so that the constraint is not stringent. In the following section, we
provide the theoretical guarantees for the estimator from (4.15).
4.3 Main results
In this section, we provide our main theoretical results on the uniqueness, the estimation
accuracy (measured by `∞ norm), and support recovery properties of the MAP estimator.
We start with the notations used.
Notations
For a vector β ∈ Rp, define its support set to be supp(β) = {j : βj 6= 0} and use βV to
denote β restricted to a subset V ⊆ {1, ..., p}. Let β0 ∈ Rp denote the true parameter value
with S = supp(β0) and |S| = s0. For a matrix M , we use |||M |||1, ‖M‖2, ‖M‖F to denote
the matrix `1 norm, spectral norm, and Frobenius norm, respectively. We use ‖M‖∞ and
|||M |||∞ to denote the element-wise `∞ norm and matrix `∞ norm, respectively. For a function
h : Rp → R, we write ∇h and ∇2h to denote the gradient/subgradient and second-order
gradient/subgradient of h respectively, if they exist. Let ∇2Ln(β) denote the Hessian matrix
of Ln(β) and
Γ = ∇2Ln(β0), Q(β) =
∫ 1
0
∇2Ln(β0 + t(β − β0))dt.
4.3.1 Assumptions on the likelihood function
To establish our theoretical results, we require Ln(β) to possess the following three properties:
restricted strong convexity (RSC), locally bounded gradient (LBG), and locally bounded
second-order gradient (LBSG). In Section 4.4, we will show that a wide range of probabilistic
models, including linear regression, generalized linear model and Gaussian graphical model,
satisfy all these conditions.
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Restricted strong convexity. We say Ln is (α, τ)-RSC if it satisfies the following inequalities
for any pair of β,∆ ∈ Rp:










‖∆‖1, ∀‖∆‖2 ≥ 1.
The (α, τ)-RSC condition has been shown to hold with high probability for many commonly
studied models (Raskutti et al., 2010; Rudelson and Zhou, 2012; Negahban et al., 2012; Loh
and Wainwright, 2015, 2017). As discussed in Loh and Wainwright (2015), the RSC condition
holds trivially when Ln is strongly convex. If Ln is convex (but not necessarily strongly










. Thus, when Ln is










Locally bounded gradient. We say Ln is (ν, λ)-LBG if for any vector β ∈ Rp with supp(β) = S






‖∞ ≤ K‖∇Ln(β0)‖∞ ≤ λ− ‖∇Ln(β0)‖∞,
where K is some positive constant. Note that β and β0 only differ at most s0 entries since
both are zero on Sc. The LBG condition essentially requires the difference between ∇Ln(β0)
and ∇Ln(β) to be small when β and β0 share the same support.
Locally bounded second-order gradient. We say Ln is ν-LBSG if for any vector β ∈ Rp with
supp(β) = S and ‖β − β0‖∞ ≤ ν, the following inequality holds:
2||| (ΓSS)−1 |||∞|||ΓSS −Q(β)SS|||∞ ≤ 1. (4.13)
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The ν-LBSG condition was assumed in Loh and Wainwright (2017) to establish the strict
dual feasibility of their primal dual witness construction proof.
4.3.2 Assumptions on the Bayesian regularization function
For an ε0 = o(‖∇Ln(β0)‖∞), define r = 2||| (ΓSS)−1 |||∞ (‖∇Ln(β0)‖∞ + ε0) and assume that










for some r1 = O(r) such that r1 > r.
4.3.3 Main Results
We shall now present the main theoretical results assuring that our Bayesian regularization
procedure enjoys the optimal properties for estimation and sparse structure recovery. For the
theoretical results, we restrict the objective function (4.5) of the MAP estimator subject to







We use this constraint, which is motivated by the results of (Loh and Wainwright, 2017),
to ensure the uniqueness of the MAP estimator. In Theorem 7, with an upper bound on R
which is typically in the order of
√
n/ log p, the solution β̂ of problem (4.15) is unique and
has the optimal rate of convergence in `∞ norm. If additionally the beta-min condition holds,
Theorem 8 shows that β̂ recovers the true support with high probability. Proofs of these
results are provided in Section 4.6.
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Theorem 7 (Accuracy in `∞ norm). Suppose Ln is a twice-differentiable, (α, τ)-RSC,
(r1, λ)−LBG and r−LBSG function, and Bayesian regularization function ρ(·) satisfies
(4.14). Further assume:


















2‖β0‖1, ‖β0‖1 + s0r, 48s0λ4α1−3u
}











(c) For any vector β̃ ∈ Rp with supp(β̃) = S and ‖β̃S − β0S‖∞ ≤ r, the following condition
holds for some δ ∈ [4Rτ1 log p
nλ
, 1]:
‖ − ∇Ln(β0)Sc + Q̃ScS(Q̃SS)−1∇Ln(β0)S‖∞ ≤ (1− δ − ε)λ, (4.16)
where ελ = |||Q̃ScS(Q̃SS)−1|||∞max(ε0, K‖∇Ln(β0)‖∞), and Q̃ = Q(β̃). Then if sample size
satisfies n ≥ 2τ1
2α1−us0 log p, then (4.15) has a unique stationary point β̂ such that
‖β̂ − β0‖∞ ≤ r1.
Moreover, supp(β̂) ⊆ S.
Next we show that the unique solution β̂ has the same support as the true parameter
with a beta-min condition, i.e., mini∈S |β0i | > r1. Proof of the result is provided in Section
4.6.
Theorem 8 (Support Recovery). Suppose conditions in Theorem 7 hold and the beta-min
condition mini∈S |β0i | > r1 hold, then supp(β̂) = S.
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Remark on the convergence rate. Our theoretical statements imply a convergence
rate of r1 which depends on the underlying model. If we choose ε0/n ≤ c3
√
log p/n for
a sufficiently small c3, for a variety of important models, we can control the quantity
‖∇Ln(β0)‖∞/n ≤ c0
√
log p/n and r = 2||| (ΓSS)−1 |||∞ (‖∇Ln(β0)‖∞ + ε0) ≤ c2
√
log p/n




order and further choose the
tuning parameter such that λ/n = cL
√
log p/n, the estimation error between the unique
estimate β̂ and the truth β0 in `∞ norm is optimal and bounded at the
√
log p/n rate.
Remark on the constraint. The constraint R we impose on the norm ‖β‖1 for the




order. Without the constraint
‖β‖1 < R and the condition on R in part (b), the uniqueness of β̂ is not guaranteed but the
result of Theorem 7 is still valid for one of the stationary points.
Remark on the choice of prior. The required assumptions on the Bayesian regular-
ization function ρβ are summarized as three conditions in (4.14). For the models we will
discuss in Section 4.4, these requirements on (λ, ε0, u) can be translated as follows:
ρ′(0) = λ ≥ cL
√
n log p,




′′(t) = −u > −α1,
(4.17)
for r1 − r = c5
√
log p/n with a sufficiently large constant c5.
It is natural to consider which of the Bayesian regularization functions can satisfy these
conditions. For the ones we considered in Section 4.2.1, such as spike-and-slab Lasso, LSP,
and SICA, we translate the requirements in (4.17) to requirements on their hyper-parameters
and show that all the requirements in (4.17) can be simultaneously satisfied for appropriately
chosen hyper-parameter (see Section 7 for details). Therefore, our results suggest that the
choice of hyper-parameters which will satisfy the required conditions is more crucial than a
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specific form for the marginal distribution function F of v.
4.3.4 Comparison with Existing Results
The conditions we require in Theorem 7 for the Bayesian regularization (4.6) are the mildest
compared to previous theoretical results for Lasso (Tibshirani, 1996; Wainwright, 2009b) and
non-convex penalties (SCAD and MCP) (Loh and Wainwright, 2017) for achieving optimal
`∞ estimation bound. Our Bayesian regularization (4.6) does not require 1) a restrictive
mutual incoherence condition, i.e., |||Q̃ScS(Q̃SS)−1|||∞ < 1, which is usually required for Lasso
method, and 2) the beta-min condition, which is required in (Loh and Wainwright, 2017) for
non-convex penalties (SCAD and MCP). We compare theoretical guarantees of our results
with other methods using specific models in Section 4.4.
Remark. Our results are applicable to optimization problems (4.15) with SCAD and
MCP. The SCAD and MCP penalties are defined via their derivates as follows:
ρ′SCAD(β) =

λ if |x| ≤ λ,
γλ−|x|
γ−1 if λ < |x| < γλ,







sign(x) if |x| ≤ γλ,
0 if |x| ≥ γλ,
where γ > 2 for SCAD and γ > 1 for MCP. Since SCAD and MCP are usually used with










where ρ is ρMCP or ρSCAD. If we then choose (λ, γ) such that λ = C‖∇Ln(β0)‖∞/n for
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a sufficiently large constant C and γ = (r1 − r)/λ, which usually makes λ of the order
O(
√
log p/n) and γ to be a constant, our main results, Theorem 7 and Theorem 8, are
applicable to SCAD and MCP.
4.4 Corollaries
We now provide applications of Theorem 7 and Theorem 8 in concrete examples to give more
insights on the consequences of our results. The examples we considered are linear regressions,
generalized linear models and Gaussian graphical models, same as (Loh and Wainwright,
2014). For each example, we will state our results and then provide a comparison with other
results.
However, the major difference is that we do not require the beta-min condition for the
optimal rate of convergence in `∞ norm.
4.4.1 Linear regression
Consider a random sample of n observations with covariate matrix X ∈ Rn×p, assumed from
a sub-Gaussian distribution with true covariance matrix Σx, and response vector y ∈ Rn that
follows the following linear model with noise e ∼ N(0, I):
y = Xβ0 + e.
The regularized MAP estimator (4.15) can be expressed as






























, ∇2Ln(β) = nΣ̂.
Note that the r-LBSG condition is automatically satisfied since ∇2Ln(β) does not depend
on β and consequently Γ − Q(β) is zero. Next we provide conditions on the loss function
Ln(β) for it to be (r1, λ)-LBG and RSC.
(i) Sufficient condition for RSC. Note that we have





∆ = n‖X∆‖22. (4.19)
Thus, assuming the RSC condition is equivalent to assuming the sparse restricted
eigenvalues (RE) to be lower bounded (Bickel et al., 2009; Van De Geer et al., 2009).
(ii) Sufficient condition for (r1, λ)-LBG. BecauseX is sub-Gaussian, ‖Σ̂−Σx‖∞ ≤
√
log p/n
with high probability, when sample size n satisfies n ≥ max(c, 1)s20 log p for some
constant c (Bickel et al., 2008). Therefore, with high probability, the following holds
for β,∆ ∈ Rp such that supp(β) and supp(∆) equal to S,
‖
(











≤ n (|||(Σx)SS|||∞ + 1) ‖∆‖∞ ≤ K‖∆‖∞,
where K = n(|||(Σx)SS|||∞ + 1). If additionally we require λ/n to be C
√
log p/n with
sufficient large constant C such that Kr+ ‖∇Ln(β0)‖∞ ≤ λ, the (r1, λ)-LBG condition
holds for linear regression models.
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With the aforementioned conditions, we now present the following result for linear
regression with Bayesian regularization. Proof of the corollary is in Section 4.8.1.
Corollary 4.4.1 (Rate of convergence for linear regression). Suppose |||Σ̂−1SS|||∞ is upper













for some sufficiently small
constants c3. Also ρ(·) is a Bayesian regularization function (4.6) that satisfies (4.14) with
u < λmin(Σx). If sample size n ≥ c0s20 log p for a sufficiently large constant c0, the optimization
problem (4.18) has a unique stationary point β̂ such that





with probability at least 1− c1 exp(−c2 min(s0, log p)).
Corollary 4.4.2 (Support recovery for linear regression). In addition, suppose the beta-min






with probability at least 1− c1 exp(−c2 min(s0, log p)).
In Corollary 4.4.1, we show that the solution for linear regression with Bayesian regu-
larization is unique and is optimal in terms of the `∞ norm, if the sample size n is larger
than c0s20 log p and tuning parameters are appropriately chosen. In addition, if the beta-min
condition holds, corollary 4.4.2 ensures that the solution recovers the true structure with
probability converging to 1.
We shall now compare our results with previous results on linear regression with Lasso
and other non-convex penalties (Fan and Li, 2001; Zhao and Yu, 2006; Wainwright, 2009b,a;
Zhang et al., 2010; Zhang and Zhang, 2012; Wang et al., 2014; Loh and Wainwright, 2017).
1) For Lasso, a stringent incoherence condition is usually assumed (Zhao and Yu, 2006;
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Wainwright, 2009b) to establish support recovery results which we do not need for the
Bayesian regularization. 2) For the nonconvex regularizations, theoretical results are often
stated for one of the local solutions (Fan and Li, 2001; Zhang et al., 2010). Global solutions
of linear regression with non-convex penalties have been studied by Zhang and Zhang (2012)
and Loh and Wainwright (2017). Zhang and Zhang (2012) have showed that the global
solution for linear regression with concave penalties corresponds to a unique sparse local
solution, while our corollary 4.4.1 shows the whole problem is even unique. Our result is
similar to the Corollary 1 in Loh and Wainwright (2017), except that the beta-min condition
on the true regression vector is required by Loh and Wainwright (2017), but not by us.
4.4.2 Generalized linear models
In this subsection, we provide an optimal `∞ error bound for generalized linear model
(GLM) with Bayesian regularization. Consider a random sample of n observation pairs
(xi, yi) ∈ Rp ×R, where xi is assumed from a sub-Gausian distribution with true covariance
matrix Σx. The conditional distribution in GLM takes the following form:








where ψ(·) is the link function, e.g., ψ(t) = log(1+exp(t)) for logistic regression, and c(σ) > 0
is a scale parameter. The optimization problem is as follows:















i β)− yixTi β).
Following Corollary 3 in Loh and Wainwright (2017), we also make the following assump-
tions on the link function and covariates:
124
1. The covariates are uniformly bounded, i.e., ‖xi‖∞ ≤M , for all i = 1, ..., n.
2. The link function has bounded second and third derivative, i.e.,‖ψ′′‖∞ ≤ κ2 and
‖ψ′′′‖∞ ≤ κ3 for some κ2, κ3 > 0.
Under such conditions, the loss function for GLM is RSC as shown in Negahban et al.
(2012) and the Corollary 2 of Loh and Wainwright (2015). Now we check that the loss











For any β,∆ ∈ Rp with supp(β) = supp(∆) = S, we have
(i) the difference between ∇Ln(β0 + ∆) and ∇Ln(β0) is bounded with probability con-






‖∞ ≤ |||(∇2Ln(β0 + α∆)SS|||∞‖(∆)S‖∞
≤ nκ2(|||(Σx)SS|||∞ + s0‖Σx − Σ̂‖∞)‖∆‖∞
≤ nκ2(|||(Σx)SS|||∞ + 1)‖∆‖∞,





i and α ∈ [0, 1]. Here the last inequality is because ‖Σx− Σ̂‖∞ <√
log p/n and s0‖Σx − Σ̂‖∞ < s0
√
log p/n < 1 with high probability (Bickel et al.,
2008), when n > max(c, 1)s20 log p for some sufficiently large constant c. Thus, the
(r1, λ)-LBG condition is satisfied with K = nκ2(|||(Σx)SS|||∞ + 1).





for some constant C, with probability converging to 1. Therefore, |||Q̃SS −
∇2(β0)SS|||∞ ≤
√




, with probability converging to
1. In Section 4.8.2, we provide proof for ||| (ΓSS)−1 |||∞ = Op(
1
n
). If the sample size n
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satisfies n ≥ c0s30 log p for some sufficiently large constant c0, then the r-LSBG condition
is satisfied.
Based on the aforementioned analysis, we have the following result on the optimal `∞
bound. Proof of the corollary is in Section 4.8.2.
Corollary 4.4.3 (Rate of convergence for generalized linear model). Suppose Assumption






i )], |||(Q0SS)−1|||∞ is upper bounded by a constant,
and ρ(·) is a Bayesian regularization function (4.6) that satisfies (4.14) with u < cψλmin(Σx),















for some constants cL, cR and c3. Then when the sample size
n ≥ c0s30 log p for a sufficiently large constant c0, the optimization problem for GLM (4.20)
has a unique solution β̂ such that





with probability at least 1− c1 exp(−c2 min(s0, log p)).
Corollary 4.4.4 (Support recovery for generalized linear model). In addition, suppose the






with probability at least 1− c1 exp(−c2 min(s0, log p)).
We compare our results of the rate of convergence in `∞ norm with those of logistic
regression with Lasso penalty (Ravikumar et al., 2010) and non-convex penalties (SCAD and
MCP) (Loh and Wainwright, 2017). As before, while the results of (Ravikumar et al., 2010)
and (Loh and Wainwright, 2017) are similar to ours in terms of the rate of convergence and
the sample size requirement, the main difference is that we require weaker assumptions on
126
the truth β0. In (Ravikumar et al., 2010), a relatively stringent incoherence condition:
|||ΓScS(ΓSS)−1|||∞ < 1,
is needed to establish the rate of convergence in `∞ norm for Lasso regularized method. Such
a condition is difficult to interpret and verify for GLMs, as noted by themselves. In (Loh
and Wainwright, 2017), the beta-min condition is required on the minimal signal strength to
establish the rate of convergence in `∞ norm for SCAD and MCP, which is not needed here.
4.4.3 Gaussian graphical models
In the last corollary, we consider Gaussian graphical model with Bayesian regularization.
Suppose we have n observations of p-dimensional random vectors from N(0,Θ−1). Because
Θjk = 0 is equivalent to the j-th and k-th variables being conditionally independent, we want
to estimate the precision matrix Θ and recover its sparse structure accurately. C
Consider the following Bayesian regularized objective function for Gaussian graphical
model:





















loss function Ln(Θ). Here we use a slightly different constraint on the parameter Θ since
Θ is a matrix instead of a vector. If we directly attempt to apply the previous results, the
constraint on Θ would take the form of ‖vec(Θ)‖1 ≤ R which can actually be relaxed to
be a constraint on the spectral norm of Θ instead. With the constraint ‖Θ‖2 ≤ R, the loss




as shown in (Loh and Wainwright, 2017;
Gan et al., 2018).
We do not restrict random vector X to be Gaussian in the theoretical analysis, although
the optimization problem (4.21) uses the Gaussian likelihood. Following the assumptions in
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Cai et al. (2011) and Gan et al. (2018), we assume that the p-dimensional random vector X
either has a polynomial tail (e.g., t-distribution with degree of freedom greater than 8) or an
exponential tail (e.g., sub-Gaussian distributions) defined as follows:
1. Exponential tail condition: Suppose that there exists some 0 < ξ < 1/4 such that




≤ C for all |t| ≤ ξ, for all j = 1, ..., p,
where C is a bounded constant and Xj denotes the j-th element of the p-dimensional
vector.
2. Polynomial tail condition: Suppose that for some γ, ξ > 0, p ≤ ξnγ, and for some
δ0 > 0,
E|Xj|4γ+4+δ0 ≤ C for all j = 1, ..., p.
Let KΓ = |||((Θ0)−1 ⊗ (Θ0)−1)−1SS|||∞,KΣ = |||(Θ0)−1|||∞ and d = maxi=1,...,pcard{j : θ
0
ij 6= 0},
we show the loss function Ln (4.21) is (r1, λ)-LBG and r-LSBG.
(i) Checking (r1, λ)-LBG condition:





















where the first inequality is from Corollary 4 of (Ravikumar et al., 2008) and the
last inequality is because dr1 < 1. Therefore, Ln of the Gaussian graphical model is
(r1, λ)-LBG.
(ii) We check the r-LSBG condition through standard matrix calculations (cf. Appendix
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D.4 in (Loh and Wainwright, 2014)) as follows. When r < 1/d, we have































where the second inequality is because ‖Θ−1−(Θ0)−1‖∞ ≤ (K2Σ+32K
3
Σ)r, |||Θ−1 − (Θ0)−1|||∞ ≤
d‖Θ−1 − (Θ0)−1‖∞ and Lemma 13 of (Loh and Wainwright, 2014).
Based on the aforementioned analysis, we have the following rate of convergence in `∞
norm for Gaussian graphical model with Bayesian regularization. Proof of the result is in
Section 4.8.3.
Corollary 4.4.5 (Rate of convergence for Gaussian graphical model). Suppose the exponential
tail or polynomial tail condition holds, and KΓ and KΣ are upper bounded by a constant. If
ρ(·) is a Bayesian regularization function (4.6) that satisfies (4.14) and parameters (λ,R, ε0)


















for for some constants
cL, cR and c3. Then when the sample size n ≥ c0d2 log p for a sufficiently large constant c0,
the objective function (4.21) has a unique estimator β̂ such that





with probability at least 1−δ1, where δ1 = 2p−c4 when X follows an exponential tail distribution,
and δ1 = O(n−δ0/8 + p−c4/2) when X follows a polynomial tail distribution .
Corollary 4.4.6 (Support recovery for Gaussian graphical model). In addition, suppose the




hold, then supp(β̂) = S with probability converging
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to 1.
The proof technique for the above results is as follows: i) We first apply Theorem 7
without the constraint ‖Θ‖1 ≤ R to obtain a local solution having the optimal rate of
convergence. ii) Then, we show in the Section 4.8.3, the local solution having the optimal
rate of convergence is inside the region ‖Θ‖2 ≤ R. This is because the constrained problem




and ‖Θ0‖2 < R/2. Therefore, this local solution is the
unique global solution of the constrained problem (4.21).
Our result is exactly the same as the one for BAGUS (Gan et al., 2018) which is a special
case of Bayesian regularization with spike-and-slab Lasso penalty. We compare it with those of
Lasso penalty (GLasso) (Ravikumar et al., 2011), CLIME (Cai et al., 2011) and the non-convex
regularization based method (SCAD and MCP) (Loh and Wainwright, 2014). For GLasso
(Ravikumar et al., 2011), the restrictive irrepresentable condition, |||ΓScSΓ−1SS|||∞ ≤ 1− α, is
assumed to establish the rate of convergence in `∞ norm. Such an assumption is not needed
in Corollary 4.4.5.
The main difference between our result and those of CLIME (Cai et al., 2011) is in
the assumption on the true Θ0. Our result depends on KΓ = |||((Θ0)−1 ⊗ (Θ0)−1)−1SS|||∞
and KΣ = |||(Θ0)−1|||∞, whereas the rate of convergence for CLIME depends on |||Θ0|||∞.
Compared our results with those for SCAD and MCP (Loh and Wainwright, 2014), we do not
require the beta-min condition for the rate of estimation accuracy in `∞ norm. In addition,
we consider a much broader class of distributions in Corollary 4.4.5 than theirs. Our result is
for distributions with exponential or polynomial tails, whereas theirs is only for sub-Gaussian
distributions.
4.5 Experimental results
In this section, we use simulation studies to corroborate our theoretical findings. We consider
the case of linear regression (4.18) in the numerical studies and run two sets of simulations
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for both of the two models to study (a) the uniqueness of the solution and (b) estimation and
structure recovery accuracy under different penalties. We consider the following regularization
functions: the spike-and-slab Lasso (denoted as SSLasso), LSP, SICA, SCAD, MCP and
Lasso, among which the first three originate from Bayesian regularizations.
In our simulations, we consider the true parameter β0 = (U1, ..., Uk, 0, ..., 0) of dimension
p = 200, where the first k components are non-zero generated from Uniform distribution,
i.e., Ui ∼ Unif(0, 0.5). Following the studies from Loh and Wainwright (2017), covariates X
are generated from a zero-mean Gaussian distribution with covariance matrix coming from
the spike identity model Σ(θ) = (1− θ)Ip + θ11T , where θ is set to be 0.8, and the noise e
follows N(0, 0.1).




. For the tuning







with c ∈ {0.1, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5}, and fix the additional parameters
v0 = 1/(1.4λ), v1 = 1/(0.01λ) for spike-and-slab Lasso, a = 1 in LSP, and a = 0.1 in SICA.
As discussed in Section 4.3.4, for fair comparison, we scale the penalty function for SCAD





c ∈ {0.1, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5}. We set their additional parameters as suggested in
their original papers (Fan and Li, 2001; Zhang et al., 2010): γ = 3.7 for SCAD, γ = 3 for
MCP. Based on the aforementioned parameter specifications, we ran the composite gradient
descent algorithm from Appendix F of Loh and Wainwright (2017) to obtain the estimates
for each method.
We first consider an example dataset with p = 200, k = 0.1p and n = 300 to check
the uniqueness of the solution for Bayesian regularization as well as the other alternatives
considered. We start the algorithms for all the methods using 10 different random starting
points and track the resultant solutions. The `∞error corresponding to these solutions for
different methods are shown in Figure 4.1. For Bayesian regularization, i.e., results in the
first row of Figure 4.1, solutions from different initials converge to the same unique point,
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while for non-convex penalties including MCP and SCAD, solutions obtained from different
initials converge to different local solutions. As discussed in Section 3, our theory guarantees
unique stationary point for a regularization, if the three conditions (4.17) hold. We observe
multiple stationary points for SCAD and MCP, since the condition u < α1 in (4.17) may not
have been satisfied.
In the second simulation example, We provide a comparison of estimation and selection
performance of different regularization methods as the sample size varies. A comparison of
`∞ norm estimation accuracy between the solution obtained and and the truth is provided in
Figure 4.2, and a comparison of selection accuracy measured by Matthew Correlation Coeffi-
cient (MCC) is provided in Figure 4.3. For all the cases considered, Bayesian regularization,
Lasso, SCAD and MCP share comparable estimation accuracy, while Bayesian regularization
and other nonconvex regularization methods SCAD and MCP have better selection accuracy
when compared with Lasso.
Results from these simple demonstration confirm the theoretical findings in our main
paper. The estimate of linear regression with Bayesian regularization are 1) unique and 2) of
high estimation and selection accuracy, while estimates from SCAD and MCP tend to be not
unique and estimates from Lasso tend to perform worse in selection. It suggests that the use
of Bayesian regularization over Lasso as well as other non-convex penalties.
4.6 Proofs of the main results
In this section, we provide a proof for Theorem 7 and Theorem 8. Proofs for other results
are provided in the Section 7. We first study the sparsity and uniqueness of MAP estimate
from (4.15), and then establish its rate of convergence. Our proof technique is motivated by
the theoretical developments in Loh and Wainwright (2017) and Gan et al. (2018). Although
our proof technique is different from that of Loh and Wainwright (2017), we try to present
the proofs parallel to their results for easier reading. We first provide an outline of the proof:
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Figure 4.1: Simulations for the uniqueness of the stationary points of linear regressions. MCP
and SCAD have multiple stationary points.











A = {β ∈ Rp : βSc = 0, ∇Ln(β) +∇ρ(β) = 0, ‖β‖1 ≤ R} .
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Figure 4.2: Simulations for estimation and selection accuracies.
(ii) Use Lemma 9 to show that the restricted problem (4.22) has a unique solution β̃.
(iii) Divide the support set S into two:
S1 = {i : |β0i | ≤ r1, β0i 6= 0}, S2 = {i : |β0i | > r1}.
Use Lemma 10 and Lemma 11 to show that the solution β̃ satisfies:
β̃S1 = 0, ‖β̃S2 − β0S2‖∞ ≤ r.
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Figure 4.3: Simulations for selection accuracies. Bayesian regularizations, MCP and SCAD
have better selection accuracies than Lasso.
(iv) Establish that β̃ is the unique solution of the original optimization problem (4.15) by
showing that β̃ satisfies the following zero-subgradient condition,
∇Ln(β̃) +∇ρ(β̃) = 0. (4.23)






+ λz̃ = 0,
where z̃ = (z̃S, z̃Sc). We use Lemma 12 to show the strict dual feasibility of z̃Sc , i.e.,
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‖z̃Sc‖∞ < 1− δ for some δ > 0.
Lemma 9. Consider any (α, τ)-RSC function Ln and Bayesian regularization function (4.6)
with u < α1. If sample size satisfies n ≥ 2τ12α1−us0 log p and β
0 is s0-sparse, the restricted
program (4.22) is strictly convex and has a unique stationary point.
Lemma 9 establishes the existence and uniqueness of β̃ ∈ A. We skip the proof of this
lemma as it follows similar to the proof of Lemma 2 of Loh and Wainwright (2017). Next
we examine β̃ on S1 and S2 separately. In Lemma 10, we show ‖β̃S2 − β0S2‖∞ ≤ r, i.e.,
sign(β̃i) = sign (β0i ) for i ∈ S2. We characterize β̃ in terms of the zero-gradient condition
associated with (4.22) and define a continuous mapping F : RS2 → RS2 , with which the fixed
points are the zero-gradient points, and conseqeuently F (B(r)) ⊆ B(r). By the Brouwer’s
fixed point theorem (Ortega and Rheinboldt, 1970), we know the fixed point is inside B(r),
i.e., ‖β̃S2 − β0S2‖∞ ≤ r. This proof technique is motivated by the techniques in Ravikumar
et al. (2011) and Gan et al. (2018).
Lemma 10. Suppose conditions in Lemma 9 hold, let Q̃ =
∫ 1
0
∇2Ln(β0 + t(β̃ − β0))dt.
Further suppose that the regularization function satisfies ρ′(r1 − r) = ε0 and Ln satisfies
r-LBSG condition, i.e.,
2||| (ΓSS)−1 |||∞|||ΓSS − Q̃SS|||∞ ≤ 1 (4.24)
then ‖β̃S2 − β0S2‖∞ ≤ r.
Proof. Define ∆ = β̃−β0. In this proof, our goal is to bound the deviation ∆S2 . Our proof is
motivated by proofs in Ravikumar et al. (2011) and Gan et al. (2018). We show the existence
of a solution ∆S2 to the zero-subgradient condition of A inside the ball B(r), by applying
the Brouwer’s fixed point theorem (Ortega and Rheinboldt, 1970). By the uniqueness of the
optimal solution, we then conclude that ‖∆S2‖∞ is bounded by r.
Consider the following mapping F from RS2 → RS2 :
F (∆S2) = −(ΓS2S2)−1
(
∇Ln(β0 + ∆)S2 + ρ′(β0 + ∆)S2
)
+ ∆S2 . (4.25)
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Since F is continuous and B(r) is convex and compact, if we show F (B(r)) ⊆ B(r) by the
Brouwer’s fixed point theorem (Ortega and Rheinboldt, 1970), we know there exists some
fixed point ∆S2 ∈ B that satisfies F (∆S2) = ∆S2 . Since F (∆S2) = ∆S2 happens if and only if
∇Ln(β0 + ∆)S2 + ρ′(β0 + ∆)S2 = 0, and the zero-subgradient point is unique, we conclude
that ‖(β̃1)S2 − β0S2‖∞ ≤ r.
The mapping equation (4.25) can be written as:
−(ΓS2S2)−1
(
− ΓS2S2∆S2 +∇Ln(β0 + ∆)S2 −∇Ln(β0)S2











∇Ln(β0)S2 + ρ′(β0 + ∆)S2
)
.
Next we show ‖I‖∞ + ‖II‖∞ ≤ r.
For ‖I‖∞, we have
‖I‖∞ = ‖ − (ΓS2S2)−1(Q̃S2S2 − ΓS2S2)∆S2‖∞





where the first line is due to Q̃(β̃ − β0) = ∇Ln(β̃) − ∇Ln(β0), the second line is due to
‖AB‖∞ ≤ |||A|||∞‖B‖∞, and the third line is due to (10) and S2 ⊆ S.
For ‖II‖∞, we have














where the first inequality is due to min(βi) ≥ r1−r for i ∈ S2 within the ball B(r) and ρ′(r1−
r) = ε0, and the second inequality is by the defintion r = 2||| (ΓSS)−1 |||∞ (‖∇Ln(β0)‖∞ + ε0).
In the following lemma, we show that β̃S1 = 0.
Lemma 11. Suppose Ln is strictly convex in RS and ρ(·) is a Bayesian regularization
function (4.6), if Ln is (r1, λ)-LBG, i.e., ‖∇Ln(β̃)S1 − ∇Ln(β0)S1‖∞ + ‖∇Ln(β0)‖∞ < λ,
the estimator β̃ of restricted optimization problem (4.22) satisfies β̃i = 0 for i ∈ S1.
Proof. For i ∈ S, we have
∂Ln
∂βi
|β=β̃ = ∇Ln(β̃)i + ρ
′(|β̃i|)sign(β̃i) = 0. (4.28)
It is equivalent to

−∇Ln(β̃)i = ρ′(|(β̃i|) sign(β̃i) for β̃i 6= 0,
|∇Ln(β̃)i| ≤ ρ′(|β̃i|) for β̃i = 0.
(4.29)
Consider β̃2 such that (β̃2)i = 0 for i ∈ S1 and (β̃2)i = (β̃)i for i ∈ S2. Because Ln is
(r1, λ)-LBG, for i ∈ S1,
‖∇Ln(β̃2)i‖∞ <
∥∥∇Ln(β̃2)−∇Ln(β0)∥∥∞ + ‖∇Ln(β0)‖∞ < λ.
The constructed point β̃2 is a local optimum for the restricted optimization problem (4.22).
In addition, because Ln is strictly convex in RS, we have β̃ = β̃2. Therefore, (β̃)i = 0 for
i ∈ S1.
From Lemmas 9, 10 and 11, we know that the estimator β̃ we constructed has the optimal
estimation accuracy. The only thing left to show is that the estimator β̃ is indeed the unique
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solution to the original problem (4.15). The following lemma provides a sufficient condition
for β̃ to be the solution to the original problem (4.15).
Lemma 12. Suppose conditions in Lemma 9, 10 and 11 hold and Ln is (r1, λ)-LBG. Then
β̃ is the unique solution to the original problem (4.15), provided that






























(b) For some δ ∈ [4Rτ1 log p
nλ
, 1], the following condition holds
‖ − ∇Ln(β0)Sc + Q̃ScS(Q̃SS)−1∇Ln(β0)S‖∞ ≤ (1− δ − ε)λ, (4.30)
where ελ = |||Q̃ScS(Q̃SS)−1|||∞max(ε0, Kr1).





+ λz̃ = 0. (4.31)
We first show β̃ is a solution to the original problem (4.15), which is equivalent to show
||ẑSc ||∞ < 1. Since Q̃(β̃ − β0) = ∇Ln(β̃)−∇Ln(β0), equation (4.31) is equivalent to




+ λz̃ = 0.
It can be re-written as two blocks of equations as follows:









+ λz̃Sc = 0,
(4.32)
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where we use the fact that β̃Sc = β0Sc = 0 and ∇ρ(β̃)Sc = λ∇||β̃Sc ||1. We rearrange (4.32) as










To show ||z̃Sc||∞ ≤ 1− δ for δ > 0 is equivalent to show the `∞ norm of RHS of (4.33) is
bounded by 1− δ. Because of the zero-gradient condition ∇Ln(β̃)S1 +∇ρ′(β̃)S1 = 0 and the
(r1, λ)-LBG condition, i.e., ‖∇Ln(β̃)S1 −∇Ln(β0)S1‖∞ ≤ Kr1, we have
‖∇Ln(β0)S1 +∇ρ′(β̃)S1‖∞ ≤ Kr1.































If we can show condition (b) holds, i.e.,
‖ − ∇Ln(β0)Sc + Q̃ScS(Q̃SS)−1∇Ln(β0)S‖∞ ≤ (1− δ − ε)λ,
where ελ = |||Q̃ScS(Q̃SS)−1|||∞max(ε0, Kr1), we have the result as desired, i.e., ‖ẑSc‖∞ ≤ 1−δ.
If condition (a) also holds, the estimator β̃ is indeed the unique solution of the original
problem (4.15) by Lemma 13 in Section 7.
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From our proof, we know the solution of (4.15) is unique and is equal to β̃. Moreover,
β̃i = 0 for i ∈ S1 ∪ Sc. Together with the results from Lemmas 10 and 11, we are now ready
to state the optimal rate of convergence for β̃.
Theorem 9. Suppose the conditions in Lemmas 10, 11, and 12 hold and s0r + ‖β0‖1 ≤ R,
then (4.15) has a unique solution β̃ which satisfies ‖β̃ − β0‖∞ ≤ r.
Proof. We prove the optimal rate of convergence of β̃ by discussing the estimation error in
set S1 and S2 separately.
• For i ∈ S1, we know (β̃S1)i = 0 by Lemma 11. Since |β0i | ≤ r1, we have ‖(β̃1)S1−β0S1‖∞ <
r.
• For i ∈ S2, we have |(β̃1)S2 − β0S2‖∞ < r from Lemma 11.
Therefore, we have
‖β̃ − β0‖∞ ≤ r.
We conclude our proof with showing β̃ is inside the constraint ‖β‖1 ≤ R. Since ‖β̃‖1 ≤
‖β̃ − β0‖1 + ‖β0‖1 ≤ R and ‖β̃ − β0‖1 ≤ s0‖β̃ − β0‖∞, the estimator β̃ indeed satisfies
‖β̃‖1 ≤ R. Proved.
4.7 Other proofs
4.7.1 The lemma for the uniqueness of the estimator
We adapt Theorem 1 of Loh and Wainwright (2017) to our context to establish the following
result.
Lemma 13 (Theorem 1 of Loh and Wainwright (2017)). Suppose Ln is a twice-differentiable,

































(b) For some δ ∈ [4Rτ1 log p
nλ
, 1], the vector ẑ from step (iv) satisfies the strict dual feasibility
condition:
‖ẑSc‖∞ ≤ 1− δ.
Then if n ≥ 2τ1
2α1−us0 log p and β
0 is s0-sparse, the orginal program (4.15) has a unique
stationary point.
4.7.2 Proof of Proposition 1
Proof of Proposition 1. Recall ρ(β) = − log π(β), where
π(β) =
∫

































= −E(1/v2 | β) + E(1/v | β)2
= −Var(1/v | β).
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4.8 Proofs of Corollaries
4.8.1 Proof of Corollary 1


























with probability at least 1 − c1 exp(−c2 log p) (Loh and Wainwright, 2017). If we further
choose ε0/n ≤ c3
√
log p/n, we have
r = 2||| (ΓSS)−1 |||∞(‖∇Ln(β
0)‖∞ + ε0) < C
√
log p/n,
with probability at least 1 − c1 exp(−c2 log p) (Loh and Wainwright, 2017). Let r1 =
c4
√
log p/n for a sufficiently large constant c4, we now check the validity of equation (4.16)
(the condition (c)) in the main theorem. From simple calculation, we have
‖∇Ln(β0)Sc + Q̃ScS(Q̃SS)−1∇Ln(β0)S‖∞ = n‖γ̂Sc − Σ̂ScSΣ̂−1SS γ̂S‖∞,
which is shown to be bounded by c0n
√
log p/n with probability at least 1− c exp(−c′ log p)




log p/n+ |||Q̃ScS(Q̃SS)−1|||∞max(ε0, Kr1) ≤ (1− δ)λ,
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condition (b) in the main theorem 7 is satisfied with high probability. We know ε0/n =
o(
√
log p/n) and r1 = O(
√





some sufficiently large cL, the condition (c) in Theorem 7 holds with high probability, provided
that n ≥ O(s0 log p).
Moreover, it is easy to notice that condition (a),(b) in Theorem 7 also hold with conditions
in Corollary 4.4.1. Thus, Corollary 4.4.1 is proved.
4.8.2 Proofs of Corollary 2
Proof of the Corollary 4.4.3. We start the proof by discussing the magnitude of
r = 2||| (ΓSS)−1 |||∞(‖∇Ln(β
0)‖∞ + ε0).
We note that ‖∇Ln(β0)‖∞ can shown to be Op(
√
n log p) using concentration inequalities
with sub-Gaussian tail conditions (Loh and Wainwright, 2015). Also, because
|||n∇2Ln(β0)−1 − (Q0)−1|||∞ ≤ s0||n∇
2Ln(β




from Section D.3 of (Loh and Wainwright, 2015), we have














Therefore, if we choose ε0 as o(
√
log p/n), r is of the order Op(
√
log p/n).
Based on the result on r, we set r1 = c4
√
log p/n for a sufficiently large c4 and check the
validity of (4.16) (condition (c)) in Theorem 7. We already know ‖∇Ln(β0)‖∞ = Op(
√
n log p).





when n ≥ s30 log p, from the proof of Corollary 3 in Loh and Wainwright (2017). Thus, the
condition (b) holds as long as λ ≥ cL
√
log p/n for some sufficient large cL. It is easy to check
that condition (a), (b) in Theorem 7 also hold with our corollary condition. Thus, we have
the theorem as claimed.
4.8.3 Proofs of Corollary 3
Proof of Corollary 4.4.5. The proof has a subtle different from the proofs for other corollaries,
because we relax the constraint to ‖Θ‖1 ≤ R to ‖Θ‖2 ≤ R, the constraint on spectral norm.
We start the proof by considering Theorem 7 without any constraint on the parameter
space of Θ. That is, we first consider the local solution Θ̃ of the optimization problem.
Cai et al. (2011) showed in (the proof of) their Theorem 1 that:
• when X is from an exponential tail distribution, ‖∇Ln(Θ0)‖∞ = O(
√
n log p) with
probability greater than 1− 2p−τ0 .
• when X is from a polynomial tail distribution, ‖∇Ln(Θ0)‖∞ = O(
√
n log p) with
probability greater than 1−O(n−δ0/8 + p−τ0/2).
Also, we have ||| (ΓSS)−1 |||∞ =
1
n
KΓ. Thus, if we choose ε0/n = o(
√
log p/n), we have
r = 2||| (ΓSS)−1 |||∞(‖∇Ln(Θ
0)‖∞ + ε0) = Op(
√
log p/n).




with probability converging to 1, when n ≥ c0d2 log p. Thus, condition (c) in Theorem 7 is




for some sufficiently large cL. It is easy to check that condition
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on λ in Theorem 7 also holds with our corollary condition. Thus, we have the theorem as
claimed. Therefore, the local solution Θ̃ of the optimization problem has the optimal rate of
convergence in `∞ norm.





problem 4.21 is already strictly convex, i.e., α1, α2 > 0 and τ1 = τ0 = 0. Therefore, if Θ̃ is
inside the parameter space we considered, i.e., ‖Θ̃‖2 ≤ R, Θ̃ is the unique solution of 4.21.
‖Θ̃‖2 ≤ ‖Θ0‖2 +‖Θ0− Θ̃‖2 ≤ ‖Θ0‖2 +dr1 < 2‖Θ0‖2, when n > c0d2 log p for some sufficiently
large constant c0. Thus, when R > 2‖Θ0‖2, we have the result as desired. Therefore, the
result is proved.
4.9 Conditions on the Bayesian Regularization
Functions
In this Appendix, we consider specific examples of the Bayesian regularization functions
mentioned in the paper and simplify the conditions needed for the results of Theorem 7 in
terms of the parameters in their corresponding prior distributions.


















The conditions on the parameters (λ, ε0, u) in (4.14) imply the following requirements

































































The conditions on parameters (λ, ε0, u) in (4.14) hold, if the parameter set (v0, v1, η) of






















≤ (ξ1 − 1)pc5(cL/ξ−c3)/a, and av20 ≤ α1,
for a small ξ > 0 and ξ1 > 1.
• The smooth integration of counting and absolute deviation (SICA) penalty. For β > 0,
we have ρ′(β) = (a+1)ab
(a+β)2
and ρ′′(β) = −2(a+1)ab
(a+β)3
. The conditions on parameters (λ, ε0, u)


















The last condition in each of the above set of conditions is to ensure that u ≤ α1, while
the others are to ensure that the conditions on (λ, ε0) are satisfied. In our set-ups, α1 is
typical of the same order of n. Therefore, it is easy to check that the conditions listed for
each regularization function can hold simultaneously, as long as c5 is chosen sufficiently large
and n > C log p for some sufficiently large constant C.
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