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Abstract:  News-papers, blogs, and web-pages are a rich and diverse source of textual information. However, the information 
contained in these sources cannot be physically extracted, verified, and indexed, mainly because it comes in a massive size. 
Moreover, the extraction of some information sometimes requires specific knowledge or technical background. This is the case in 
the news domain where we need to extract the relevant news from a lot of available information. In order to scale knowledge 
extraction to the large size of available textual information, and build extractors specific to a certain field various techniques are 
applied over the unstructured data so that it can be made available to the users. This could help the researchers and the news readers 
or users to find applicable information in less time and with great ease. This study aims to review all the approaches and techniques 
done so far, for the information retrieval, search capability and its analysis and it also proposed an idea for better searching that 
reduces the time complexity to extract the data and also reduces human intervention. This is a better idea to put forward which also 
helps in filtering of irrelevant data and thus integrates only the relevant data to create a better space for the news data. 
Key Words: -  Information retrieval, Semantics, Natural Language Processing, Ontology, Semantic Web. 
I. INTRODUCTION 
Today, the World Wide Web is considering the main source 
of extensive information. The current search engines are 
generally unable to customize the results according to the 
users' preferences. Recently, the recommender system was 
proposed as an alternative approach for information retrieval. 
Recommender Systems are an intermediary program that 
intelligently generates a list of information, which matches 
the users' preferences and being used among different online 
business such as entertainment sites, social networks, medical 
applications, financial investments, and e-commerce 
applications. Recommender systems in e-commerce rely on 
the historical data and users’ behavior to recommend items or 
services. Recommender systems are built on top of web 
mining usage [1], which is concerned with finding user 
navigational patterns by extracting the required information 
about access time and view pages from weblogs. Web mining 
usage has become popular in e-commerce, which becomes 
related to the development of the website. The extraction of 
navigation paths in recommendation applications in web 
mining usage is through web page addresses from web server, 
visit logs and patterns [2], [3]. Although the recommender 
systems filtering information and recommend items based on 
users’ preferences, but still face many problems such as cold 
start and content overspecialization. In the last decade, the 
technology of the semantic web is used for enhancing the 
machines' understanding of the web by building an 
appropriate infrastructure of intelligent agents that have the 
ability to perform complex actions for users [4]. Semantic 
Web is about intelligently integrating information, providing 
semantic-based access to the Internet, and extracting 
information from texts to explicitly declaring the knowledge 
embedded in many web-based applications [5]. Finally, the 
semantic web is for making machines interpretable by 
implementing large-scale interoperation, and reliable web 
services. This means that the creation of web machine 
understandable and interoperable services, which intelligent 
agents can execute, compose, and discover automatically [6]. 
Therefore, there is an increasing effort to define web pages 
and objects regarding semantic information by using 
ontologies [7]. Several standards such as Resource 
Description Framework (RDF) and Web Ontology Language 
(OWL) have been developed to establish the layer structure 
of the semantic web [7]. As the Semantic Web becomes more 
usable with specific standards, more online businesses are 
starting to include ontologies domain in their online 
applications such as-Amazon.com, YouTube, Flickr, 
delicious, eBay, due to the continuous development and use 
of Semantic Web and Web 2.0 technologies. On the internet, 
the underlying of several ontology applications is relying on 
semantic web. Tagging and semantic annotation of web pages 
are also spreading widely on the World Wide Web, towards 
realizing the semantic web. Ontology provides a set of   well-
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II. SEMATIC WEB 
Tim Berners Lee, the inventor of World Wide Web, conceived 
semantic web. According to Lee semantic web is defined as 
"extended Web of machine-readable information and 
automated services that amplify the Web far beyond current 
capabilities."[8,9]. The purpose of the semantic web is 
distinguished by more meaningful information presentation 
for humans and machines, which assist in providing a 
description of contents and services by form of machine-
readable. Semantic web enabled services annotated, 
discovered, published, and composed automatically [10,11], 
by making the machines capable of understanding and 
representing the information by semantics way as human 
being. This means mediating between the need of users and 
the available resources of information by providing intelligent 
access to heterogeneous, distributed information, enabling 
software (intelligent agents) [12]. Semantic web can be 
viewed as an extension towards the meaning of the current 
web, which is supposed to provide machine accessible 
meaning for any applications that construct on web. This 
means that the indication of semantic web, by the ability of 
machines for solving well-defined problem by using well-
defined data and executing well defined operations. Instead of 
asking machines to assume people's language, it works by 
asking people making extra effort so that the machines are 
able to process the data by specific way. The W3C initiatives 
for the semantic web are XML, RDF, OWL, and ontologies. 
[13, 14]. Semantic-based web data mining is a combination of 
semantic web and web mining. The result of web mining is 
helping in building the semantic web. The semantic web' 
knowledge can improve the effectiveness of web mining and 
makes it easier to achieve. According to Berners-Lee’s vision, 
the semantic network is a seven-layered [15]. The first step is 
putting data on the Web in a form that machines can naturally 
understand. In order to determine the meaning of the 
collection of the documents, it is requiring the using the model 
theory of Resource Description Framework (RDF) and OWL 
model theory. The consumers of Web resources are referred 
to as agents. This sharing of information among different 
agents requires semantic markup, such as web page 
annotation with information on its content that is understood 
by searching the agents on the Web. This kind of annotation 
will be given in some standardized, expressive language and 
will make use of certain classes. For checking that different 
agents have a common understanding of these classes, 
ontologies are required for describing and interpreting the 
same concepts within agents. 
A. Ontology: 
The Ontology is defined as specification of shared 
conceptualization that presents formally explicit [16]. It is 
some kind of knowledge representation. Conceptualization 
means that the domain of interest is presented as a hierarchy 
of classes, subclasses and relationships [16]. The traditional 
search engine ranks billion of a webpage to discover a 
particular term or keyword, which appears in web documents 
[17]. Semantic web search engine is implemented through the 
agents, which deal with the different information sources to 
find the suitable answer. Moreover, the ontology enables the 
use of description logic, which is used to define some facts to 
infer new knowledge. In addition, ontology is considered the 
semantics building technique. Ontology is classified into 
ontology semantic annotation, ontology building, and 
ontology matching "mapping". Ontology semantic annotation 
is defined as the process of metadata' adding to web pages 
which makes it more meaningful and accessible by the search 
engines and the autonomous agents [16]. Ontology matching 
is the process of finding correspondences between two 
ontologies in order to integrate the required data between 
autonomous agents [18]. As the ontology is a collection of 
concepts' definitions and shared understanding that comes 
from the fact of all agents interpret the concepts of the same 
ontology and the same using of concepts standards will enable 
the reuse of the defined information. This means that, the 
using of the information is not annotated for a specific system; 
however, the annotation depends on shared standards, which 
make it promising to be accepted by different computer 
systems. By using ontologies in the Semantic Web, users can 
influence the advantages of the following two features: (i) 
data is displayed by using of the common vocabulary and 
rules of grammar; (ii) the description of the data in the 
semantic web is preserved in ontologies for being ready for 
inference. 
The Semantic Web is an extension of the World Wide Web 
through standards by the World Wide Web Consortium 
(W3C). The standards allow simple data formats and allow 
exchange protocols on the Web, most commonly the 
Resource Description Framework (RDF). According to the 
W3C, The Semantic Web provides a common framework that 
allows data to be shared and reused across application, 
enterprise, and community boundaries. The Semantic Web is 
thus considered as an integrator for various contents, 
information applications and systems. In this paper you will 
know about the work done so far in second section of the 
paper, and in the 
third section you will get to know about the new proposed 
methodology for a better and improved system to gather 
information from all the possible sources and present it to the 
user on a single platform. The fourth section gives the data set 
used for this system. In the fifth section we will get to know 
how the limitations of the work done so far can be overcome 
using the proposed methodology and it also gives the future 
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scope of the work done. The sixth section gives the conclusion 
of the entire work done. 
III. PROCESSING DESIGN 
 
The process of designing and implementing a recommender 
system as involves the following steps: 
A. Data Collection: 
The initial step involves the collection of the dataset for 
executing the data mining algorithms. This step also includes 
the collection of the ontology and semantic information for 
representing and organizing the information content. 
B. Data Preprocessing: 
The requiring of the data preprocessing is to clean and 
transform the collected dataset into formats that are suitable 
for data algorithms. In addition, the step includes the ontology 
construction for representing the information content. 
C. Data Mining Algorithms: 
It's considered the core process of the recommender system 
model, where the dataset is analyzed, and mining algorithms 
are applied to generate and discover best-recommended 
results that will be used in ontology method. 
D. Implementation of semantic web:  
The ontology will be implemented in protégé, and the 
reasoning technique was used to detect the user profile 
similarities and provide each user profile recommendations 
according to personal preferences, actions, and similarity 
with another user profile. 
E. Ontology model includes four steps: 
Information collector is the interaction layer between the 
system and user and provides the recommended items to 
users. In this layer, the system picks the user’s file when 
answers some questions and connect to his/her account, 
gathering all data and displaying recommended information 
through the website. 
Ontologies layer Personalized Recommender techniques 
based on two ontologies which consist of user information 
ontology and products/items ontology. Products/items 
ontology contains information about all items that offered 
online. The main purpose of this information is to ensure 
users’ satisfaction when shopping online. 
Recommendation Techniques (analysis layer), this step 
consists of two modules; capture user’s preferences and user’s 
friend’s preferences. User’s preference is collected from the 
profile of user and friend’s references is collected from social 
network data. The analysis of entire user profile is required 
firstly for analyzing all data that will be used secondly in 
building user information ontology. Then recommender 
model generates. Recommendations by looking for similar 
items for user information ontology through products/items 
ontology. 
User Profile will contain the user preferences. The user profile 




In this paper, the proposed outline of a personalized 
recommender system that is composed of two phases using 
data mining technique for finding the best classifier to 
categorize users based on personal data, preferences, and 
characteristics for giving the accurate recommendation to 
them according to ontology base knowledge. The data-mining 
stage was applied by applying a different type of classification 
algorithms over the dataset in order to extract and construct 
the user access sequences. The comparative study was 
developed to show the best classifier algorithm used for the 
dataset by measuring its performance parameters to get the 
best classifier that fit online shoppers’ behavior and attitudes 
based on the obtained dataset. The analysis showed that the 
decision table classifier gives the highest accuracy. The 
lowest accuracy is given by clustering and simple cart. The 
analysis of best classifier (decision table) will be assist and 
used when building the ontology model that will helping 
online users for finding items. 
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