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Abstract
Type IIB string theory on a 5-sphere gives rise to N = 8, SO(6) gauged supergravity in
five dimensions. Motivated by the fact that this is the context of the most widely studied
example of the AdS/CFT correspondence, we undertake an investigation of its critical points.
The scalar manifold is an E6(6)/USp(8) coset, and the challenge is that it is 42-dimensional.
We take a Machine Learning approach to the problem using TensorFlow, and this results in
a substantial increase in the number of known critical points. Our list of 32 critical points
contains all five of the previously known ones, including an N = 2 supersymmetric point
identified by Khavaev, Pilch and Warner.
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1 Introduction
The most intensely studied example of the AdS/CFT correspondence is that between
type IIB string theory on AdS5 × S5 supported by N units of 5-form flux, and N = 4
superconformal SU(N) Yang-Mills theory in four dimensions [1]. It is generally believed
that the 10-dimensional theory allows a consistent truncation to five dimensions1. This
means that one can restrict one’s attention to a finite number of five dimensional fields
including the metric, and they do not couple to the rest of the (otherwise infinite) number
of fields that arise in five dimensions (including the higher Kaluza-Klein harmonics). The
resulting theory is the gauged N = 8 supergravity in five dimensions [4, 5, 6, 7]. From the
dual gauge theory perspective, these finite number of consistently truncated fields are dual
to the short N = 4 multiplet containing the energy momentum tensor, and the statement
of consistent truncation translates to the statement that at least at large-N , this particular
class of chiral primary operators close under the Operator Product Expansion (OPE). Since
the supergravity scalars capture the relevant and marginal couplings, the fact that there
is a consistent truncation suggests that the renormalization group (RG) flow triggered by
them in the gauge theory can be fully captured in the supergravity. In particular, the
vacua of the gauged supergravity should capture the IR fixed points of such large-N flows.
Therefore, understanding the vacuum structure of these supergravities is of interest from
multiple perspectives.
Finding the vacua of gauged supergravities is a conceptually trivial problem: one just has
to find the extremal points of the scalar potential in this theory. The vacua of N = 8, D = 5
gauged supergravity have negative vacuum energy and correspond to AdS vacua, and because
of the Breitenlohner-Freedman criterion [8], they may be stable even when they are extrema
and not necessarily minima. Despite the conceptual simplicity of the problem however, only
a handful of vacua have been identified in the nearly 35 years since the discovery of the
theory in [4, 5, 6]. The trouble here is two-fold. Firstly, the number of scalars in these
theories is large. N = 8, D = 5 gauged supergravity has 42 scalars, and even if we were to
somehow take advantage of the fact that the potential has an SU(1, 1)× SO(6) symmetry,
the number of scalars would still be 24. Secondly, the potential is complicated and has a
baroque structure arising from the underlying gauging of the theory.
Due to these facts, a systematic effort at finding the critical points of N = 8, D = 5
gauged supergravity has not been undertaken to the best of our knowledge. In the litera-
ture, we are aware of five distinct critical points. The first three (including the maximally
1See [2] for discussions on consistent truncation to gauged maximal supergravity in various dimensions.
More recently, exceptional field theory has been used to relate the 10 and 5D languages in [3] and argue
conclusively that the IIB truncation to 5D maximal gauged SUGRA is consistent.
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supersymmetric one) were noted already at the time when the theory was constructed [6].
Later, after the advent of the AdS/CFT correspondence, a further two were identified by
Khavaev, Pilch and Warner [9] in a certain SU(2) invariant subsector of the theory. One
of these two new critical points has N = 2 supersymmetry. The situation has been better
for the maximal gauged supergravity in four dimensions, where steady effort has been put
forth by many authors, in particular by Fischbacher and collaborators in the last decade or
so (see eg. [10]), to identify quite a few vacua.
In this paper, we will take advantage of Machine Learning (ML) as a recently emerging
tool for finding vacua of string theory (see references to [11, 12] for related examples). An
ML approach using TensorFlow was adopted in [13] (see also [14]) to find critical points of
N = 8, D = 4 supergravity [15], and our approach will be closely parallel. We will find
that this approach is surprisingly powerful, and will be able to go (much) beyond the five
previously known critical points. In particular, we will find 32 critical points including all
the five previously known ones. We suspect that this list is exhaustive, but we should warn
the reader that some of the critical points are found exceedingly more rarely (∼ 500:1) than
some others during the ML search, so it is difficult to rule out the possibility that we have
missed some “rare” critical point(s).
Most of our discussion in what follows has to do with technicalities in the implemen-
tation of the gauge/global symmetries and the coset structure in a form suitable for direct
calculations with TensorFlow. So most of this paper is to be found in the Appendices. In
the main text, we will simply quote the action of the theory, discuss the previously known
critical points to give some analytic context for the problem, and then summarize some of
the salient features of our approach and the new critical points we find.
Note Added: The paper [16] that appeared after our work, also addresses the question
of critical points of N = 8, D = 5 gauged supergravity using TensorFlow. It has become
clear from their correspondence with us in the last week, that except for the fact that they
do not find our critical point #26, our results agree in great detail. This is a very strong
Bayesian check that these results are indeed correct.
Let us make a few comments about the validity of #26. In our numerics, it has the
same robustness as the other critical points: we have found this critical point using both loss
functions and when scanning for both 42 or 24 scalars (see discussions later). The tolerance
of the loss functions is about ∼ 10−23. Since the scalar values and potential values are O(1)
numbers, this hierarchy is best explained by a zero. Note also that finding the critical point
is the hard part. Checking its validity once its location is known is trivial, and we find results
consistent with the loss function tolerance. Because of these reasons, we believe #26 is a
legitimate critical point.
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2 The Action
The ungaugedN = 8 supergravity in five dimensions can be obtained via the dimensional
reduction of eleven dimensional supergravity. The theory contains one graviton, 8 gravitini
ψ, 27 vector fields Aµ, 48 spin-
1
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fermions χ and 42 scalars φ. We will be interested in the
gauged theory, and its field content is closely related [6].
To make some of our comments, it will be useful to have the form of the Lagrangian and
therefore we will present it below. Defining all of the notation at this stage will be too much
of a distraction, we will discuss what we need in later sections and appendices. The reader
should also consult [6] whose notations we follow. We will write our expressions in a form
where the gauging is SO(p, 6 − p) with p = 0, 1, 2 or 3. The choice of p is reflected in the
signature of ηIJ . We will mostly be concerned with the p = 0 case, which is the case that has
immediate connections with string theory. Excluding four fermion terms, the Lagrangian
has the form
e−1L =− 1
4
R− 1
2
iψ¯aµγ
µνρDνψρa +
1
12
iχ¯abcγµDµχabc
+
1
24
PµabcdP
µabcd − 1
8
HµνabH
µνab +
1
3
√
1
2
iPνabcdψ¯
a
µγ
νγµχbcd
+
1
4
iHabµν
[
ψ¯ρaγ[ργ
µνγσ]ψ
σ
b +
√
1
2
ψ¯cργ
µνγρχabc +
1
2
χ¯acdγ
µνχcdb
]
− 1
15
igTabψ¯
a
µγ
µνψbν +
1
6
√
1
2
igAdabcχ¯
abcγµψdµ +
1
2
igχ¯abc
(
1
2
Abcde − 1
45
ΩbdTce
)
χdea
+
1
96
g2
[
64
225
(Tab)
2 − (Aabcd)2
]
− 1
96e
εµνρστεIJKLMN
[
FIJµνFKLρσAMNτ + gη
PQFIJµνAKLρAMPσAQNτ
+
2
5
g2ηPQηRSAIJµAKPrAQLρAMRσASNτ
]
+
1
8ge
εµνρστηIJεαβB
Iα
µνDρB
Jβ
στ .
(2.1)
Our primary focus will be on the scalar term quadratic in the coupling constant g. This
corresponds to the potential of the theory.
From the Lagrangian, we can see that the masses of the gravitini depend on the term
∼ gTψψ¯. These masses will be helpful in determining the calculating the residual super-
symmetry at a critical point. We define the “naive” gravitino masses m2/m20(ψ) to be the
3
eigenvalues of the matrix Mψ, given by
Mψ =
L2
225
TabT
ac = −10
P0
1
225
TabT
ac (2.2)
with m20(ψ) ≡ L2/225. We have normalized masses using the AdS radius L2 = −D(D −
1)/2P0, where D = 5 is the dimensionality of spacetime and P0 is the potential at the critical
point. This normalization ensures that the unbroken supersymmetric critical points have a
naive gravitino mass of +1.
3 The Scalar Potential
The basic ingredient which goes into the construction of the potential is the vielbein.
They characterize the scalar manifold, which is a coset E6(6)/USp(8) whose details are pre-
sented in appendices. The vielbein is written as VAB
ab and its definition and properties are
given in Appendix A. Using the vielbein, we can construct certain objects called T -tensors,
which play a crucial role in constructing the potential.
In a certain SL(6,R)×SL(2,R) basis, the vielbein can be broken down into (see Appendix
B)
VAB
ab = (V IJab, VIα
ab) (3.1)
The Roman indices I, J,K run from 1 to 6 while the Greek indices α, β take values 1 and 2.
Using this splitting of the vielbein, and defining a tensor Wabcd:
Wabcd = ε
αβηIJVIαabVJβcd (3.2)
where εαβ is the 2-dimensional Levi-Civita tensor. ηIJ is the unit diagonal matrix with
signature (p, 6 − p) and encodes the details of the SO(p, 6 − p) gauging. The Wabcd tensor
has the property that
Wabcd = −Wcdab (3.3)
This lets us define a symmetric tensor Tab as (the symplectic form Ω is defined in the
appendices)
Tab = −15
4
ΩcdWacbd (3.4)
We also define the tensor Aabcd as
Aabcd = −3Wa[bcd]| (3.5)
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The vertical bar subscript indicates that we are subtracting out the symplectic trace. We
antisymmetrize the last 3 indices and remove the symplectic traces corresponding to those
in order to define Aabcd. This means that:
ΩbcAabcd = Ω
cdAabcd = Ω
bdAabcd = 0 (3.6)
Now, having defined these objects (which can be called T -tensors) we can go on to the
expression for the potential. The potential, in terms of Tab, Aabcd and the coupling constant
g in the Lagrangian is:
P = −g2
[
6
452
(Tab)
2 − 1
96
(Aabcd)
2
]
(3.7)
This is the order g2 scalar term in the Lagrangian (2.1). An equivalent expression for
the potential is given by:
P = − 1
32
g2[2(Wab)
2 − (Wabcd)2] (3.8)
where Wab is defined as:
Wab =
4
15
Tab (3.9)
4 Old Critical Points
As mentioned in the introduction, 5 of the 32 critical points we find were known before:
we will call them pre-historic [6] and ancient [9] critical points. We will describe them here,
both as a way to give some context and also as a way to gain some intuition on the analytic
aspects. The SL(6,R) × SL(2,R) subgroup structure of these critical points is instructive
more broadly.
When all the scalars parametrizing the potential vanish, we have the trivial critical point,
with potential value −3
4
g2. This is the maximally supersymmetric point, with N = 8. For
a critical point with potential P0 its supersymmetry is given by the number of eigenvalues
µ of Wab evaluated at that point satisfying [6]:
|µ| =
√
−3P0/g2 (4.1)
All the 8 eigenvalues of Wab at the trivial critical point have value −3/2, and thus this point
is maximally supersymmetric.
To discuss the other critical points, we need a bit more technology. From Appendix E,
we can see that in the SL(6,R)×SL(2,R) basis, the vielbein is defined in terms of the four
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blocks of a 27 × 27 matrix U , which we denote by UMNIJ , U IJKα, UPβIJ and UPβKα. We
consider the SL(6,R)× SL(2,R) sector of the scalar manifold, in which we have:
UMNIJ = 2S[I
[MSJ ]
N ]
U IJKα = UKαIJ = 0
UIβ
Jα = SI
JS ′β
α.
(4.2)
Here S is an SL(6,R) matrix while S ′ is an SL(2,R) matrix. In terms of the symmetric
matrix MIJ = SI
KSJ
K , we have:
Wab = −1
4
Tr(M)δab (4.3)
The potential in terms of M takes the form (we are restricting ourselves to the SO(6)
gauging):
P = − 1
32
g2{[Tr(M)]2 − 2Tr(M2)} (4.4)
Now we are ready to discuss another pre-historic critical point. We pick an SO(5)
invariant direction by picking:
M = diag(eλ, eλ, eλ, eλ, eλ, e−5λ) (4.5)
The potential in this sector now becomes:
P = − 1
32
g2{15e2λ + 10e−4λ − e−10λ} (4.6)
This potential has 2 critical points. The first one, at λ = 0 is just the N = 8 critical point
again. The second critical point occurs at λ = −1
6
log(3). This is an SO(5) invariant critical
point with potential:
P0 = −3
5/3
8
g2 (4.7)
All the eigenvalues of Wab at this point are equal to − 231/6 , hence it has no supersymmetry.
This point was shown to be perturbatively unstable in [17].
We now search for the SU(3) invariant critical points in the theory. We start by defining
an anti-self-dual SO(8) tensor Xijkl as:
Xijkl = −(δ1357ijkl − δ2468ijkl ) + (δ1368ijkl − δ2457ijkl ) + (δ1458ijkl − δ2367ijkl ) + (δ1467ijkl − δ2358ijkl ) (4.8)
The indices i, j, k and l run from 1 to 8. Identifying (α, β) = (7, 8) we define the SU(3)
invariant scalar field to be:
ϕIJKα = λXIJKα (4.9)
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Defining p = cosh(4λ) we find:
Wab = −3
8
(p+ 3)δab +
1
16
(p− 1)Jab (4.10)
where Jab = diag(2, 2, 2, 2, 2, 2,−6,−6). The potential is:
P =
3
32
g2(p2 − 4p− 5) (4.11)
The critical points of the potential are at p = 1 and p = 2. The p = 1 point corresponding
to λ = 0 is the maximally supersymmetric point that we have obtained earlier. For p = 2
we have an SU(3) invariant critical point with potential:
P0 = −27
32
g2 (4.12)
The eigenvalues of Wab here are −74 and −94 with multiplicities of 6 and 2 respectively. There
is no supersymmetry at this point.
Now we turn to the ancient critical points discovered in [9]. There is an SU(2)×U(1)×
U(1) critical point with potential:
P0 = −3
8
(
25
2
)1/3
g2 (4.13)
The eigenvalues of Wab at this critical point are − 3101/6 and − 9102/3 , both of which have a
multiplicity of 4. Thus there is no supersymmetry.
The fifth and final known critical point is an interesting one. This is an SU(2) × U(1)
critical point with potential:
P0 = −2
4/3
3
g2 (4.14)
This critical point is generated by
ϕIJKα =
1
4
log (3) XIJKα (4.15)
SIJ = diag(e
α, eα, eα, eα, e−2α, e−2α) (4.16)
where α = 1
12
log(2). The eigenvalues of Wab are −732−1/3, −4322/3 and −22/3 with multiplic-
ities 4, 2 and 2 respectively. Note that the third eigenvalue satisfies µ = −(−3P0
g2
)1/2. Thus
this point has a supersymmetry of N = 2.
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5 Leveling the Field with TensorFlow
Historically [18], the most effective way to search for critical points was to restrict the
problem to a space of singlets of some invariance group. Schur’s lemma guarantees that a
critical point on this subspace would be the critical point of the full scalar manifold. This
strategy has been employed in [9] to find the 5 critical points which had at least a residual
symmetry of SU(2). However this method is not useful when a critical point breaks all the
symmetries, for example.
This is where ML techniques come to our rescue. Google’s TensorFlow libraries have
been used in [13] to find out critical points of the N = 8 D = 4 SO(8) gauged supergravity
scalar potential. We have followed the same philosophy in this paper and found that it
helps us make substantial progress. The key idea is to reinterpret the 42 scalars as a set
of learnable parameters and then to tune them to minimize an appropriately defined “loss
function”. Appendix F contains the discussion on various loss functions that we have used
to find the critical points.
5.1 The Choice of Scalars in the Vielbein
The most essential ingredient in constructing the potential is the vielbein (See Appendix A
for a discussion on the properties of the vielbein). The vielbein captures an element of the
E6(6)/USp(8) coset, and to construct it we need to use the Lie algebra of E6(6) in a suitable
basis and identify the non-compact part of the algebra that generates the coset.
As we are looking at gaugings of the type SO(p, 6− p), it is convenient to write the Lie
algebra in the SL(6,R)× SL(2,R) basis, as done in [6]. From Appendix B, we can see that
the Lie algebra has three sets of generators in this basis. Using the basis elements defined
in Appendix C, we can construct the E6(6)/USp(8) generators as
SKL = φ
IJ(SIJ)
K
L (5.1)
Sγσ = φ
αβ(Sαβ)
γ
σ (5.2)
Σ+IJKα = φ
PQRβ(Σ+PQRβ)IJKα (5.3)
where we have introduced a set of 42 scalars (φIJ , φαβ, φPQRβ) to contract the generator
indices of the basis elements. The vielbein can be constructed in terms of these 42 scalars
using the set of formulae given in Appendix E. The values of these scalars at the critical
points are what we report in our Appendix H.
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# Potential N History
1 −0.75 g2 8 GRW1
2 −0.78003 g2 0 GRW2
3 −0.83995 g2 2 KPW2
4 −0.84375 g2 0 GRW3
5 −0.870298 g2 0 KPW1
6 −0.87894 g2 0 -
7 −0.88764 g2 0 -
8 −0.89291 g2 0 -
9 −0.96395 g2 0 -
10 −0.96410 g2 0 -
11 −0.96453 g2 0 -
12 −0.98278 g2 0 -
13 −1.00148 g2 0 -
14 −1.05469 g2 0 -
15 −1.07353 g2 0 -
16 −1.125 g2 0 -
17 −1.29725 g2 0 -
18 −1.30291 g2 0 -
19 −1.30461 g2 0 -
20 −1.31918 g2 0 -
21 −1.38225 g2 0 -
22 −1.39104 g2 0 -
23 −1.416746 g2 0 -
24 −1.417411 g2 0 -
25 −1.460654 g2 0 -
26 −1.460730 g2 0 -
27 −1.497042 g2 0 -
28 −1.499667 g2 0 -
29 −1.501862 g2 0 -
30 −1.510901 g2 0 -
31 −1.547778 g2 0 -
32 −1.73841 g2 0 -
Table 1: The list of all critical points. The second column contains the value of the potential
at the critical point and the third column counts the unbroken SUSY. The final column
refers to the original paper where the critical point first appeared (GRW refers to [6], KPW
to [9]), with the numbering indicating the sequence in which it appears in our discussion in
section 4. 9
5.2 Loss Function Minimization
Once we have the vielbein, the construction of the potential and the loss function is quite
straightforward. The next step is to minimize the loss function. Here is where we will rely
on Machine Learning by using Google’s TensorFlow library on Google colab [19]. Strictly
speaking one can also install and run TensorFlow locally on a Python environment (and we
have), but Google colab enables us to bypass local system limitations by relying on cloud
computing.
To minimize the loss function, we start off on a random location on the scalar manifold
by drawing random samples from a Gaussian distribution. The mean of the distribution
is obtained from a pseudo-random number generator. Therefore, we have two adjustable
parameters that determine the value of the scalars - the key of the pseudorandom number
generator, called seed and the standard deviation of the distribution, called scale.
For some specific value of the seed and the scale, the loss function can be minimized
by using the helper function tf.contrib.opt.ScipyOptimizerInterface(). This was
done in [13] and we will adapt their code. By changing the value of the seed and scale
systematically, we can scan various regions of the scalar manifold to find critical points of
the potential. The precise way in which this is most optimally done requires a bit of trial
and error. Changing seeds for a fixed “large” value of the scale (“large” here can be thought
of as an O(1) number) has worked well for us in retrieving all the critical points.
We have done the ML search with multiple loss functions (see Appendix F), and with
and without explicitly fixing the global symmetry SU(1, 1) × SO(6) of the potential. The
results we find for the critical points, are stable. Our numerical results exactly match the
values of the old critical points up to the precision we have looked at2.
There are two sets of two critical points (see Table) that differ in their value only at the
forth decimal. When we are running the code at high precision, all the loss function values
are between ∼ 10−20 and ∼ 10−30, so we are confident that they are distinct and that this is
not a numerical artifact. Another check of this is that they have distinct gravitino masses.
Since some of the critical points that we obtained are closely spaced, it is necessary to tighten
various tolerance values in the code. This has to be done simultaneously with a change in
the internal parameters of the L-BFGS-B algorithm that we are using in our helper function.
This is because otherwise, the algorithm might exit the minimization procedure even before
the required level of tolerance is reached.
2After v1 of this paper appeared, T. Fischbacher has contacted us and informed us that he and collab-
orators have also made progress on this problem. He has sent us some of the critical points. They agree
with what we had reported, to the number of decimals he has shown us. This may be viewed as another
argument for believing that our results are correct.
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5.3 Discussion
After solving about 100 000 numerical minimization problems, we have obtained 32 distinct
critical points. This includes 27 new critical points that were not known before (Refer Table
1 for the complete list.). The gravitino masses m2/m20(ψ) and the location of these critical
points on the scalar manifold have been given in the Appendix H.
We plan to give a detailed analysis of the properties of these critical points in an upcoming
paper. Unlike the N = 8, D = 4 case where much work has been done on various aspects,
investigations on the critical points of N = 8, D = 5 theory seem sparse. It will be most
useful to express the scalar and fermion mass matrices while paying heed to the residual
symmetries of the critical point. This will also be of interest in studying the BF stability of
these critical points.
We have also done a preliminary scan of critical points in some of the non-compact
gaugings - this reproduces the rudimentary results mentioned in [6]. It is perhaps worth un-
dertaking a more intense effort in this direction, but since the question of unitary completions
of the non-compact gaugings is less clear, we will not do so here.
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A E6, USp(8) and E6(6)/USp(8)
To study the properties of the E6(6)/USp(8) coset of the gauged theory, it is most convenient
to write the Lie algebra in a particular basis, called the USp(8) basis. The group E6 has
dimension 78. The parenthetical (6) in the notation E6(6) is supposed to indicate that the
difference between the number of non-compact and compact generators is 6. In other words,
we have 42 non-compact and 36 compact generators. The maximal compact subgroup of E6(6)
is USp(8). In a basis where the USp(8) structure is manifest (which we will call the USp(8)
basis), the 42 non compact directions are generated by Σabcd while the compact directions
are generated by Λab. The Σabcd generators are fully antisymmetric, symplectic traceless and
pseudoreal. The generators Λab are anti-Hermitian and symmetric and straightforwardly
constructed. We will not need them here. Together, this completes the definition of the
E6(6) algebra.
To define things a bit more concretely, it is useful to define a symplectic antisymmetric
11
matrix Ω with the properties:
Ωab = (Ωba)
∗, ΩabΩbc = δca (A.1)
Ω is used for raising and lowering of indices:
Xa = ΩabXb, Xa = ΩabX
b (A.2)
In terms of the Ω matrices, we will define a representation for the Σ generators as [20]:
(Σabcd)ef
gh = ΩeiΩfj(δ
[i
[aδ
j
bδ
g
c δ
h]
d] −
3
2
Ω[abδ
[i
c δ
j
d]Ω
gh] +
1
8
Ω[abΩcd]Ω
[ijΩgh]) (A.3)
In the next paragraphs we discuss the vector space on which this representation can act and
some related properties.
Note here that Σ carries 8 indices. The 4 indices inside the parentheses are the generator
indices, and the indices outside the parentheses are the matrix indices. In the rest of this
text, whenever Σ is written with 4 indices, those are to be understood as matrix indices,
unless explicitly stated otherwise. By a generator, we will often mean a linear combination
of all the generators. All indices here run from 1 to 8.
We have already stated that there are 42 generators corresponding to the E6(6)/USp(8)
coset, but from the antisymmetry of the generator indices there appear to be 70 (= 8C4)
independent generators. However the property of symplectic tracing imposes 28 constraints
on these generators, leaving us with 42 independent Σ. The symplectic trace of a 4-index
object is defined as ΩABXABCD. Thus, the symplectic tracelessness of Σ is written as:
ΩABΣABCD = 0 (A.4)
Note that here A,B,C,D are generator indices. Σ also has the property of pseudoreality:
ΣABCD = (ΣABCD)
∗ (A.5)
ΣABCD and ΣABCD can be obtained from each other by raising and lowering indices with Ω
(while adjusting the matrix indices suitably).
Now let us consider the infinitesimal E6(6) transformations to understand the action of Σ
on the underlying vector space. The explicit representation we have defined above is in fact
the fundamental representation of E6(6). It is real and 27-dimensional. This 27-dimensional
vector space can be given a basis zAB with the following properties (with all indices from 1
to 8):
zAB = −zBA, ΩABzAB = 0, zAB = (zAB)∗ (A.6)
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The infinitesimal E6(6) transformations are written as:
δzAB = ΛACz
CB + ΛBCz
AC + ΣABCDzCD (A.7)
Let us emphasize that we are working with matrix indices now. The Λ are the anti-Hermitian
tensors which generate USp(8). The above expression can be exponentiated to yield the finite
transformations of E6(6):
(z′)ab = V abABz
AB (A.8)
Similar infinitesimal and finite transformations can be written for the conjugate represen-
tation of E6(6) which is also 27-dimensional and has basis element z˜
AB satisfying the same
properties as zAB but having the transformation:
δz˜AB = ΛAC z˜
CB + ΛBC z˜
AC − ΣABCDz˜CD (A.9)
This in turn leads to
˜(z′)ab = V˜
AB
ab z˜AB (A.10)
The matrices V and V˜ are the vielbeins. As they characterize the action of E6(6) on a
27-dimensional vector space they are called 27-bein. Since we are only interested in the
42-dimensional coset manifold we can gauge away the USp(8) and set its generators Λ to
zero. Thus, in the USp(8) gauge, the vielbein can be written as the exponential of the Σ
generators.
The matrices V and V˜ satisfy property:
V˜ ABcdVAB
ab =
1
2
(δac δ
b
d − δadδbc)−
1
8
ΩabΩcd (A.11)
The vielbein also satisfies the following cubic identity descending from the underlying E6
structure:
(VAB)
a
b(VCD)
b
c(VEF )
c
a =
1
2
(ΩA[CΩD][EΩF ]B − ΩB[CΩD][EΩF ]A)+
+
1
16
ΩAB(ΩC[EΩF ]D − ΩD[EΩF ]C) + 1
16
ΩCD(ΩA[EΩF ]B − ΩB[EΩF ]A)
+
1
16
ΩEF (ΩA[CΩD]B − ΩB[CΩD]A) + 1
32
ΩABΩCDΩEF .
(A.12)
Note that there is a small typo in this equation as presented in [6]. This is worth a note
because [6] is surprisingly free of typos for a paper of that size.
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B SL(6,R)× SL(2,R) Structure of the E6(6) Algebra
The five dimensional supergravity theory that we are considering here has an underlying
gauge group SO(p, 6 − p). One of the maximal subgroup of E6(6) is SL(6,R) × SL(2,R).
As SO(p, 6 − p) is an obvious subgroup of SL(6,R), it is convenient to write the E6(6) Lie
algebra in a SL(6,R)×SL(2,R) basis. In this section, we will very closely follow [6], the only
reason we repeat these formulas here is because they are indispensable for the calculations
in this paper.
The fundamental representation of E6(6) under the subgroup SL(6,R)×SL(2,R) breaks
down into
27 = (15,1) + (6,2) (B.1)
and the adjoint representation decomposes as
78 = (35,1) + (1,3) + (20,2). (B.2)
In all of the discussion to follow, the Roman indices I, J,K... run from 1 to 6 while the Greek
letters α, β... run from 1 to 2. Under the subgroup, the basis zAB splits into
zAB =
(
zIJ , z
Iα
)
(B.3)
The vielbein and its inverse decomposes as
VAB
ab =
(
V IJab, VIα
ab
)
(B.4)
V˜ ABab =
(
V˜IJab, V˜
Iα
ab
)
(B.5)
in such a way that the following relation is satisfied
V˜cd
ABVAB
ab = V˜cdIJ V
IJab + V˜cd
IαVIα
ab
= δabcd +
1
8
ΩabΩcd.
(B.6)
This immediately gives us the identities
V˜abKLV
IJab = δIJKL (B.7)
V˜ab
IαVJβ
ab = δIJδ
α
β (B.8)
V˜ab
IαVKL
ab = V˜abKLV
Iαab = 0 (B.9)
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Now let us shift focus to the decomposition of the Lie algebra under the subgroup. An
infinitesimal action of the full E6(6) group can be realized on
(
zIJ , z
Iα
)
as
δzAB =
(
δzIJ
δzKα
)
=
(
−4Λ[M [IδN ]J ]
√
2 ΣIJPβ√
2 ΣMNKα ΛKP δ
α
β + Λ
α
βδ
K
P
)(
zMN
zPβ
)
(B.10)
where
ΣIJKα = Σ[IJK]α =
1
6
IJKMNP αβΣ
MNPβ, ΛI I = Λ
α
α = 0 (B.11)
All the generators are real and IJKMNP , αβ are the Levi-Civita tensors in 6 and 4 dimensions
respectively. The equation (B.10) can be written more compactly as(
δzIJ
δzKα
)
= Xˆ
(
zMN
zPβ
)
(B.12)
Now let us provide a prescription to translate between the SL(6,R)× SL(2,R) and the
USp(8) basis. This can be done with the help of seven antisymmetric, Hermitian SO(7)
gamma matrices Γi satisfying the relations
{Γi,Γj} = 2δij (B.13)
Γ0Γ1 . . .Γ6 = −i1 (B.14)
We can choose to identify the raising operator Ωab as
Ωab = −i (Γ0)ab = −Ωab (B.15)
Let us define the following quantities
ΓIα = (ΓI , iΓIΓ0) and ΓIJ = [Γi,Γj] (B.16)
where α = 1, 2. This lets us decompose zAB and z˜AB into the SL(6,R)× SL(2,R) basis as
zAB =
1
4
(ΓIJ)
AB zIJ +
1
2
√
1
2
(ΓIα)
AB zIα (B.17)
z˜AB =
1
4
(ΓIJ)
AB z˜IJ − 1
2
√
1
2
(ΓIα)
AB z˜Iα. (B.18)
This split guarantees that the following relation is satisfied
z˜ABz
AB = z˜IJzIJ + z˜Iαz
Iα. (B.19)
Using the “orthogonality” of the matrices ΓIJ and ΓIα, we can invert the above relations :
zIJ =
−1
4
(ΓIJ)
AB zAB (B.20)
zIα =
−1√
8
(ΓIα)
AB zAB (B.21)
where the AB indices are being summed over.
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C An Explicit SL(6,R)× SL(2,R) Basis
From Appendix B, we can see that in the SL(6,R) × SL(2,R) basis, the Lie algebra of
E6(6) is spanned by three generators, Λ
I
J , Λ
α
β and ΣIJKα.
ΛIJ and Λ
α
β are the generators of SL(6,R) and SL(2,R) Lie algebra. Therefore, they
can be represented by real traceless matrices. ΣIJKα transform in the (20,2) of SL(6,R)×
SL(2,R) and is completely antisymmetric in the IJK indices.
Now let us construct a basis for these generators. The Lie algebra of SL(n,R) has
dimensions n2 − 1. Therefore, in the fundamental representation, the basis for the SL(6,R)
generators would consist of 35 linearly independent real traceless 6×6 matrices. To construct
such a basis, let us define a tensor (
Λ˜IJ
)K
L
= δKI δ
L
J (C.1)
Subtracting out the trace, we get
(ΛIJ)
K
L = δ
K
I δ
L
J −
1
6
δKL δ
I
J (C.2)
Let us interpret the the indices IJ and KL as generator and matrix indices respectively.
We can immediately see that the number of independent generators is (6× 6) − 1 = 35.
For every value of the index IJ , the generator (ΛIJ)
K
L corresponds to a real traceless 6× 6
matrix. Therefore, (ΛIJ)
K
L qualifies as a basis for the SL(6,R) Lie algebra.
Similarly, one can construct a basis for the SL(2,R) generators as
(Λαβ)
γ
σ = δ
γ
αδ
σ
β −
1
2
δγσδ
α
β (C.3)
This gives us 35+3 = 38 linearly independent basis elements. We know that the E6(6) Lie
algebra is spanned by 78 generators. Therefore, we should construct a basis for the ΣIJKα
generators consisting of 40 elements. We start off by considering the tensor
(Σ˜abcd)efgh = δ
[e
[a δ
g
b δ
f
c δ
h]
d] , (C.4)
where all the indices run from 1 to 8. Now let us restrict the indices d and h to (7, 8) and
all other indices to (1,...,6). Identifying these indices with I, J,K, ... and α, β, ... we get the
required basis (ΣIJKα)PQRβ. As the generator is totally antisymmetric in IJK indices, the
number of linearly independent elements is
(
6×5×4
3×2
)× 2 = 40.
We will suppress the generator indices from now on to avoid any ambiguity, unless spec-
ified otherwise. It was shown in [6] that the non-compact part of E6(6) is generated by the
symmetric part of the ΛIJ and Λ
α
β and the self-dual part of the ΣIJKα. These matrices
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generate the non-compact coset E6(6)/USp(8) and therefore will be immediately relevant to
the calculation of the scalar potential.
The basis for the symmetric part of ΛIJ is given by
(SIJ)
K
L = δ
K
(I δ
L
J) −
1
6
δKL δ
I
J . (C.5)
Similarly, we obtain a basis for the symmetric part of Λβα:
(Sαβ)
γ
σ = δ
γ
(αδ
σ
β) −
1
2
δγσδ
α
β . (C.6)
The rest of the basis elements can be constructed by taking the self dual part of (ΣIJKα)PQRβ
with respect to both the generator and the matrix indices. The self dual part of (ΣPQRβ)IJKα
w.r.t the matrix indices, denoted by (Σ˜PQRβ)
+
IJKα, satisfies the condition [6]
(Σ˜+PQRβ)IJKα = +
1
6
εαγεIJKLMN(Σ˜
+
PQRβ)LMNγ (C.7)
Therefore, the self-dual part of the tensor (w.r.t the matrix indices) will take the form
(Σ˜+PQRβ)IJKα = (ΣPQRβ)IJKα −
1
6
εαγεIJKLMN(ΣPQRβ)LMNγ (C.8)
We can do a similar transformation w.r.t the generator indices of (Σ˜+PQRβ)IJKα. This gives
us the required generator (Σ+PQRβ)IJKα.
As SKL and S
α
β are symmetric and traceless, there will be
(
6×7
2
)−1 = 20 and (2×3
2
)−1 =
2 linearly independent matrices. In the case of Σ+IJKα, there will be 40/2 = 20 basis elements.
This gives us a total of 42 generators and it coincides with the number of non-compact
generators of E6(6), as expected.
D A Useful Set of SO(7) Gamma matrices
We have already seen that the SO(7) gamma matrices are used to translate between the
USp(8) and the SL(6,R)× SL(2,R) basis. In this section, we give an explicit construction
of the SO(7) gamma matrices that we use in our code. A useful discussion of related ideas
can be found in [21].
The SO(7) gamma matrices are a set of seven Hermitian skew-symmetric matrices Γi,
with i = 0, 1, ..., 6. These satisfy the Clifford algebra:
{Γi,Γj} = 2δij (D.1)
We also have the following two identities:
Γ0Γ1...Γ6 = −i1, Ωab = −i(Γ0)ab = −Ωab (D.2)
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In d dimensions, a representation of the Clifford algebra is constructed from a tensor
product of bd/2c Pauli matrices. Thus, the gamma matrices for SO(7) are 8 × 8 matrices.
We start off with the following naively defined gamma matrices:
γ1 = σ1 ⊗ 1⊗ 1 (D.3)
γ2 = σ2 ⊗ 1⊗ 1 (D.4)
γ3 = σ3 ⊗ σ1 ⊗ 1 (D.5)
γ4 = σ3 ⊗ σ2 ⊗ 1 (D.6)
γ5 = σ3 ⊗ σ3 ⊗ σ1 (D.7)
γ6 = σ3 ⊗ σ3 ⊗ σ2 (D.8)
γ0 = σ3 ⊗ σ3 ⊗ σ3 (D.9)
However these are not the gamma matrices that we will use, because these are not Her-
mitian. We will use some slight modifications to define the gamma matrices for translating
between the USp(8) and SL(6,R)× SL(2,R) bases.
First we consider the charge conjugation matrix, which is written as:
C = σ1 ⊗ iσ2 ⊗ σ1 (D.10)
Under charge conjugation, our naive gamma matrices transform as:
CγiC−1 = −γiT (D.11)
Starting from this relation, we look to translate the gamma matrices to a basis where they
are all antisymmetric matrices. We diagonalize the charge conjugation matrix, and then
re-scale this diagonal matrix to the identity. This is achieved using a unitary matrix U :
UCUT = 1 (D.12)
U is explicitly given by:
U =
1√
2
exp
[
diag
(
3ipi
4
,
3ipi
4
,
3ipi
4
,
3ipi
4
,
ipi
4
,
ipi
4
,
ipi
4
,
ipi
4
)]
B (D.13)
Here, B is the matrix composed of the eigenvectors of C.
Now, to define a set of antisymmetric Hermitian SO(7) gamma matrices, we use:
Γi = (UT )−1γiUT ; i = 0, 1, ...6 (D.14)
These seven matrices Γi are the matrices we use to translate between the USp(8) and
SL(6,R)× SL(2,R) bases. They are antisymmetric and Hermitian matrices, as required.
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E Exponentiating the Generators
A crucial step in the calculation of the potential is the construction of the 27-bein. To
do this, first we start off with the Xˆ matrix defined in (B.12). This matrix encodes the
infinitesimal action of E6 on (zIJ , z
Iα) and therefore to find the finite action of the group,
we have to exponentiate this matrix appropriately.
From (B.10), we can see that Xˆ has four blocks and we can group the indices on each
of these blocks into two pairs - an antisymmetrized IJ and Kα. As I, J and K run from
1 to 6 and α runs from 1 to 2, these pairs will have 15 and 12 independent components
respectively. In terms of these independent components, the X matrix will have the following
block structure: (
15× 15 15× 12
12× 15 12× 12
)
(E.1)
Stacking these blocks upon each other gives us a 27 × 27 matrix. This is what we are
going to exponentiate to obtain the finite action of the group E6.
To identify the independent components of each of the pairs of indices, we define two
sets of bases - one for all the 6×6 antisymmetric matrices and one for all the 6×2 matrices.
Following the philosophy of Appendix C, we can construct AaIJ and BiIα, where a and i run
from 1 to 15 and 1 to 12 respectively.
This allows us to define
U = exp (Xˆ). (E.2)
Breaking down the matrix U into the form in (E.1) and using the bases AaIJ and BiIα to
translate back to the I, J,K and α indices, we get
U =
(
UMNIJ UPβIJ
U IJKα UPβ
Kα
)
(E.3)
In terms of these blocks, we can write the finite action of E6 on (zIJ , z
Iα) as
z′IJ =
1
2
UMNIJzMN + UPβIJz
Pβ
z′Kα = UPβKαzPβ +
1
2
U IJKαzIJ
(E.4)
Combining (E.4) with (B.17) and (B.18), and comparing it with (E.7), we get
V IJab =
1
8
[
(ΓKL)
ab UKL
IJ + 2 (ΓKβ)
ab U IJKβ
]
(E.5)
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VIα
ab =
1
4
√
1
2
[
(ΓKL)
ab UIαKL + 2 (ΓKβ)
ab UIα
Kβ
]
(E.6)
Using the above quantities and (B.17)-(B.18), we can calculate the 27-bein in the USp(8)
basis as
VAB
ab =
1
4
(ΓIJ)
AB V IJab − 1
2
√
1
2
(ΓIα)
AB VIα
ab. (E.7)
F The Loss Functions
F.1 Gradient Squared Loss Function
The critical point of any potential is characterized by the vanishing of its gradient. This can
be easily implemented in TensorFlow using the command tf.gradients(). With the help
of a normal distribution, we randomly pick a 42 dimensional array and calculate the value
of the potential P at this point on the scalar manifold. The tf.gradients() command will
return the gradient of the potential ∂iP as a 42 dimensional array. This lets us to define the
loss function as:
S =
42∑
i=1
|∂iP |2 (F.1)
where i indexes every direction on the scalar manifold. Note that we are using ordinary
partial derivatives along the various scalar directions and then taking an ordinary mod-
squared. The sigma model metric plays no role here because the purpose of this loss function
is merely to set all partial derivatives to zero (ideally). Let us also note one subtlety. The
default matrix exponentiation command, tf.linalg.expm(), is not compatible with this
loss function as it restricts the backpropagation through code. This can be rectified by
defining a new exponential function, we will use the one used by [13].
F.2 Q-tensor Loss Function
The most straightforward approach in calculating the critical points of the potential is to
use the gradient squared loss function described in the previous section. However, this loss
function is computationally expensive as it involves 42 gradient calculations at each iteration.
This issue can be handled by doing parts of the gradient calculation analytically. This gives
us a new loss function, which we will call the Q-tensor loss function.
Our Q-tensor loss function is motivated by some similar calculations in the D = 4 case
[22]. Since the potential term in our lagrangian (2.1) is
P = −g2
[
6
(45)2
(Tab)
2 − 1
96
(Aabcd)
2
]
, (F.2)
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let us consider the variation of the vielbein of the form
V˜ abABδVAB
cd ≡ Θabcd = Θ[abcd]| (F.3)
The form of Θabcd ensures that the coset structure of the theory is preserved. One can show
that the A and T tensors vary as
δTab =
5
2
Θ(a
cefAb)cef (F.4)
δAabcd = 3Θ
ef
a[bWcd]|ef + 3Θef [bcWd]|aef (F.5)
It has been shown in [6] that the variation of the potential takes the form
δP = −1
4
g2Θ[abcd]|Q˜abcd (F.6)
where
Q˜abcd =
1
27
AeabcT
e
d + Ada
fg
(
1
2
Abcfg − 1
45
ΩbfTcg
)
. (F.7)
We can see that this variation vanishes when the antisymmetric and symplectic traceless
part of Q˜abcd vanishes, owing to the index structure of Θ
[abcd]|. Therefore, at a critical point,
the following tensor should vanish
Qabcd ≡ Q˜[abcd]| = Qabcd + 3
2
Ω[abQcd]efΩef + 1
8
Ω[abΩcd]Ω
efΩghQefgh (F.8)
where Qabcd ≡ Q˜[abcd] (note the presence and/or of absence of symplectic traces in some of
these definitions). This lets us define the loss function as
S =
∑
i,j,k,l
|Qijkl|2 (F.9)
F.3 SUSY Loss Function
Loss functions have the property that they can be designed to search for certain classes
of critical points. One such important class is the one where there are unbroken SUSY
generators at the critical point. Such a loss function can be easily engineered by using the
fact that there exists at least one massless gravitino at a supersymmetric critical point.
Operationally, it amounts to adding a term to (F.9) which is zero only when there is a
massless gravitino. As gravitino masses are the eigenvalues of the gravitino mass matrix
Mψ, there should exist a vector η such that
LS :=
∣∣∣(Mψ)J KηK − ηJ ∣∣∣2 (F.10)
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vanishes. Since we were are working with 42 scalars, we can use the SO(6) symmetry to
choose a specific form for η. In particular, it suffices to pick ηJ = δJ0 . Therefore, the full loss
function is
SSUSY = S + λLS (F.11)
We have introduced a weight factor λ to the SUSY part of the loss function. Choosing
λ ∼ 10 and ‘BFGS’ algorithm to find the critical points, we have managed to obtain only 2
supersymmetric critical points, both of which were previously known.
G Reducing the Parameters
The coset manifold is spanned by three sets of generators in the SL(6,R)×SL(2,R) basis
- SIJ , S
α
β and Σ
+
IJKα. This space is parametrized by 42 scalars. Therefore, finding a critical
point of the potential amounts to solving a 42 parameter loss function optimization problem
in TensorFlow. The potential is invariant under the action of the group SO(6) × SU(1, 1).
We can make use of this symmetry to reduce the number of parameters of the optimization
problem.
Consider the first set of generators. Reinstating the generator indices, we can see that
they have the form (SIJ)
K
L and are 20 in number. (Refer Appendix C for more details on
the construction of the generator). The generator indices I and J run from 1 to 6. The
SO(6) group acts on these indices through its fundamental representation. As these group
elements are the rotation matrices, we can use them to diagonalize the generator indices of
(SIJ)
K
L. This leaves us with 20− 6×52 = 5 basis elements.
Now let use the remaining SU(1, 1) symmetry to reduce more parameters. As SL(2,R) ∼=
SU(1, 1), we can clearly see that the two scalars corresponding to Sαβ are redundant and
does not contribute to the calculation of the potential.
There are only two SU(3) singlets that lie outside the SL(2,R) and these singlets rotate
into each other under the action of the U(1) subgroup of SU(1, 1). Both the singlets are
generated by the basis elements (Σ+PQRβ)IJKα. Therefore, the scalars corresponding to these
singlets contain redundant information. To take care of this, let us focus on one of the
singlets generated by
−Σ+1351 + Σ+1362 + Σ+1452 + Σ+1461 (G.1)
where we have suppressed the matrix indices for brevity. First, we perform a basis change
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from (
Σ+1351,Σ
+
1362,Σ
+
1452,Σ
+
1461
)→(
−Σ+1351 + Σ+1362 + Σ+1452 + Σ+1461,Σ+1351 − Σ+1362 + Σ+1452 + Σ+1461,
Σ+1351 + Σ
+
1362 − Σ+1452 + Σ+1461,Σ+1351 + Σ+1362 + Σ+1452 − Σ+1461
) (G.2)
We can easily see that the scalar corresponding to the first transformed basis element is
redundant. Therefore, we can just drop it from the construction of the potential. This
leaves us with 20− 1 = 19 Σ+IJKα generators.
We have managed to reduce the number of parameters of the problem from 42 to 24 by
utilizing the symmetry of the potential. It turns out that this reduced parameter approach
is the most efficient and quickest way to get all the critical points we have reported in this
paper.
H Critical Points
We now list the critical points, with their potential values, gravitino masses m2/m20(ψ),
supersymmetry and the location on the scalar manifold. For critical points with a residual
symmetry, there is a continuum of points on the scalar manifold corresponding to the critical
point (and also there can be discrete redundancies). We only give one representative set of
such scalar values.
The location of the critical points are labeled by the values of the three sets of scalars,
φIJ , φIJKα and φαβ, having 20, 20 and 2 independent components respectively. We will
report these independent components as the elements of three arrays :
φIJ = [ φ11 φ12 φ13 φ14 φ15
φ16 φ22 φ23 φ24 φ25
φ26 φ33 φ34 φ35 φ36
φ44 φ45 φ46 φ55 φ56 ]
(H.1)
φIJKα = [ φ0120 φ0131 φ0140 φ0151 φ0230
φ0241 φ0250 φ0340 φ0351 φ0450
φ0121 φ0130 φ0141 φ0150 φ0231
φ0240 φ0251 φ0341 φ0350 φ0451 ]
(H.2)
φαβ = [ φ11 φ12 ] (H.3)
The gravitino masses m2/m20(ψ) will be reported as mn, where m is the mass of the gravitino
and n is the multiplicity of the mass.
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1. Potential = -0.75g2
m2/m20(ψ) = 18
SUSY = 8
φIJKα : 020
φIJ : 020
φαβ : 02
2. Potential = -0.78003g2
m2/m20(ψ) = 1.18528
SUSY = 0
φIJKα : 020
φIJ : [ 0.0220 0.0721 0.0689 0.0437 0.2364
−0.2048 −0.0805 0.0217 0.0138 0.0747
−0.0647 −0.0815 0.0132 0.0714 −0.0618
−0.0877 0.0453 −0.0392 0.0306 −0.2123 ]
φαβ : [ −0.0033 −0.0129 ]
3. Potential = -0.83995g2
m2/m20(ψ) = 12, 1.36114, 1.77782
SUSY = 2
φIJKα :
[
0.2054 0.2253 −0.3615 −0.0837 −0.0763
0.0171 −0.3377 0.2924 0.1268 −0.1356
0.2724 0.1625 0.26 −0.0174 0.3851
−0.2551 0.0658 0.1204 −0.3346 −0.4661 ]
φIJ :
[ −0.1873 −0.0891 −0.0447 0.0679 0.0485
0.0032 −0.1095 0.0859 −0.1501 −0.0966
0.0466 −0.1773 −0.0659 −0.062 −0.0788
−0.1511 0.0739 −0.0332 −0.1763 0.0588 ]
φαβ :
[ −0.1311 0.0201 ]
4. Potential = -0.84375g2
m2/m20(ψ) = 1.20996, 22
SUSY = 0
24
φIJKα :
[ −0.2121 0.4605 −0.4034 −0.1082 0.4559
0.2166 −0.3608 −0.0295 0.3122 0.0428
−0.4367 −0.3318 −0.0640 −0.3174 0.1562
−0.1349 0.3731 0.2580 0.2858 0.2570 ]
φIJ : 020
φαβ :
[
0.1736 0.0409
]
5. Potential = -0.870298g2
m2/m20(ψ) = 1.43994, 1.60004
SUSY = 0
φIJKα :
[
0.1731 0.1489 0.0199 0.1498 −0.0209
0.0468 0.1180 −0.2987 −0.3286 0.1059
−0.0215 −0.5504 0.0340 −0.0369 −0.0315
−0.4731 −0.1205 −0.0286 −0.1302 −0.0505 ]
φIJ :
[ −0.1354 0.2437 −0.0080 0.1156 −0.1964
0.0244 −0.2594 −0.0288 0.0411 −0.0775
0.1856 −0.3427 0.0119 −0.0159 −0.0993
−0.3271 −0.0727 −0.0931 −0.2911 0.1274 ]
φαβ :
[ −0.1913 −0.6837 ]
6. Potential = -0.87894g2
m2/m20(ψ) = 1.35764, 1.80204
SUSY = 0
φIJKα :
[
0.2806 −0.0487 0.0370 0.1231 0.0244
0.1272 −0.1091 −0.4679 −0.2843 0.1845
−0.1222 −0.1561 −0.0124 −0.4571 0.2290
−0.4114 0.0464 0.1105 0.0659 −0.0464 ]
φIJ :
[ −0.1378 0.0300 −0.0118 −0.0975 0.0313
−0.0659 0.0933 0.2983 −0.0088 0.2439
−0.0875 −0.0127 0.1837 0.0903 0.1253
0.0380 −0.0952 0.3257 −0.0834 −0.1322 ]
φαβ :
[ −0.2207 −0.1374 ]
25
7. Potential = -0.88764g2
m2/m20(ψ) = 1.48342, 1.60414, 1.83802
SUSY = 0
φIJKα :
[ −0.0175 0.4429 0.3736 0.0638 −0.0082
0.0819 0.2291 0.2761 0.1609 0.1558
−0.3163 0.2231 0.1980 0.2262 −0.2012
0.0965 −0.2062 −0.1198 0.0234 −0.1573 ]
φIJ :
[ −0.0627 0.0528 −0.3286 −0.1493 0.2079
0.0001 −0.3431 −0.0243 0.0112 0.0358
−0.0811 −0.2810 0.0849 −0.1001 −0.0682
−0.3193 0.0224 −0.1788 −0.3001 −0.2017 ]
φαβ :
[
0.3857 −0.0368 ]
8. Potential = -0.89291g2
m2/m20(ψ) = 1.66678
SUSY = 0
φIJKα :
[ −0.0916 0.2859 −0.5150 0.2259 −0.1448
0.2369 −0.1957 −0.0105 −0.0900 0.2174
0.0687 0.2874 −0.3466 0.1842 0.0161
0.0122 0.1494 0.0193 −0.1713 0.1907 ]
φIJ :
[ −0.1063 0.0160 0.0169 −0.1382 0.2505
−0.0097 −0.1271 −0.0277 −0.1733 −0.0407
−0.1353 −0.1640 0.0405 0.0719 0.0525
0.0994 −0.1144 0.3696 0.2116 0.1617 ]
φαβ :
[
0.1235 0.2164
]
9. Potential = -0.96395g2
m2/m20(ψ) = 1.62442, 1.75262, 1.92372, 2.06292
SUSY = 0
φIJKα :
[ −0.3846 −0.3583 0.4398 −0.1921 0.5825
0.5682 −0.1986 −0.1895 0.3256 0.0181
0.1190 0.5485 −0.3227 0.1301 −0.2848
−0.5394 −0.4508 0.1333 −0.1853 0.0386 ]
26
φIJ :
[ −0.0957 −0.1056 0.2188 −0.1265 0.1334
−0.0700 −0.0747 0.2928 −0.0173 −0.1279
0.0050 −0.1213 −0.0582 −0.0072 0.0326
−0.3010 −0.0386 −0.1698 −0.2651 0.0327 ]
φαβ :
[
0.0817 −0.0928 ]
10. Potential = -0.96410g2
m2/m20(ψ) = 1.70134, 1.98454
SUSY = 0
φIJKα :
[ −0.0942 −0.1853 0.3233 −0.3281 0.0565
−0.5403 −0.4239 −0.4596 −0.0072 −0.4892
0.0531 −0.2818 0.1580 −0.5857 0.0732
0.3125 0.5560 −0.1772 0.1402 −0.4972 ]
φIJ :
[
0.2592 −0.0041 0.0489 0.0640 0.2615
0.0347 0.1877 −0.0208 −0.3138 −0.0587
0.0322 0.3474 −0.0307 −0.0509 −0.0318
0.1081 0.1454 −0.0495 0.0532 0.0372 ]
φαβ :
[ −0.3236 −0.1053 ]
11. Potential = -0.96453g2
m2/m20(ψ) = 1.79824, 1.89924
SUSY = 0
φIJKα :
[
0.0111 0.0568 0.2713 −0.1701 −0.4522
0.0359 0.0121 −0.289 −0.0665 −0.11
0.1809 −0.1729 0.1091 0.0994 0.7285
0.802 −0.0795 −0.6458 0.0798 −0.1303 ]
φIJ :
[
0.0442 0.0204 −0.1018 −0.0907 0.0135
−0.0275 0.2802 −0.1701 0.2117 −0.1261
0.1647 0.2986 0.1598 −0.2005 −0.0628
0.2719 0.0484 0.0043 0.2103 −0.054 ]
φαβ :
[ −0.6799 0.2815 ]
27
12. Potential = -0.98278g2
m2/m20(ψ) = 1.62964, 2.22224
SUSY = 0
φIJKα :
[ −0.4617 −0.1931 0.1004 −0.3002 0.2972
0.4158 0.1752 −0.3312 0.1216 0.1789
−0.5863 0.4183 0.5573 −0.4897 0.1108
0.2264 0.2604 −0.3574 0.4893 0.5069 ]
φIJ :
[
0.1698 0.0405 −0.2112 0.1410 −0.0524
−0.0343 0.0917 0.0768 0.1164 0.0746
0.2937 −0.1276 0.0075 0.0552 0.0344
−0.0179 0.2003 −0.1533 0.1154 −0.1315 ]
φαβ :
[ −0.1484 −0.1214 ]
13. Potential = -1.00148g2
m2/m20(ψ) = 1.74344, 2.18844
SUSY = 0
φIJKα :
[
0.0734 −0.0501 0.2818 0.0023 −0.3375
−0.1750 0.2909 −0.1784 −0.1179 0.2328
−0.5717 0.8423 0.9184 0.1358 −0.3331
−0.0586 0.6736 −0.3227 −0.1372 0.4133 ]
φIJ :
[ −0.1791 −0.0070 −0.1408 0.1044 0.2529
0.0596 0.0035 −0.0189 0.0000 0.0183
0.0006 −0.2790 0.1338 −0.1567 0.0645
−0.0252 −0.0437 −0.0272 −0.2297 −0.0175 ]
φαβ :
[ −0.0540 0.1104 ]
14. Potential = -1.05469g2
m2/m20(ψ) = 1.73332, 2.32596
SUSY = 0
φIJKα :
[ −0.4281 0.4205 −0.6442 −0.1746 0.0484
0.1198 −0.6066 −0.3272 −0.0898 −0.6883
−0.1756 0.1134 −0.3413 −0.1811 0.0975
0.3744 0.2832 −0.3668 −0.5122 −0.0741 ]
28
φIJ :
[
0.0833 0.0302 −0.0707 0.1785 0.2904
0.0862 0.2312 0.1426 0.4293 −0.1833
−0.045 0.4197 −0.1146 0.1314 −0.0578
0.2373 0.0993 0.0559 0.3571 0.1576
]
φαβ :
[
0.1934 0.2085 ]
15. Potential = -1.07353g2
m2/m20(ψ) = 1.81902, 2.01102, 2.43292, 2.80602
SUSY = 0
φIJKα :
[ −0.2506 0.1669 0.2442 −0.0534 −0.0400
−0.3939 0.4725 −0.4666 0.2557 0.0713
−0.1074 −0.5340 0.1528 −1.0272 −0.2950
−0.1738 0.3371 0.4106 −0.2600 −0.1758 ]
φIJ :
[ −0.0919 0.0282 −0.1423 0.1792 0.3608
−0.1764 0.0773 −0.0911 0.1521 0.1619
0.4051 −0.1765 0.0094 −0.2168 −0.0329
0.1590 −0.1648 −0.2038 0.1308 −0.1027 ]
φαβ :
[
0.3044 −0.1611 ]
16. Potential = -1.125g2
m2/m20(ψ) = 2.44448
SUSY = 0
φIJKα :
[
0.1216 0.5489 −0.3592 0.3047 0.4132
−0.2438 0.4997 0.1565 −0.4299 −0.4129
−0.4785 0.3301 0.0159 −0.6865 0.5689
−0.1988 −0.1670 0.1878 −0.1575 0.4359 ]
φIJ :
[ −0.4605 −0.2603 −0.1841 0.0171 −0.1131
0.1103 −0.1645 0.2359 0.0977 0.3436
0.0426 −0.3715 −0.3390 0.0086 0.1074
−0.1506 0.3230 0.1392 −0.4254 −0.1013 ]
φαβ :
[ −0.3019 −0.0469 ]
29
17. Potential = -1.29725g2
m2/m20(ψ) = 1.90112, 2.56842, 2.96362, 3.75762
SUSY = 0
φIJKα :
[
0.2989 −0.3199 −1.0217 −0.4704 0.0110
−0.1770 0.0661 0.2357 −0.0161 0.7850
0.7253 0.2029 −0.8632 −0.6994 −0.1939
−0.2820 −0.1526 0.0638 −0.6484 −0.0747 ]
φIJ :
[
0.0408 0.0791 −0.0928 −0.1345 −0.0212
0.0384 −0.1104 0.2825 0.4864 0.0939
0.0695 −0.0916 −0.2976 −0.1065 −0.1207
−0.2503 0.1465 0.0311 −0.4924 −0.1575 ]
φαβ :
[
0.3801 −0.0305 ]
18. Potential = -1.30291g2
m2/m20(ψ) = 1.86842, 2.93872, 2.96562, 3.71472
SUSY = 0
φIJKα :
[ −0.2212 −0.4424 0.0436 0.6466 −1.3871
0.1276 0.3229 0.0077 0.2550 −0.3123
0.0398 0.7264 −0.4035 0.1319 −0.4025
0.5188 0.6385 −0.2542 0.1980 −0.4949 ]
φIJ :
[ −0.3303 −0.0644 0.1094 −0.2688 −0.2240
0.3459 −0.3983 0.2833 0.1312 0.1544
0.0052 0.0824 −0.0110 −0.0018 −0.0333
0.0544 −0.1089 0.1617 0.0938 0.1104 ]
φαβ :
[ −0.0462 0.1916 ]
19. Potential = -1.30461g2
m2/m20(ψ) = 1.86252, 3.04514, 3.62262
SUSY = 0
φIJKα :
[
0.3792 0.0065 0.0542 −0.0318 0.1693
0.0901 0.1697 0.5486 0.6703 −0.8252
0.2408 −0.3291 0.1655 −0.2277 0.2655
−1.3261 0.4648 0.4188 −0.5847 0.5837 ]
30
φIJ :
[
0.0745 0.0876 0.0608 0.1479 0.2749
−0.0973 0.0444 0.2022 −0.2839 0.0155
0.2171 −0.0549 0.2786 −0.3587 −0.2702
−0.0942 −0.1234 0.3827 −0.3123 0.0865 ]
φαβ :
[ −0.1954 −0.0395 ]
20. Potential = -1.31918g2
m2/m20(ψ) = 2.00672, 2.31372, 3.38982, 3.47942
SUSY = 0
φIJKα :
[ −0.3352 −0.1511 −0.2291 −0.4901 −0.4108
−0.5881 0.8963 −0.1645 0.0909 0.1354
−0.3969 0.3832 0.9423 0.2324 −0.7280
0.0384 0.8461 −0.5836 −0.1182 0.2538 ]
φIJ :
[ −0.0860 0.0510 −0.1061 −0.0345 0.0563
−0.0414 −0.1125 −0.1850 0.3208 −0.0359
−0.0851 −0.2724 0.2732 0.5183 0.0027
−0.4495 0.2080 0.1522 −0.3976 −0.1481 ]
φαβ :
[ −0.1394 0.1717 ]
21. Potential = -1.38225g2
m2/m20(ψ) = 2.15652, 2.62572, 3.82382, 4.42472
SUSY = 0
φIJKα :
[ −1.1020 −0.3595 −0.4405 0.5419 −0.0501
0.0106 −0.2083 −0.5048 −0.5409 0.3079
−0.0524 0.7383 −0.0384 0.3684 0.5508
0.1843 −0.9437 0.3812 0.1504 0.7336 ]
φIJ :
[
0.3841 −0.2175 −0.1069 −0.1276 0.1064
−0.0923 0.0651 −0.4053 0.1171 0.3588
0.2771 −0.0583 0.1246 −0.1994 −0.2135
0.2667 0.0712 0.1363 0.3093 −0.3725 ]
φαβ :
[ −0.0631 −0.0313 ]
31
22. Potential = -1.39104g2
m2/m20(ψ) = 2.57554, 3.72574
SUSY = 0
φIJKα :
[
0.5045 −0.1064 −1.1109 0.2760 0.5296
0.1087 −0.2651 0.0783 −0.3866 −0.5842
0.7156 0.1431 0.4666 −0.0244 1.1359
−0.0142 −0.0181 0.0560 −0.7262 0.2977 ]
φIJ :
[
0.0878 0.1556 −0.1148 0.4289 0.0165
−0.2806 −0.2796 0.0032 −0.3064 −0.2732
−0.4275 −0.0099 0.2155 0.0093 −0.0511
−0.0950 0.2161 0.3355 0.0560 −0.2377 ]
φαβ :
[
0.0064 0.0866
]
23. Potential = -1.41675g2
m2/m20(ψ) = 2.54114, 4.68174
SUSY = 0
φIJKα :
[
0.4578 0.2300 −0.5013 −0.6360 0.1031
1.0931 −0.2719 −0.0954 −0.1685 −0.0306
−0.3856 −0.3697 0.8386 −1.0437 −0.5426
−0.5547 −0.0737 −0.0111 −0.6834 −0.5423 ]
φIJ :
[ −0.1527 −0.0826 0.1660 −0.5517 0.3393
−0.2103 −0.0944 0.1184 0.0935 0.0729
−0.0363 0.0453 0.4574 0.3743 0.1548
−0.1557 −0.2750 −0.1443 −0.1357 0.1144 ]
φαβ :
[ −0.0944 −0.1356 ]
24. Potential = -1.41741g2
m2/m20(ψ) = 2.66664, 4.44444
SUSY = 0
φIJKα :
[
0.5070 0.0319 −0.1032 0.0354 −0.3116
−0.5175 0.9364 0.5686 0.3663 −0.2258
−0.3893 0.2342 −0.7448 0.2160 0.7288
−0.3089 −0.2455 0.9987 −0.4311 −0.9237 ]
32
φIJ :
[
0.0976 −0.1470 0.0492 −0.0833 0.2991
0.0705 −0.4666 0.4521 −0.2492 −0.0404
−0.3528 −0.0945 −0.2121 0.2326 −0.0535
−0.1107 −0.0161 −0.0079 −0.3507 0.0202 ]
φαβ :
[
0.3537 0.1304
]
25. Potential = -1.46065g2
m2/m20(ψ) = 2.54862, 2.87212, 3.54842, 4.72712
SUSY = 0
φIJKα :
[
0.8141 0.1263 −0.9595 0.0813 0.3003
−0.3246 0.3777 0.2840 0.2859 0.8808
0.6213 0.3636 −0.7422 0.5072 −0.4096
−0.2925 −0.0826 −0.3584 −1.0298 0.4096 ]
φIJ :
[
0.1737 0.0877 −0.2417 −0.0978 0.1136
0.4825 0.1540 0.1853 0.0108 0.1840
−0.4475 0.3142 −0.0795 −0.0246 0.3659
0.0092 −0.0281 0.1775 0.0829 −0.0457 ]
φαβ :
[
0.6531 0.3501
]
26. Potential = -1.46073g2
m2/m20(ψ) = 2.57792, 2.95332, 3.43252, 4.66552
SUSY = 0
φIJKα :
[
0.4143 −0.5478 0.9046 0.3579 −0.0142
−0.5180 −0.3720 1.2699 0.6505 0.3487
0.1898 −0.8265 −0.1295 −0.1092 0.1097
0.5064 0.1292 0.2429 −0.4892 1.0179 ]
φIJ :
[
0.2617 −0.0752 0.3280 0.0231 −0.0322
−0.1835 −0.0262 −0.0678 0.1579 0.1063
0.0523 −0.2809 0.3321 −0.1705 0.2598
0.1327 0.1924 −0.2024 0.2580 −0.0564 ]
φαβ :
[ −0.0311 0.2936 ]
33
27. Potential = -1.49704g2
m2/m20(ψ) = 2.56432, 2.74412, 4.92412, 4.98682
SUSY = 0
φIJKα :
[
0.0109 −0.0719 −0.0815 0.5474 −0.2377
0.2254 0.1968 −0.9845 0.1016 −0.4452
1.6962 0.4204 0.7246 −0.3013 −0.0778
−0.1267 −0.6545 −0.5041 −0.0784 0.7185 ]
φIJ :
[
0.0964 0.0903 0.0390 0.0055 −0.2337
0.2988 0.0958 −0.2709 0.1139 0.1907
0.2990 0.0509 0.0269 −0.4756 0.4467
−0.0014 0.0119 0.1248 −0.1364 0.3742 ]
φαβ :
[
0.0637 −0.2613 ]
28. Potential = -1.49967g2
m2/m20(ψ) = 2.79634, 4.67054
SUSY = 0
φIJKα :
[ −0.5470 −0.3379 0.6857 −0.3440 0.5168
−0.1625 −1.0394 −0.0909 −0.6156 −0.3561
0.0076 −1.0169 0.1301 −0.4126 −0.6633
0.1030 0.3956 −0.4765 0.3572 −0.6718 ]
φIJ :
[
0.5445 0.2800 −0.0249 −0.0059 0.2232
−0.0843 0.6194 −0.2070 0.0222 −0.2139
−0.0774 0.3875 0.2824 0.0537 −0.2025
0.5864 −0.2068 −0.2944 0.4541 0.2089 ]
φαβ :
[
0.8443 0.4465
]
29. Potential = -1.50186g2
m2/m20(ψ) = 2.95794, 4.36144
SUSY = 0
φIJKα :
[
0.6661 0.1872 −1.1302 −0.2231 −0.6673
1.0202 −0.7304 −0.6898 0.3030 −0.0776
0.7682 −0.1960 0.2955 −0.2041 −0.5748
0.0011 −0.6541 0.3931 0.2222 0.6468 ]
34
φIJ :
[ −0.1079 0.1653 −0.3424 0.0965 −0.2137
−0.6426 0.0919 0.3443 −0.2391 −0.1141
0.1506 −0.0666 −0.0747 −0.0829 −0.2133
−0.1030 0.2672 0.0681 −0.0529 −0.0405 ]
φαβ :
[ −0.0572 −0.2135 ]
30. Potential = -1.5109g2
m2/m20(ψ) = 2.34072, 2.51552, 5.25212, 5.53492
SUSY = 0
φIJKα :
[ −0.5647 0.1444 1.4551 −0.0401 0.5691
0.3203 −0.2771 −0.9053 0.0201 −0.4700
0.5849 0.4366 −0.3968 −0.2621 0.4676
−1.0103 0.2259 −0.4547 0.0375 −0.1095 ]
φIJ :
[ −0.0738 0.0752 0.4773 −0.2479 0.1554
0.4256 0.2557 −0.1201 0.0073 0.0333
0.1572 0.0618 0.4535 −0.0586 −0.0733
0.0047 0.1273 −0.3006 0.3402 −0.0354 ]
φαβ :
[ −0.0679 −0.3911 ]
31. Potential = -1.54778g2
m2/m20(ψ) = 2.91852, 3.51114, 4.69632
SUSY = 0
φIJKα :
[
0.1890 −0.5513 −1.2676 0.5408 −0.7060
−0.1871 −0.0405 0.6394 −0.1154 0.7851
−0.0294 −0.2043 −0.3016 0.2793 0.5621
−1.0157 −0.2272 −0.1133 0.1936 0.3877 ]
φIJ :
[
0.5632 0.3586 0.0117 0.1890 0.1783
0.1757 0.3081 0.2079 −0.1360 −0.5055
−0.1263 0.5341 −0.0976 0.0022 0.4743
0.5902 0.0924 −0.0155 0.3127 0.2326 ]
φαβ :
[
0.3217 0.4736
]
35
32. Potential = -1.73841g2
m2/m20(ψ) = 2.38022, 3.10572, 5.20462, 5.3216
SUSY = 0
φIJKα :
[
0.0584 0.1475 −0.6570 −0.1437 0.6920
−0.7354 −0.8385 −0.0914 −0.2961 0.5829
0.6761 −0.5762 1.4396 −0.6332 0.4682
−1.0215 0.2002 0.8583 −0.2963 −0.2243 ]
φIJ :
[ −0.0841 −0.3372 −0.3356 −0.0170 −0.2933
0.0372 −0.2104 −0.5435 −0.0674 −0.4590
0.0163 −0.3045 −0.1094 −0.5008 −0.0098
0.0023 −0.0648 0.0154 −0.2007 −0.0209 ]
φαβ :
[ −0.0854 −0.1851 ]
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