Grid-job scheduling with reservations and preemption by Cao, Xiaorong
University of Windsor 
Scholarship at UWindsor 
Electronic Theses and Dissertations Theses, Dissertations, and Major Papers 
2009 
Grid-job scheduling with reservations and preemption 
Xiaorong Cao 
University of Windsor 
Follow this and additional works at: https://scholar.uwindsor.ca/etd 
Recommended Citation 
Cao, Xiaorong, "Grid-job scheduling with reservations and preemption" (2009). Electronic Theses and 
Dissertations. 7902. 
https://scholar.uwindsor.ca/etd/7902 
This online database contains the full-text of PhD dissertations and Masters’ theses of University of Windsor 
students from 1954 forward. These documents are made available for personal study and research purposes only, 
in accordance with the Canadian Copyright Act and the Creative Commons license—CC BY-NC-ND (Attribution, 
Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the copyright holder 
(original author), cannot be used for any commercial purposes, and may not be altered. Any other use would 
require the permission of the copyright holder. Students may inquire about withdrawing their dissertation and/or 
thesis from this database. For additional inquiries, please contact the repository administrator via email 
(scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208. 





Submitted to the Faculty of Graduate Studies 
through the School of Computer Science 
in Partial Fulfillment of the Requirements for 
the Degree of Master of Science at the 
University of Windsor 
Windsor, Ontario, Canada 
2009 
© 2009 Xiaorong Cao 
1*1 Library and Archives Canada 
Published Heritage 
Branch 
395 Wellington Street 





Patrimoine de I'edition 
395, rue Wellington 
Ottawa ON K1A 0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-57628-1 
Our file Notre reference 
ISBN: 978-0-494-57628-1 
NOTICE: 
The author has granted a non-
exclusive license allowing Library and 
Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
AVIS: 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par I'lnternet, prefer, 
distribuer et vendre des theses partout dans le 
monde, a des fins commerciales ou autres, sur 
support microforme, papier, electronique et/ou 
autres formats. 
The author retains copyright 
ownership and moral rights in this 
thesis. Neither the thesis nor 
substantial extracts from it may be 
printed or otherwise reproduced 
without the author's permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. Ni 
la these ni des extra its substantiels de celle-ci 
ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting forms 
may have been removed from this 
thesis. 
Conformement a la loi canadienne sur la 
protection de la vie privee, quelques 
formulaires secondaires ont ete enleves de 
cette these. 
While these forms may be included 
in the document page count, their 
removal does not represent any loss 
of content from the thesis. 
Bien que ces formulaires aient inclus dans 




Author's Declaration of Originality 
I hereby certify that I am the sole author of this thesis and that no part of this thesis has 
been published or submitted for publication. 
I certify that, to the best of my knowledge, my thesis does not infringe upon anyone's 
copyright nor violate any proprietary rights and that any ideas, techniques, quotations, or 
any other material from the work of other people included in my thesis, published or 
otherwise, are fully acknowledged in accordance with the standard referencing practices. 
Furthermore, to the extent that I have included copyrighted material that surpasses the 
bounds of fair dealing within the meaning of the Canada Copyright Act, I certify that I 
have obtained a written permission from the copyright owner(s) to include such 
material(s) in my thesis and have included copies of such copyright clearances to my 
appendix. 
I declare that this is a true copy of my thesis, including any final revisions, as approved 
by my thesis committee and the Graduate Studies office, and that this thesis has not been 
submitted for a higher degree to any other University or Institution. 
in 
Abstract 
Computational grids make it possible to exploit grid resources across multiple clusters 
when grid jobs are deconstructed into tasks and allocated across clusters. Grid-job tasks 
are often scheduled in the form of workflows which require synchronization, and advance 
reservation makes it easy to guarantee predictable resource provisioning for these jobs. 
However, advance reservation for grid jobs creates roadblocks and fragmentation which 
adversely affects the system utilization and response times for local jobs. We provide a 
solution which incorporates relaxed reservations and uses a modified version of the 
standard grid-scheduling algorithm, HEFT, to obtain flexibility in placing reservations for 
workflow grid jobs. Furthermore, we deploy the relaxed reservation with modified HEFT 
as an extension of the preemption based job scheduling framework, SCOJO-PECT job 
scheduler. In SCOJO-PECT, relaxed reservations serve the additional purpose of 
permitting scheduler optimizations which shift the overall schedule forward. Furthermore, 
a propagation heuristics algorithm is used to alleviate the workflow job makespan 
extension caused by the slack of relaxed reservation. Our solution aims at decreasing the 
fragmentation caused by grid jobs, so that local jobs and system utilization are not 
compromised, and at the same time grid jobs also have reasonable response times. 
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1. Introduction 
Scheduling is the problem of allocating tasks to resources over time and under certain 
constraints. In High Performance Computing (HPC) area, job scheduling problem is to 
allocate the jobs (computational tasks) to resources (processors) over time. This kind of 
problem involves resource management based on the characteristics of jobs 
(computational workload, parallelization level, resource requirement, start/end time 
constraints, communication time with other jobs, and relative priorities) and the 
characteristics of resources (scale of processors, scheduling policies, computational speed, 
reservation, preemption and restoration). 
Optimization plays an important role in job scheduling, and has significant impact on the 
resource provider and resource user. From resource providers' point of view, load 
balance and system utilization is the key consideration to maximize their profit. From the 
resource user point of view, to minimize the response time of the jobs is preferable. 
According to the key issues above, our optimization focus on this job scheduling problem 
is to minimize response time, ensure scheduling fairness, and maximize the resource 
utilization. Response time of a job is the time span from the submission time to finish 
time of the job, and a long delay in a job may degrade the quality of service. Fairness is 
the overall evaluation based on the comparison between job's actual response time and its 
acceptable response time. Resource utilization is the percentage of used processors over 
time, and that is to say the less processors stay in idle state, the better it is. 
In the scheduling system, the optimization is conducted by the job scheduler, which 
resides in the operating system or scheduling middleware. Usually, resources are not 
immediately available and jobs are queued for future scheduling. Resources are shared by 
1 
jobs through space sharing (subsets of processors are assigned exclusively to certain jobs) 
and time sharing (multiple jobs share the same resources in different time slices). The 
job scheduler assigns the queued jobs to the available resources based on scheduling 
policy, and is responsible for identifying available resources, predicting job start time and 
finish time, matching job requirement to resource capacity, and making decisions on job 
preemption, restoration and reordering. 
When it comes to resources in HPC research, the focus is usually on cluster and grid. A 
cluster is a group of processors connected by local area network, and the processors work 
cooperatively under the control of a centralized scheduler. A grid is known as a group of 
geographically decentralized heterogeneous clusters connected by wide area network. In 
this thesis, the target resources are cluster and grid. 
There are two kinds of jobs mentioned in this research, local jobs and grid jobs. Local 
jobs are submitted and processed in the same cluster, while yid jobs demand high 
amount of resources, and are allocated globally across the clusters to alleviate the heavy 
workload of one cluster and minimize job response time. One kind of grid job, workflow 
job, consists of multiple tasks which have dependencies among each other (the output of 
one task is the input to another task); the geometrical description of workflow job is a 
Directed Acyclic Graph (DAG) as seen in Figure 1. 
Task 1 
Task 3 Task 2 
Task 4 
Figure 1. Workflow Job Structure 
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As can be seen in Figure 2, the Grid-scheduler discovers and selects the appropriate 
cluster for grid jobs; estimates job start time and response time for given resources; then 
based on the current state of clusters and the job requirements, it decides which clusters to 
use for grid jobs. 
The grid-scheduler in this thesis does not have centralized control over the clusters in the 
grid. Instead, it gets the prediction of task schedule from clusters before allocating the 
grid job tasks to clusters, and based on the prediction, grid scheduler makes resources 
allocation decision. The challenges of the grid-scheduler are to guarantee the schedule of 
workflow job tasks in an optimized order. Advanced reservation is a good solution for 
this challenge which brings about the guaranteed schedule for grid jobs. 
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Figure 2. Workflow Job Scheduled in Grid 
Advanced reservation is a request for certain amount of processors at certain time periods 
in future made by cluster user and approved by cluster scheduler. When the reservation is 
made, the absolute start time and the end time will be reserved. However rigid character 
of reservations can easily lead to a decrease in the system utilization and delay in the local 
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jobs. As seen in Figure 3, the rigid reservations leave fragmentations (unused resources) 











Next job to allocate 
Figure 3. Resource Fragmentation 
Relaxed reservation allows some flexibility to the advanced reservation which has a time 
frame with earliest start time and latest finish time, and based on the cluster status, 
reservation slides within the time frame to fill the fragmentation. As seen in Figure 4 
below, the red rectangle is time frame of reservation, and when fragmentation occurs 
ahead of reservation, the reservation can slide up to fill the fragmentation if there are 









Figure 4. Relaxed Reservation 
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This thesis proposes a combination of solutions for grid job scheduling including 
Heterogeneous Earliest Finish Time (HEFT) algorithm for workflow job, relaxed 
reservation, and extends the implementations in SCOJO-PECT simulation system. 
Further, the propagation heuristics are used to speed up the workflow jobs. System 
utilization and average relative response time are used as a metric to evaluate the 
solutions. 
The rest of the thesis is organized as follows. Related work is introduced in Section 2. 
Implementation details are discussed in Section 3. Experimentation setup and result 
analysis are presented in Section 4. Section 6 discusses the conclusion. And finally in 
Section 7 future work is discussed. 
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2. Related Work 
2.1 Grid Scheduling 
Grid scheduling maps the multiple tasks of a grid job into multiple clusters, and ensures 
the resource allocation and predicted time scheduling. Grid scheduling includes multiple 
issues not only in resource management and scheduling, but also scheduling prediction, 
service level provision, load balancing, dependencies and synchronization between tasks, 
and network connectivity between clusters. Current research has shown various 
approaches based on grid scheduling. In [1], the centralized grid scheduler allocates jobs 
based on the workload of every cluster, which prevents the cluster from being 
overwhelmed by large grid jobs. It implements local backfilling schedules and global 
backfilling schedules to ensure balanced workload between clusters. In [2], a distributed 
scheduler is introduced which applies resource negotiation and advance reservation, 
network connectivity element and performance estimation on job scheduling. In [3], 
bi-criteria grid scheduling is not only optimized over the response time, but also over 
another optional constraint such as the financial cost of running a task based on service 
level. This is also a distributed scheduler, and it provides acceptable trade off between 
response time and any other criterion such as resource accessibility, and leads to better 
quality of service based on two criteria. 
2.2 Reservation and Relaxed Reservation 
Unless a global scheduler performs all scheduling of local and grid jobs upon current 
availability of resources, reservation is absolutely necessary for workflow jobs with 
multiple tasks to ensure their scheduling with dependencies. Distributed scheduling 
requires a corresponding negotiation protocol for making the reservations [4]. The 
scheduling decision requires that multiple possible scheduling slots are obtained from 
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each site and matched against each other and against the requirements of the job [5]. 
Reservation, though not absolutely necessary, may also be desirable for the workflow 
model to provide quality of service and ensure that the job completes in a certain time 
frame [6] [7]. 
However, reservations involve several problems. They can easily lead to fragmentation 
which may lead to an increase in average response times [8] [5]. Furthermore, it may be 
difficult to find all the required time slots in a distributed negotiation protocol, especially 
if requiring simultaneous time slots [5]. 
To overcome the problem of potential fragmentation and increase in response times from 
reservations, reservation times may be kept flexible within certain time frames to adjust to 
dynamic resources availabilities, including dynamic start times for unpredictable 
fragmentations ahead and dynamic completion times for the insertion of other jobs ahead 
of the reservation [9] [10]. This approach is suitable for workflow scheduling but would 
not work for coordination of simultaneous grid jobs. A similar idea is to extend each 
reservation for tasks in a workflow graph to deal with uncertainties and possible delays 
from preceding jobs overrunning their reservations [11]. Closely related reservations 
which permit different resource allocation to satisfy a scheduling request within a certain 
time frame increase the flexibility of scheduling [12] but can support only workflow 
models. Alternatively, size adaptation may be used to schedule local jobs around 
reservations for grid jobs [13]. Flexible resource allocation in time and space dimension 
become feasible for simultaneous grid jobs if the start time is fixed after negotiation but 
the system is granted the dynamic choice to run the job dedicated with fewer number of 
resources or time-shared with a larger number of resources, while maintaining the same 
reserved runtime [14]. 
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Other tentative solutions to the fragmentation problem are bucket and space/time 
partitions. Pricing may be supported by creating different buckets along the space-time 
axis with potentially different space and time allocations which corresponds to a 
partitioning of the system in both the time and space dimension. (The latter is well-known 
from theoretic off-line scheduling as the shelves approach.) Grid jobs may be 
placed/reserved as they fit into the different buckets and be charged according to different 
bucket-start-times (in addition to potentially the jobs' sizes and runtimes) [15]. The 
bucket approach may lead to fragmentation and difficulties in handling jobs with very 
long and largely varying runtimes or in cases where jobs may run much shorter than 
predicted. 
Preemption of jobs can help avoid fragmentation. It can combine reservations for grid job 
with the local jobs and schedule them together in the coarse-grain time share system 
according to the job categories [16]. Similarly, gang scheduling can help increase the 
probability that reservations for grid jobs and local jobs schedule well together but 
coordination of simultaneously executing and communicating grid jobs would become 
difficult [13] 
The negative impact of reservations and the difficulty in finding scheduling slots may 
also be alleviated by imposing limits on the task sizes per site and rather spreading the job 
over a larger number of sites [17]. However, this approach only works as long as the 
remote communication cost is acceptable, and the benefits from the probability of finding 
matching slots for smaller requests have to be balanced with the probability of finding 
such slots on a larger number of sites. Imposing limits on the size of the reservations also 
permits improving performance bounds of the scheduling of the other jobs [18]. 
2.3 HEFT 
A workflow job is modeled as workflow graph (task graph) to represent parallel subtasks 
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with dependency between each other. There are two different kinds of workflow 
scheduling: best-effort based and quality of service constraint based [19], and many 
algorithms are available to solve the workflow job scheduling. One such algorithm is 
Heterogeneous Earliest Finish Time (HEFT) algorithm, which is a list scheduling 
algorithm. The objective of HEFT algorithm is to find a mapping of activities to resources 
that minimizes the schedule length (makespan, defined under WorkflowJob in section 
4.6.2) [20], with comparatively low complexity and high efficiency [6]. HEFT can be 
both best-effort based and quality of service constraint based. The variations of HEFT 
algorithm are discussed in many papers. When it comes to the workflow scheduling with 
deadline, unpredictable delay will lead to rejection of the whole workflow job if a part of 
the task cannot meet the deadline. Fault tolerance scheduling avoids the heavy penalty 
due to the unpredictability in the scheduling problem [11]. The spare time is added in 
every task's execution time to relax the task deadline, and the user requested workflow 
job deadline is used to distribute slack over tasks [11]. Background workload of clusters 
is used in HEFT algorithm for scheduling decision to ensure that clusters are not 
overloaded [21]. During the run time, the global scheduler detects newly available 
clusters, and migrates the tasks to available clusters through global scheduling [22]. 
Quality of service constraint can be used as a second dimension to reach an acceptable 
trade-off between makespan and concerns such as financial cost, deadline guarantees, and 
data accessibility [23] [3]. An additional optimization lies in the combining subtasks of 
two different workflow jobs, and interweaving task graphs to minimize fragmentation 
[24]. A search tree is built up during the creation of HEFT task list, and the tree allows 
backtracking for better global optimization [20]. 
2.4 Co-reservation 
Co-reservation has been used in current research and application services for maintaining 
good performance. In Globus Architecture for Reservation and Allocation (GARA), the 
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global co-reservation agents have the responsibility to discover collection of resources 
that satisfy an end-to-end quality of service requirement defined by the resource user, and 
at the same time the local Globus Reservation and Allocation Manager (GRAM) 
addresses the issue of heterogeneity in a resource set [25]. Also, the deadlock caused from 
reservation failure can be avoided by enforcing a standard on how resources are acquired 
(for example, IP address followed by disk number) [25]. Reservations for jobs are set 
sequentially by users or agencies negotiating with local schedulers which is an easier 
approach than using centralized meta-schedulers to control local schedulers at different 
sites [26]. A three-layered negotiation protocol can be used for advance reservation using 
a utility function based on a distance formula. The distance formula depends on resource 
demand and supply [15]. The three layers are - allocation layer within individual nodes, 
the co-allocation layer between nodes, and the inter-application layer [15]. In [27] [28], 
Worst Fit co-allocation policy tries to avoid reusing the same cluster, and leaves roughly 
equal numbers of idle processors in all clusters to balance the load of clusters. 
2.5 Communication Awareness Allocation 
The communication overhead among grid job tasks is discussed further in [29-31]. When 
grid tasks are allocated to different resources, decomposition process is used for 
partitioning the tasks into task groups, in order to minimize the communication among 
task partitions when the task components are running in parallel across clusters. There are 
two job placement policies: Cluster Minimization Policy (splits job into components with 
fixed processor requirement, and minimizes the number of clusters to be combined for a 
given parallel job) and Flexible Cluster Minimization Policy (splits job into components 
according to available processors in each clusters, and minimizes the number of clusters 
to be combined for a given parallel job and decrease the queue time of jobs) [29]. Two 
types of decomposition approaches are supposed to be well suited for task decomposition: 
Domain Decomposition which partitions the tasks of a job according to their disjoint 
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access to data domains, and Computational Decomposition which decomposes the tasks 
according to their independent use of processors while sharing the same data [29]. 
Another approach is based on a job structure with an initial set of tasks and all-to-all 
communication information. This approach groups tasks which communicate more 
frequently into one task collection by using flow theory, so that the communication 
between clusters is minimized [30]. Furthermore, when a job's tasks are allocated across 
multiple clusters, the system puts an upper limit on the inter-connection link capacity 
between adjacent clusters to reduce communication, and a lower limit on available 
processor number in each cluster for job partition to minimize the number of job 
partitions; thus the communication between multiple clusters is minimized [31]. 
3. SCOJO-PECT 
In this thesis, the Grid-Job Scheduling with Reservation and Preemption is proposed as an 
extension to SCOJO-PECT. SCOJO-PECT is a job scheduling simulation framework 
with extensive functionality supporting job generation, resource allocation, schedule 
prediction, job scheduling based on time/space sharing, workload statistics and 
scheduling statistics. It simulates the scheduling of one cluster with 128 processors. 
There are several characteristics of SCOJO-PECT: 
• Job Class: Jobs are classified into 3 classes (short, medium and long) based on their 
running time. [16] 
• Basic scheduling policy: The basic scheduling policy is first-come-first-serve (FCFS) 
for jobs in the same class. 
• Basic Backfilling Policy: Backfilling is used to increase utilization and decrease 
fragmentation for the resource and jobs in the back of the queue can be scheduled 
ahead of the jobs in the front of the queue if the former do not delay the latter. The 
basic backfilling policies of SCOJO-PECT are easy backfilling and conservative 
backfilling. In conservative backfilling, a job may be backfilled only if it does not 
delay any other job ahead of it in the queue. In easy backfilling, a job may be 
backfilled only if it does not delay any job other than the first one ahead of it in the 
queue. 
• Different service levels: The scheduler provides three different slices (short, medium 
and long) according to each job class. The jobs run in their own slices, and each slice 
has different duration. For example, long slices have longer duration than the others, 
which allows long jobs to run longer in one interval (consisting of three different 
slices). [16] 
• Preemption: The three slices use preemption as they take turns, and it solves the 
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problem such as when wide-long jobs block short or medium jobs from being 
scheduled. [16] At the end of each slice, unfinished jobs are forcibly stopped and 
suspended; and at the beginning of the same slice in the next round, the stopped jobs 
are restarted on the same resources. 
• Coarse-grain time sharing scheduler: Jobs in the same class are processed in 
parallel in the form of space sharing; jobs in different classes share the resources in 
the form of time sharing. Unlike gang scheduling which keeps the memory under 
pressure by preempting job information into memory, SCOJO-PECT is 
coarse-grained time sharing and suspends jobs to the disk at the end of the slice. [16] 
One interval with three slices is 60 minutes, and the overhead caused by job 
suspension only happens three times in 60 minutes. 
• Dynamic slice duration: The duration of slice is adjusted during different times of 
the day or adjusted depending on the workload of the submitted job mix. As seen in 
Figure 5, during the night time, usually there are longer jobs, SCOJO-PECT 
automatically generates long slices with longer duration, and medium slices with 
shorter duration. If there are no short jobs, short slices will be removed. Although, the 
slice time changes, the interval time does not change, and the jobs of each class still 
have a chance to run in every interval. This dynamic adjustment provides more 











Figure 5. SCOJO-PECT Dynamic Slices 
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• State maintenance 
• Job status: When a job is submitted, it will stay in waiting queue until its own 
slice comes and there are enough resources for the job, it will stay in running 
queue if the job starts in its own slice or gets backfilled, it will stay in 
preemption queue after the slice ends and before the job finishes. The states of 
job are maintained by the queue which the job belongs to. Each job class (long, 
medium, and short) has their own queue, and the queues of different class are 
processed respectively. Figure 6 shows the job status diagram. 
'own slice starts' or 
'non-type backfill'& 
'enough resource' 
Waiting j •f Running 
Submitted 
Job Finishes 
Figure 6. Job State Diagram 
Slice Status: The slice status starts with 'None' status. When there are short 
jobs in the waiting queue, the system generates three slices (short, medium and 
long), and goes through the three slice status, then back to 'None' status. When 
there are no short jobs in waiting queue, the system generates two slices 
(medium and long), and goes through the two slice status, then back to 'None' 
status as seen in Figure 7. 
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Short Slice Ends 
Short Job Waiting No Short JobWaiting 
Slice Ends ifcjSTo More Events 
Figure 7. Slice State Diagram 
• Safe backfilling: Safe non-type backfilling is 
employed, which means the preempted jobs and 
waiting jobs from other slices can be backfilled to 
the slices which do not belong to them, if there are 
enough resources and if it does not cause the 
delay of any jobs. Jobs backfilled in other slices 
can continue running on the same resources if 
their own slice is available. In Figure 8, two short 
jobs (in yellow) are backfilled into the medium 
job slice (in green) and the long job slice (in blue), 




_ . J W" 
Short Jobs 
Medium Jobs 
Figure 8. Multi-level Backfilling 
• Prediction: The prediction of response time of individual jobs is very important for 
quality of service and grid scheduler in making optimized scheduling decisions [32]. 
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The well performed prediction takes advantage of FCFS and conservative backfilling 
policy. Considering the unpredictability of multi-level backfilling, the real response 
time would only be better and never be worse than the predicted response time [33]. 
Grid scheduling in this thesis benefits from this prediction, because it gives the grid 
scheduler necessary information for making global reservation decisions. 
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4. Grid-Job Scheduling with Reservations and 
Preemption 
4.1 Extension of SCOJO-PECT 
Grid-Job Scheduling with Reservations and Preemption is proposed as an extension of 
SCOJO-PECT [16], and there are many enhancements in this implementation, such as: 
• SCOJO-PECT is a simulator of a single local cluster with a local scheduler. However, 
in this implementation, the system supports multiple clusters with their own 
schedulers, and a grid scheduler which works cooperatively with local clusters. 
• The jobs generated in SCOJO-PECT are independent of each other, while in this 
implementation, workflow job tasks have dependencies among each other. 
• SCOJO-PECT does not support advance reservation, jobs are scheduled based on 
FCFS policy. This implementation allows a reserved job to be scheduled after its 
earliest start time, which means the job may run later than some other jobs even 
though it is submitted before those jobs. 
• Furthermore, SCOJO-PECT does not support start time and end time prediction for 
advanced reservation, it only predicts future job scheduling when jobs can be 
scheduled any time after submission. In this implementation, the earliest start time is 
used as a parameter for the reservation start time prediction. 
4.2 Assumptions 
The implementation of Grid-Job Scheduling with Reservations and Preemption is based 
on the following assumptions: 
• The jobs are assumed to be computational intensive jobs which require significant 
CPU time, so the optimization is focused on processor resource, but not the resources 
like network bandwidth, storage or data. 
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• Reserved jobs are scheduled with best effort policy, not guaranteed policy. There is 
no deadline for reserved jobs, as long as they are submitted and scheduled, even if 
they are delayed and exceed the latest finish time, they are still processed as normal 
jobs. This is unlike some implementations where the reserved jobs are cancelled 
when they exceed the deadline. 
• Network connectivity within the cluster is not considered, it is assumed that the 
processors have all-to-all connections to each other. 
• The partitioning of grid jobs is considered as already decided before the grid job 
submission. There are complex issues related to partitioning such as optimization of 
partition tasks size and number based on network connectivity and resources capacity. 
In this implementation, the focus is job scheduling, so job partitioning issues are 
simplified and omitted. 
• The workflow job execution and communication matrices are assumed to be the input 
by the users. 
• The workflow job modeling is simplified, see Section 4.5.1 
• Fault tolerance issues related to cluster and grid, such as network disconnection or job 
processing exception are not considered. 
• The job run time is assumed to be input by the user. 
4.3 Goals 
The implementation of Grid-Job Scheduling with Reservations and Preemption is 
designed with the following goals: 
• Robust Design: The implementation is designed to perform scheduling experiments 
of grid, grid jobs and reservations. Therefore it should be easy to refactor and extend. 
• Quality of service: Advance reservation increases the quality of service for grid job 
scheduling; however it decreases the quality of service for local jobs. The rigid 
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reservation blocks the local jobs and can cause long response time. The design of 
relaxed reservation will help alleviate this problem. 
• Fairness: To guarantee that each class of job has a chance to run during each interval 
period, the grid job tasks are classified into different classes according to the 
SCOJO-PECT pattern, which follows the original design based on fairness as a 
critical issue. 
• Minimize grid job makespan: The makespan of grid job means the time duration 
from the start of the first task to the end of the last task. The scheduling should lower 
the makespan and ensure no unnecessary delay for each task with a local scheduling 
policy. 
• Accurate prediction: Because workflow tasks have dependencies among each other, 
the system needs to ensure that the predecessor task finishes before the successor tasks 
starts. Furthermore, the system also needs to minimize the unnecessary delay between 
the completion of predecessor task and the start of the successor task. To reach these 
two goals requires accurate advanced reservation prediction which if inaccurate may 
cause heavy penalty for workflow jobs to reschedule from time to time. 
• Minimize degradation in system utilization: Utilization is the percentage of the 
used resources over time. Advance reservation creates fragmentations (unused 
resources over a period), which decreases the system utilization. In this 
implementation, relaxed advance reservation is used to minimize the fragmentation 
and minimize degradation in system utilization. 
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4.4 Grid Job Scheduling Model 
4.4.1 Workflow Scheduling 
Usually workflow job is presented as directed graph called workflow graph. The nodes in 
the graph are considered as computational tasks, and the edges are considered as 
communication between tasks. A task cannot start until all its predecessor tasks finish and 
all communications between its predecessors and itself finish. 
Workflow model Simplification 
For simplicity, a few assumptions are made in the workflow modeling. 
1. The workflow graph is assumed to be static. The real life workflow might be dynamic, 
which means the edges and nodes of the graphs are undecided before the tasks start, 
and the nodes and graph are dynamically generated depending on the result of 
predecessor nodes. In this implementation, dynamic generation of workflow graph is 
not considered, and static workflow graph is assumed to be the input by the user. 
2. Directed Acyclic Graph (DAG) is used to represent workflow graph, which assumes 
that there is no loop in the directed graph. The real life workflow jobs may be more 
complex when they have loops which may need loop unrolling [33]. 
3. There is only one root and one exit in the workflow graph. DAG may have several 
roots and exits, however, for simplicity multiple roots and exits are not considered in 
this implementation. 
4. When it comes to communication time between tasks, dependencies among tasks are 
important. Communication time is considered less significant than the computation 
time. So minimization of communication time is not considered in the model. 
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4.4.2 Model Definition 
Resource 
A resource R can be defined as a tuple (P, N, S). S is a set of scheduling policies for a 
given cluster, P is a set of clusters pi, P2, ..., pj, which process jobs. All the clusters are 
fully connected with each other, and N c {(x,y)|x,yeP} is a set of network speed values 
between any two clusters. 
Workflow Job 
The workflow job can be defined as W (T, C) where T is a set of tasks ti, t2, ..., tk, and C 
is a set of communications ci, c-2, ..., cm, and C c {(u,v)ju,v G T} is a set of 
communications between tasks. M is the makespan of workflow job, which is the time 
period from the beginning of the first task to the end of the last task. SC is the schedule of 
a task which leads to minimized makespan of the workflow job. L represents the level of 
the workflow graph, which is the total number of nodes on the critical path (the longest 
path in workflow graph from the root node to the exit node). BF (Branching Factor) 
defines the ratio between the number of nodes and the number of communications [34]. 
BF is important for evaluating the scheduling policy in terms of collocation capability. 
4.4.3 Workflow Scheduling Problem Description 
Input: Workflow job W (T, C) and given resource R (P, N, S), 
Output: The schedule of every task in the workflow SC 
Objective: Minimize the makespan M of workflow Job 
Scheduling Constraints: 
1. Task Dependency Constraint: The dependencies between tasks are satisfied. 
2. Local Scheduling Policy Constraint: Schedule the tasks in clusters when the clusters' 
local scheduling policies (S) are satisfied. 
21 
4.4.4 HEFT Algorithm: Solution for Makespan Minimization 
Objective and Task Dependency Constraint 
• HEFT Algorithm: An Introduction 
Heterogeneous Earliest Finish Time (HEFT) is a dependency mode algorithm which 
provides a solution for ordering and mapping workflow tasks to heterogeneous resources 
based on workflow graph task dependencies to finish the workflow at earliest time [19]. 
There are three phases in HEFT algorithm [6]: 
1. Weighting phase: For workflow W(T, C), get weights of the tasks in T and weights of 
communication in C are based on the resource R(P, N). 
Please notice, the resource model R in HEFT does not include local scheduling policy 
S unlike the model R(P, N, S) discussed in 4.6.2.1 
The weight of a task t e T is the average value of predicted execution times of all 
clusters: 
W(t) = £«{ExcTimet(p)}, V t e T (1) 
The weight of communication c is the average value of predicted communication time 
from cluster pj to cluster pj : 
W<& = V*S!W.P ( C o m m T i m e c (Pi, Pj)}> V ce C (2) 
2. Ranking phase: Decide the order of tasks based on when the tasks start. The rank is 
calculated as the value of the task t's weight plus the maximum rank value of its 
successors: 
*(*) = ' V ( S 6 c {^(t) + ^(t,Succ) + * (Succ)} (3) 
3. Mapping phase: Sort the ranked tasks in descending order, and map to the cluster 
which provides the lowest latest finish time. The mapping phase in this 
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implementation is related to local scheduling policy, and will be discussed in 4.6.1.5. 
Table 1 shows an example of ranking process: For a workflow with tasks A, B, C, D, and 
a set of resources Rl, R2, R3, calculate the weight of each communication and execution. 
Then calculate the rank R of each task, and the tasks are scheduled in non-decreasing 
order of the rank. 
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l(A)=max{W(A) + W(A,B)+J{B)!W(A)+ 
F{AC)+7?{C7)}=mffir{7+5+26.7+3+15} = 38, 
Table 1. HEFT Algorithm Example [6] 
• The advantage of HEFT 
Table 2 shows the comparison of the well known scheduling methods. In the table, the 
batch mode scheduling is applied to reduce the communication delay, by grouping heavy 
communication tasks or by minimizing data transmission. However, in this 
implementation, dependency issue is the focus, and communication time is considered not 
as significant as the computation time and optimization of communication is omitted. So 
minimization of communication time is not involved in the model. The complexity of 




\ weights 7 
>rank=3S 
weight=.? 

























































































Greedy randomized adaptive 
search procedure (GRASP) 
Genetic algorithms (GA) 














Decision is based on one task. 
Decision based on a set of parallel inde-
pendent tasks 
Decision based on the critical path of the 
task 
Ranking tasks based on their critical path 
and re-ranking adjacent independent 
tasks'by. using a batch mode algorithm 
Replicating tasks to more than one re-
sources in order to reduce transmission 
time 
Global solution obtained by comparing 
differences between randomized sched-
ules over a number of iteration. 
Global solution obtained by combining 
current best solutions and exploiting new 
search region over generations. • 
Global solution obtained by comparing 
differences between schedules which are 
generated based on current accepted solu-
tions over a number of iterations, white 
the acceptance rate is decreased. 
* where v is the number of tasks in the workflow, m is the number of resources and g is the number of tasks 
in a group of tasks for the batch mode scheduling. 
Table 2. Grid Scheduling Algorithms [19] 
4.4.5 Relaxed Advance Reservation in SCOJO-PECT: Solution for 
Local Scheduling Policy Constraint 
As introduced in Chapter 3, SCOJO-PECT is a simulation framework for job scheduling. 
It provides multiple slices for different classes of jobs (short, medium and long). The 
basic policy is coarse grain time sharing among different job classes, and first come first 
serve space sharing with conservative backfilling within one job class. 
To coordinate with the grid scheduling, reservation is used to guarantee the necessary 
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processor resources for workflow tasks in future. Relaxed reservation is used to alleviate 
the problem of fragmentation. The model of relaxed advance reservation is described 
next. 
Problem description: 
The attribute of task t: EST(t) is the earliest start time of task t, EXC(t) is the execution 
duration, SST(t) is the scheduled start time. Communication time between task t and its 
predecessor is COMM(Pred,t). Predicted response time PRT(t,p,s,ST(t)) is the time when 
task t finishes. LFT(t,p,s,ST(t)) is the latest finish time of task t. A workflow slack portion 
SLPA is set to calculate the slack ahead of the task in the task schedule. A workflow slack 
portion SLPB is set to calculate the slack behind the task in the task schedule. MAF is the 
move-ahead factor for calculating the amount of time the task can move ahead because 
the jobs ahead of it are non-type backfilled and finish in advance. NBP is the Non-type 
Backfilling Probability of the job type which the scheduled task belongs to. It is 0.025 for 
medium jobs and 0.04 for long jobs. 
Relaxed reservation schedule: setting attributes of the task t, including processing 
resources p, EST(t), ST(t), LFT(t,p,s,ST(t)). 
Input: 
A set of resources R (P, N, S). P is a set of clusters, N is a set of network speed values 
between any two clusters, and S is a set of scheduling policies on P 
Task t in workflow job, and te T. 
The earliest start time of task t, EST(t) 
Output: 
The relaxed reservation schedule of task t on cluster p which provides min 
LFT(t,p,s,ST(t)), p follows scheduling policy se S, given the start time EST(t) 
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Objective: As in the third phase of HEFT, the grid scheduler schedules the task t in the 
cluster p which provides min LFT(t,p,s,ST(t)), p follows scheduling policy s e S, given 
the start time ST(t). 
LFT(t,p,s,EST(t)) is the predicted latest finish time of task t, predicted by cluster peP, 
following scheduling policy se S, given the start time ST(t). 
LFT(t,p,s,EST(t)) = PRT(t,p,s, ST(t))+ EXC(t)* SLPB (4) 
PRT(t,p,s,ST(t)) is the predicted response time of task t, predicted by cluster p e P, 
following scheduling policy se S, given the start time ST(t). 
The earliest start time is start time subtracts Slack 
EST(t) = ST(t) - EXC(t)* SLPA - MAF* NBP*(ST(t)-CurrentTime) (5) 
EST(t) is the earliest start time of task t, and it is the maximum value of the predecessors' 
latest finish time plus the communication time between this task and the predecessor. 
ST(t) = v,P^ ) ec { LFT(Pred) + COMM(Pred, t)} (6) 
EXC(t) and COMM(Pred, t) are user inputs, and SLPA, SLPB, NBP and MAF are 
constants. CurrentTime is the system time of the cluster. 
4.4.6 RARS-HEFT Algorithm 
RARS-HEFT (Relaxed Advance Reservation SCOJO-PECT HEFT) Algorithm 
Input: 
Workflow tasks W(T, C), T is a set of tasks, C is a set of communications between tasks 
A set of Resources R (P, N, S), P is a set of clusters, N is a set of connections between 
cluster, S is a set of scheduling policies of the clusters 
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Output: 
A list of scheduled relaxed reservation (earliest start time, start time, latest finish time) for 
tasks in T 
compute the average execution time for each te T according to (1) 
compute the average communication time for each ceC according to (2) 
compute the rank value for each task according to (3) 
sort the tasks in a scheduling list L by descending order 
While (L is not empty) do 
t = the first task in L 
remove first task in L 
predecessorsList = t.getPredecessors() 
Set MinLatestFinishTime to the largest integer 
Compute ST(t) according to (6) 
For clusterIndex:=T To P.size() Do 
Call local P[clusterIndex]'s predict function to get PRT(t) 
Compute EST(t) oft according to (5) 
Compute the LFT(t) according to (4) 
If (MinLatestFinishTime > LFT(t)) 
MinLatestFinishTime = LFT(t) 
Index = clusterlndex 
End If 





4.5 Grid Scheduler 
Grid scheduler is known as the scheduler that works on top of local schedulers. It makes 
grid job scheduling decisions based on negotiation with local schedulers, finds the 
optimized scheduling for grid jobs in a global view, and matches the multiple tasks in grid 
jobs to the multiple local clusters. 
When grid jobs are submitted to the grid scheduler, they are kept in the grid job queue, 
and based on the necessity of each task in grid job, grid scheduler negotiates with local 
scheduler. When the negotiation is satisfied, the grid scheduler puts the tasks into the 
queues of different clusters as seen in Figure 9. 







Figure 9. Grid Job Processing from [15] 
Task admission: 
The grid jobs are submitted to grid scheduler, which is responsible for job admission and 
job generation. 
Resource allocation: 
Just-in-time allocation and look-ahead allocation are two different strategies for resource 
allocation [1]. Just-in-time allocation is usually applicable for the tasks without 
dependency concerns, while look-ahead allocation requires the scheduler to make 
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decisions to allocate all the tasks in advance [1]. This thesis uses look-ahead allocation 
for allocating jobs with dependencies and parallelization. 
Because grid scheduler needs to decide on which cluster to allocate a job for the best 
scheduling, job response time prediction is critical. SCOJO-PECT provides a framework 
for response time prediction, however, it does not support advanced reservation 
prediction. This implementation adds the prediction functionality for advance reservation. 
Task coordination: 
The scheduler should be able to coordinate resource request based on tasks' dependencies, 
parallelization and network communication. So the scheduler needs to make the decision with the least 
amount of delay caused by resource unavailability and data transfer. To ensure the guaranteed 
availability of resources in clusters during certain period of time, advance reservation is necessary. 
4.6 Prediction of Response Time for Advance Reservation 
Prediction of the start time and the response time of individual tasks is very important for 
grid scheduler to make grid job scheduling decisions, because all the grid tasks need to be 
scheduled at once before the first task starts. In this implementation, the RARS-HEFT 
algorithm needs to use the response time prediction as an input during the grid job 
scheduling, but the original implementation of SCOJO-PECT only supports prediction of 
response time for non-reserved jobs. In this implementation, modification is made to 
extend the advance reservation prediction functionality. 
Original design of prediction: In Figure 10 A, the two dimensional graph shows the 
resource usage of one cluster, Job 1 and Job 2 are previous scheduled jobs, two free 
Resources 1 and 2 are available, and job 3 is waiting for start time estimation. The 
scheduler will schedule the job as seen in B, Job 3 is scheduled to occupy part of the free 
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Resource 2 where there are enough processors. Then free Resource 2 is decreased in 
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Figure 10. Original Design of Prediction 
Estimated 
Start Time 
The original prediction can only predict the job which "attached" to the scheduled jobs, 
for example, Job 3 is attached to Job 2. However, the prediction of future reservations is 
not considered. This implementation provides a solution for this problem. 
Prediction in this implementation: Figure 11 A is similar to the previous graph but the Job 
3 is a reservation which cannot start before its reservation time. Job 3 is scheduled to 
occupy part of the free Resource 2 with the following 3 steps: 
Step 1. Identify the time duration of new free Resources 2 and 3 as in B; 
Step 2. Decrease the free processors in free Resource 3 as in C 
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Figure 11. Modified Design of Prediction 
4.7 Advantages of Relaxed Reservation in Real Scenarios 
The local scheduling policy includes relaxed reservation and coarse grain time share. 
There are several scenarios which describe the advantages of the cooperative effect of 
these two elements. 
• Advantage of relaxed reservation when job ahead finish earlier 
The relaxed advance reservation ensures the synchronized scheduling of grid jobs and 
decreases the fragmentation. It creates many possibilities for different optimizations. 
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Some examples illustrating the advantages are explained below. In Figure 12 A, there is a 
relaxed reservation with the red square representing the time frame, the job ahead of the 
reservation finishes earlier as seen in B, the reserved job can "slide" up to fill the 
fragmentation as seen in C. Here slide means reschedule with the relaxed time frame. In 
this scenario, the fragment is filled up by the reservation to increase the system 
utilization. 
Nodes Nodes Nodes 
T Reservation 
A B C 
Figure 12. Advantage of Relaxed Reservation When Job Ahead Finish Earlier 
• Advantage of relaxed reservation during the rescheduling optimization with 
backfilling 
The relaxed reservation provides a good flexibility for maximizing the system utilization. 
The schedule of reservation is not fixed but can slide up and down, which may create just 
enough resources for other jobs to backfill. In Figure 13 A, there is a relaxed reservation 
and a job for backfilling, however, the fragment ahead of the reservation does not have 
enough resources for the job for backfilling to insert inside. In B, the reservation "slides" 
down and gives the job for backfilling enough resources to fill the fragmentation. This 
feature is not implemented in this thesis, but the relaxed reservation mechanism provides 







Figure 13. Advantage of Relaxed Reservation during Rescheduling Optimization with Backfilling 
• Advantage of relaxed reservation when preemption is avoided 
Preemption happens when jobs are not finished before the end of slices. In preemption, 
job information will be written in hard disk and reloaded before the next slice of the same 
type occurs. Because preemption involves overhead which increases the relative response 
time of jobs, it is preferable to avoid preemption if possible. In Figure 14 A, there is a red 
job waiting to be scheduled, while in B the relaxed reservation provides a possibility to 
reschedule the job in the next medium job type slice, rather than scheduling the job and 
preempting it right after it starts. In C, the job "slides" down to the next own type slice, so 
that the preemption cost is avoided and the "given up" available resources can be used for 
another short job to backfill. In this sense, the relative response time of the read job is 
decreased. This feature is also not implemented in this thesis, but the relaxed reservation 
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Figure 14. Advantage of Relaxed Reservation Which Saves the Preemption Cost 
4.8 The Conflict between Makespan Minimization Objective and 
Local Scheduling Policy 
Relaxed reservation is designed to decrease the system fragmentation and increase the 
utilization; however it creates "spare time" for tasks, which means the tasks need to wait a 
longer time to start. Therefore, the overall makespan of workflow is extended compared 
to no "spare time". As seen in Figure 15, the makespan of the workflow job which has 
tasks without spare times in A is shorter than that in B which has tasks with spare times. 
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Cluster 1 Cluster 2 










Figure 15. Spare Time in Propagation Heuristics 
4.9 Solution for Conflict: Propagation Heuristics 
Propagation Heuristics mediates the conflict between relaxed reservation and workflow 
makespan minimization by tracking in real time the status of tasks and reschedules the 
tasks when necessary. After the reservation of all the tasks in the workflow, the system 
keeps on tracking the status of all the tasks. If a task's predecessors have finished, this 
task's earliest start time will be changed to the current time. When there are enough 
resources, this task will be rescheduled. As seen in Figure 16, in A, there is an workflow 
job. In B, when task 1 finishes, the earliest start times of task 2 and task 3 are adjusted 
accordingly, so that they have the opportunity to be rescheduled earlier, given enough 
resources. C describes the best scenario that task 2, 3 and 4 are rescheduled earlier by 
propagation heuristics. 
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Figure 16. Best Scenario of Propagation Heuristics 
Algorithm 2. Propagation Algorithm 
On the event when task t finishes 
Query task t's dependents dj 
For Each d; 
If all dj's predecessors pj has finished 
EST(dj) = currentTime + Max((finishTime (pj)) + (communicationTime(di, pj))) 
End If 
End For 
4.10 System Design 
There were two packages in the original SCOJO-PECT project, EventBaseSimulator 
package defines the basic functionality of event processing, and HPCSimulator package 
consists of the common libraries of SCOJO-PECT including job generation, job queuing, 
resources allocation, slice switching, statistics and so on. In this thesis, the original design 
of both packages above has been modified. The GridSimulation package is added for grid 
scheduling and grid jobs implementation. 
4.10.1 Design Modifications in EventBaseSimulator Package 
The new design abstracts EventProcessResource from EBSimulator and makes 
EventProcessResource a generalized representation of resources process jobs. The 
EventProcessResource is used as the super class of Cluster and Grid. The new design 
allows multiple EventProcessResources to handle events. Event class has a new 








. :'• :7:..:: j ; v : " • Attributes '••:.'.. ':
;,;;,;.'':
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Figure 17. Class Diagram of EventBaseSimulator 
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4.10.2 Design Modifications in HPCSimulation Package 
The new design seperates the original ClusterSimulator class into two different classes: 
Cluster class and Simulator class. Cluster class as a subcluss of EventProcessResource is 
abstraction of resources with functionality such as event handling and resources 
allocation. Simulator as the subclass of EBSimulator, is responsible for system 
initialization, event queue controlling and system time maintainance. 
Grid class is added to represent the data structure of grid and functionality of grid 
scheduler (see Section 4.5). Grid and Cluster are the two subclasses of 
EventProcessResource, as both of them are deemed as reources but at different levels and 
provide different functionalities. Grid generates and allocates the grid jobs in clusters 
(workflow jobs and simultatneous jobs), while Cluster processes local jobs. The design 
details are represented in the class diagram as follows. 
EventProcessResource 
Attributes 
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private WorkflowJob workflowJobList[0..*] 
Operations 
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Figure 18. Class Diagram of Resource 
One Simulator instance has one grid instance and multiple cluster instances, every Cluster 
has one JobScheduler (PreemptionScheduler) and one ShareControl. The design details 
are represented in the class diagram as follows: 
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private Type type 
private SimpleTime endTime 
package SimpleTime slotTime 
Op&a&im 
Figure 19. Class Diagram of HPCSimulation 
4.10.3 The GridSimulation Package 
GridJob class and Task class are subclasses of Job; WorkflowJob is the subclass of 
GridJob; and WorkflowTask is the subclass of Task. One WorkflowJob instance has a list 
of WorkflowTask instances, and a list of Communication instances which provide the 
communication among WorkflowTasks. One WorkflowTask instance has two lists of 
WorkflowTask as predecessors (parents) and successors (children). One WorkflowTask 
instance also has two lists of Communication instances: communicationln which is the 
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communication between an instance and its parents, and communicationOut which is the 
communication bewteen an instance and its children. Communication Class records the 
two workflow tasks and communciation time between them. The class diagram is given 
below. The modeling of workflow job is discussed further in Section 4.6.1. 
Grid Job 
ptifeti£fte& aarirasfasf J 
Job 





jprhnafie SfnflaTsTia refcemedTime 
urinate «H8a>C«fiii 
ptmgnA SmsteTstMi IMer>«fts*iTsfia 
Gp&O&OM 
Workflow Job 
pm-ste trt £»aaiknT*ri<&i3SE«!0. ',0."] 
{!«•.«• M Cd?iitmrt£3toiTKTi<A(*r.t|Q .* ,Q..'] 













or vate .:« oonini .nur.crOJ'NuMlKr 
» v3te .Tft -.Tit 
sir YOK n: awyage»l jrri Tie 
w a s c in! 7'd.csil3 
pr vjfts acKK&n -vVi-TasJi 
















Figure 20 Class Diagram of GridSimulation 
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4.11 Workload Modeling 
4.11.1 Local Job Modeling: 
In this implementation, Lublin-Feitelson statistical workload model [34] is used for 
creating the synthetic workload and for result evaluation. This workload model is derived 
from real-life workload traces from San-Diego Supercomputer Center, Los-Alamos 
National Lab, and Swedish Royal Institute of Technology in Stockholm. The workload 
model is widely used in job scheduling research which includes the connection between 
size and runtime of parallel jobs and serial jobs, the density of job submission during 
different times of the day. The job traces represent the workload of a real life system 
which is suitable for the research in this thesis. 





























































Table 3. Experiment Workload Setup 
The scheduler follows the following parameters: 
Interval time 
Share for short slices 
Share for medium slices 
Share for long slices 
Preemption overhead 
Short job duration 
Medium job duration 
Long job duration 
3600 seconds 
Dynamic, but less than 600 seconds 
30% relative share of one interval 
70% relative share of one interval 
60 seconds 
Less than 600 seconds 
Less than 3 hours 
Larger than 3 hours 
Table 4. Scheduler Parameters 
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4.11.2 Grid Job Modeling: 
Workflow jobs in this thesis are not included in the Lublin-Feitelson statistical workload 
model, therefore this implementation modifies job generation to fit the requirement. The 
jobs, which have runtime larger than 6000 and smaller than 60000 and processor 
requirement larger than 10, will be available for the modification. Certain percentage 
(depends on the configuration) of the modification available jobs will be split into 





Job A workflow Job B 
Figure HGenerate Workflow Job B by Splitting Simple Job A 
In Figure 21, job A was partitioned into grid job B with 5 tasks. The workloads of job A 
and the grid job B are the same. Task 1 is the first task to run, and when task 1 finishes, 
task 2, 3, and 4 (after communication with task 1) start and run in parallel; finally task 5 
starts after the completion of its predecessors tasks 2, 3 and 4 and communication 
between task 5 and the predecessors . The communication time among tasks are generated 
randomly from a range of 20 seconds to 600 seconds. Because the testing in this thesis is 
not focused on the workflow job model, the level of the workflow graph L is assumed to be 
3, and the branching factor BF is assumed to be 5/6. 
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Furthermore, two matrices are generated: The communicational matrix represents the data 
transfer time of every communication in workflow graph over every combination of two 
clusters. The computational matrix represents the execution time of every task in 
workflow graph in every cluster. 
The simplification of grid job model is to maintain the stability of Lublin-Feitelson 
statistical workload model, and to reach the predictable workload and evaluation statistics. 
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5. Experiments and Results Analysis 
5.1 Testing Plan 
The testing has been done to identify the advantages of relaxed reservation and 
propagation heuristics. 
The following criteria have been tested: 
• Local job (long and medium) average relative response time 
• Grid job (long and medium) average relative response time 
• Grid job makespan 
The testing has been conducted for different values of: 
• Amount of slack in time frame 
• Percentage of grid jobs 
• Propagation heuristics - enabled or disabled. 
Because short jobs are not affected by the grid tasks which are long and medium jobs and 
which only occupy long and mediums slices, so the result analysis of short jobs is omitted 
5.2 Experiment Result 
The definitions of terms used in the following figures: 
RR-Medium: Average relative response time of medium jobs. 
RR-Long: Average relative response time of long jobs. 
RR-Long-Grid: Average relative response time of long grid tasks. 
RR-Medium-Grid: Average relative response time of medium grid tasks. 
7IT: Propagation heuristics use is set to True and job generation seed is 71. 
71F: Propagation heuristics use is set to False and job generation seed is 71. 
3 IT: Propagation heuristics use is set to True and job generation seed is 31. 
3 IF: Propagation heuristic is set to False and job generation seed is 31. 
3T: Propagation heuristic is set to True and job generation seed is 3. 
3F: Propagation heuristic is set to False and job generation seed is 3. 
13T: Propagation heuristic is set to True and job generation seed is 13. 
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Figure 23. Average RR of Grid Tasks in the Clusters According to the Percentage of Task 
Reservations in All Jobs 
Figure 22 shows the average relative response time of jobs in the clusters including both 
local jobs and grid jobs for different values of the percentage of task reservations. In the 
tests, we use the jobs with runtime between 6000 and 60000, and pick 0%, 20%, 40%, 
60%, 80%, 100% of these jobs to generate grid tasks. The percentage of task reservations 
presented in the Figures (0%, 7%, 13%, 18%, 22%, 26%) is the total number of task 
reservations divided by the total number of medium and long jobs including the task 
reservations. The job generation seed is set to 71. The time frame portion SLPA is 1, 
SLPB is 0, MAF is 4 and propagation heuristics is disabled. The result implies that the 
relative response time of medium jobs processed in the clusters increases with an increase 
in percentage of grid tasks. This is because the higher percentage of reservation causes 
higher amount of fragmentation, which makes it more difficult for jobs to get enough 
resources, so waiting for sufficient resources to be available extends their response time. 
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However, unlike medium jobs, the relative response time of long jobs does not increase 
because the long runtime of long jobs undermines the change in response time. 
Figure 23 shows the average relative response time of grid tasks in the clusters according 
to task reservations. Similarly, the result here leads to the conclusion that the relative 
response time of medium grid tasks increases with an increase in percentage of grid job 
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Figure 24. Average Makespan (in seconds) of Grid Jobs According to the Percentage of Task 
Reservations in All Jobs. TRUE and FALSE refer to the enabling and disabling of propagation 
heuristics, respectively. 
Figure 24 shows the average makespan of grid jobs with respect to the task reservation 
percentage, and in the presence of absence of the propagation heuristics. Time frame 
portion SLPA is 1, SLPB is 0, and MAF is 4. Based on this result, the makespan of grid 
jobs increases with an increase in the percentage of grid jobs. The reason is the same as 
the analysis for Figure 22. Furthermore, the makespan is lower when propagation 
heuristics is enabled, which means the propagation heuristics is helpful for minimizing 
the makespan of workflow jobs. This experiment shows that the propagation heuristics 
algorithm significantly decreases the workflow makespan by approximately 20%. 
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Figures 25 and 26 show average relative response time of jobs in the clusters, when the 
job generation seeds are set to 71, 3, 31, 13, and propagation heuristic is enabled or 
disabled. Time frame portion SLPA is 1, SLPB is 0, and MAF is 4.The graphs clearly 
show that when the propagation heuristic used, the relative response time is lower for 



















































Figure 26. Average RR of Grid Tasks in Clusters with Respect to Presence or Absence of Propagation 
Figure 27 shows the average makespan of grid jobs, when the job generation seeds are set 
to 71, 3, 13, 31, and propagation heuristics is set to present or absent. The time frame 
portion SLPA is 1, SLPB is 0, and MAF is 4. It clearly shows that the propagation 
heuristics decreases the makespan of grid jobs. 
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Figure 27. Average Makespan(in seconds) of Grid Jobs According to Propagation Heuristic, TRUE 
and FALSE refer to the enabling and disabling of propagation heuristics, respectively 
Figures 28 and 29 show, that if the propagation heuristics is enabled, the RR of overall 
medium jobs and RR of medium grid tasks decrease as the portion of time frame SLPA of 
reservation increases from 0% to 350%. SLPB is 0, and MAF is 0, and the propagation 
heuristics is enabled. This decreasing trend indicates that because of the proper amount of 
slack in relaxed reservation, medium grid jobs have shorter response time when they 
"slide" up in the time frame to fill the fragmentation. However, it is hard to identify the 
trend of RR of long jobs because the long runtime undermines the change in response 
time. 
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Figure 29. Average Gird Task RR of 4 Clusters According to Reservation Time Frame Portion 
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6. Summary and Conclusion 
In this thesis, the grid job scheduling with reservations and preemption is presented. The 
grid jobs which contain multiple tasks and communications between tasks are allocated to 
the clusters which provide earliest response time, so that the objective of minimizing 
makespan of workflow job is attained. HEFT algorithm, a grid job scheduling algorithm, 
is used to ensure the dependencies between tasks by sorting them and scheduling them in 
order. 
Moreover, this implementation inherits the advantages of original design of 
SCOJO-PECT scheduling framework: ensuring the fairness of scheduling different class 
of jobs, and ensuring the predictability of job scheduling. The advance reservation is used 
to insure workflow task synchronization. To avoid the fragmentation and system 
utilization loss caused by advance reservation, the relaxed reservation is applied which 
provides certain flexibility for reservations to "slide" up and down to fill fragmentation 
and decrease its response time. 
Furthermore, a propagation heuristics algorithm is used to alleviate the workflow job 
makespan extension caused by the slack of relaxed reservation, and it also provides 
enough opportunities for a task to reschedule to a time earlier than its original schedule. 
As predicted, the experiments show that the relaxed reservation plays a detectable role in 
decreasing overall job relative response time for medium grid tasks. However, to get the 
right amount of slack, further research and testing is required 
Furthermore, experiments indicate that the propagation heuristics algorithm performs 
very well by significantly decreasing the workflow makespan by approximately 20%. The 
propagation heuristics also brings the advantages of lowering the relative response time of 
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both medium and long jobs in clusters. 
When the reservation runtime is less than 60000 seconds, most of the time, the system 
utilization decreases less than 2%. However, occasionally the system utilization decreases 
around 4%. Experiments also showed that the same percentage of reservations with 
runtimes longer than 60000 seconds adversely affects the utilization. The degradation of 
utilization means that the system is overcommitted. It is likely that there is too much 
fragmentation for large percentages of reservations, and the percentage of reservations 
should be lower than 26%. The experiments show that if the percentage of reservations is 
13% or less, then the system utilization is not adversely affected. For reservation 
percentages of more than 13%, it may already help if the reservation workload is better 
balanced among the clusters since we found only one out of the four clusters having 
decreased utilization. The investigation for this problem needs further experimentation 
and analysis. 
One of the significant contributions of this thesis is the use of the combination of HEFT 
grid scheduling algorithm, relaxed reservation, and SCOJO-PECT coarse grain time share 
framework to schedule grid jobs. Also, the novel idea of propagation heuristics was 
introduced in this thesis to further improve the grid job scheduling performance. Further 
work is needed to explore an optimal solution to set the slack and to alleviate the system 
utilization degradation. 
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7. Future Work 
Grid scheduling of workflow job tends to increase the system capability and performance 
of resource demanding jobs, and thus improves the quality of service of the system. A 
good quality of service is highly desirable, and its metrics include many concerns other 
than minimizing the makespan, such as financial cost of services, deadlines guarantees, 
data accessibility and so on. 
The partitioning of grid jobs into tasks in this implementation is provided by the users. 
However, in real life scenarios, smart partitioning can minimize the communication time 
between tasks. When the tasks are scheduled in the same cluster their communication 
time would be very small and can be ignored compared to the inter-cluster 
communication. But when the tasks are scheduled in different clusters, the 
communication between remote sites takes much more time. Therefore, partitioning the 
tasks and keeping the frequently communicating ones in the same cluster is another topic 
of interest. 
In this thesis, the workflow job is modeled with the concern of dependencies between 
tasks; however, in real life workflow, there might be parallelization concerns. The 
parallelization means multiple tasks might be required to run at the same time. The 
workflow job can have both dependency constraints and parallelization constraints among 
tasks; considering this combination, the modeling and implementation would need further 
exploration. 
The real life grid jobs might be dynamic jobs, the workflow graph might be dynamically 
changing based on the result of tasks. This unpredictable behavior of the dynamic 
workflow also provides more possibilities for further research in non-deterministic 
behavior of workflow, and scheduling based on this behavior. 
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