Abstract. In the "Internet+" digital age, the use of customers' information was not fully utilized when pushed the information. The traditional similarity exists some problems, such as incalculable, indistinguishable and high-level etc., it results in poor pertinence of personalized product services and a decline in the quality of recommendations. Concerning this shortcoming, this paper proposes a collaborative filtering recommendation algorithm based on the user's portrait model customer rating, and use the customer's rating results to make recommendations. To this end, a "user portrait" mathematical model was constructed, the similarity was improved by using a discrete-volume correlation theory and was weighted approaching to the users' preference. It would be more accurate for "K" nearest neighbor set by similarity calculation. Furthermore, this paper recommends more suitable products to users. The experiment was conducted with the customer's sales data of Le Bee net Cosmetics, it shows that the method proposed in the paper improves the accuracy of the recommendation effectively and improves the recommendation quality to some extent.
Introduction
In the digital age, more and more data have been generated day by day, the user's shopping behavior will produce trajectory. These tracks reflect the habits, personalities, interests and other information of consumer behavior to a certain extent. At the same time, these scattered data are collected, recorded and stored. After a series of processing and handling, the data can be transmitted to the user in the form of valuable information and reconstruct the consumer's demand [1] . According to the user's basic characteristics, interest, behavior etc which can abstract model. The tagged model is called "user portrait" [2] [3] . The personalized recommendation system can be used to help companies recommend the most suitable product to users in a large amount of information, thereby improving the user's awareness of the product.
Currently, the most widely used personalized recommendation system is the collaborative filtering recommendation algorithm [4] [5] . Goldberg D [6] was the first to propose recommendation system based on collaborative filtering algorithm, and it also indicates that the target users are recommending other users with their own behavior types. Cai [7] studied model-based citation recommendation methods, through initiating random walks for individual query researchers in personalization recommendations to create personalization on subgraphs in three-tier interactive clustering methods. Pirasteh P [8] designed an adaptive weighted similarity calculation method that considers user noncommon scoring items and some user's behavioral habits. Park [9] proposed a fast collaborative filtering algorithm, RCF, which uses a K-nearest neighbor graph, uses the items which had been graded to find K-nearest neighbors. This paper improves the similarity calculation, propose a collaborative filtering algorithm that integrates discrete variables and approach to user preference. Through the customer score value obtained by the forecast, the paper finds the user sets with the most similar interest and recommend the products which the users are interested in. That is the Top-N recommendation. 
Research on Recommendation Technology Based on User Portrait Customer Ratings
In this paper, by improving the traditional collaborative filtering algorithm, as shown in Figure 2 . 
Calculation of Traditional Similarity
The traditional common similarity calculation methods include modified Pearson (CPCC), Pearson similarity (PCC), Co-sine similarity (COS), modified Pearson (CPCC), adjusted Cosine similarity (ACOS) and so on. Suppose the user rating matrix is represented by the matrix A(m,n), the m rows represent m users, the n columns represent n items, and the element of the row J of the I row represents the rating table 1 of the user I to the J of the project, which is a Person-Project scoring matrix, and uses 6 users to score the 4 items, where "-" indicates missing user ratings. 
Similarity Calculation Method for Fusion Discreteness and User Interest Post Progress
The similarity calculation method proposed in the literature [10] . In the calculation process, the reliability factors 1   and 1   between users are divided into two cases. The similarity calculation method proposed in this paper is expressed as formula (1) . As can be seen from the table, similarity calculation results calculated by the algorithm can reflect the degree of similarity accurately and reasonably between users, and improve the similarity between users. Thus, the core similarity calculation problem is solved for the recommendation system, which has benefit of scoring prediction and recommendation subsequently. 
Description of Collaborative Filtering Algorithms Based on Discrete and User Interests

Experimental Results and Analysis
Datasets
The similarity the experimental data was mainly collected on the data from 2017-12-07 to 2018-01-08 at http://www/lefeng/com/. After statistics, 1103 cosmetics were scored by 983 users. The data 
Experimental Metrics
The experimental results in this paper are evaluated using MAE, which is one of the criteria for evaluating the quality of recommended algorithms. The accuracy of the recommendation results is measured by calculating the difference between the predicted score and the actual evaluation data. The smaller the MAE value, the higher the accuracy of the recommendation. Suppose the user's predicted score set is denoted by M m |i 1,2, … , n and the corresponding user's actual score set is N n |i 1,2, … , n , n is the number of articles, then the MAE calculation formula is as follows:
Determining the Number of Optimal User Neighbors
In this experiment, the data set was divided into 20 sets, 17 of which were used as training set and 3 were used as test set. Experiments were performed several times to obtain the average value. This method can prevent data from being unevenly distributed among data sets. At the same time, verifying the mean value can reduce the error caused by random sampling effectively. The purpose of this experiment is to introduce the mathematical model of the user portrait customer rating system and use the improved similarity to find the optimal neighbor number K. Compared with the traditional algorithm, it shows that it is superior to the traditional algorithm. In Fig. 3 , the initial value is set to 0, progressively increased by 5, and the experiments are performed successively to find the average value. The results are shown in the figure. When the algorithm of this paper is less than 20, the MAE value of the algorithm decreases sharply. As the K number increases, it can be obtained that the calculated MAE value is the smallest, when the number of neighbors of the user reaches around 40. When the K value is greater than 40, the MAE value does not change very much and tends to be stable, so the optimal user neighbor number is selected to be 40.
Comparison with Other Algorithms
This experiment is mainly to verify the improved algorithm compared with Cosine, Pearson and Spearman and other traditional algorithms to compare the MAE index. The unrated items of the user are predicted on the test set, and the MAE value of the collaborative filtering algorithm that does not Figure4 shows the Pearson correlation, Spearman correlation, and cosine similarity on the same data set, and the MAE value of different neighbors for this algorithm. As can be seen from Figure4, after introducing the model of the user portrait customer rating system, it is more accurate to calculate the similarity between the users' common favorite products. The MAE value of the improved algorithm is always less than the MAE value of the other three similarity measurement methods, and the best one is obtained when the nearest neighbor number is 40. By comparison, it can be shown that the algorithm of this paper is superior to other algorithms in recommendation quality, and can significantly improve the service of recommending personalized products.
Conclusion
This article aims to improve personalized product services. Therefore, this paper proposes a method of calculating the similarity between the discrete magnitude and the user's preferences to find the nearest neighbor number. The improved algorithm is applied to the personalized product recommendation function. It verifies that this method makes the target user's nearest neighbor number more accurate. It can solve the drawbacks of the traditional similarity measurement methods effectively and improve the quality of products and services of the recommendation system significantly. It provides a reference for corporate decision makers to implement personalized marketing strategies, and makes scientific and rapid decisions. 
