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The Turin number T(n. 1, k) is the smallest possible number of edges in a k- 
graph on n vertices such that every I-set of vertices contains an edge. Given a k 
graph H = (V(H), E(H)), we let X,(S) equal the number of edges contained in S. 
for any s-set S E V(H). Turan’s problem is equivalent to estimating the expectation 
E(X,), given that min(X,) > 1. The following lower bound on the variance of X, is 
proved: 
where m = lE(H)I and rii = (; ) - m. This implies the following: putting t(k, I) = 
lim “‘Cc T(n, 1. k)( I: )- ’ then t(k. I) > T(s. 1. k)(( ; ) - I ) ‘, whenever s > I> k > 2. 
A connection of these results with the existence of certain t-designs is mentioned. 
1. INTR~DUCT~~N 
Let us say that a set A represents another set B if A is contained in B. 
Many years ago Turin [ 121 raised the following combinatorial question: 
how many k-sets are needed to represent all of the I-subsets of an n-set? 
Stated in terms of hypergraphs, the problem is to determine T(n, 1, k), the 
smallest number of edges in a k-graph H = (V(H), E(H)) with 1 V(H)1 = n 
and no stable set of size 1. (A stable set of vertices is one that contains no 
edge of H.) We refer the reader to, for example, Lovasz [8] for terminology. 
Turin himself determined T(n, I, 2) for ever n and I; see chapter VI of 
Bollobas [ 11. 
In this article we will emphasize the probabilistic viewpoint. The use of 
probability in combinatorics is not at all new. Chapter 13 of Erdos and 
Spencer [4] gives an exposition of this approach to Turan’s problem. We 
also mention the book of Feller [S] as a standard reference for the basic 
concepts of probability. 
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Let us now give a proof of a result of Katona, Nemetz. and Simonovits 
171, using the language of probability. Given integers n, s, and k, with 
n > s > k > I, and given a k-graph H = (V(H), E(H)), consider the mapping 
X,Y: [V(H)]‘“’ + R defined by X,(S) = IE(H) n (S]‘k’I. (Here [Alcb’ denotes 
the set of all b-subsets of A.) We may think of (V(H)]‘“’ as a sample space, 
with every sample point having equal probability (: )) ‘, where n = 1 V(H)I. 
Then X, is a random variable on this sample space. What is the expectation 
of X, ? Let us first note the identity 
(1) 
where m = 1 E(H)]. The proof of (1) is simple double-counting and is omitted. 
Hence, 
Furthermore, suppose that 1 is also given, with s > I > k > 1, and suppose 
that H has no stable I-set. Then, for any SE [ V(H)lcS’, the induced sub-k- 
graph H, = (S, E(H) f? [S,ltk’) o b viously has no stable l-set either, so that 
X,(S) = II?(H) A [ S]‘k’l > T(s, 1, k). Hence 
and thus by (2) we obtain 
THEOREM 1 [7]. Ifn>s>l>k> 1, then 
T(n,Z,k)>T(s,Lk) (: jc:I;j-‘. (4) 
(3) 
Now since (‘j)( ‘j:t))l = (l)(i)-‘, we see that (4) is equivalent to 
T(n, 1, k) 
(3 
> T(s, 1, k) 
’ (I) . 
(5) 
Hence, for k and 1 fixed, the function T(n, I. k)( II)- ’ is monotone 
nondecreasing in n. Also, this function is bounded above by 1. Consequently, 
the following limit exists: 
--I 
. 
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The determination of t(k, I) is a weak, but still highly nontrivial, version of 
Turin’s problem. Erdos has offered in [3] a substantial reward for finding 
any t(k, 1) with 1 > k > 3. 
At this point, we should emphasize that Theorem 1 is relatively trivial, 
insofar as it hinges on the very simple observation that the expectation of a 
random variable is at least as large as its minimum value. Of course, for an 
arbitrary random variable we cannot say any more than this. However, for 
our special random variable X, we can: it turns out that the variance of X, is 
rarely zero, which is the same as saying that E(X,) is strictly bigger than 
min(X,). 
THEOREM 2. Let n > s > k > 1 be given and let H be any k-graph on n 
vertices with m edges. Put ti = (i) - m (= the number of edges in the 
complementary k-graph I?). Then 
Var(X,)>mrii (:I:)(: 1-l (lI)‘. 
Let 3, be the s-set random variable associated with H: f,(S) = 
pz(I?)n [Sjy w e remark that the estimate (7) is symmetric in H and i?, 
which is pretty reasonable since clearly Var(X,) = Var(T$). 
Theorem 1 implies that t(k, I) > T(s, I, k)( ;I)-’ whenever s > 12 k > 1 
(see (5) and (6)). Theorem 2 implies the following improvement: 
THEOREM 3. Let s > I> k > 2. Then 
t(k, 0 > 7% 1, k) 
G- 1 . (8) 
For example, if s = 1= 4 and k = 3, then (5) and (6) give t(3,4) > a, 
whereas (8) improves this to t(3,4) > f . One cannot replace 4 by $, since a 
construction of Turin shows that t(3,4) < $ < j. Hence the denominator 
( 1) - 1 in (8) cannot be replaced by ( ;: ) - 2 in general. In [ 71 it was shown 
that T(8,4,3) = 20, so applying (8) with s = 8, I = 4, k = 3 gives t(3,4) > 
& > f . In short, the larger value of s for which one can compute (or get a 
good estimate on) T(s, I, k), the better estimate on t(k. Z) will be given by (8) 
(or by (5), for that matter). 
We conclude this introduction by noting that the restriction 1 > k > 2 in 
Theorem 3 involves no loss of generality, since it is very easy to show that 
t(k, k) = 1 and t(l, 1) = 1 for every k and 1. 
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2. THE PROOFS OF THEOREMS 2 AND 3 
First of all, we fix some notation. In what follows, H = (V(H), E(H)) will 
be an arbitrary but fixed k-graph on n = 1 V(H)1 vertices and m = IE(H)I 
edges. For every S c V(H) and nonnegative integer t we define the following 
four quantities: 
(i) ~(S)=I(EEE(H):SLE}I, 
(ii) D,(S) = \’ d(T), 
TE[Sl(‘) 
(iii) D:*‘(S) = \’ d*(T), 
TE[SI~~l 
(iv) m,(S)=i(EEE(H):ISnEI=t}l. 
LEMMA 1. For an-v S c V(H) and integer t > 0, 
(i) D,(S) = ;’ i 
g 0 
t miW 
(ii) m,(S)= $, (-l)‘+/ i 
0 
t Di(s), 
(iii) \’ 
/;ezH) 
D,(F) = D;“( V(H)) > 
Prooj To prove (i), let E be a fixed edge of H. This E is counted on the 
left-hand side of (i) as often as there are r-subsets of S that are also 
contained in E; but if say IE n S] = i, then there are (i) such t-sets, so our 
edge E is counted (1) times. Moreover, as I E n S] = i then E contributes (:) 
to the total on the right-hand side of (i), and thus equation (i) follows. We 
observe that (i) and (ii) are equivalent to one another, since they are inverse 
relations in the sense of Riordan [ 111 (see [ 11, (4), Chap. 2, p. 45 1). Of 
course, one may prove (ii) directly, analogously to (i). This takes care of (ii). 
As for (iii), we have 
2: D,(F) = x x d(T) 
FEE(H) FEE(H) Te[F’I(r) 
= 
I d’(T) 
\‘ 
Te[V(,f,]t~) 
(because each d(T) appears d(T) times in the sum CFEEcHj CTE,Fl,,, d(T)) 
= Dj2’( V(H)) (by definition) 
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by Cauchy’s inequality. Note that when S = V(H) then part (i) of this 
lemma reduces to 
\‘ - d(T) = I,) 
7EIV(H)J(~~ 
= 0 
(- i 
r, t mi(V(H)) 
= 
m. 
Together with (*) this implies (iii), and so the lemma is proved. 
LEMMA 2. 
h \’ 
SE[lG)llSl 
Xf(S) = x \’ m,(F) 
I‘EECHI i = II 
(Note: we tacitly employ the convention that ( ; ) = 0 if a > 0 and b < 0, or if 
0 # b > a.) 
ProoJ First, we observe that 
where the second sum on the right-hand side is over all s-sets S that contain 
a fixed edge E. To see this, note that given SE ( V(H)]‘S’, the term X,(S) 
will appear on the right-hand side of (*) as many times as the number of 
edges contained in S. Since there are X,(S) = IE(H) n [S]“‘/ such edges. 
identity (*) follows. We may further transform the right-hand side of (*) to 
Indeed, how frequently is a fixed edge F counted on the left-hand side of 
(**)? It is counted whenever there is an edge E (not necessarily distinct from 
F) and an s-set S that contains both E and F. On the other hand, if say 
IE n PI = i (and there are m,(F) such edges E), then there are (::i,“zj) s-sets 
S that contain both E and F. Equation (**) now follows, and so. according 
to (*) and (**), Lemma 2 is proved. 
In our proof of Theorem 2 we shall need the following two combinatorial 
identities: 
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We do not prove Lemma 3 here, but refer to the compendium 16 1 of 
Gould. Identity (i) is equivalent to formula (3.48) in 161, and (ii) follows (by 
simple substitutions) from identity (11.3) in [ 6 1. 
Proof of Theorem 2. We have Var(X,) = E(Xi) - E(X,$)‘. Recall from 
(2) that E(X,) = m( ‘f )-’ (a::), so that 
n 2 
c 1 Var(X,) = z i 1 
2 
s 
E(XT) - m * 
n-k 2 
i j s-k . 
We now estimate (% ) E(Xi): 
n 
c 1 
f E(X;) = \‘ 
s sclrrif,](~) 
x:(s) 
(by Lemma 2) 
(by Lemma l(ii)) 
(by Lemma l(iii)) 
(by interchanging the order of 
the summation indices) 
(+I 
(by Lemma 3(i)). 
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(by Lemma l(iii)) 
(by Lemma 3(ii)). 
Therefore, from (t) we have 
2 
Thus, 
(using (*I>. 
and this completes the proof of Theorem 2. 
COROLLARY 1. Let s > k befixed. Let H, (n = s, s + l,...) be a sequence 
of k-graphs on n vertices with m, = c,(i) edges, and let 
x,,,(S) = IWf,) n [Y’k’l (S E I W&)1’“‘). 
Assume c = lim,,, c, exists andput 0: = lim inf,,,, Var(X,*,). Then 
03 2 
Proof: This is an easy consequence of Theorem 2. Note that 
n. I (n - 2k)! 
= “(’ - CR) k! (n - k)! (s - k)! (n - s - k)! 
s! (n - s)! 
n. I 
(n-s)(n-s- l)... (n-s-k+ 1) 
(n-k)(n-k- l)... (n--k+ 1) ’ 
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Applying Theorem 2 and taking lower limits we thus see that uf 2 
(i) c(l - c), which proves the corollary. 
To prove Theorem 3 we also need 
LEMMA 4. Let X be any discrete random variable whose range is aflnite 
subset of the integers. Put a = min(X), o = max(X). Then 
E(X) > a + i{ (w - a) - d/<o - a)’ - 4 Var(X)}. 
The proof of Lemma 4 is elementary algebra and will be left to the reader. 
Proof of Theorem 3. Let H,, (n = s, s + l,...) be a sequence of k-graphs 
on n vertices, such that each H, has no stable I-set and m, = fE(H,)J = 
T(n, 1,k). Put c,=m,(I)-’ so that (by (6)) limn+co~n= t(k, I) (say 
c = t(k, 1) for simplicity). Let X,,, and uf be as in Corollary 1. By Lemma 4 
we have 
where a,, = min(X,+,), w, = max(X,,,). Note that a =de‘ lim inf,,,, a, > 
T(s, 1, k) (since each H, has no stable l-set) and w =def lim inf,,, w, = (i). 
This last equality follows from Ramsey’s theorem: every H, must contain a 
complete k-subgraph on s vertices if n is large enough, since the H, have no 
stable I-set. By (2) we have E(X,,,) = c, ( t ); hence if we take lower limits in 
(*) and use Corollary 1 we get 
> T(s, I, k) + + 
I( 1 
; - 7-h 1, k) 
S - 
J(( 1 k 
-T(s,l,k)j2-4 (;) c(l -c)!. 
where c = t(k, I). It is easy algebra to deduce from this that 
1 + T(s, I, k) 
The minimum here is T(s, 1, k)/( 1) - 1, whenever T(s, I, k) < ( i) - 2; and 
this clearly always happens when 1 > k > 2 (of course, T(s, k, k) = (: )). 
Therefore, 
t(k, 1) > i-6, 1, k) 
(i>- 1 
which completes the proof. 
(8) 
348 D. DE CAEN 
3. CONCLUDING REMARKS 
A-careful inspection of the proof of Theorem 2 reveals the following: The 
k-graph H on n vertices is such that equality holds in (7) if and only if H is 
an S,(k - 1, k, n) system for some L. (In other words, d(S) is a constant ;1 as 
S ranges over all (k - 1)-subsets of V(H)). So the sharpness of (7), when H 
is neither empty nor complete, depends on the existence of certain nontrivial 
designs. Another connection of Theorem 2 with designs is 
COROLLARY 2. Let n > s + k. Then the only k-graphs on n vertices with 
the property that every s-set of vertices contains the same number of edges 
are the complete k-graph Kkk’ and the empty k-graph KLk’. 
ProoJ If n > s + k, m # 0 and rii # 0, then the right-hand side of 
inequality (7) is strictly positive. The corollary is now immediate from the 
definition of X, . 
By taking complements, it is easy to see that Corollary 2 is equivalent to 
the nonexistence of S,(n - s, n - k, n) systems, with 0 < 1 < ( ;$), when 
n > s + k. It turns out that this result can also be deduced from the standard 
divisibility criterion for t-designs. (For a statement of this criterion see [9, 
Corollary 11, p. 601). Hence Corollary 2 offers nothing really new in the 
way of nonexistence results for t-designs. Nevertheless, the foregoing 
discussion suggests that there may be stronger results than Corollary 2, 
based on some putative refinement of Theorem 2. 
What is true value of t(k, I)? As a consequence of Turin’s theorem, 
t(2, I) = l/(1 - 1) for every Z> 2. For the case of 3-graphs, the following 
appears plausible: 
Conjecture. t(3,1) = 4/(1- 1)’ for every I > 3. 
In the case of 1 odd this conjecture was essentially formulated by Turan 
(cf. Conjecture 1.1 in Novak [lo]). In Theorem 3.1 of [2] we give a 
construction that implies t(3,Z) < 4/(Z - 1)’ for every 1. 
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