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The small-angle scattering (SAS) from the Cantor surface fractal on the plane and Koch snowflake is con-
sidered. We develop the construction algorithm for the Koch snowflake, which makes possible the recurrence
relation for the scattering amplitude. The surface fractals can be decomposed into a sum of surface mass fractals
for arbitrary fractal iteration, which enables various approximations for the scattering intensity. It is shown that
for the Cantor fractal, one can neglect with a good accuracy the correlations between the mass fractal amplitudes,
while for the Koch snowflake, these correlations are important. It is shown that nevertheless, the correlations
can be build in the mass fractal amplitudes, which explains the decay of the scattering intensity I(q) ∼ qDs−4
with 1 < Ds < 2 being the fractal dimension of the perimeter. The curve I(q)q4−Ds is found to be log-periodic
in the fractal region with the period equal to the scaling factor of the fractal. The log-periodicity arises from the
self-similarity of sizes of basic structural units rather than from correlations between their distances. A recur-
rence relation is obtained for the radius of gyration of Koch snowflake, which is solved in the limit of infinite
iterations. The present analysis allows us to obtain additional information from SAS data, such as the edges of
the fractal regions, the fractal iteration number and the scaling factor.
PACS numbers: 05.45.Df, 61.43.Hv, 61.05.fg, 61.05.cf
I. INTRODUCTION
The small-angle scattering (SAS) of waves (e.g. neutrons,
X-rays, light) [1–4] is an important non-destructive method
in determining the structural properties (internal structure,
shape, size, positional correlations, average spatial arrange-
ment, molecular weight, fractal dimension) of fractal and/or
disordered systems (polymers, complex fluids, aggregates,
colloids) at nano and microscales [5–10]. In particular, by
using the framework provided by deterministic (exact self-
similar) fractals, it has been shown more recently that the
range of structural properties which can be extracted can be
significantly extended to include additional information, such
as the scaling factor, iteration number or the number of par-
ticles constituting the fractal [11, 12]. These information are
usually extracted from a double logarithmic plot of the nor-
malized elastic cross section per unit volume of the sample
(scattering intensity) I(q) ≡ (1/V ′)dσ/dΩ plotted versus the
scattering wave vector q = (4pi/λ) sin θ (θ is half the scat-
tering angle and λ is the wavelength of the incident radia-
tion) which describes, through a Fourier transform, the spatial
density-density correlations of the system. Therefore, the in-
formation obtained by using SAS coupled with the theoretical
framework provided by the fractal geometry [13, 14] allows
us to have a better understanding of the structural properties
of such systems.
An important characteristic, which makes SAS a unique
tool in analyzing experimental data from fractal systems is
the possibility to differentiate between “mass” and “surface”
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fractals [15, 16]. The difference arise from the value of the
scattering exponent τ of the simple power-law SAS intensity:
I(q) ∝ q−τ , (1)
where the scattering exponent can be written in the following
way
τ =
{
Dm, for mass fractals,
2d−Ds, for surface fractals. (2)
Here, d is the topological dimension of the space into which
the fractal is embedded, Dm is the mass fractal dimension
satisfying the condition 0 < Dm < d, and Ds is the sur-
face fractal dimension, satisfying d − 1 < Ds < d. For
three-dimensional space (d = 3), this leads to a simple in-
terpretation of SAS experimental data: if the power-law ex-
ponent τ < 3, the measured sample is a mass fractal, while
if 3 < τ < 4 then the sample is a surface fractal. One can
adopt a simple descriptive definition of the Hausdorff dimen-
sion D of a set as the exponent in the relation N ∝ (1/a)D
for a → 0, where N is the minimum number of open sets of
diameter a needed to cover the set. For a “usual” globular ob-
ject like ball, the Hausdorff dimensions of volume and surface
are equal to 3 and 2, respectively.
Sometimes a succession of simple power-law decays with
different exponents can be observed in SAS data, which can
be explained by the presence of a fractal structures at different
scales in monophase [7, 17] and multiphase [18] systems.
In the previous publications [11, 12, 19], the fractal models
with controllable dimension are suggested, for which the scat-
tering amplitude is known analytically. Being exactly solv-
able, the models are quite convenient and effective to study
and check many statements and estimations accepted a long
time ago from general considerations.
2More recently, it was suggested that any surface fractal is
composed of mass fractals of the same fractal dimension, and
thus, the scattering amplitude of the surface fractal is the sum
of the amplitudes of composing mass fractals [20]. This has
been verified for the 3D Cantor-like surface fractal, which is
build from Cantor dusts at various iterations. Some caveats
should be used here. First, alternatively, the fractal support
of a surface fractal can be constructed by a subtraction of
mass-fractal iterations, because adding measure to a fractal
support is equivalent to subtracting the same measure from the
complementary set, and in accordance with Babinet’s princi-
ple, two complementary sets give the same diffraction pattern.
Second, mathematically, the limit of infinite number of itera-
tions of composing mass fractal might not exist. However,
in a realizable surface fractal sample, the building mass frac-
tals always have finite iterations with well-pronounced scaling
properties, which alone are important in the SAS from the sur-
face fractal sample.
It has been shown [20] that the “rough structure” of the scat-
tering intensity can be explained in terms of power-law distri-
bution of sizes of objects composing the fractal. The power-
law decay I(q) ∝ qDs−6 is realized as a non-coherent sum
of scattering amplitudes of 3D objects composing the fractal
and obeying a power-law distribution dN(r) ∝ rτdr, with
Ds = τ − 1. We mean by rough structure that not all min-
ima and maxima superimposed on the power-law decay ap-
pear within this approximation.
Here, we apply the above findings to the well-known 2D
Koch snowflake and Cantor surface fractals. It is shown that
for the Cantor surface fractal, the approximation of indepen-
dent composite units works fairly well, while for the Koch
snowflake it works only “roughly”, that is, it does not repro-
duce the fine structure of minima and maxima of the scattering
intensity. However, it is possible to develop the other approx-
imations with the help of the decomposition of surface fractal
into mass fractals [20]. The Koch snowflake gives us an exam-
ple where the difference is quite pronounced between the sum
of intensities of composing units and the sum of intensities of
pairs of consecutive amplitudes (see Sec. IV below).
On the other hand, the suggested methods can be interest-
ing also from the mathematical point of view. We develop
an algorithm of construction of the Koch snowflake, which
enables us to obtain the exact and quite aesthetic recurrence
relation for the scattering amplitude (the latter is nothing but
the Fourier transform of its support) and by means of this, to
obtain the recurrence relation for the radius of gyration. The
latter quantity is obtained explicitly for the ideal fractal, that
is, in the limit of infinite number of iterations.
This paper is structured as follows. The general remarks
about the SAS scattering from fractals is given in Sec. II. In
the sections III and IV, the SAS intensities are calculated in
momentum space and analyzed. In Sec. IV, an algorithm for
constructing the Koch snowflake is considered, which is suit-
able to obtain the recurrence relation for the scattering ampli-
tude. It is shown that the curve I(q)q4−Ds with 1 < Ds < 2,
is log-periodic with the period equal to the scaling factor of
the fractal. In this section, the recurrence relation is obtained
for the radius of gyration of Koch snowflake. In the Conclu-
sion, the main results and prospects are discussed.
II. THEORETICAL BACKGROUND
We consider single scattering from a large number of ar-
bitrarily oriented surface fractals whose positions are uncor-
related. In the two-phase system that consists of fractals of
volume V and concentration n and a surrounding medium,
the differential cross section per unit volume of the sample
(scattering intensity) is given by [2]
I(q) ≡ 1
V ′
dσ
dΩ
= n |∆ρ|2 V 2
〈
|F (q)|2
〉
. (3)
Here ∆ρ is the scattering contrast between the fractal support
and surrounding madium, V ′ is the total volume irradiated,
F (q) =
∫
V
e−iq·rdr/V, (4)
while the symbol 〈· · · 〉 stands for ensemble averaging over all
orientations.
Let us consider a mass fractal of fractal dimensionDm with
the total length L, which is composed of p basic units. Each
init is of size l and separated by distances d, with l . d . L.
Since the number of basic units is of the order of (L/d)Dm ,
the normalized form factor is given by
〈
|Fm(q)|2
〉
≃


1, q . 2pi/L,
(qL/2pi)−Dm , 2pi/L . q . 2pi/d,
(L/d)−Dm , 2pi/d . q . 2pi/l,
(L/d)−Dm(ql/2pi)−4, q & 2pi/l,
(5)
which clearly shows the presence of four main regions:
Guinier, fractal, plateau and Porod.
For the case of a surface fractal (of fractal dimension Ds)
composed of basic units of largest size L0, and smallest size
l, the normalized form factor becomes
〈
|Fs(q)|2
〉
≃


1, q . 2pi/L0,
(qL0/2pi)
Ds−6, 2pi/L . q . 2pi/l,
(L0/l)
Ds−6(ql/2pi)−4, q & 2pi/l.
(6)
In the above expressions, we make some simplifications, for
instance, the Guinier region is not parabolic as it should be.
We are most interested in the fractal regions, for which our
approximations work (see below). While for a mass fractal,
the fractal region arises due to spatial correlations of the basic
units [12], for surface fractals it arises due to the power-law
polydispersity in their sizes [20]. As a consequence, the frac-
tal region of mass fractals is given by the maximal and mini-
mal distances between centers of basic units, while for surface
fractals, is given by the largest and smallest dimensions of the
basic units. Finally, the plateau between 2pi/d . q . 2pi/l
in Eq. (5) can be considered also as a Guinier region for the
basic units, since spatial correlations between different units
does not play an important role.
3At n-th iteration, the normalized scattering amplitude for a
mass fractal is
F (m)n (q) = F0(β
n
s qr0)G1(q)G1(βsq) · · ·G1(βn−1s q), (7)
where F0(q) is the form factor of the basic fractal unit, G1(q)
is the generative function depending on the relative positions
of the fractal units inside the fractal, and βs is the scaling fac-
tor of the fractal.
Thus, since the surface fractal is the sum of mass Cantor
fractals at various iterations, we shall add the amplitudes of
the mass fractal iterations, and normalize the result to one at
q = 0. Then, for a 3D Cantor-like surface fractal we have [20,
21]
F (s)m (q) =
1− kβ3s
1− (kβ3s )(m+1)
m∑
n=0
(kβ3s )
nF (m)n (q), (8)
where k is the number of balls of radius r1 = βsr0 which re-
place the ball of radius r0 at zero-th iteration (initiator). Then,
the final expression for the scattering intensity is given by (see
Eq. 3)
I(s)m (q) = I
(s)
m (0)
〈∣∣∣F (s)m (q)
∣∣∣2
〉
, (9)
with I(s)m (0) = n |∆ρ|2 V 2m, where Vm is the total volume of
surface fractal at m-th iteration.
In two dimensional space, the scattering intensity I(q) of
a set is calculated by means of averaging the squared scat-
tering amplitude S2〈|F (q)|2〉 with respect to the polar angle
in the plane, where S is the area of the set. The normal-
ized amplitude (4) is calculated by integration in the plane:
F (q) =
∫
S
e−iq·rdr/S. The intensity decays for large scat-
tering vectors as I(q) ∝ q4−Ds with 1 < Ds < 2, see Eq. (2).
Here the “surface” dimensionDs is nothing else but the Haus-
dorff dimension of perimeter bounding the fractal support in
the plane. For this reason, it would be more natural to talk
about a “perimeter” fractal in the plane, but we use, never-
theless, the well-known “three-dimensional” terminology [20]
and adopt the notation Ds. The perimeter of a “usual” object,
like disk or rectangle, is a one-dimensional line (Ds = 1).
III. CANTOR-LIKE SURFACE FRACTAL
A. Construction and properties
The construction process of 2D Cantor-like surface frac-
tal is similar to that of 3D version [20] in the sense that one
follows a ”top-down” approach in which an initial structure
is repeatedly divided (by a single scaling factor) into a set of
smaller structures of the same type according to a given rule
which is kept the same from one iteration to the next one.
The Cantor surface fractal is constructed as a sum of mass
generalized Cantor fractals (GCF), which are suggested and
discussed in detail in Refs. [11, 12]. The GCF is also called
Cantor dust. Let us recall the construction algorithm for the
L
L L
FIG. 1. (Color online) Construction of Cantor-like surface fractals
at m = 2 as a sum of Cantor mass fractals at: m = 0 (disk of radius
r0; orange), m = 1 (disks of radii r1 = r0βs; violet) and m = 2
(disks of radii r2 = r0β2s ; black). The vectors aj , j = 1, 2, 3, 4
connect the center of disk of radius r0 with the centers of disks of
radii r1. The components of these vectors are ±(1− βs)L/2.
GCF. We start with a square of edge L and choose a Cartesian
system of coordinates with the origin in the square center, and
the axes parallel to the cube edges. The zeroth iteration (called
initiator) is a disk of radius r0 in the origin. The iteration rule
(generator) is to replace the disk with k smaller disks (k = 4)
of radius r1 = βsr0, where the parameter βs, called scaling
factor, obeys the condition 0 < βs < 1/2. The centers of the
four disks of radius r1 are shifted from the origin by the four
vectors
aj =
1− βs
2
L {±1,±1} (10)
with all the combinations of the signs. The next iterations are
obtained by performing an analogous operation to each of k
balls of radius r1, and so on (see Fig. 1). The fractal dimension
of the Cantor dust (mass Cantor fractal) is given by [11]
Dm = − ln k/ lnβs (11)
with k = 4 for the Cantor dust in two dimensions. It lies
within 0 < Dm < 2.
The m-th iteration of the Cantor-like surface fractal is built
as a sum of the Cantor dusts of iterations from zero to m, see
Fig. 1. In order to avoid the overlapping between the differ-
ent iterations of the Cantor dust, the initial radius should be
restricted: r0 6 L(1 − 2βs)/2. Thus, the largest size con-
tained in Eq. (6) is equal to L0 = 2r0. By the construction,
the initial length L is nothing else but the size of the surface
fractal if m is big enough. The main difference between the
Cantor mass and surface fractals is that, at a given iteration,
the mass fractal consists of subunits with the same size, while
the surface fractal consists of subunits with different sizes. As
we shall see below, this property is responsible for the scatter-
ing behavior I(q) ∝ qDs−4. The difference is apparent from
Fig. 1.
At the m-th iteration, the two-dimensional Cantor-like sur-
face fractal is composed of Nm = 1 + k + k2 + · · · + km
balls
Nm = (k
m+1 − 1)/(k − 1) (12)
(with k = 4), whose radii and surface areas are distributed in
the following way. One disk of radius r0 has area pir20 , k disks
4of radius r1 = βsr0 have the area kpir21 , k2 disks of radius
r2 = β
2
s r0 have the area k2pir22), and so on. Then, the total
area of surface fractal at m-th iteration is given by
Sm = S0
1− (kβ2s )m+1
1− kβ2s
(13)
with the volume of zero iteration S0 = pir20 . Because of the
inequality kβ2s < 1, the total area (13) is finite in the limit
m → ∞, and then the Hausdorff dimension of the fractal
surface is equal to 2.
The contribution of the initiator (m = 0) to the Hausdorff
dimension of the total perimeter of the Cantor-like fractal is
obviously equal to 1, which yields the lower limit for the sur-
face dimension, while the contribution of the m-th mass itera-
tion for m→∞ is given by the fractal dimension (11). Then
we arrive at the the Hausdorff (fractal) dimension of the total
perimeter of the Cantor-like fractal
Ds =
{
1, for 0 < βs 6 1/k,
− ln k/ lnβs, for 1/k 6 βs < 1/2.
(14)
The threshold value βs = 1/k corresponds to Dm = 1 in
Eq. (11), which yields βs = 0.25 for k = 4. When the scaling
factor βs smaller than this value, the total surface of the fractal
is finite even in the limit m→∞. As expected [5, 6, 15], the
surface Hausdorff dimension satisfies the condition 1 < Ds <
2.
B. Fractal form factor
In two dimensions, the number of disks in the first iteration
of the mass fractal is k = 4 and their radius is r1 = βsr0. The
form factor of a disk of unit radius is given by [1]
F0(z) = 2J1(z)/z, (15)
where J1(z) is the Bessel function of the first kind of order
one. The generative function is G1(q) ≡ cos(uqx) cos(uqy),
where u ≡ L(1− βs)/2.
By neglecting the correlations between the am-
plitudes of different mass fractal iterations (that is
〈F (mf)n (q)F (mf)j (q)〉 ≃ 0 for n 6= j) when q & 2pi/rnj with
rnj being a typical distance between balls in the nth and jth
mass fractal iterations, and using Eq. (9), the scattering takes
the form [20]
I(sf)m (q)/I
(sf)
m (0) = 〈|F (sf)m (q)|2〉
≃ (1− kβ
2
s )
2(
1− (kβ2s )m+1
)2
m∑
n=0
(kβ2s )
2n〈|F (mf)n (q)|2〉, (16)
Following similar arguments as in Ref. [20] we can rewrite
the incoherent sum of scattering intensities of disks as:
I(s)(q) ≃ I0(q) + β4−Dss I0(βsq) + (β4−Dss )2I0(β2s q) + · · · ,
(17)
where I0(q) is the scattering intensity of the central scattering
disk.
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FIG. 2. (Color online) Scattering intensities from two-dimensional
Cantor fractals. Note that the condition L/r0 > 2/(1 − 2βs) guar-
antees the absence of overlapping between the structural units of the
Cantor-like surface fractal. One can observe a good agreement be-
tween the exact formula, the approximation neglecting the correla-
tions between the mass fractal amplitudes, and completely incoher-
ent sum of intensities of the disks composing the fractal.
The figure 2 shows that the scattering intensity of a surface
fractal is realized approximately as a non-coherent sum of in-
tensities of a system of disks. One can see that in the fractal
region pi/r0 . q . pi/rm, we have a good coincidence be-
tween exact formula (9), the approximation (16) neglecting
the correlations between mass fractal amplitudes, and com-
pletely incoherent sum of intensities of the disks (17), which
are discussed in detail in Ref. [20]. The latter approximation
is given by Eq. (17) but with I0(q) ≡ n|∆ρ|2pi2r40F 20 (qr0)
and the exponent 4 − βs. The different curves correspond to
different sizes of the initial disk radius r0. In both cases, as
expected, we can observe the presence of the four main re-
gions of scattering intensities: Guinier, intermediate, fractal,
and Porod. In the fractal region, the scattering intensity is ap-
proximated well by the non-coherent sum of intensities of all
disks. The higher the ratio L/r0 is, the better the approxima-
tion (17) works [20]. Thus, the correlations between spatial
positions of the disks can play a role, but they lead only to
additional oscillations, while the value of the scattering expo-
nent is preserved, as one can see from Fig. 2. Note that the
oscillations would be smeared and not visible at all in practi-
cal experimental measurements.
IV. KOCH SNOWFLAKES: CONSTRUCTION AND
SCATTERING PROPERTIES
The Koch snowflake (KS) is a two-dimensional surface
fractal, which can be constructed as a sum of mass fractals
composed of triangles, see Fig. 3. We start from an initial
5FIG. 3. (Color online) Koch snowflake as a sum of various iterations
of mass fractals shown in different colors. The second iteration of
Koch snowflake is shown, see Fig. 4.
equilateral triangle (zeroth mass fractal iteration) with edge
a and area ST =
√
3a2/4. Then each edge is divided into
three segments of equal length a/3, and an outward equilat-
eral triangle is added with the base coinciding with the center
segment. Then the operation is applied repeatedly to each line
segment. Aftermth iterations, the total number of equal edges
of length am = a/3m is equal to 3 · 4m. Therefore, the Haus-
dorff dimension of the perimeter is easily calculated as Ds =
limm→∞ log(3 · 4m)/ log(a/am) = log 4/ log 3 ≃ 1.26, and
thus we have Ds > 1.
The nth mass fractal iteration consists of triangles of equal
sizes with the edge an = a/3n, and their number is equal
to Nn = 3 · 4n−1 for n = 1, 2, . . .. Note that the dimen-
sions of the mass fractal and the perimeter coincide and equal
Ds = log 4/ log 3. The area of the nth mass fractal iteration
is NnST/32n.
Now it is more convenient to consider the star of David as
the initiator KS (the zeroth iteration). Then the total area of
KS at the mth iteration is given by
Sm = S
T +
m+1∑
n=1
ST
32n
Nn =
4ST
5
(
2− 1
3
4m
9m
)
. (18)
The area SKS of the ideal KS is obtained from this equation in
the limitm→∞, which leads to SKS = 8ST/5 = 2√3a2/5.
The standard algorithm of constructing KS, described
above, is not convenient for obtaining the KS scattering ampli-
tude, because it is not simple technically to calculate analyti-
cally the positions of the triangles for arbitrary iteration. For
this reason, we adopt here a slightly modified algorithm of the
paper [22], see Fig. 4. With this algorithm, the recurrence for-
mula for the scattering amplitude Am(q) ≡ SmFm(q) of the
mth iteration of KS can be write down by using the properties
of the scattering amplitudes discussed in Sec. II.
Am(q)=6G2(q)[β
2
sAm−1(βsq)− 6G1(βsq)β4sAm−2(β2s q)]
+ β2sAm−1(βsq)[1 + 6G1(q)] (19)
where the scaling factor takes the value βs = 1/3, and
G1(q) =
1
6
∑5
j=0 e
−iq·cj
, G2(q) =
1
6
∑5
j=0 e
−iq·bj with
the translation vectors bj = 2a3√3{cos(pij/3), sin(pij/3)} and
cj =
2a
9 {cos (pi(j + 1/2)/3) , sin (pi(j + 1/2)/3)}.
FIG. 4. (Color online) A construction algorithm of the Koch
snowflake. The generator (m = 0) is built from six triangles (or-
ange) and one hexagon (black). The first iteration is obtained with
six hexagons (black) and seven zeroth iterations (orange), scaled with
factor 1/3. For constructing the second iterations, we take the first
iteration (m = 1) and subtract the six outside zeroth iterations, thus
obtaining a “modified hexagon”. The second iteration (m = 2) is
composed of six “modified hexagons” (black) and seven first iter-
ations (orange), scaled with factor 1/3. The third iteration is con-
structed in the same manner.
Equation (19) allows us to obtain the nonnormalized scat-
tering amplitude of KS for arbitrary iteration provided the am-
plitudes of the zeroth and first iterations are known. They can
be calculated from the scattering amplitudes of triangles as
discussed in Appendix A. The scattering intensity is propor-
tional to the squared amplitude averaged with respect to the
polar angle: Im(q) ∼ 〈|Am(q)|2〉.
Equation (19) can be used to derive the recurrence rela-
tions for the area and gyration radius of KS. Indeed, tak-
ing this equation at q = 0, we have Am(0) = Sm, and
G1(0) = G2(0) = 1. Substituting βs = 1/3 yields the re-
currence relation for the area Sm = (13Sm−1 − 4Sm−2)/9,
which is consistent well with the explicit formula (18).
The radius of gyration Rm of the mth iteration of KS is
determined from the expansion of scattering intensity I(q) =
I(0)(1− q2R2g/2+ · · · ) for q → 0 at d = 2 [2]. Thus, we ob-
tain Im(q)/Im(0) = 〈|Am(q)|2〉/S2m = (1−q2R2m/2+ · · · ).
If a structure has a rotational symmetry of order n > 3 with
respect to the center-of-mass, then the scattering amplitude is
rotationally symmetric at small q up to quadratic terms. KS is
invariant under rotation through the angle pi/3 about the cen-
ter, which implies that the rotational symmetry has the order
n = 6. This gives us Am(q) = Sm(1 − q2R2m/4 + · · · ).
Substituting this relation and the expansions for G1(q) =
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FIG. 5. (Color online) Scattering intensity for the first four iterations
of the monodisperse Koch snowflake. Scattering curve for the mth
iteration is scaled up for clarity by the factor 102m. The Guinier, in-
termediate, fractal, and Porod regions are shown in black, red, green,
and blue, respectively.
1 − a2q2/81 + · · · and G2(q) = 1 − a2q2/27 + · · · into
Eq. (19) yields
R2m =
351R2m−1Sm−1 − 12R2m−2Sm−2 + 32a2(9Sm−1 − 2Sm−2)
2187Sm
(20)
The radii of gyration for the first two iterations can be calcu-
lated straightforwardly: R20 = 11a2/108 (star of David) and
R21 = 223a
2/1944. The radius of gyration of the ideal KS
can easily be obtained from Eq. (20). In the limit m → ∞,
the area Sm tends to the area SKS of the ideal KS, and
Rm → RKS. Then by taking the limit from the both sides
of Eq. (20) and cancelling SKS from the numerator and de-
nominator, we arrive at the linear equation for R2KS, which
yields R2KS = 4a2/33, and, hence,
RKS = 2a/
√
33. (21)
The scattering intensities are shown in Fig. 5. Generally,
all the properties of the scattering curves are the same as in
the case of Cantor-like surface fractals, presented above in
Sec. III B. Since the overall size of KS is of order of a, the
upper border of the Guinier range is about 2pi/a. The Fractal
range lies between 2pi/(aβs) and 2pi/(aβm+1s ), because the
edge of smallest triangles equals aβm+1s .
Let us consider the contribution of different mass fractal
amplitudes to the total scattering intensity of KS. Because of
additivity of the scattering amplitude, each mass fractal ampli-
tude can be calculated as the difference between amplitudes of
two consecutive iterations of KS (see Fig. 3)
Mm(q) = Am−1(q)−Am−2(q), (22)
where m = 2, 3, . . .. The zeroth mass fractal iteration is the
largest triangle in Fig. 3, so we have M0(q) = AT(q) =
STFT(q), and the first mass fractal amplitude is given by
M1(q) = A0(q) −AT(q).
Inversely, one can write the KS amplitude as a sum of the
mass fractal amplitudes
Am(q) =
m+1∑
n=0
Mn(q). (23)
Then the KS intensity Im(q) = 〈|Am(q)|2〉 contains not only
the mass fractal intensities 〈|Mn(q)|2〉 but the correlations be-
tween the mass fractal amplitudes
Im(q) =
m+1∑
n=0
〈|Mn(q)|2〉
+
∑
06n<p6m+1
〈M∗n(q)Mp(q) +Mn(q)M∗p (q)〉. (24)
One can neglect the non-diagonal (interference) terms in this
equation and even more, completely neglect the interference
between the amplitudes of triangles composing the mass frac-
tals. This approximations work well frequently, say, for the
Cantor surface fractal (see Sec. III B above). However, this
scheme does not work properly for the KS, see Fig. 6. The
reason is that distances between different mass fractal itera-
tions and between triangles within one mass fractal iteration
can be of order of their sizes, and we have to take into account
the interference terms in Eq. (24).
Nevertheless, one can reduce the problem, in effect, to the
incoherent sum of the “combined” mass fractals. Indeed, con-
sidering the correlations between two consecutive mass fractal
iterations like 〈M∗0M1〉, 〈M∗1M2〉, and so on, and neglecting
the other correlations, we obtain from Eq. (24)
Im(q) ≃
m∑
n=0
〈|Mn(q) +Mn+1(q)|2〉 −
m∑
n=1
〈|Mn(q)|2〉
(25)
SAS from the surface Cantor fractal is described well by in-
coherent sum of single mass fractal intensities, while the first
sum in the approximation (25) is nothing else but incoher-
ent sum of intensities of pairs of consecutive amplitudes. The
SAS intensities of each pair behave like a mass fractal with the
power-law decay I(q) ∼ q−Dm at Dm = Ds, which results in
the power-law decay of the intensity (25) I(q) ∼ qDs−2d with
d = 2 for the plane.
By analogy with the pair consecutive amplitudes, one can
further improve the approximation (25) for the SAS intensity
by including the triple consecutive amplitudes 〈|Mn+Mn+1+
Mn+2|2〉. The results for the KS is shown in Fig. 6a.
One of the main properties is the approximate log-
periodicity of the curve I(q)q4−Ds within the fractal range,
which is illustrated in Fig. 6b. As one can see, complete ig-
norance of correlations between the mass fractal amplitudes
leads to a bad approximation.
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FIG. 6. (Color online) SAS from KS and its approximations by the
scattering from the mass fractal composing KS (see Fig. 3). (a) The
total intensity (black) and the intensities taking into account vari-
ous correlations between the mass fractal amplitudes. The correla-
tions between three consecutive mass fractal amplitudes are included
(blue), and the same for the correlations between two consecutive
mass fractal amplitudes (red). Neglecting all the correlations be-
tween mass fractals (green) is not good enough for describing the
total intensity of KS. (b) Approximate log-periodicity of the curve
I(q)q4−Ds with the period βs = 1/3. The polydisperse scattering
intensities are shown for the relative variance σr = 0.1. One can ob-
serve an interference between different mass fractal amplitudes, so
their correlations are important.
V. CONCLUSIONS
The construction algorithm for the Koch snowflake (see
Fig. 4) allows us to write down the recurrence relation (19)
for the scattering amplitude. The analytical expression for the
scattering amplitude of 2D Cantor-like surface fractal is de-
rived. We obtain the recurrence formula for the radius of gy-
ration of the Koch snowflake (20), which yields the radius of
gyration (21) of the ideal Koch snowflake.
It is shown that at a given iteration m, the both surface
fractal models can be represented as a sum of mass fractals
at iterations from zero to m. This confirms that in general,
any surface fractal can be represented as a sum of mass frac-
tals. While the “rough structure” of SAS (including the bor-
ders of fractal region and the power exponent Ds − 2d) is
determined by the power-law distribution of the triangle sizes,
the superimposed interference structure of the intensity needs
more precise approximations.
It is shown that for the Cantor-like surface fractal, the cor-
relations between mass fractal amplitudes can be neglected,
however for the Koch snowflake the correlations between am-
plitudes are important. The reason is that distances between
different mass fractal iterations and between triangles within
one mass fractal iteration can be of order of their sizes, and
we have to take into account some of the interference terms
in Eq. (24). Then the most important interference terms can
be built in the model with Eq. (25). The log-periodicity of he
curve I(q)q4−Ds , where 1 < Ds < 2, arises from the self-
similarity of sizes of basic structural units, in contrast with
mass fractals, where the log-periodicity arises from the self-
similarity of distances between structural units.
The present analysis might be useful for obtaining struc-
tural information (overall dimension of the fractal, size of the
smallest structural unit composing the fractal, the fractal iter-
ation number, and the scaling factor) from various artificially
prepared nano and micro systems, such as for the recently
obtained molecular Sierpinski hexagonal gasket incorporating
the Star of David and the Koch snowflake motifs [23] or the
three-dimensional analog of the Koch snowflake [24].
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Appendix A: Scattering from a triangle, hexagon and DS
Consider an isosceles triangle with the altitude h and the
length of its base a. The area of triangle is equal to ST =
ah/2. We choose the Cartesian coordinate system where the
base is parallel to the x-axes and the opposite vertex coincides
with the origin. Then the normalized scattering amplitude is
obtained with Eq. (4), which becomes now a surface integral
FT(q) =
1
ST
∫ a
0
dy
∫ ya
2h
− ya
2h
dx e−i(xqx+yqy) (A1)
with the scattering vector q = {qx, qy}. By calculating the
integral, we arrive at the analytical expression
FT(q) =
2e−iα
(
βeiα − β cosβ − iα sinβ)
β (β2 − α2) , (A2)
where we put by definition α ≡ hqy , β ≡ aqx/2. For an
equilateral triangle, we have h = a
√
3/2.
8The scattering amplitude of any geometrical set, composed
of triangles, can be obtained by summing the triangle ampli-
tudes, which are appropriately scaled, rotated, and translated.
Then a hexagon can be constructed from the six equilateral
triangles, and a star of David can be composed of one big
equilateral triangle and three similar triangles scaled with the
factor one third, see Fig. 3. The formulas for their scatter-
ing amplitudes are obvious, and we do not write them down
explicitly.
Note that hexagon and star of David have the inversion
symmetry r → −r with respect to their center-of-masses,
and, thus, their amplitudes are real A∗(q) = A(q), provided
the coordinate origin is chosen in the centers.
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