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Abstract This study investigates sea ice and ocean circulation using a 3-D, 3.8 km CIOM (Coupled Ice-
Ocean Model) under daily atmospheric forcing for the period 1990–2008. The CIOM was validated using
both in situ observations and satellite measurements. The CIOM successfully reproduces some observed
dynamical processes in the region, including the Bering-inﬂow-originated coastal current that splits into
three branches: Alaska Coastal Water (ACW), Central Channel branch, and Herald Valley branch. In addition,
the Beaufort Slope Current (BSC), the Beaufort Gyre, the East Siberian Current (ESC), mesoscale eddies, and
seasonal landfast ice are well simulated. The CIOM also reproduces reasonable interannual variability in sea
ice, such as landfast ice, and anomalous open water (less sea ice) during the positive Dipole Anomaly (DA)
years, vice versa during the negative DA years. Sensitivity experiments were conducted with regard to the
impacts of the Bering Strait inﬂow (heat transport), onshore wind stress, and sea ice advection on sea ice
change, in particular on the landfast ice. It is found that coastal landfast ice is controlled by the following
processes: wind forcing, Bering Strait inﬂow, and sea ice dynamics.
1. Introduction
The Beaufort and Chukchi seas (Figure 1) are located in an important region where North Paciﬁc water via
the Bering Strait encounters the Western Arctic water and seasonal ice in the Chukchi Sea, and both sea-
sonal and perennial ice in the Beaufort Sea. The Chukchi Sea’s main feature is a relatively wide continental
shelf, while the Beaufort Sea is characterized by a relatively narrow continental shelf and a deep basin with
a narrow, steep shelf slope. More importantly, the Beaufort Sea also features continuous landfast ice along
the Alaskan Arctic coast, overlying the 20 m isobath [Eicken et al. 2005]. In comparison, the landfast ice along
the western Alaska coast in the Chukchi Sea is discontinuous. The ocean circulation system in the Beaufort
and Chukchi seas is very complex and consists of the Bering Strait inﬂow that separates into three branches:
the Alaskan Coastal Water/Current (ACW/C), the Central Channel branch, and the Herald Valley branch (see
Figure 1). The area also contains the anticyclonic Beaufort Gyre, the Beaufort Slope Current (BSC) [Pickart,
2004], and the East Siberian Current (ESC). The BSC has a cross-slope spatial scale of about several dozen
kilometers [Weingartner et al., 1998; Pickart, 2004], and the Barrow Canyon Current has a similar spatial scale
of about 30 km to the BSC. Another important feature in the Beaufort Sea is the small mesoscale eddies of a
few tens of kilometers in diameter [Manley and Hunkins, 1985; Muench et al., 2002; Chao and Shaw, 2002;
Mathis et al., 2007; Watanabe, 2011], with anticyclones outnumbering the cyclones due to the negative slop-
ing effect relative to the density front orientation [Ikeda, 1983; Wang and Ikeda, 1997; Grifﬁths et al., 2000],
similar to the mesoscale eddies along the Bering Slope Current [Mizobata et al., 2006, 2008]. These small
mesoscale features can be resolved only with high resolution observation arrays and models.
The winter atmospheric wind pattern is mainly controlled by the anticyclonic (clockwise) Beaufort High,
while the summer wind stress is relatively weak due to the weakened Beaufort High. The northward propa-
gating summer storms sometimes move to the Chukchi Sea via the Bering Strait [Pickart et al., 2009], pro-
ducing strong wind and mixing. The winter anticyclonic wind stress associated with the Beaufort High has
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many important effects on (1) surface Ekman drift that advects the Beaufort coastal freshwater into the
Beaufort Gyre [Yang, 2006], (2) subsurface upwelling that brings the warm, saline Arctic intermediate water
(i.e., the Atlantic Water) into the Beaufort Sea shelf break, melting surface sea ice [Melling, 1993; Pickart
et al., 2009], and (3) formation of landfast ice [Mahoney et al., 2007a, 2007b].
An extensive review of ocean modeling in the Bering, Chukchi, and Beaufort Seas was given by Wang et al.
[2009a]. Ocean only models have long been used to investigate ocean circulation in the absence of sea ice
[Nihoul et al., 1993]. For example, an idealized ocean-only modeling study was conducted by Winsor and
Chapman [2004] to determine how wind stress, topography, and physical processes affect the Chukchi Sea
current system in ice-free conditions. However, without a sea-ice model, ocean-only models cannot repro-
duce the seasonal cycle of ocean circulation and thermohaline structure.
There has been signiﬁcant progress in understanding of large-scale Arctic sea ice and ocean circulation
through the Arctic Ocean Model Intercomparison Project (AOMIP) [Proshutinsky et al., 2001; Holloway et al.,
2007; Wang et al., 2008, and many others]. Kowalik and Proshutinsky [1994] developed a 2-D ocean tidal
model in the Arctic Ocean. Chen et al. [2009] applied a high resolution ﬁnite volume ocean model to simu-
late Arctic tides. In general, most sea-ice models on basin scales use relatively simple thermodynamics and
ice thickness distributions. These models can approximate sea ice as slabs of one to a few mean thicknesses
as well as open water [Hibler, 1979]. While sufﬁcient for simulating Arctic Ocean pack ice for climate study
purposes, most present models lack the ability to sufﬁciently resolve the spectrum of ice thickness from
thin, new ice to thick, ridged ice, or to resolve landfast ice anchored along the coast. Wang et al. [2002,
2005] developed a pan-Arctic Coupled Ice-Ocean Model (CIOM) with a resolution of 27.5 km, which, of
course, is not sufﬁcient to resolve coastal processes and dynamics.
In recent years, eddy-resolving models have been developed and are used to simulate ice and ocean
dynamics in the Arctic seas [Clement et al., 2005; Wang et al., 2008; Okkonen et al., 2009; Zhang et al., 2010;
Watanabe, 2011]. Some important processes, including small mesoscale eddies, basin-shelf interaction, and
coastal currents, were studied in the Chukchi Sea. Nevertheless, there have been no 2-D modeling studies
of landfast ice in the coastal Chukchi and Beaufort Seas, although some ﬁeld measurements studies were
conducted [Eicken et al., 2005; Mahoney et al., 2007a, 2007b; Yu et al., 2013], and 1-D thermodynamic only
model was applied to the high Arctic [Flato and Brown, 1996].
Figure 1. A schematic diagram for coastal circulation in the Chukchi-Beaufort Seas (light blue: Alaskan Coast Current with the origin of freshwater; median blue: Central Branch Current;
dark blue: Herald Canyon Branch; red: Bering Slope Current; purple: Beaufort Gyre; green: East Siberian Current.) Depths are in meters (Courtesy of Tom Weingartner). Closed square
denotes the mooring stations.
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Landfast ice along the coastline of the Chukchi and Beaufort Seas plays an important role as a biologically
productive habitat (such as walrus and polar bears) and transportation corridor. It also provides important
protection to the shoreline and coastal installations [Eicken et al., 2005]. However, at the present time, it is
not clear how the diminishing Arctic summer sea ice [Wang et al., 2009a] and the reduction in multiyear ice
extent [Maslanik et al., 2011] have impacted the seasonal cycle and distribution of landfast ice. Thus, while
the seasonal and interannual variability of the landfast ice in a diminishing sea ice scenario in the Chukchi
and Beaufort Seas is an important emerging topic [Wang et al., 2014], evidence of such variability is some-
what limited. This is largely due to the temporally limited availability of synthetic aperture radar imagery
required for accurate assessments of landfast ice extent [Mahoney et al., 2007a].
Yu et al. [2013] investigated interannual variability of Arctic landfast ice using observed ice data from 1976
to 2007, including the Beaufort Sea. They found that a signiﬁcant decrease in landfast ice occurred since
1990. A landfast ice trend in the Beaufort Sea was estimated to be20.039 104 km2/yr.
Model simulations with coupled ice-ocean models can hence provide insight into longer-term variations on
time scales of decades, although the modeling of landfast ice at these scales is in its infancy [e.g., K€onig-
Beatty and Holland, 2010]. K€onig-Beatty and Holland [2010] developed a landfast sea-ice model by adding
tensile strength to the viscous-plastic as well as two versions of the elastic-viscous-plastic sea ice rheologies.
One-dimensional implementations of these rheologies are used to explore the ability of coastal sea ice to
resist offshore winds over extended times. While all modiﬁed rheologies are capable of maintaining landfast
ice-like structures in the model, only the viscous-plastic rheology fulﬁlls theoretical expectations. Again,
these 1-D models also do not have any anchoring mechanism and sea ice dynamics. Because a one-
dimensional thermodynamic only model was used to simulate Arctic landfast ice thickness at only a point
[Flato and Brown, 1996], it lacks some important dynamic processes, such as sea ice dynamics like internal
ice advection, ocean current and wind advection, geometric conﬁguration, and bottom anchoring among
others.
Landfast ice along the Chukchi and Beaufort coast is a seasonal phenomenon with interannual variability
[Eicken et al., 2005; Mahoney et al., 2007a]. It is a great challenge for any coupled ice-ocean model to capture
the dynamic and thermodynamic features of landfast ice, since many factors can affect the formation,
anchoring, and melting of landfast ice, such as wind forcing, ocean currents, and coastal topography and
bathymetry.
Although the present ice models have no anchoring mechanism for coastal landfast ice, we attempt to
investigate and explain the observed measurements using the existing CIOM with multicategory thickness
(i.e., with ridging mechanism) and possibly advocate for future research in anchoring formulation of landfast
ice dynamics and thermodynamics. The goal of this study is to investigate some important mesoscale
dynamic and thermodynamic features of both the ocean circulation and sea ice processes (such as meso-
scale eddies, landfast ice, BSC, Bering Strait inﬂow, and ice advection) in the Chukchi and Beaufort Seas
using an eddy-resolving (3.8 km), state-of-the-art, stand-alone coupled ice-ocean model. We will focus on
seasonal and interannual variability of coastal ocean circulation and landfast ice in the nearshore Chukchi
and Beaufort Seas.
2. Model Description, Configuration, Forcing, and Observations
2.1. Description of CIOM
Detailed description of the CIOM can be found in Yao et al. [2000] and Wang et al. [2002, 2005, 2009a]. The
ocean model used is the Princeton Ocean Model (POM) [Mellor, 2004], and the ice model used is a full ther-
modynamic and dynamics model [Hibler, 1979, 1980] that prognostically simulates sea-ice thickness, sea ice
concentration (SIC), ice edge, ice velocity, and heat and salt ﬂux through sea ice into the ocean. The model
has been successfully applied to the Bering Sea [Hu and Wang, 2010; Hu et al., 2011; Wang et al., 2009b], the
Beaufort Sea [Wang et al., 2003, 2008], the Arctic Ocean [Wang et al., 2005; Long et al., 2012], and in the
Great Lakes [Wang et al., 2010b].
2.1.1. Ocean Model
1. Horizontal spherical grid with 3.8 km resolution in longitude and latitude covering the Chukchi-Beaufort
seas;
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2. Twenty-four sigma levels in the vertical;
3. Open boundaries (velocity, T, and S) are embedded by a climate (atmosphere-ice-ocean-land) GCM from
Japan with a resolution of about 25 km [Watanabe et al., 2006] with volume transport conservation princi-
ples and radiation properties [Wang et al., 2001];
4. Inclusion of parameterization of wind-wave mechanic mixing [Hu and Wang, 2010];
5. Atmospheric forcing uses National Centers for Environmental Prediction (NCEP) Reanalysis products: heat
ﬂux, mass (moisture) ﬂux, and 6 hourly wind stress.
2.1.2. Ice Model
1. Full thermodynamics;
2. Full dynamics with plastic-viscous rheology [Hibler, 1979; Wang et al., 1994] under the NCEP forcing;
3. Multicategory ice model [Thorndike et al., 1975; Hibler, 1980; Yao et al., 2000] fully coupled to an ocean
model [Mellor and Kantha, 1989; Kantha and Clayson, 1994];
4. Inclusion of lateral melting of sea ice [Ohshima and Nihashi, 2005];
5. Prognostic and diagnostic variables: Ice velocity, compactness, ice edge, thickness, heat budget, salt
budget, ice stress, etc.
In this study, 10 ice categories (0, 0.2, 0.5, 1, 1.5, 2, 3, 4, 5, and 6 m) are used, each having a percentage in a
grid point. Thus, a thickness equation for each category is calculated. Then, the summation of each category
thickness is the total thickness at each grid. Thus, sea ice concentration and thickness at each grid are calcu-
lated from the sum of the 10 ice categories.
The model was spun up with the PHC temperature and salinity [Steele et al., 2001], sea ice climatology, Janu-
ary concentration, and motionless sea ice and ocean for the ﬁrst 4 years under NCEP reanalysis monthly cli-
matological atmospheric forcing, which were derived (averaged) from 1958 to 2008. At the bottom layer,
both temperature and salinity are restored to the monthly climatology with the same time scale of 60 days.
At the surface, salinity, with freshwater ﬂux forcing from P-E, is restored to the observed monthly salinity
ﬁelds at a time scale of 30 days for prescribing freshwater runoff into the Arctic Basin using the ﬂux correc-
tion method of Wang et al. [2001]. After a 4 year spin-up, a dynamic and thermodynamic seasonal cycle is
established. Then, we reran the model using the daily NCEP forcing to drive the CIOM from 1990 to 2008 for
year-to-year variability.
2.2. Measurements
JAMSTEC (Japan Agency for Marine-earth Science and TEChnology) conducted its biannual ﬁeld campaigns
aboard the R/V Mirai in the Beaufort and Chukchi seas. Data collection includes ship-board CTD (conductiv-
ity-temperature-depth), towed ADCP (acoustic Doppler current proﬁler), moored ADCP, CTD, current meters,
and biogeochemical sensors (http://www.jamstec.go.jp/arctic). The data used here are from 1992 to 2000. A
summary of these data is given in Table 1. These data are used as independent observations to validate the
CIOM.
Satellite remotely sensed data sets were employed to validate the CIOM. To compare the sea ice area, we
used the sea ice concentration maps derived from the Special Sensor Microwave Imager (SSM/I) on board
the Defense Meteorological Satellite Program (DMSP) F-13. This product is available at the National Snow
and Ice Data Center (NSIDC) website (http://nsidc.org/data/sea_ice.html#SEA_ICE_CONCENTRATION). There
are two algorithms for sea ice concentration: the NASA team algorithm [Cavalieri et al., 1990] and the
Table 1. JAMSTEC Mooring Stations, Observation Duration, Bottom Depth, ADCP Instrument Depth, Vertical Resolution, and Record
Time Interval
Station Observed Duration Bottom Depth/m Instrument Depth/m Vertical Resolution/m Time Interval/h
CBJ 9/92-7/97 75 10–56 2 0.5
BFK 7/98-10/99 132 82–126 4 1
BFS 7/98-10/99 513 101–250 101, 192, 413 1
MCJ 10/99-10/00 260 164–243 164, 243 1
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Bootstrap algorithm [Comiso, 1990]. The NASA team algorithm takes into account the multiyear ice fraction,
while the Bootstrap algorithm assumes open water and ice.
In this study, the NASA team algorithm was selected to evaluate sea ice concentration from 1998 to 2008.
The horizontal resolution is 25 km, and the map projection is the polar stereographic. Extraction of data and
converting from the Polar stereographic projection to the cylindrical projection (9 km) were done using
Interactive Data Language (IDL).
To compare the CIOM temperature ﬁeld with the satellite data set, we used the AVHRR Oceans Pathﬁnder
Global 4 km Equal-Angle All SST V5 provided by the NASA/Jet Propulsion Laboratory/Physical Oceanogra-
phy Distributed Active Archive Center (PO. DAAC; http://podaac.jpl.nasa.gov). The accuracy of this path-
ﬁnder SST is 0.3oC. Horizontal resolution is 4 km. We also utilized the Moderate Resolution Imaging
Spectroradiometer (MODIS) Level 3 mapped standard product suite SST. Data processing was conducted by
the SeaWiFS Data Analysis System (SeaDAS 5.0; ttp://oceancolor.gsfc.nasa.gov/seadas/) [Fu et al., 1998].
3. Results
3.1. Validation of Ocean Circulation Pattern Using In Situ Observations
The high resolution CIOM reproduced very ﬁne structure of the Alaskan Coastal Current system (three
branches) and the anticyclonic large-scale Beaufort Gyre superimposed by mesoscale eddies with anticy-
clones outnumbering cyclones (Figure 2). The ﬁrst branch is the Alaskan Coastal Water (ACW) branch along
the Alaska Arctic coast. This current ﬂows mainly along the isobaths with relatively warm water, hugging to
the Alaska coast. The second branch (middle) ﬂows northward along the Central Channel and turns to the
east, joining the ACW. The ACW ﬂows eastward all the way to the Canadian Beaufort Sea, encountering the
Mackenzie River outﬂow, where the coastal current then turns sharply to the west and joins the Beaufort
Gyre (westward) circulation. As a consequence, between the Beaufort Gyre and ACW current there is a
strong horizontal shear, resulting in a deep trough in sea surface height (SSH). This phenomenon is found
for the ﬁrst time using this high resolution CIOM and needs ﬁeld measurements to conﬁrm its existence.
The third branch ﬂows northwestward into the Chukchi Sea via a deep channel between Wrangel Island
and Herald Shoal. Part of this current turns to the east and joins the Beaufort Slope Current (BSC) [Pickart,
2004]. In addition, the ESC is also reproduced. These features are consistent with recent observations in the
region [Woodgate et al., 2005]. The simulated Beaufort Gyre is conﬁrmed by the high SSH (red) with anticy-
clones dominating due to baroclinic instability [Wang and Ikeda, 1997; Chao and Shaw, 2002].
The simulated annual average current velocity at 70 m compares reasonably well with the moored ADCP-
measured velocity (Figure 3a) at four locations. Figure 3a shows the comparison between the model simu-
lated velocity (black) and the ADCP mooring velocity (red) at a subsurface layer of 70 m. The simulated
velocities are, in general, consistent with the observed. There are discrepancies in both direction and magni-
tude, which may be because (1) the model topography/depth was smoothed and (2) the model vertical and
horizontal resolution was still coarse. The model basically captures the vertical structure of the mean ﬂow
(Figure 3b) in the Beaufort Sea (the second station from left) with the alongshore component (u) being bet-
ter reproduced than the offshore component (v).
3.2. Validation of Sea Ice Using Satellite Measurements
To evaluate the CIOM, we compared the simulated results with satellite measurements. Figure 4 shows the
time series of the averaged sea ice area derived from SSM/I measurements between 1997 and 2005 (black
line), the sea ice area in 2002 (blue line), and the sea ice area in 2002 simulated by the CIOM (red line). In
Figure 4, we plotted a 3 day averaged sea ice area estimated from the CIOM output, so that short-term vari-
ability, which is shown by the SSM/I measurements, is reduced. However, the CIOM accurately reproduces
the seasonal cycle of sea ice in the Chukchi/Beaufort Sea, while the simulated sea ice was suddenly melted
in late July due to the imposed lateral melting parameterization. The maximum sea ice area and the timing
of ice melting/freezing are consistent with SSM/I measurements. Also, sea ice freezing during winter (Octo-
ber–December 2002) was accurately reproduced. During August 2002, the open water area was larger in
the simulation than what was measured by the SSM/I. The melting rate of sea ice from May to August and
the maximum sea ice retreat still need to be improved. The ice melting rate is slow during May and early
June and fast during late July and August when compared with the SSM/I measurements.
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3.3. Ocean Circulation and Mesoscale Eddies in the Chukchi and Beaufort Seas
In the Chukchi Sea shelf, warm Paciﬁc water intrudes through the Bering Strait. Heat input through the
Bering Strait can cause rapid sea ice reduction [Shimada et al., 2006; Wang et al., 2009a;Woodgate et al., 2010;
Mizobata et al., 2010]. Figure 5 shows AVHRR daily sea surface temperature images on 21 July (Figure 5a), 1
August (Figure 5c), and 22 September (Figure 5e) of 2002 and ice-ocean circulation (Figures 5b, 5d, and 5f)
simulated by the CIOM in the Chukchi Sea. SST patterns are similar to the ocean temperature simulated by
the CIOM. Both AVHRR SST and ocean temperature derived from the CIOM show warm water covering the
Chukchi Sea in July (Figures 5a and 5b), extending to the Herald Canyon, the western Hanna Shoal, and the
southeastern Siberian coast in August (Figures 5c and 5d). The warm water pattern greater than 8oC was cap-
tured by the AVHRR and indicates the ACW branches (Figure 5c). Those features were well simulated by the
CIOM, except for magnitude of temperature (Figure 5d). The AVHRR SST indicates the warm Alaskan Coastal
Current ﬂowing along the Alaska coast. Warm water reached the Icy Cape in August (Figure 5c) and the Bar-
row Canyon in September (Figure 5e). The CIOM results are consistent with satellite measurements and previ-
ous ship surveys. Thus, the distribution of the warm Paciﬁc water and ocean circulation in the Chukchi Sea
were well simulated. A big difference between AVHRR images and CIOM results is the high water temperature
core at the Siberian coast (Figures 5a and 5c). Currently, this high water temperature core is not well simu-
lated. A similar warm core was found in July 2004 in satellite measurements (not shown). No documents exist
showing this feature. If this warm core is a real phenomenon, it would affect the timing and pattern of sea ice
freezing and melting; further investigation is needed. A cold band at the Siberian coast in September is due to
errors resulting from cloud or fog.
During the open water period, small-scale eddies with radii as small as 10–20 km have been observed in
the Beaufort Sea basin area [Manley and Hunkins, 1985; Muench et al., 2002; Spall et al., 2008]. Figure 6 shows
a snapshot of the simulated result on 24 September 2002. Red boxes indicate the eddy ﬁeld. There are two
main streams of warm Paciﬁc water having a north-south component in water velocity, implying a small
mesoscale eddy ﬁeld. Eddies also can be found near the ice-edge.
The mechanism for generation of these small mesoscale eddies was theoretically investigated by Ikeda
[1983] and further using 3-D numerical models with sloping bottoms by Wang and Ikeda [1997] and Grifﬁths
et al. [2000]. Wang and Ikeda [1997] found that the sloping bottom, both positive and negative sloping
Figure 2. Model-simulated upmost 50 m averaged ocean velocity and sea surface height (elevation in color with units of meters) on 10 July 2002, consistent with the schematic ocean
circulation pattern (Figure 1).
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topography have a signiﬁcant impact on the sizes of mesoscale eddies and their growth rate. The positive
(negative) sloping topography is deﬁned as the same (opposite) inclination between the frontal density dis-
tribution and sloping orientation. For example, the Kuroshio and the Gulf Stream have a positive sloping
bottom, while the Labrador Current, the Bering Slope Current, and Beaufort Slope Current have a negative
sloping bottom. Therefore, along the negative slope in the nearshore Chukchi and Beaufort Seas, the eddies
growth rate is dampened and shifted to higher wave numbers. In other words, the negative slope promotes
short mesoscale eddies (waves), while dampening the long waves [Wang and Ikeda, 1997, see Figure 6].
This is similar to the Bering (negative) Slope (Current): (1) there are always small mesoscale eddies and (2)
there are more anticyclone eddies than cyclone eddies, as observed and simulated by Mizobata et al. [2006,
2008].
CBJ
CBJ
BFK
BFK
BFS
BFS
MCJ
MCJ
Figure 3. (top) Annual mean and depth-average velocity reproduced by the model (black) is compared to the JAMSTEC ADCP-measured velocity (red) and annual-average vertical pro-
ﬁles of observed alongshore velocity (red) and modeled velocity (black) at all four moorings, as indicated, in the Beaufort and Chukchi seas.
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Hart and Killworth [1976] pointed out that such small mesoscale eddies with observed radii of 10–20 km
cannot be generated in the deep Arctic basin, but possibly between 50 and 300 m of the (negative) sloping
bottom. Chao and Shaw [2002] also used an idealized channel model to investigate these small eddies due
to baroclinic instability.
To further understand the mechanism for generating such small mesoscale eddies, we applied a theoretical,
three-layer model developed by Ikeda [1983] to explain why the modeled small mesoscale eddies are con-
sistent with the theoretical estimate. The Alaska Coastal Current has the following parameters: upper layer
with thickness is H5 100 m; density difference from the layer below is Dq5 2 kg m23; and Coriolis parame-
ter is f5 1.4 3 1024 s21. Thus, the internal Rossby radius is L5 (gDqH/qo)
21/2/f5 104 m5 10 km. This
Rossby radius is associated with the upper layer much thinner than the lower layer, where g is the gravita-
tional acceleration and qo is water density. The typical current speed is U5 0.1 m s
21; Rossby number is cal-
culated as Ro5U/(fL)5 0.07; bottom slope (typical value taken as an example with a depth increase of
1000 m over distance of 100 km) is Hy5 1/100 where Hy is scaled by (Ro Ho)/L5 0.07 3 1000/10
45 0.007.
Thus, nondimensional bottom slope is 1.4.
In Ikeda [1983, Figure 4], if we assume a two-layer system (with very small density variability in the lower
layer), the wave number is about 1.5 times of the ﬂat bottom case. The wavelength becomes 0.7 times of
the ﬂat bottom case. In Ikeda [1983, Figure 3], if we assume a three-layer system (with some density differ-
ence in the lower layer), and the third layer has no motion, then, the system acts as a two-and-half layer
model. Therefore, the bottom slope has minor effect on the wavelength, except for a narrow branch at
larger wave number.
The wavelength is calculated to be (2p/wave number) L. In Ikeda [1983, Figure 7], the ﬂat bottom
case gives the wave number (0.7) of the fastest growing mode. Thus, (2p/0.7) 3 10 km5 90 km.
Over the continental slope, the wave number could be as large as 1.2. Then, the wavelength is 50
km. There are no straightforward ways to estimate the diameter of a detached eddy. If we simply
take 1/3 of the wavelength, then the diameter of an eddy is about 30 km without the bottom topog-
raphy effects, while it is slightly smaller less than 20 km with the negative sloping bottom [Wang
Figure 4. Seasonal cycle of sea ice area in the Chukchi/Beaufort Sea derived from the SSM/I measurements (blue line, daily) and simulated by the CIOM (red line, 3 day averaged). Sea
ice concentration less than 15% was ignored to avoid the error of SSM/I measurement. Gray area shows the variance of the averaged sea ice area from 1997 to 2005. Black line shows
the average sea ice area derived from DMSP/SSMI F-13 from 1997 to 2005.
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and Ikeda, 1997]. This estimate is also consistent with the theoretical analysis of Hart and Killworth
[1976].
3.4. Landfast Ice in the Nearshore Beaufort Sea
The ice-ocean circulation system experiences a seasonally repeated cycle in the nearshore Beaufort Sea. Sea
ice distribution is inﬂuenced not only by thermodynamics but also by the ACW coastal current, small meso-
scale eddies, river discharge, and the Beaufort gyre. Figure 7 shows the CIOM results from August to
November. Water velocity is plotted at every grid point (black arrows) because the scale of eddies is small
(10–20 km) due to the fact that the Rossby radius of deformation is about 5 km [Watanabe, 2011] and has a
2002/
2002/August /1
2002/September / 22
2 02/July/21
2 02/August/
2 02/September/2
a     b       
c 
e 
    d       
    f       
Figure 5. AVHRR-derived daily sea surface temperature images on (a) 21 July, (c) 1 August, and (e) 22 September (left) of 2002 and simulated ice-ocean circulations (b, d, and f) in the
Chukchi Sea.
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negative sloping topography [Wang and Ikeda, 1997; Grifﬁths et al., 2000]. In August, open water was formed
and warm Paciﬁc water came from the Barrow Canyon. There was another source of heat from the Macken-
zie River. Sea ice in the basin had melted, but the landfast ice still remained at the Alaska coast between
156oW and 144oW (Figures 7a–7c). SSM/I measurements also indicate the landfast ice along the Alaska coast
in August (Figure 8). During September, wide open water and meandering of the boundary current result-
ing from eddies were simulated (Figures 7d–7f). In October, the boundary current was close to the Alaska
coast (6 October, Figure 7g), and sea ice began forming. In November, the CIOM simulated sea ice freezing
and the polynya in the Beaufort basin (Figures 7h and 7i). According to Figure 7, sea ice cover resulted from
ice production at the coast (landfast ice) and in the basin, and ice advection from the basin to the Alaskan
coast. Ice was produced at the Alaskan coast due to the shallow water depth, resulting in rapid freezing. On
the other hand, SSM/I measurements show that sea ice cover is due to ice production in the basin area or
advection from north or east (Figure 8). Wide landfast ice was not seen in October from SSM/I measure-
ments possibly due to the coarse resolution (25 km), compared to the 3.8 km resolution CIOM. Due to
coastal sea fog, the SSM/I measurements may also overestimate SIC along the coast by 10–15%, particularly
in summer. Therefore, there is a need to validate landfast ice production.
Figure 9 shows the 10 year (1994–2004) seasonal climatology (mean) of minimum, mean, and maximum
landfast ice extents in the Beaufort Sea, measured by SAR and SSM/I [Eicken et al., 2005]. Landfast ice starts
to form in October, and steadily increases in area from November to February, and reaches a maximum in
March and April. In May, landfast ice starts to decay and reduces in area. From June to July, the area signiﬁ-
cantly reduces.
There are several approaches to distinguish landfast ice from pack ice in a model. One way is to deﬁne land-
fast ice by an ice velocity criterion that considers ice stationary below a given velocity threshold. In this
study, if both the absolute ice velocity is less than 4 cm/s, and the water depths are less than 35 m, then
grid cells are designated as landfast ice. In this study, we use this empirical method to identify the landfast
ice from pack ice. The second, prescriptive method stipulates that during the simulation, the wind stress,
and ice velocity are set to zero shoreward of the 35 m isobaths, roughly corresponding to the extent of
landfast ice in many areas. However, this method sometimes causes model instability due to the fact that
ice mass balance is not met because the ice velocity is artiﬁcially and forcefully set to zero. Therefore, we
September 
24, 2002       
Figure 6. A snapshot of the CIOM simulation in the Beaufort Sea (24 September 2002). Black arrows represent water velocity at 10 m water depth at each grid cell. Inside the red boxes,
small mesoscale eddies are active, with anticyclones outnumbering cyclones.
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did not use this method in this study. The third method is to mask out the landfast ice grids during model
simulation based on existing observation. In other words, over these masked landfast grids, no dynamic
equations are used to integrate along with the pack ice dynamics. The second method is widely used in Bal-
tic Sea ice simulations [Haapala et al., 2001; Meier, 2002a, 2002b], which is not capable of representing spa-
tial and interannual or seasonal landfast ice extent.
Figure 10 shows the climatology (1996–2004) of the simulated landfast ice that was compared to observed
landfast ice extents obtained from synthetic aperture radar satellite data for the period 1996–2004 [Eicken
et al. 2005; Mahoney et al., 2007a]. In the model, landfast ice starts to form in autumn due to the Beaufort
Gyre and anticyclonic winds induced by the Beaufort High, both of which push sea ice toward the Alaskan
Beaufort coast, coupled with the thermal growth of sea ice along the shore [Wang et al. 2009a]. When sea
ice completely covers the entire Arctic beginning in December, landfast ice is attached to shore, while pack
ice offshore still moves with the ocean surface current and wind forcing. During the period of complete ice
cover, the radar satellite data indicate completely stationary landfast ice with a clearly delineated boundary
between pack ice and landfast ice (anchored to the bottom and attached to shore with the velocity almost
a)   b)   c)   
d)   e)   f)   
g)   h)   i)   
j)   k)   l)   
Figure 7. Sea ice cover and ocean circulation in the Beaufort Sea coastal area on (a) 10 August, (b) 16 August, (c) 28 August, (d) 6 September, (e) 15 September, (f) 24 September, (g) 6
October, (h) 18 October, (i) 27 October, (j) 5 November, (k) 14 November, and (l) 29 November in 2002 simulated by the CIOM. Gray area shows sea ice concentration between 30% and
100%. Black arrows indicate water velocity (10 m water depth) at every grid point.
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being zero), while the CIOM-simulated landfast ice still exhibits small movement, since the sea ice produced
in the CIOM is not resolving the anchoring of grounded pressure ridge keels that stabilize the landfast ice.
Thus, more research is required to improve the representation of ice dynamics in coastal regions and land-
fast ice processes by formulating and including the relevant ice anchoring mechanisms in the model.
The CIOM-simulated landfast ice is generally consistent with landfast ice extent derived from satellite data.
The CIOM reproduces the landfast ice boundary in January and February very well. However, the model
reproduces less landfast ice than the measured boundary in March. During April, the CIOM reproduces land-
fast ice reasonably well in general, but reproduces less ice from 147oW to 152oW. In May, CIOM reproduces
more landfast ice between 140oW and 147oW. In June, the model simulation compares very well with
measurements.
To investigate the interannual variability of the landfast ice, we ﬁrst calculate the seasonal cycle of the land-
fast ice area based on those grid cells conforming with the ice velocity criterion described above and exhib-
iting an ice concentration greater than 0.8 within 160oW–134oW for the period of 1990–2007 (Figure 11a).
Three characteristics are apparent: (1) landfast ice exhibits a uniform extent indicative of overall stability of
the ice cover from January to April with a maximum in April; (2) the largest variability (i.e., standard devia-
tion) occurs in June and November, during the peak of the melt (decay) and freezeup (formation) seasons,
respectively; and (3) there is no landfast ice in September.
Figure 11b shows the year-to-year variability of the landfast ice area. One striking feature is that the landfast
ice formed earlier and melted later before 1998, however since then, the duration of the landfast ice season
has shortened signiﬁcantly since 1998, consistent with the results of Yu et al. [2013]. This is consistent with
the increase in Bering Strait heat transport since 2001 [Woodgate et al., 2010], particularly since 2004 when
both temperature and volume transport increased. In the spring of 2007, landfast ice decayed more rapidly
than in the previous years (2004–2006), since the 1DA-derived wind anomaly was directed offshore (i.e.,
northward) [Wang et al., 2009a], in addition to other forcings such as maximum Bering Strait heat transport
[Woodgate et al., 2010; Mizobata et al., 2010], and ice/ocean and cloud albedo feedbacks [Ikeda et al., 2003;
Wang et al., 2005], leading to thinner pack ice. Figure 11c shows the time series of landfast ice area anoma-
lies for 1990–2007. It is clear that from 1990 to 1997, positive anomalies dominated, but since then, Beaufort
and Chukchi Sea landfast ice extent was characterized by negative anomalies. As evident from Figure 11b,
these anomalies are not due to reductions in maximum extent, but rather driven by shifts in the seasonality
a)   b)   c)   
d)   e)   f)   
Figure 8. SSM/I sea ice concentration images in the Beaufort basin area on (a) 10 August, (b) 16 August, (c) 6 September, (d) 6 October, (e) 14 October, and (f) 16 October. Note that the
resolution is 25 km.
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of the landfast ice, i.e., the shortened duration. This ﬁnding is in line with observations by Mahoney et al.
[2007a] and points to the importance of decadal-scale variations in landfast ice extent.
A 5 year running mean (dashed line of Figure 11c) indicate possible decadal variability in landfast ice, driven
by atmospheric forcing and oceanic forcing such as global teleconnection patterns and Bering Strait oce-
anic heat transport. Similar to Yu et al. [2013], a trend in landfast ice area was calculated (solid line of Figure
11c). The negative trend has a rate of 20.048 3 104 km2/yr between 1990 and 2007, which is consistent
with, but slightly larger than the rate of20.0393 104 km2/yr between 1976 and 2007, derived by Yu et al.
[2013, see their Table 1]. The larger rate is due to the different length of the two time series. Since 1990,
1DA events were intensiﬁed and occurred more frequently than the period 1976–1990. This trend is con-
sistent with reduction in Arctic summer sea ice [Wang et al., 2009a] and multiyear ice [Maslanik et al., 2011]
due to intensiﬁed positive Arctic Dipole Anomaly (1DA) activity [Wang et al., 2009a], and with increase in
northward oceanic heat transport through Bering Strait [Woodgate et al., 2010].
To further explain the impacts of DA on landfast ice, similar to the pack ice [Wang et al., 2009a], we conduct
a composite analysis in the following.
Figure 9. Minimum, mean, and maximum monthly landfast sea ice extents showing the change in landfast ice distribution in the study area through the annual cycle. The dotted area
indicates where landfast ice was never observed [from Eicken et al., 2005].
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4. Interannual Variability of Sea Ice in Response to DA
During the study period, the Arctic Oscillation (AO) was weakened [Wang and Ikeda, 2000, 2001], and the
Arctic Dipole Anomaly (DA) [Wu et al., 2006; Watanabe et al., 2006; Wang et al., 2009a] was intensiﬁed. The
positive (negative) DA-derived anomalous meridional wind stress along (against) the Trans-polar Drift
Stream (TDS) toward the eastern (western) Arctic produced anomalous more (less) open water in the Alas-
kan Beaufort Sea, and thus anomalously less (more) landfast ice along the coast.
We have conducted multiple year simulations from 1990 to 2008 to investigate the interannual variability.
Large interannual variations in summer ice concentration (or open water) in the Alaskan Beaufort Sea are
caused not only by atmosphere but also by ice-ocean nonlinear feedbacks [Wang and Ikeda, 2001; Maslanik
et al., 2007]. Two phases of DA years were chosen:1DA (1995, 1999, 2005, 2007), and –DA (1996, 1998,
2003, 2004) to conduct a composite analysis. The average1DA index of these years is 11.56, and the aver-
age –DA is 20.88, indicating that the 1DA events were stronger than the –DA during the study period. Fig-
ure 12 shows spatial composite average in July (melting season) and in November (freezing season) for the
1DA and –DA years. In July, there was less sea ice cover (smaller concentration) during the1DA phase (Fig-
ure 12a) than the –DA phase (Figure 12b) because the stronger warm Bering Strait inﬂow reached further
north during the1DA phase than the –DA phase. Obviously, there was more landfast ice cover during the
–DA phase than the 1DA phase along the Beaufort coast. The concentration difference (C_diff52DA
minus1DA) ﬁeld (Figure 12e) indicates that there was a positive anomaly of 0.1 along the Beaufort coast
and of 0.2–0.3 in the central Beaufort Sea. The thickness difference ﬁeld (Figure 12f) also shows overall
Figure 10. The CIOM-simulated January to June climatological landfast ice extent (from 1996–2004, black shaded) compared to landfast ice edge locations derived from synthetic aper-
ture radar satellite data (red dots) averaged for the period 1996–2004. Green vectors are wind stress in units of 1025 N m22.
Journal of Geophysical Research: Oceans 10.1002/2013JC009258
WANG ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 3298
positive anomaly along the Beaufort coast (0.1–0.3 m) and Beaufort Sea (0.4–1.2m). Thus indicates that dur-
ing the melting season, a 1DA event signiﬁcantly reduces landfast ice and pack ice, vice versa during a –DA
event.
In November (freezing season), the composite maps were constructed for the1DA (Figure 12c) and –DA
(Figure 12d) phases. The concentration difference ﬁeld (Figure 12g) shows that in the central Beaufort Sea
and northern Chukchi Sea, there was positive anomaly of 0.1–0.2, while along the Beaufort coast, a negative
anomaly of 20.1 occurred. A similar situation can be seen in the thickness difference ﬁeld (Figure 12h): a
positive thickness anomaly of 0.4–1.2 m occurred between the –DA and 1DA in the central Beaufort Sea
and in the northern Chukchi Sea. This is difﬁcult to explain in terms of DA forcing. A possible explanation is
that the most signiﬁcant impact of DA on sea ice is its persistency from winter, spring to summer, rather
than autumn [Wang et al., 2009a]. Therefore, during the formation season, other factors (such as
a)
b)
c)
Figure 11. (a) Modeled seasonal climatology of landfast ice area with standard deviations (the vertical bars denote one standard deviation) for the period of 1990–2007; (b) modeled
monthly landfast ice area from 1990 to 2007; and (c) modeled monthly landfast ice area anomalies from 1990 to 2007. A 5 year running mean (thick dashed line) and a downward trend
(thick solid line) are also given. The linear regression line is presented by Ice Area5 0.4344–0.0040 M, where units are in 104 km2 and M is in months).The landfast ice area is calculated
within the Beaufort and Chukchi coastal region between 160W and 134W.
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thermodynamics and the onshore wind derived from the buildup of the Beaufort High that is much stron-
ger than the1DA-derived meridional anomalous (offshore) wind) may play a larger role than the 1DA forc-
ing. Therefore, it is inadequate to use DA events to explain the landfast ice formation along the Beaufort
a)   
+DA
-DA
C_diff
h_diff
b)   
c)   
d)   
e)   g)   
f)   h)   
July                              November
Figure 12. Sea ice cover and ocean circulation in the Beaufort Sea coastal area in July (melting season) and November (freezing season) during 1DA and –DA phases, simulated by the
CIOM. (a–d) Light to dark blue area shows sea ice concentration between 1 and 10. Red and black arrows indicate sea ice velocity and water velocity (10 m water depth), respectively,
and areal colors indicate the SST. (e–h) C_diff (h_diff) denotes the sea ice concentration (thickness) difference between the 2DA and 1DA composite means. Unit of color bars for con-
centration (thickness) difference is in tenth (meters).
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coast during the freezing season, although the DA impact on the pack ice is generally consistent with other
seasons.
To examine the impact of DA on winter landfast ice, March ice thickness composite maps were constructed
(Figure 13) for the 1DA (Figure 13a) and –DA (Figure 13b) phases. During winter season, the Bering Strait
+DA
-DA
h_diff
March
c)   
b)   
a)   
Figure 13. Composite sea-ice thickness (in meters) composite mean in the Beaufort and Chukchi seas in March during (a)1DA and (b) –DA phases, simulated by the CIOM. h_diff
denotes the sea-ice thickness difference between the (a) 2DA and (b) 1DA composite means. Unit of color bars for thickness difference is in meters.
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heat transport is negligible or minimal, since the northward transport is minimal and sometime reverses
toward the south, and water temperature is near freezing point [Woodgate et al., 2010]. The thickness differ-
ence ﬁeld shows a positive anomaly of up to 0.4 m along the Beaufort coast. Large anomaly of up to 0.8 m
appeared near the Mackenzie coast and southern Chukchi Sea, while in the central Chukchi Sea, thickness
reduced. This indicates that during the 1DA (2DA), winter landfast ice along the Beaufort coast reduced
(increased). It is noted that because winter sea ice concentration (or extent) cannot change due to the
boundary constraint as suggested by Wang and Ikeda [2001], it is better to use sea-ice thickness (if available)
to capture the ice variability in response to atmospheric forcing.
The Arctic Dipole Anomaly (DA), as deﬁned by the second EOF mode of SLP, has been proven to have more
effective impact on driving sea ice out of Arctic (i.e., driving sea ice from the Western Arctic to the East Arc-
tic) than the Arctic Oscillation (AO, the ﬁrst EOF mode) [Wu et al., 2006; Watanabe et al., 2006; Wang et al.,
2009a, 2014]. The key mechanism here is that DA’s wind anomaly is meridional, from the Western to the
Eastern Arctic (from the East Arctic to the Western Arctic) during positive (negative) phase, while AO’s wind
anomaly is cyclonic (anticyclonic) during its positive (negative) phase. Thus, the 1DA-derived wind anomaly
is the offshore (northward) wind along the Chukchi and Beaufort coast, causing more unstable detachment
of landfast ice to shore, particularly in the melting seasons.
5. Sensitivity Studies
Wind forcing is the key dynamic forcing to sea ice year round [Thorndike and Colony, 1982; Hu and Wang,
2010; Hu et al., 2011] and is particularly important during the melting and freezing periods due to the inter-
action of sea ice dynamics with thermodynamics [Zhang et al., 2010; Wang et al., 2014]. Internal ice advec-
tion, i.e., the advection terms in sea ice dynamic equations [Holland et al., 1993], in addition to surface water
and air temperature advection by ocean circulation and winds [Hu et al., 2011], may also be an important
factor for sea ice (including landfast ice) formation and decay in the nearshore Beaufort Sea; otherwise, 1-D
landfast ice models [Flato and Brown, 1996; K€onig -Beatty and Holland, 2010] can be used to represent the 2-
D ice dynamics and distribution. The warm Bering Strait inﬂow (boundary forcing) should be important to
the nearshore Beaufort Sea ice due to both its dynamics through sea ice advection and thermodynamics
through heat transport.
Therefore, a series of sensitivity studies were conducted to investigate sea ice response to changes in these
physical processes and forcing. We focus on the mechanisms for landfast ice formation, maintenance, and
decay because we are mostly concerned with sea ice variability in the nearshore Beaufort and Chukchi seas,
which can potentially impact nearshore oil spill events. The following sensitivity experiments, with year
2002 as control run, were conducted to test the corresponding hypotheses.
1. No wind forcing during the growth/freezing (September–December) and decay/melting (May–September)
periods of landfast ice: The onshore wind component induced by the anticyclonic Beaufort High pressure is
the most important factor to forming landfast ice. Note that the onshore winds impose an opposite forcing
to the Paciﬁc-Arctic sea-level pressure head induced Bering Strait inﬂow [Woodgate et al., 2005]. In other
words, the onshore winds would slow down the Bering Strait inﬂow. Thus, without the onshore wind forc-
ing during the formation period, an extreme case of the weakened wind stress, the Bering Strait inﬂow
would be enhanced, and the ACW would spread offshore, joining the BSC, and advect more oceanic heat
offshore to the Beaufort Sea (Figure 14c). Thus, pack ice would be reduced in both the melting and growing
seasons (Figures 14c and 14d). Without the continuous piling-up of sea ice along the coast by onshore
wind-pushing, less landfast ice (Figures 14c and 14d) would exist than the control run (Figures 14a and
14b), consistent with the observation [Mahoney et al., 2007a].
There was no pronounced landfast ice anomaly during the melting season (1 August, Figure 14c) that distin-
guishes it from the control run. The reason is that the BSC is enhanced without the opposite wind forcing
and spread offshore, leading to above-normal melting of pack ice, but not landfast ice. However, during the
freezing season, without wind forcing, less ice forms along the coast (Figure 14d), because the pile-up pro-
cess is removed. For example, on 14 November 2002, a freezing season for both landfast ice and pack ice,
there was little landfast ice formation along the Beaufort coast (Figure 14d) without the onshore wind forc-
ing derived from the anticyclonic Beaufort High.
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2. No internal sea ice advection: We simply turned off the sea ice advection terms in the sea ice dynamic
equations to determine if sea ice advection is a key factor, but still under piling-up and ridging effects by
wind and surface ocean circulation. Without the internal ice advection, sea ice is controlled only by the ther-
modynamic process, similar to a 1-D setting [Flato and Brown, 1996; K€onig-Beatty and Holland, 2010].
Without the sea ice advection (or nonlinear terms), more sea ice and landfast ice exist in the nearshore
Beaufort Sea during the melting season (Figure 14e) and during the freezing season (Figure 14f), compared
a)      b)      
c)      d)      
e)      f)      
g)      h)      
Ctrl.
Run
No
Wind
No 
Ice
Adv.
No 
In-
flow
August 01, 2002                               November 14, 2002
Figure 14. The CIOM-simulated sea ice concentration on (left column) 1 August 2002 and (right column) 14 November 2002 for the (top row) control run that compares sensitivity
experiments (1) no wind during the melting season (May–September, second rows), (2) no sea ice advection (third rows), and (3) no Bering Strait inﬂow (bottom row).
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to the control run (Figures 14a and 14b). Without the ice advection, landfast ice forms faster than the con-
trol run. This indicates that sea ice formation and decay controlled only by the thermodynamic process can-
not reproduce open water along the Alaskan Beaufort coast. Thus, the sea ice advection process is very
important. This also implies that model parameters derived from any 1-D thermodynamic ice models may
not be suitable for 2-D thermodynamic and dynamic sea-ice models. Therefore, special caution should be
taken in using parameters of an ice model when transferring a 1-D ice thermodynamic model to a 2-D ther-
modynamic and dynamic model.
3. No Bering Strait inﬂow: We simply zeroed the Bering Strait inﬂow to investigate the Bering Strait inﬂow
impact on landfast ice in the Beaufort and Chukchi seas. The inﬂow advects the warm Bering water (i.e.,
transport heat) to the Chukchi Sea [Woodgate et al., 2005, 2010; Weingartner et al., 2005] and enhances both
bottom and lateral melting [Ohshima and Nihashi, 2005] all the way to the Beaufort Sea.
Thus, without this inﬂow, the coastal-trapped current is signiﬁcantly weakened and thus, the pile-up process
by the right-pointing Coriolis force would be reduced. This is why less landfast ice would stay along the
Beaufort coast during the melting season (1 August, Figure 14g). It is noted that the Bering Strait inﬂow sep-
arates into three branches: Herald Canyon, Central Channel, and Alaska Coastal Water (ACW). The majority
of the volume and heat transport is through the ﬁrst two channels, and turns to the right to join the Beau-
fort Slope Current (BSC) (see Figure 1) [Winsor and Chapman, 2004; Pickart, 2004, Pickart et al., 2009; Wood-
gate et al., 2005], while the ACW drainages into the Barrow Canyon, and then joins the BSC [Shimada et al.,
2006; Pickart, 2004; Watanabe, 2011]. Therefore, it is understandable that the landfast ice at shore (less than
35m) is less affected by the inﬂow heat transport in the melting season. The melting season is several
months before the maximum warm Bering Strait inﬂow moves in (with a maximum being in summer).
Therefore, the local melting dominates, in particular, near the Mackenzie Delta where the SST is higher than
that in the Barrow Canyon area. Nevertheless, in the control run, both the Barrow Canyon area and Macken-
zie Delta experience high SST, because in the former, oceanic heating is advected from the Bering Strait
inﬂow.
In contrast, there is more pronounced impact on sea ice without this inﬂow during the freezing season. Due
to no heat transport along the BSC year round, the heat content should be low-than-normal in the near-
shore Beaufort Sea; so there is more pack ice and then more landfast ice in the freezing season. In other
words, if the Bering Strait inﬂow reduces in the summer season, it would have little impact on the landfast
ice in the earlier melting season, but signiﬁcant impact (increase in landfast ice) during the coming freezing
season. The freezing process is enhanced (Figure 13h) because the local cooling dominates thermodynami-
cally in the relatively shallow shelf compared to the advection, while local winds dominate dynamically,
leading to enhanced onshore piling-up process [Mahoney et al., 2007b].
In summary, wind forcing, ice advection, and Bering Strait inﬂow all are important to landfast ice formation
and decay, and melting along the Beaufort coast, compared to the control run. During the melting season
when the advected ocean heat transport increases, all the factors are involved, leading to very complex
interaction between the dynamics and thermodynamics. In contrast, during the freezing season when the
oceanic heat ﬂux advection is weakened, the local cooling and wind forcing dominate the landfast ice
formation.
6. Conclusions and Discussion
The 3.8 km CIOM was successfully applied to the Chukchi and Beaufort seas to conduct realistic simulations
that were compared to available ship surveys and satellite measurements. Based on the above investiga-
tions including the sensitivity studies, the following major conclusions can be drawn:
1. The Chukchi-Beaufort seas coastal current was well reproduced, which consists of the ACW, the Central
Channel, and the Herald Valley branches. The ESC was also captured with a cold and fresh water mass. The
ocean circulation, such as the Beaufort Gyre and the imbedded small mesoscale eddies with anticyclones
outnumbering cyclones along with the seasonal cycle were very well simulated. The previous theory can be
used to explain why there are small mesoscale eddies at the negatively sloping bottom in the nearshore
Chukchi and Beaufort coasts.
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2. The seasonal cycle of sea ice was well reproduced with the lateral melting parameterization. Landfast ice,
for the ﬁrst time, was reproduced under daily atmospheric forcing without anchoring mechanism. The simu-
lated landfast ice compares reasonably well with the synthetic aperture radar measurements. Seasonal cycle
of landfast ice was derived with the largest standard deviations (changes) occurring in the melting (June)
and formation (November) seasons.
3. Interannual variability of landfast ice was also simulated from 1990 to 2008. It was found that before and after
1998, there was signiﬁcant change in seasonality, with longer duration prior to 1998 than after 1998. Conse-
quently, there was a positive (negative) anomaly in landfast ice area before (after) 1998. This regime shift in 1998,
known as a strong El Nino event, should be validated using historical data. A composite analysis shows that dur-
ing the1DA phase, there was less landfast ice possibly due to (1) anomalous northward or offshore wind along
the Beaufort coast and (2) anomalous northward oceanic and atmospheric heat transports into the Chukchi and
Beaufort coasts from the south, melting more sea ice during the melting season. During the –DA phase, an oppo-
site scenario occurred, leading to more pack and landfast ice from winter to the melting season due to (1) anoma-
lous southward (onshore) wind and (2) anomalously low northward oceanic and atmospheric heat transport into
the Chukchi and Beaufort seas. Nevertheless, during the formation season (autumn), DA’s impact on landfast ice
along the Beaufort coast is not signiﬁcant, since other factors may dominate the formation process.
4. Sensitivity experiments suggest that the most important factors affecting pack ice and landfast ice are
wind associated with the Beaufort High, the Bering Strait inﬂow, and sea ice advection. Onshore winds can
pile up ice toward shore, while offshore wind can destabilize and detach landfast ice from the shore [Maho-
ney et al., 2007b]. Of course, a high resolution model resolving the topography and geometry is a necessary
conﬁguration, since landfast ice is naturally attached to the complex geometry.
It should be noted that this study attempts to investigate nearshore landfast ice using the existing CIOM
that does not have anchoring dynamics. In other words, the simulated landfast ice may actually move, but
at a very small speed. The actual landfast ice is anchored to the bottom or attached to shore in the winter
with negligible speed, and starts to move during the melting and formation seasons. Through this study
with ‘‘landfast ice’’ loosely deﬁned, we can see that the CIOM (and other coupled ice-ocean models) has the
capability to simulate the nearshore thermodynamics and dynamics of sea ice, with a lack of an anchoring
mechanism. Therefore, anchoring dynamics of landfast ice is emerging as a research topic for the Arctic
community to better simulate and forecast sea ice in nearshore ice-covered seas.
Tidal forcing should be important in nearshore sea ice dynamics including landfast ice, in particular during
breakup and breeze-up periods. So far, few coupled ice-ocean models include tidal forcing, which needs to
be addressed in the near future. A suite of ice model parameters and parameterizations associated with
tidal forcing should be investigated since they may differ in magnitude in the absence of tides.
Appendix A: Model Description
This coupled ice-ocean model was described in great detail in the model development and application to
the pan-Arctic region [Wang et al., 2002]. In the following, we only describe the parts necessary for the com-
pleteness of this report.
A1. Sea-Ice Model
The sea ice component of the coupled model is a thermodynamic model based on multiple categories of
ice thickness distribution function [Thorndike et al., 1975; Hibler, 1980] and a dynamic model based on a
viscous-plastic sea ice rheology [Hibler, 1979].
The evolution of the thickness distribution function satisﬁes a continuity equation
@g
@t
1r  ðV!gÞ52 fg
@h
1w (A1)
where V
!
is velocity vector (u, v), f(h) is the thermodynamic vertical growth rate of ice, g is the sea-ice thick-
ness distribution function, and g(h)dh is deﬁned as the fraction of area covered by the ice with thickness
between h and h1 dh. The averaged thickness h and concentration A of sea ice in a grid is expressed from
g(h) as
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A5
ðh
01
gðhÞdh (A2)
and
h5
ðh
0
gðhÞhdh (A3)
w is the mechanical redistribution function, which represents the creation of open water and ridging during
ice deformation. The redistribution process conserves ice volume. The redistribution function is parameter-
ized as described by Yao et al. [2000]. The vertical growth rate f(h) of ice thickness is determined by the ice
thermodynamics.
The model thermodynamic interactions between ice, ocean, and atmosphere are shown in Figure 15. The
heat budget on the upper ice surface is
QAI5QSi1QEi1QL1ð12aiÞI02eirT40 (A4)
where ai is the albedo of sea ice (0.75 during the freezing period from October to March, 0.65 during the
melting period from April to September). When snow exists, ice albedo is replaced by the snow albedo aS
(0.9); ei is the emissivity of ice. I0 is the short wave solar radiation reaching the ice surface; QSi, QEi, and QL
are the sensible heat ﬂux, the latent heat ﬂux, and the effective longwave radiation ﬂux from ice surface,
respectively. QSi, QEi, and QL are parameterized by the following formulae,
QSi5qaCpCsjV
!
ajðTa2T0Þ (A5)
QEi5qaLeCejV
!
ajðqa2q0Þ (A6)
QL5ear 12kcCL½ ða2b
ﬃﬃﬃﬃ
ea
p ÞTa14ðT02TaÞT3a (A7)
where qa and Ta are the speciﬁc humidity and air temperature of air; q0 is the saturated speciﬁc humidity
on ice; T0 is the surface ice temperature; ea is the atmospheric vapor pressure. Cp is the speciﬁc heat of air
at constant pressure. Le is the latent heat sublimation on the ice surface. Cs and Ce are the sensible heat
and latent heat bulk transfer coefﬁcients, respectively. ea is the emissivity of air. r is Stefan-Boltzmann con-
stant. kc is the cloud factor, and CL is the cloud fraction. Ta (in Kelvin) is the air temperature, a and b are
empirical constants (a5 0.254, b5 4.953 1023). The surface ice temperature T0 is determined from the sur-
face heat balance equation,
QAI2Qc50 (A8)
where Qc is the internal conductive heat ﬂux through ice. A linear ice temperature proﬁle and a constant
thermal conductive coefﬁcient ki are used in this study. Thus, for the ice category with thickness h,
Qc52kiðT02Tf Þ=h (A9)
where Tf is the freezing temperature of seawater on bottom ice surface, which is a function of the salinity of
seawater (520.0544S01 273.15K, where S0 is the salinity of upmost ocean grid, in practical salinity unit,
psu). For the snow-covered ice, the conductive coefﬁcient will be replaced by kikshks1hski , where hs is the snow
depth.
If the calculated T0 is found to be over 0C, it is forced to be 0C. The extra heat of equation (A8) is used to
melt the ice at the upper surface, and the melted water will drain to the ocean immediately. The volume
ﬂux of melting water WAI is
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WAI5½QAI2Qc=L (A10)
The growth rate at the bottom of the sea ice is
WIW5½Qc2FT=L (A11)
where L is the volume latent heat of fusion and FT is the oceanic heat ﬂux out of the ocean surface
(assumed to be uniform over a model grid cell). Thus, the growth rate f(h) for sea ice with thickness h is the
sum of (A10) and (A11), i.e.
fðhÞ5½QAI2FT=L (A12)
For the open water in the ice zone, the growth rate of sea ice is
WAW5½QAW2FT=L (A13)
where QAW is the heat budget between the atmosphere-ocean interface, excluding the solar radiation that
is absorbed in the water column. QAW is calculated using a similar parameterization to (A4) but without the
solar radiation terms, i.e.,
QAW5QSW1QEW1QLW2ewrT4w (A14)
where ew is the emissivity of water. Tw is the sea surface temperature (SST). QSw, QEw, and QL are the sensi-
ble heat ﬂux, the latent heat ﬂux, and the effective longwave radiation ﬂux from water surface, which are
parameterized similar to (A5)–(A7). When the WAW is negative, the ‘‘melting’’ of ice to water is implied. In
this case, the equivalent heat is redistributed to melt the remaining ice. The total ice growth rate is integral
over various ice thicknesses with weight g(h).
The ice velocity V
!
(uI, vI) is determined from the momentum equation
m
dV
*
dt
1mfk
*
3V
!
52mgrH1 s!a2s* w1F
*
(A15)
or in terms of scalar format,
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where f is the Coriolis parameter andm is the ice mass in a grid.!H is the gradient of sea surface elevation,
F
*
is the internal stresses [see Hibler, 1979; Wang et al., 1994], and s*a and s
*
w are the air and water stresses,
respectively. They are determined by the bulk formulae
I0 αiI0 QSi QEi QL εiσT04 I0 αwI0 QSw QEw QLw εwσTw4
snow
Sea Ice Fc
Fw
Upper ocean
mixed layer
Fw
Figure 15. Heat budget between the ocean and sea ice.
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where V
!
a is the wind velocity vector. V
!
w is the current velocity vector of the upmost ocean layer. Ca (51.2
3 1023) and Cw (55.5 3 10
23) are the bulk coefﬁcients of wind stress and water stress, respectively. qa is
the air density and qw is the seawater density. F
*
is the two-dimensional internal ice stress tensor, which is
derived from the viscous plastic rheology with elliptical yield curve rate e5 2 of Hibler [1979] and involves a
compressive ice strength
P5P*h exp½2Cð12AÞ (A18)
where P* and C are empirical constants (here 2.5 3 104 N m22 and 20, respectively). e is the ratio of princi-
pal axes of the ellipse, P* is the ice strength, and C is the ice strength decay constant. This formulation
requires that the ice strength strongly depends on the amount of thin ice, characterized by (12A), which
also allows the ice to strengthen as it becomes thicker, as measured by thickness h. The redistribution func-
tion is parameterized as described by Thorndike et al. [1975] and Yao et al. [2000], differing from the treat-
ment by Hibler [1980], who used a given thickness to ridged ice of a single thickness (the multiplication
factor is chosen as 15). Table 2 lists the parameters, their values and units that are used in this model.
In this sea-ice model, we introduced a thermodynamical process: lateral melting, which relates to a variable
of the bulk heat transfer coefﬁcient, Kb, depending on wind speed proposed by Ohshima and Nihashi [2005]
add to references.
Kb5Chu (A19)
u5
ﬃﬃﬃﬃﬃ
Cd
p
urel (A20)
where Ch and u* are the heat transfer coefﬁcient and friction velocity, respectively. u* is derived from (A20)
using drag coefﬁcient Cd and relative velocity urel (1% of geostrophic wind velocity). The melting resulting
from heat input by wind is expressed as
dC
dt
5
CwqwKbCðT02Tf Þ
Lqih0
(A21)
Note that the lateral melting is about twice as large as bottom melting during the melting season. The
parameters used in the CIOM along with their units are listed in Table 2.
A2. Ocean Model
The Princeton Ocean Model [Blumberg and Mellor, 1987; Mellor, 2004] is used as the ocean component of
the coupled mode in this study. The model has a free surface, uses sigma coordinates in the vertical, and
employs a mode-split technique. The model embeds a second-order turbulence closure submodel. Smagor-
insky diffusivity along sigma surfaces is employed in the horizontal diffusion.
The governing equations of ocean dynamics in Cartesian-coordinate are as follows:
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The temperature and salt equations in sigma-coordinates are
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and the surface heat ﬂux is
QAW5QSw1QSw1QLw2ewrT4w (A24)
in the ice-free grid cell, and
AFT1ð12AÞQAW (A25)
in the ice-covered grid cell.
A3. Ice-Ocean Coupling
Heat and salt ﬂuxes at the ice-ocean interface are governed by the boundary processes as discussed by Mel-
lor and Kantha [1989]. The new level 2.5 closure turbulence model is employed according to Kantha and
Clayson [1994]. In grid cells in which ice is present, the heat ﬂux out of the ocean is
FT52qwCpCTzðTf2TÞ (A26)
where Cp is the speciﬁc heat of seawater and T is the ocean temperature at the uppermost model grid (in
our model the midpoint of the uppermost ocean layer). The heat transfer coefﬁcient CTz is given by
Table 2. Constants Used in CIOMa
Symbols Description Values Units
a Empirical constant 0.254
b Empirical constant 4.95 3 1023
ai Albedo of sea ice 0.65–0.75
aS Albedo of snow 0.9
aw Albedo of sea water 0.1
C Ice decay constant 20
Ca Wind stress bulk coefﬁcient 1.23 10
23
Cw Water stress bulk coefﬁcient 5.53 10
23
Ce Latent heat bulk transfer coefﬁcient 1.75 3 10
23
CS Sensible heat bulk transfer coefﬁcient 2.32 3 10
23 when Ts< Ta
1.75 3 1023 when Ts Ta
CP Speciﬁc heat of air 1410 J kg
21K21
CP,W Speciﬁc heat of sea water 3903 J kg
21K21
e Yield curve eccentricity 2
ei Emission of sea ice 0.65–0.75
L Volume latent heat of fusion
Le Latent heat sublimation on ice surface 3.32 3 10
23 J kg21
k von Karman constant 0.4
KC Cloud factor 0.62
ki Thermal conductive coefﬁcient 2.04
P* Ice strength 2.5 3 104 Nm22
Pr Molecular Prantl number 12.9
qa Air density 1.3 kg m
23
qi Sea ice density 910 kg m
23
qw Seawater density 1025 kg m
23
SI Sea ice salinity 5 psu
Sc Schmidt number 2432
r Stefan-Boltzmann constant 5.67 3 1028
Dx5Dy Model horizontal grid size 3800 m
DT Time step for eternal mode 20 s
Dt Time step for internal mode and ice 400 s
aTemperature is in Kelvin, K, 0C5 273.15K.
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CTz5
u
Prt ln ð2z=z0Þ=k1BT
BT5bðz0u=mÞ1=2Pr2=3
(A27)
where u* is the friction velocity, Prt is a turbulent Prantl number, z is the vertical coordinate corresponding
to the temperature T, z0 is the roughness length, and k is the von Karman constant. The molecular sublayer
correction is represented by BT, where Pr is a molecular Prantl number, m is the kinematic viscosity, and b is
an empirical constant (53). The salt ﬂux out of the ocean is
FS5ðWAI1WIW1WAWÞðSI2SÞ1ð12AÞSðP2EÞ (A28)
where SI is the salinity of ice (55 psu), S is the salinity at the uppermost model grid point, and (P2E) is the
volume ﬂux of precipitation minus evaporation.
Analogous to the heat ﬂux (A26), the salt ﬂux is deﬁned as
FS52CSzðS02SÞ (A29)
where S0 is the salinity at the ice-ocean interface. The salt transfer coefﬁcient CSz is
CSz5
u
Prt ln ð2z=z0Þ=k1BS
BS5bðz0u=mÞ1=2Sc2=3
(A30)
where Sc is the Schmidt number. Since Sc 52432, and Pr512.9, and CTz>CSz, this can lead to the produc-
tion of frazil ice in the water column as discussed by Mellor and Kantha [1989]. Frazil ice is immediately
added to the ﬂoating ice.
The ice-water stress is
sw=qw5
ku*
ln ðz=z0Þ ðV
*
i2V
!
wÞ
where V
*
w is the ocean velocity vector at the uppermost model grid.
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