f 0 1 , f 0 2 , f 0 3 , . . .),
20
(iii) punctuation: ')', '(' and ','.
21
The object of study in mathematics is frequently a set together with a structure defined on it. For example, the set formal system is a tuple U, R, M, C where U is a nonempty set, R is a finite set of relations on U, M is a finite set 25 of operations on U, C is a finite (possibly empty) set of distinguished elements on U.
26
Then, the formal systems have been characterized with signatures. A signature µ is a mapping that associates some and a signature µ that consists of mappings µ P and µ F , where 5 -µ P : P → N gives the arity of every predicate symbol,
6
-µ F : F → N gives the arity of every function symbol.
7
We use the notation P, F, C, µ for the first-order language determined by the sets P, F, C with signature µ.
8
Even now, it is usual to think of constant symbols as 0-ary function symbols. In these cases, a first-order language is 9 a triple P, F, µ . The symbol sets P, F and C may be finite or infinite and, except P, they may be even empty. Let 10 us mention that
11
• in works [7-10] the sets of predicate and function symbols are finite. These languages contain
12
(1) a finite nonempty set P of the predicate symbols P 1 , P 2 , . . . , P k (k ≥ 1),
13
(2) a finite set F of the function symbols
a finite or countable set C of the constant symbols c 1 , c 2 , . . . and a signature µ sometimes designated as
16
• symbols (ii) and punctuation (iii).
22
(ii) The extralogical symbols are determined by a pair P, Par , where
23
(1) P is a countable list of n-ary predicate symbols for every natural number,
24
(2) Par is a countable list of symbols called parameters.
25
The role of parameter symbols is quite different from constant symbols.
26
Having specified the basic element of syntax, the alphabet, we go on to grammar rules of the languages. The 27 definition can be formulated for all logic languages in a common way. We specify the expressions (terms and formulae)
28 of a first-order language by inductive definitions which select certain "well-formed" strings of symbols, exactly those 29 we take as meaningful ones. It is obvious that only the symbols of the given logic language appear in the next grammar 30 rules effectively.
31
Definition 1.4 (Terms).
32
(i) Any variable, any constant symbol and any parameter symbol is a term.
33
(ii) If f is an n-ary function symbol and t 1 , t 2 , . . . , t n are terms, then f (t 1 , t 2 , . . . , t n ) is a term too.
34
(iii) A string is a term only in the case if it can be constructed by finitely many applications of the rules (i)-(ii).
35
Definition 1.5 (Formulae).
36
(i) If P is an n-ary predicate symbol and t 1 , t 2 , . . . , t n are terms, then P(t 1 , t 2 , . . . , t n ) is an (atomic) formula.
37
(ii) (1) If A is a formula so is ¬A.
38
(2) If A and B are formulae, so are (A ∧ B), (A ∨ B), (A ⊃ B).
39
(3) If A is a formula and x is a variable, then ∀x A and ∃x A are formulae.
40
(iii) A string is a formula only if it can be generated by finitely many applications of the rules (i)-(ii).
41
We distinguish free and bound occurrences of variables. An occurrence of a variable x in a formula A is bound if
42
there is a subformula of A containing that occurrence of x such that it begins with ∀x or ∃x. (ii) I is a mapping, called interpretation that associates
10
(1) some n-ary relation I(P) : U n → {true, false} to every n-ary predicate symbol P of P,
11
(2) some n-ary function I( f ) : U n → U to every n-ary function symbol f of F,
12
(3) and some member I(c) ∈ U to every constant symbol c in C.
13
To determine the meaning of terms and formulae, we have to define the evaluation of the variables of the language.
14
In an evaluation, the variables mean elements of the universe. Two ways of reference to the universe elements will be 15 presented: either with a mapping κ : V → U called an assignment or with extending the language.
16
Suppose, we have a model, which gives the meaning of the constant and function symbols of the language, and
17
we have an assignment evaluating the variables. Then, we have enough information to calculate values for arbitrary 18 terms.
19
Definition 2.2. Let U, I be a model for the language P, F, C, µ , and let κ be an assignment in this model. To 20 each term t of P, F, C, µ , we assign a value |t| I,κ in U as follows:
21
(i) (1) for a constant symbol c ∈ C, |c| I,κ is the element I(c) of U,
22
(2) for a variable x, |x| I,κ is the element κ(x) of U,
24
This definition associates an element in U with each term of the language. If the term is closed its value does not 25 depend on the assignment κ.
26
Now, we associate a truth value with each formula. For this, we need a preliminary notion. Let x be a variable. The 27 assignment κ * in the model U, I is an x-variant of the assignment κ, if κ * (y) = κ(y) for any variable y except x.
28
Definition 2.3. Let U, I be a model for the language P, F, C, µ , and let κ be an assignment in this model. To 29 each formula A of P, F, C, µ , we assign a truth value |A| I,κ as follows: (iii) (1) |∀x A| I,κ = true, if and only if |A| I,κ * = true for every assignment κ * which is an x-variant of κ,
36
(2) |∃x A| I,κ = true, if and only if |A| I,κ = true for some assignment κ * which is an x-variant of κ.
37
Just as with terms, if the formula is closed then its truth value does not depend on the assignment. Moreover, the 38 value of an expression with n free variables depends on the assignment of these variables, so its meaning in the model 39 is an n-ary function or relation over the universe.
40
By the grammar, a particular language expression can contain only finite number of symbols. Thus, to specify 41 the meaning of an expression, we have to know the interpretation only for the symbols occurring in the expression |A| I,κ = true for every formula A of S.
5
A further fundamental idea of logic is the notion of semantic consequence.
6
Definition 2.5. We say that a formula A is a semantic consequence of a set S of formulae (written S | A) if S ∪{¬A} 7 is unsatisfiable.
8
The semantic decision problem is to decide whether this relationship holds between S and A. There exists an 9 equivalent formulation of this problem if S = ∅.
10
Theorem 2.1 (Deduction Theorem). Let A be a formula. Suppose B is a member of the set S of formulae. Then,
11
S | A if and only if S \ {B} | B ⊃ A.
12
As it was shown in [7, 12, 14] , the languages can be extended with new symbols denoting different elements of 13 the universe to be able to describe a pre-interpretation. The introduction of symbols for naming the elements of the (ii) a mapping I, the interpretation of the model M, that associates
23
(1) to every n-ary predicate symbol P of P, a relation I(P) : U n → {true, false},
24
(2) to every n-ary function symbol f of F, a function I( f ) : U n → U.
25
We extend the language L to L[M] by introducing new constant symbols c u for all u ∈ U. Then, we extend the 26 interpretation for the new symbols: I(c u ) = u ∈ U for all c u .
27
Definition 2.7. First, we associate a value |t| I with each closed term t of the extended language L[M] as follows:
30
Definition 2.8. Now, we associate a truth value |A| I with each closed formula A of L[M] as follows:
32
(ii) equally as (ii) in Definition 2.3, Finally, we show the semantics of Smullyan's language P, Par . First, we give a nonempty set U called universe,
36
then we introduce the notion of formulae with elements in U or more briefly U-formulae.
37
Definition 2.9 (U-formulae).
38
(i) If P is an n-ary predicate symbol and t 1 , t 2 , . . . , t n are either variables or elements of U, then P(t 1 , t 2 , . . . , t n ) is 39 an atomic U-formula.
40
(ii) (1) If A is an U-formula so is ¬A. one element of U occurs in it.
2
Over a fixed universe U, the meaning of predicate symbols of language is given by an interpretation I which 3 assigns a relation I : U n → {true, false} to each n-ary predicate symbol P of P.
4
Definition 2.10. In a model U, I of the language P, Par we can get truth values to the closed U-formulae:
. . , u n ).
6
(ii) equally as (ii) in Definition 2.3,
7
(iii) (1) |∀x A| I = true if and only if |A x u | I = true for all u ∈ U,
8
(2) |∃x A| I = true if and only if there is a u ∈ U that |A x u | I = true.
9
We have considered so far closed U-formulae. Now, let A(a 1 , a 2 , . . . , a n ) be a closed formula containing exactly 10 the parameters a 1 , a 2 , . . . , a n . Observe that, we will not fix any interpretation for the parameters. For any universe
11
U and any elements u 1 , u 2 , . . . , u n of U, we obtain A(u 1 , u 2 , . . . , u n ) by substituting u 1 for a 1 , . . ., u n for a n in the 12 sentence A (a 1 , a 2 , . . . , a n ).
13
Definition 2.11. A(a 1 , a 2 , . . . , a n ) is called satisfiable if there exists at least one model U, I and at least one n-tuple
15
One can see that the two groups of the first-order languages are the classical languages P, F, C, µ and the 16 language P, Par .
17
• The symbol system and uniform syntax make the different languages suitable for formalization of an arbitrary 18 first-order problem, but language P, Par . Missing function symbols do not cause any problem, because an n-ary 19 operation can be defined by an (n + 1)-ary relation.
20
• The semantics is uniform, so both the semantic properties of a formula or set of formulae and the notion of semantic 21 consequence can be defined for every language in the same way. Similarly, the proof of deduction theorem and the 22 drafting of the semantic decision problem do not depend on the language. 
Naming the universe elements 24
Now, we show the necessity of naming the universe elements to obtain some important results in logic.
25
In the course of the solution of a semantic decision problem, the issue of perspicuity of all the interpretations over 26 a given universe is raised. We can give any interpretation with the evaluation of the so-called ground atoms (closed U-27 atoms) in the language P, Par . Remember, the U-formulae, so the ground atoms are really in an extended language.
28
Here, the interpretations can be considered as points of a field determined by all the ground atoms: a sequence of all 29 ground atoms is called a base and an interpretation is a subsequence of the base, components of which we consider 30 true. Interpretations determined in such form can be given by a semantic tree building on the base.
31
Example 3.1. Let {P}, Par be a language where P is a binary predicate symbol and let U = {a, b} be a universe.
32
Then, P(a, a), P(b, b), P(a, b), P(b, a) is a base, P(a, a), P(b, b) and P(a, a), P(b, b), P(b, a) are interpretations.
33
The complete semantic tree based on this base is given in Fig. 1 .
Q1

34
In case of classical languages P, F, C , when we cannot work with ground atoms since an assignment maps 35 variables to elements of a universe, and the members of the universe probably will not be terms of the language we 36 are using. So, if we replace a variable in a formula by what an assignment maps it to, we will not get a formula of our 37 original language as a result. Here, we can see the reason of the Gerard's language extension. In the extended language
38
we can describe the ground atoms, and examine the interpretations over the given universe with the help of a semantic 39 tree. Of course, besides the elements of P, we must interpret all the elements of F for a complete interpretation if
It is inconvenient and impossible to consider all interpretations over all universes. It would be nice if we could Observe that, the members of the Herbrand universe are ground terms of L and at the same time names of universe 1 elements. Here, the names of the elements depend on the language. Listing the members of the Herbrand universe 2 determines an interpretation for the function symbols: naming the elements of the universe with h 1 , h 2 , . . . we get an 3 interpretation for the function symbols over the set {h 1 , h 2 , . . .}.
4
The following theorem is important because it traces back the examination of clauses of P, F, C to the This result led to the development of the so-called ground resolution calculus. The resolution rule for ground 10 clauses is is unsatisfiable.
17
A more general resolution rule forms the basis of the promised method for arbitrary clauses, which is more efficient 18 than the straightforward method of enumerating ground instances of certain clauses described before. The principal 19 idea behind this concept is that of unification. Unification is a process providing a systematic means of finding 20 substitutions which give rise to sets of ground instances of clauses whose existence is guaranteed by Theorem 3.1. To 21 describe such a substitution it can be necessary naming the universe elements, too.
22
Sets, whether finite or infinite, obeying the following conditions are of fundamental importance in the tableau 23 calculus.
24
Definition 3.2. Consider the language L = P, Par with a universe U. A set H of closed U-formulae is called a 25 first-order Hintikka set with respect to U, provided H is a propositional Hintikka set (see [17] ), and in addition:
26
(1) If ∀x A ∈ H, then A x u ∈ H for every u in U.
27
(2) If ∃x A ∈ H, then A x u ∈ H for at least one element u in U.
28
The next theorem connects syntax and semantics. (for a critical a ∈ Par).
2
The second rule is a formalization of the next informal argument. Suppose that in the course of a proof, we have 3 established ∃x A. Then, we can say, let a be the name for an element having the property A. Here, we can use only such 4 a symbol that has not been assigned any role yet. Since the parameters of the language P, Par are "uncommitted", 5 a critical (so that a new) one is always available for this purpose. Here, we can see the motivation of introduction of 6 parameters to the logic language.
7
The tableau rules provide to arise Hintikka sets with respect to the set of parameters as a universe on the open 8 branches (branch without any complement formula pair) of any finished systematic tableau. The universe is a special 9 one: the parameters are names of the universe elements again. From the Hintikka's lemma we have at once that in any 10 finished systematic tableau, every open branch is satisfiable (over this universe).
11
In the case of the languages P, F, C the first-order tableau rules are given in the next form [11] (for a critical variable y).
13
An arbitrary term is substituted into the body of a universal formula and any variable is substituted into the body of an and their proofs depend on the deduction system itself.
21
A deduction system is called sound, whenever its decision problem is solved for a given set of formulae, then this 22 formula set has a special semantic property. Let us list the soundness theorems (H) for the Hilbert system, (R) for the 23 resolution calculus and (T) for the tableau calculus.
24
Theorem 4.1 (Soundness).
25
(H) If a formula A is deducible from a set S of formulae (in the Hilbert system), then S | A.
26
(R) If the empty clause has resolution deduction from a set S of clauses, then S is unsatisfiable.
27
(T) If the tableau of a set S of formulae is closed, then S is unsatisfiable.
28
To prove the soundness property of a deduction system is not hard. In every case, the key fact needed is the 29 soundness of the deduction rules.
30
Completeness of a deduction system means that if a set of formulae has the semantic property given by soundness, S of formulae of L having the property Γ the following conditions hold:
13
(1) If ∀x A ∈ S, then for every a ∈ Par, S ∪ {A x a } has the property Γ .
14 (2) If ∃x A ∈ S, then S ∪ {A x a } has the property Γ , if a ∈ Par does not occur in S.
15
An important example of an analytic consistency property is the consistency property in the tableau method.
16
Theorem 4.3 (Unifying Principle). If Γ is an analytic consistency property, S is a set of parameter-free formulae in 17 P, Par , and S has the property Γ , then S is satisfiable.
18
It is clear that a set S of formulae having an analytic consistency property can be embedded into a Hintikka set 19 with respect to the set of parameters as a universe, so it is satisfiable.
20
Consequently, instead of proving the different completeness theorems it is sufficient to test whether the consistency 21 property in a given deduction system is an analytic consistency property. If the consistency property is an analytic 22 consistency property, then this fact is equivalent to the completeness of this deduction system. By this result we get a 23 unified method to treat the completeness problem of a deduction system in the first-order logic.
24
There is another important application of the unifying principle. It is easily verified that the following property Γ model we have a universe. Our ideal world is characterized by operations and relations on this universe.
35
(II) The second task is to find a description language for the ideal world. The extralogical part of the alphabet consists 36 of predicate and function symbols identifying the relations and operations of the model. For describing assertions 37 about universe elements, it is necessary to introduce constant symbols naming them.
38
(III) This language is suitable for formalization of the original problem. The result of formalization is often a finite set 39 of formulae (premises) and a formula (conclusion) in the language. The third task is to test whether the conclusion 40 is a consequence of premises. The actually used deduction system tries to give the answer with solving its own 41 decision problem according to the original one.
42
In the case of using the resolution calculus (for example in a Prolog system) the Herbrand universe is used, 
