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Abstract
The quotient bases for zero-dimensional ideals are often of interest
in the investigation of multivariate polynomial interpolation, algebraic
coding theory, and computational molecular biology, etc. In this paper,
we discuss the properties of zero-dimensional ideals with unique monomial
order quotient bases, and verify that the vanishing ideals of Cartesian sets
have unique monomial order quotient bases. Furthermore, we reveal the
relation between Cartesian sets and the point sets with unique associated
monomial order quotient bases.
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1 Introduction
Let F be a field of characteristic zero, and suppose that F[x] := F[x1, . . . , xd] is
the polynomial ring in d variables over F. A finite linearly independent set Θ
of linear functionals, mapping F[x] to F, is said to admit an ideal interpolation
scheme if
kerΘ = {p ∈ F[x] : θ(p) = 0, for all θ ∈ Θ}
forms a zero-dimensional ideal, cf.[1, 11, 8, 24, 17]. It was shown in [9, 18]
that this holds if and only if there exists a finite set Ξ ⊂ Fd and D-invariant
finite-dimensional subspaces Qξ ⊂ F[x], ξ ∈ Ξ, such that
span
F
Θ = span
F
{δξ ◦ q(D) : q ∈ Qξ, ξ ∈ Ξ},
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where D is the differentiation symbol and δξ denotes the point evaluation func-
tional at ξ.
We now assume that kerΘ forms a zero-dimensional ideal. For an order
ideal O ⊂ F[x], if the set {t + kerΘ : t ∈ O} provides an F-vector space basis
for quotient ring F[x]/ kerΘ, then O forms a monomial order quotient basis for
kerΘ. In many applications such as multivariate polynomial interpolation[21],
algebraic coding theory[13], and computational molecular biology[16], the struc-
ture of monomial order quotient bases rather than Gro¨bner bases is of particular
interest.
The standard example of ideal interpolation is Lagrange interpolation. In
this case, kerΘ = I(Ξ), the vanishing ideal of Ξ, and a monomial order quotient
basis O for I(Ξ) is also called an associated monomial order quotient basis of
Ξ. As is well known, the structure of O depends not only on the cardinal
but significantly on the geometry of Ξ, cf. [20, 23]. As interpolation point
sets with special geometries, Cartesian sets in Fd have been studied by many
authors [15, 12, 7, 6]. In 2004, T. Sauer [22] showed that the vanishing ideal
of a Cartesian set has a unique Gro¨bner e´scalier, independent of the monomial
order. The natural questions are: (1) Does a Cartesian set also have a unique
associated monomial order quotient basis? (2) If so, is there any non-Cartesian
set satisfying this property?
In this paper, we first introduce two criteria for determining whether a zero-
dimensional ideal has a unique monomial order quotient basis or not. With
the aid of them, we show that every Cartesian set has a unique associated
monomial order quotient basis, and furthermore that for d ≥ 3, there always
exists at least one non-Cartesian point set that also has this property. The main
results of this paper will be put in Section 3. The next section, Section 2, will
give some notation and background results.
2 Notation and Background Results
In this section, we will settle the key notation used throughout the paper and
give some background results. For more details, we refer the reader to [15, 2, 3,
4, 14].
We use N0 to stand for the monoid of nonnegative integers and boldface
type for tuples with their entries denoted by the same letter with subscripts, for
example, α = (α1, . . . , αd).
Henceforward, ≤ will denote the usual product order on Nd0, that is, for
arbitrary α, β ∈ Nd0, α ≤ β if and only if αi ≤ βi, i = 1, . . . , d. A finite subset
A ⊂ Nd0 is lower if for every α ∈ A, 0 ≤ β ≤ α implies β ∈ A.
A monomial xα ∈ F[x] is a power product of the form xα11 · · ·x
αd
d with
α ∈ Nd0. Denote by T(x) := T(x1, . . . , xd) the monoid of all monomials in F[x].
A finite monomial set O ⊂ T(x) is called an order ideal if for every t ∈ O, t′|t
implies t′ ∈ O. Further, the corner of an order ideal O is
C[O] = {t ∈ T(x) : t /∈ O, xi|t⇒ t/xi ∈ O, 1 ≤ i ≤ d}. (1)
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For each fixed monomial order ≺ on T(x), a nonzero polynomial f ∈ F[x]
has a unique leading monomial LM≺(f), which is the greatest one appearing
in f w.r.t. ≺. For arbitrary S ⊂ F[x], the set of leading monomials of all
polynomials in S is denoted by LM≺(S). According to [19], the monomial set
N≺(I) := T(x)\LM≺(I) = {x
α ∈ T(x) : LM≺(f) ∤ x
α, ∀f ∈ I}
is the Gro¨bner e´scalier of ideal I w.r.t. ≺. In fact, every Gro¨bner e´scalier of I
forms a monomial order quotient basis for I.
Definition 1. [22, 6] A finite set Ξ ⊂ Fd of distinct points is Cartesian if and
only if there exists a lower set A ⊂ Nd0 and injective functions yi : N0 → F, 1 ≤
i ≤ d, such that Ξ can be written as
Ξ =
{
(y1(α1), . . . , yd(αd)) ∈ F
d : α = (α1, . . . , αd) ∈ A
}
. (2)
Ξ is also called an A-Cartesian set.
For instance, point set Ξ = {(2.3, 1.2), (4.7, 1.2), (1.5, 1.2), (2.3, 0.2)} ⊂ Q2 is
a {(0, 0), (1, 0), (2, 0), (0, 1)}-Cartesian set.
Theorem 1. [22] Let Ξ ⊂ Fd be an A-Cartesian set, then Gro¨bner e´scalier
N≺(I(Ξ)) w.r.t. any monomial order ≺ is identical to
N := {xα : α ∈ A}. (3)
3 Main Results
3.1 Zero-dimensional ideals with unique monomial order
quotient bases
In this subsection we will establish two criteria for zero-dimensional ideals with
unique monomial order quotient bases. First, we need the following easy lemma.
Lemma 2. Suppose that the monomials in the finite set T ⊂ T(x) are linearly
independent modulo an ideal I ⊂ F[x]. For each 1 ≤ i ≤ m, let Ti be a subset of
T and let Vi be the F-vector space generated by {t+ I : t ∈ Ti}. Then
⋂m
i=1 Vi
is generated by {t+ I : t ∈
⋂m
i=1 Ti}.
Proof. We will use induction on m, the number of the monomial sets, to prove
the lemma. When m = 2, for an arbitrary u + I ∈ V1
⋂
V2, there exist
kt, lt, kt′ , lt′′ ∈ F such that
 ∑
t∈T1∩T2
ktt+
∑
t′∈T1\T2
kt′t
′

 mod I ≡ u ≡

 ∑
t∈T1∩T2
ltt+
∑
t′′∈T2\T1
lt′′t
′′

 mod I
which implies that
 ∑
t∈T1∩T2
(kt − lt)t+
∑
t′∈T1\T2
kt′t
′ −
∑
t′′∈T2\T1
lt′′t
′′

 ≡ 0 mod I.
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Consequently, we have
u ≡
∑
t∈T1∩T2
ktt mod I.
Now, assume that the lemma is true for m − 1, i.e.,
⋂m−1
i=1 Vi is generated by
{t + I : t ∈
⋂m−1
i=1 Ti}. Since Vm is generated by {t + I : t ∈ Tm} and⋂m−1
i=1 Ti ⊂ T , the statement for m = 2 implies the lemma.
The following proposition presents the first criterion for zero-dimensional
ideals with unique monomial order quotient bases whose proof uses the notion
of elimination order. Actually, a monomial order on T(x) is called an elimination
order for xi if the monomial xi is greater than all monomials in
T(x \ xi) := T(x1, . . . , xi−1, xi+1, . . . , xd)
w.r.t. this order. A typical example is the lexicographic order ≻lex(i) with
xi ≻lex(i) · · · ≻lex(i) xd ≻lex(i) x1 ≻lex(i) · · · ≻lex(i) xi−1.
Proposition 3. Let I ⊂ F[x] be a zero-dimensional ideal and let O be a mono-
mial order quotient basis for I. Then this monomial order quotient basis is
unique if and only if for each xα ∈ C[O], the set {xβ : 0 ≤ β ≤ α} is linearly
dependent modulo I.
Proof. =⇒: For each 1 ≤ i ≤ d, let ≺i be an elimination order for xi. Then by
the uniqueness of the monomial order quotient basis for I, we have
N≺1(I) = · · · = N≺d(I) = O. (4)
Next, we will show that for each xα ∈ C[O], {xβ : 0 ≤ β ≤ α} is linearly
dependent modulo I.
An arbitrary xα in C[O] gives rise to monomial sets
Oi := {x
β ∈ O : xβ ≺i x
α}, 1 ≤ i ≤ d.
For each 1 ≤ i ≤ d, let Vi be the F-vector space generated by {t+ I : t ∈ Oi}.
It follows from the definition of the elimination order for xi and (1) that
d⋂
i=1
Oi ⊆ {x
β : 0 ≤ β < α} ⊆ O. (5)
For each 1 ≤ i ≤ d, xα ∈ C[O] = C[N≺i(I)] implies that the set Oi
⋃
{xα} is
linearly dependent modulo I. That is to say, xα+I ∈ Vi, 1 ≤ i ≤ d. Therefore,
xα + I ∈
⋂n
i=1 Vi. Recalling Lemma 2, we know that
⋂n
i=1 Vi is generated by
{t + I : t ∈
⋂n
i=1 Oi}. Hence, (
⋂n
i=1 Oi)
⋃
{xα} is linearly dependent modulo
I. According to (5), {xβ : 0 ≤ β ≤ α} is linearly dependent module I.
⇐=: Suppose that there exists another monomial order quotient basis O′ 6=
O for I. Let xα be an arbitrary element in O′ \ O. We now have two cases to
consider.
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Case I: xα ∈ O′ ∩ C[O].
In this case,
{
xβ : 0 ≤ β ≤ α
}
is linearly dependent modulo I. xα ∈ O′
leads to
{
xβ : 0 ≤ β ≤ α
}
⊆ O′ since O′ is an order ideal, which implies that
O′ is linearly dependent modulo I. This is a contradiction to our hypothesis
that O′ is a monomial order quotient basis for I. Hence, xα /∈ C[O].
Case II: xα ∈ O′ \ C[O].
In this case, xα /∈ O ∪ C[O]. It follows from the definition of C[O] that
there exists xγ ∈ C[O] such that xγ |xα, which implies that xγ ∈ O′, and
hence {xβ : 0 ≤ β ≤ γ} ⊆ O′. By our assumption, {xβ : 0 ≤ β ≤ γ} is linearly
dependent modulo I, and consequently O′ is linearly dependent modulo I which
leads to a contradiction too. Therefore, we conclude that xα /∈ O′ \ C[O].
In sum, we can deduce that xα /∈ O′, which contradicts the hypothesis
xα ∈ O′ \O.
As the main theorem of this paper, Theorem 4 characterizes a new crite-
rion for zero-dimensional ideals with unique monomial order quotient bases by
elimination orders.
Theorem 4. For each 1 ≤ i ≤ d, let ≺i be an elimination order for xi. Then
for each zero-dimensional ideal I, the following are equivalent:
(1) I has a unique monomial order quotient basis.
(2) For any two monomial orders ≺ and ≺′, N≺(I) = N≺′(I) .
(3) N≺i(I), 1 ≤ i ≤ d, are identical.
Proof. (1)⇒(2): Since I has a unique monomial order quotient basis, N≺(I)
and N≺′(I) obviously coincide for any two monomial orders ≺ and ≺′.
(2)⇒(3) is trivial.
(3)⇒(1): Set
O := N≺1(I) = · · · = N≺d(I).
The arguments in the proof of Proposition 3 implies that for each xα ∈ C[O],
{xβ : 0 ≤ β ≤ α} is linearly dependent module I. Therefore, O is the unique
monomial order quotient basis for I.
Lemma 5. Let I ⊂ F[x] be a zero-dimensional ideal, and let G and G′ be
the reduced Gro¨bner bases for I w.r.t. monomial orders ≺ and ≺′ respectively.
Then N≺(I) = N≺′(I) if and only if LM≺(G) = LM≺′(G′). Furthermore, if
LM≺(G) = LM≺′(G
′), then G = G′.
Proof. It is easy to see that C[N≺(I)] = LM≺(G). Then N≺(I) = N≺′(I) if and
only if LM≺(G) = LM≺′(G
′). Moreover, assume that LM≺(G) = LM≺′(G
′).
Then the first statement of this lemma implies N≺(I) = N≺′(I) := O. There-
fore, for each pair g ∈ G, g′ ∈ G′ satisfying LM≺(g) = LM≺′(g′), g − g′ ∈
span
F
O ∩ I = {0} follows by the property of reduced Gro¨bner bases, which
leads to the lemma.
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The following corollary follows immediately from Theorem 3.1 and Lemma
3.2.
Corollary 6. Let I ⊂ F[x] be a zero-dimensional ideal and Gi be the reduced
Gro¨bner basis for I w.r.t. an elimination order ≺i for xi. If LM≺i(Gi), 1 ≤
i ≤ d, are identical, then I has a unique reduced Gro¨bner basis, independent of
the monomial order.
Following T. Sauer [22], we refer to a reduced Gro¨bner basis G for an ideal
I as a universal Gro¨bner basis if G is the unique reduced Gro¨bner basis for I,
independent of the monomial order.
Suppose that Θ gives an ideal interpolation scheme. We can computeN≺i(kerΘ),
1 ≤ i ≤ d, to decide whether kerΘ has a unique monomial order quotient basis
or not. If
Θ =
{
δξk ◦
∂‖α‖
∂xα11 . . . ∂x
αd
d
: α ∈ Ak, 1 ≤ k ≤ µ
}
, (6)
where ξ1, . . . , ξµ ∈ Fd are distinct and A1, . . . , Aµ ⊂ Nd0 are lower, then we can
use algorithms, such as the ones in [5, 10], to compare N≺lex(i)(kerΘ) without
computing the Gro¨bner bases.
Example 1. Let
Θ =
{
δ(0,0,0), δ(0,0,0) ◦
∂
∂x3
, δ(0,0,0) ◦
∂
∂x2
, δ(0,0,0) ◦
∂
∂x1
,
δ(0,0,0) ◦
∂2
∂x1∂x3
, δ(1,0,0), δ(1,0,0) ◦
∂
∂x3
, δ(0,0,1)
}
.
A direct computation shows that
N≺lex(i)(kerΘ) = {1, x1, x
2
1, x2, x3, x
2
3, x1x3, x
2
1x3}, i = 1, 2, 3,
which concludes that kerΘ has a unique monomial order quotient basis.
3.2 Vanishing ideals of Cartesian sets
From Theorem 1 we see that the vanishing ideal of a Cartesian set has a unique
Gro¨bner e´scalier, independent of the monomial order. However, there also exists
certain associated monomial order quotient basis of some point set which can
not be Gro¨bner e´scalier w.r.t. any monomial order.
For example, let Ξ = {(0, 0), (1.1,−0.1), (0.1, 0.9), (1, 1)} be a point set inQ2.
Then {1, x1, x2, x1x2} forms a monomial order quotient basis but not a Gro¨bner
e´scalier (w.r.t. any monomial order) of I(Ξ). Indeed, for an arbitrary monomial
order ≺, we have either x21 ≺ x1x2 or x
2
2 ≺ x1x2. Since both {1, x1, x2, x
2
1} and
{1, x1, x2, x22} are linearly independent modulo I(Ξ), x
2
1 or x
2
2 must belong to
N≺(I(Ξ)).
Next, we will show that Cartesian sets have unique associated monomial
order quotient bases. To achieve this, we need to propose a criterion for multi-
dimensional Cartesian sets, which is the extension of Theorem 5 of [6] to general
dimension.
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Specifically, for fixed 1 ≤ i ≤ d, we cover a finite point set Ξ ⊂ Fd with
exactly mi +1,mi ∈ N, affine hyperplanes li,0, li,1, . . . , li,mi ⊂ F
d perpendicular
to the xi-axis. Moreover, set
Li,j(Ξ) := {(ξ1, . . . , ξi−1, ξi+1, . . . , ξd) :
∀(ξ1, . . . , ξd) ∈ Ξ ∩ li,j} ⊂ F
d−1, 1 ≤ i ≤ d, 0 ≤ j ≤ mi. (7)
Without loss of generality, we assume that #Li,0(Ξ) ≥ · · · ≥ #Li,mi(Ξ).
Theorem 7. A finite set of distinct points Ξ ⊂ Fd, d ≥ 2, is Cartesian if and
only if for each 1 ≤ i ≤ d, we have
Li,0(Ξ) ⊇ · · · ⊇ Li,mi(Ξ), (8)
where mi and Li,j(Ξ) are as above.
Proof. =⇒: Recall (2). A Cartesian set Ξ ⊂ Fd can be written as
Ξ =
{
(y1(α1), . . . , yd(αd)) ∈ F
d : α = (α1, . . . , αd) ∈ A
}
with lower set A ⊂ Nd0 and injective functions yi : N0 → F, 1 ≤ i ≤ d.
Fix 1 ≤ i ≤ d. For any 0 ≤ γi ≤ βi ≤ mi, according to (7), we have
Li,βi(Ξ) =
{(
y1(α1), . . . , yi−1(αi−1), yi+1(αi+1), . . . , yd(αd)
)
:
(α1, . . . , αi−1, βi, αi+1, . . . , αd) ∈ A
}
, (9)
Li,γi(Ξ) =
{(
y1(α1), . . . , yi−1(αi−1), yi+1(αi+1), . . . , yd(αd)
)
:
(α1, . . . , αi−1, γi, αi+1, . . . , αd) ∈ A
}
, (10)
which imply immediately that Li,βi(Ξ) ⊆ Li,γi(Ξ) for each 1 ≤ i ≤ d, 0 ≤ γi ≤
βi ≤ mi.
⇐=: Fix a point ξ = (ξ1, . . . , ξd) in Ξ. Let li,j , 1 ≤ i ≤ d, 0 ≤ j ≤ mi, be
covering hyperplanes defining Li,j(Ξ). Thus, there must exist α ∈ Nd0 such that
{ξ} =
⋂d
i=1 li,αi , where 0 ≤ αi ≤ mi for all 1 ≤ i ≤ d. Set
A :=
{
α ∈ Nd0 :
d⋂
i=1
li,αi ∈ Ξ
}
.
It is easy to observe that Ξ can be described as
Ξ = {(y1(α1), . . . , yd(αd)) : (α1, . . . , αd) ∈ A},
where yi : N0 → F, 1 ≤ i ≤ d, are certain injective functions. Let (α1, . . . , αd) ∈
A. For any (β1, . . . , βd) ≤ (α1, . . . , αd) in N
d
0, by (8), we have
(y1(α1), . . . , yd−1(αd−1)) ∈ Ld,αd(Ξ) ⊆ Ld,βd(Ξ).
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Thus, (α1, . . . , αd−1, βd) ∈ A. Moreover,
(y1(α1), . . . , yd−2(αd−2), yd(βd)) ∈ Ld−1,αd−1(Ξ) ⊆ Ld−1,βd−1(Ξ)
implies (α1, . . . , αd−2, βd−1, βd) ∈ A, and so on. Finally, we can deduce that
(β1, . . . , βd) ∈ A, which means that A is lower.
The next lemma and corollary establish a relation between a Cartesian set
Ξ ⊂ Fd and its associated point sets Li,j(Ξ) ⊂ Fd−1.
Lemma 8. Let Ξ ⊂ Fd, d ≥ 2, be an A-Cartesian set, and let mi, Li,j(Ξ) be
as in (8). For 1 ≤ i ≤ d, 0 ≤ j ≤ mi, set
Ai,j := {(α1, . . . , αi−1, αi+1, . . . , αd) :
(α1, . . . , αi−1, j, αi+1, . . . , αd) ∈ A}. (11)
Then Li,j(Ξ) is (d−1)-dimensional Ai,j-Cartesian for all 1 ≤ i ≤ d, 0 ≤ j ≤ mi.
Proof. Fix 1 ≤ i ≤ d, 0 ≤ j ≤ mi. For each (α1, . . . , αi−1, αi+1, . . . , αd) ∈
Ai,j , 0 ≤ (β1, . . . , βi−1, βi+1, . . . , βd) ≤ (α1, . . . , αi−1, αi+1, . . . , αd) implies that
(β1, . . . , βi−1, j, βi+1, . . . , βd) ∈ A. Then (β1, . . . , βi−1, βi+1, . . . , βd) ∈ Ai,j fol-
lows. Thus, Ai,j ⊂ N
d−1
0 is lower. By (9), (10) and (11), we can conclude that
Li,j(Ξ) is Ai,j-Cartesian.
Corollary 9. Let Ξ, A and Ai,j be as in Lemma 8. Define
Ai,j ⊕ j := {(α1, . . . , αi−1, j, αi+1, . . . , αd) :
∀(α1, . . . , αi−1, αi+1, . . . , αd) ∈ Ai,j}.
Then for each 1 ≤ i ≤ d, we have
A =
mi⋃
j=0
Ai,j ⊕ j.
Proposition 10. Let Ξ ⊂ Fd be an A-Cartesian set, and suppose that N is as
in (3). Then I(Ξ) has a unique monomial order quotient basis N.
Proof. We will prove this proposition by induction on d. When d = 1, the
proposition is obviously true. Suppose that for any (k−1)-dimensional Cartesian
set, the statement holds.
Let Ξ ⊂ Fk be an A-Cartesian set where A ⊂ Nk0 , and assume that mi,
Li,j(Ξ) are as in (8). For an arbitrary x
γ ∈ C[N], there are two cases which
must be examined.
Case I: γ = (0, . . . , 0,mk + 1).
Let g(xk) =
∏mk
j=0 lk,j . Since lk,0, lk,1, . . . , lk,mk are affine hyperplanes cov-
ering Ξ, then g(xk) ∈ I(Ξ) follows. Furthermore, it follows from the arguments
in Theorem 7 that
lk,j = xk − yk(j), j = 0, . . . ,mk, (12)
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which implies that {xβ : 0 ≤ β ≤ γ} is linearly dependent modulo I(Ξ).
Case II: γ = (γ1, . . . , γk−1, j) for some 0 ≤ j ≤ mk, and x
γ1
1 . . . x
γk−1
k−1 ∈
C[Nk,j ] where
Nk,j = {x
α1
1 · · ·x
αk−1
k−1 : (α1, . . . , αk−1) ∈ Ak,j}.
By inductive hypothesis, Nk,j is the unique monomial order quotient basis
for I(Lk,j(Ξ)), then there must exist c(α1,...,αk−1) ∈ F such that polynomial
gˆ(x1, . . . , xk−1) =x
γ1
1 · · ·x
γk−1
k−1 +∑
(α1,...,αk−1)<(γ1,...,γk−1)
c(α1,...,αk−1)x
α1
1 · · ·x
αk−1
k−1 ∈ I(Lk,j(Ξ))
by Proposition 3. Set
g(x) := gˆ(x1, . . . , xk−1)
j−1∏
i=0
lk,i,
where the empty product is defined to be 1. Since
Lk,0(Ξ) ⊇ · · · ⊇ Lk,mk(Ξ),
it is easy to check that gˆ(x1, . . . , xk−1) vanishes at Ξ \ {Ξ ∩ {∪
j−1
i=0 lk,i}} and∏j−1
i=0 lk,i vanishes at Ξ ∩ {∪
j−1
i=0 lk,i}. Therefore, g(x) ∈ I(Ξ). It follows that
{xβ : 0 ≤ β ≤ γ} is linearly dependent modulo I(Ξ).
In short, from Proposition 3, we conclude that N is the unique monomial
order quotient basis for I(Ξ).
Finally, the following two theorems reveal the relation between Cartesian
sets and the point sets with unique associated monomial order quotient bases.
Theorem 11. A finite set of distinct points Ξ ⊂ F2 is Cartesian if and only if
it has a unique associated monomial order quotient basis.
Proof. Lemma 2.1 of [7] and Theorem 6 of [25] implies this theorem immediately.
Theorem 12. For every d ≥ 3, there exists at least one non-Cartesian point
set in Fd which has a unique associated monomial order quotient basis.
Proof. Let
Ξd = {(0, 0, 0, 0, . . . , 0︸ ︷︷ ︸
d−3
), (0, 1, 0, 0, . . . , 0︸ ︷︷ ︸
d−3
), (0, 0, 1, 0, . . . , 0︸ ︷︷ ︸
d−3
), (1, 0, 1, 0, . . . , 0︸ ︷︷ ︸
d−3
)}
with d ≥ 3. It is easy to check that {x1(x1−1), x2(x2−1), x3(x3−1), x1x2, x2x3, (x3−
1)x1, x4, . . . , xd} forms a universal Gro¨bner basis for I(Ξd). Hence, Theorem 4
implies that Ξd has a unique associated monomial order quotient basis.
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Figure 1: Ξ3 and its unique associated monomial order quotient basis
We now claim that Ξd is non-Cartesian. To see this, we use induction on d.
When d = 3, Ξ3 is illustrated in (a) of Figure 1.
Recalling Theorem 7, we can obtain
L1,0(Ξ3) = {(0, 0), (0, 1), (1, 0)}, L1,1(Ξ) = {(0, 1)},
L2,0(Ξ3) = {(0, 0), (0, 1), (1, 1)}, L2,1(Ξ) = {(0, 0)},
L3,0(Ξ3) = {(0, 0), (0, 1)}, L3,1(Ξ) = {(0, 0), (1, 0)}.
We cover Ξ3 with three sets of affine hyperplanes
{l1,0, l1,1}, {l2,0, l2,1}, {l3,0, l3,1}
where l1,0 = x1 − 0, l1,1 = x1 − 1, l2,0 = x2 − 0, l2,1 = x2 − 1, l3,0 = x3 − 0, l3,1 =
x3 − 1. Since L3,0(Ξ3) 6⊇ L3,1(Ξ3), Ξ3 is not Cartesian according to Theorem
7.
Assume that Ξd−1 is non-Cartesian. If Ξd is Cartesian, then Lemma 8 also
leads to a contradiction to our assumption.
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