Abstract-In this paper, we propose a dynamic OFDMA based subcarrier/power allocation scheme, which aims to balance the aggregate rate and the achieved TCP throughput of competing TCP flows. The proposed allocation utilizes the theoretical TCP throughput which can be accomplished in the end-to-end path. In doing so, the TCP aware scheme attempts to minimize the gap between the allocated rate and the theoretical upper bound under the system constraints. Such a technique can be of significant importance since due to its popularity, TCP is commonly used for streaming video or other multimedia applications. Numerical investigations reveal that the proposed approach, provides more balance towards the TCP throughput, and under some considerations significantly increase the fairness among competing TCP flows over end-to-end paths of different characteristics. In addition to that, it also manages to avoid starvation of TCP flows with poor channel conditions.
I. INTRODUCTION
Next generation wireless networks, such as Long Term Evolution (LTE) [1] and IEEE 802.16e [2] , specify Orthogonal Frequency Division Multiple Access (OFDMA) as their access method. OFDMA divides the available bandwidth into multiple orthogonal subcarriers, allowing users to transmit simultaneously through allocating different subsets of the available subcarriers to different users. The resource sharing problem of subcarrier allocation, transmission power and rate distribution among users has been a prominent area of research over the past few years.
Much of the previous research works in the above mentioned area has concentrated on objectives such as maximizing the overall data rate subject to power or Bit Error Rate (BER) constraints [3] . Such a data maximization problem is more appropriate for elastic data transmission. For applications requiring a fixed data rate, the commonly used approach is to minimize the overall power consumption while satisfying the minimum rate requirements [4] . Alternative formulations do, however, consider fairness, either by prioritization using the weighted sum rate method [5] , or by introducing proportional rate constraints [6] . Another possible approach is presented in [7] , in which fairness is considered by maximizing the lowest achieved data rate among the user set. The research presented in [8] addresses the issue of how to provide proportional fairness in OFDMA resource allocations, based on the Nash bargaining solution. Although these research works among many others investigate the issues of fairness and Quality of Service (QoS) with respect to the allocated data rate over the wireless link, aspects as pertain to the end-to-end data transmission perspective have not been sufficiently addressed.
The Transmission Control Protocol (TCP) [9] is the prominently used transport layer protocol to achieve reliable endto-end data transfer in IP based networks. TCP, however, has shown to perform rather poorly over unreliable wireless networks [10] . More specifically, the random losses of wireless links can cause TCP to erroneously assume that these losses are due to congestion, and therefore reduce its congestion window (i.e., transmission rate) unnecessarily; this effect is particularly severe in cases where the end-to-end Round Trip Time (RTT) is high. Such factors, in addition to differences in the way different flavors of TCP react to random wireless losses, open the challenging issue of designing the TCP-aware algorithms in the wireless networks [11] .
A thorough overview of a cross-layer design for resource allocation in the third generation of wireless networks is given by [12] , where TCP over CDMA is also addressed. TCPaware resource allocation algorithms over a CDMA network are also studied in [13] , where the objective is to maximize the throughput. The proposed algorithm in that paper uses information from the TCP state machine (i.e., slow start or congestion avoidance) to appropriately allocate the data rate at the wireless link. A joint congestion control and power allocation scheme for CDMA based wireless networks is proposed in [14] , based on a generalized network utility maximization framework. In the context of IEEE 802.16, reference [15] proposes a TCP-aware allocation algorithm which estimates the bandwidth demand based on the long-term data rate, and allocates resources accordingly. Finally, variants of TCP-aware resource allocation scheme are presented in [16] , and [17] .
Closely related to the above works, in this paper we propose a TCP-aware resource allocation algorithm for OFDMA based access networks. To this end, we define a resource allocation framework based on the channel conditions, and investigate the difference between the allocated wireless link data rate and the optimum achievable TCP throughput, denoted as the value D. The definition of D arises from the existence of the theoretical throughput that a TCP flow can achieve, which depends on the end-to-end RTT and the packet error probability of the corresponding flow. Thus, the allocated data rate to each endto-end flow should be determined not only by the wireless link conditions, but also by a theoretical achievable TCP throughput. To do this, we specify a TCP-aware resource allocation approach with the objective of minimizing the difference between allocated data rate and theoretical TCP throughput. As a result, the proposed algorithm can increase fairness among competing TCP flows. Our resource allocation problem is defined over the downlink, hence the proposed algorithm is performed at the wireless base station. This paper is organized as follows. Section II presents the the motivation and rational of the proposed scheme together with the main contributions of this paper. In Section III we detail the system model and baseline assumptions used in the paper. In section IV, the proposed TCP-aware allocation problem is introduced, together with the associated techniques to corresponding optimization problems. Section V presents the numerical investigations of the proposed scheme. Finally, this paper concludes in Section VI.
II. RESEARCH MOTIVATION VIA A TOY EXAMPLE
Despite the fact that TCP has been initially designed for elastic applications it is currently commonly used in various popular streaming applications. It is worthwhile noting that Real Media and Windows Media, the two dominant streaming media applications, both are based on TCP streaming. In that respect, in wireless networks where resources are scarce TCP traffic for such applications should not be treated as best effort but some provision on the data rate have to be considered. In the proposed approach this provision is based on the theoretical average throughput that can be achieved by TCP, based on the specific path characteristics (i.e., RTT, packet error rate). In a sense, the proposed TCP aware scheme attempts to provide a more balanced performance towards TCP throughput that is not only an optimal resource allocation for each TCP flow, but also is a fairer distribution among TCP flows. Figure 1 depicts a two-user scenario which can give an insight on how our proposed resource allocation scheme performs. In this figure, the vertical lines show the theoretical TCP throughput for the two users, while the discrete stem points denote the achieved data rate on wireless link by each of these two users under the channel based allocation and also under the TCP-aware scheme. As expected, a channel based resource management scheme will allocate the majority of resources to the user with better channel quality (e.g. user one in this example).
On the other hand, we propose to slightly penalize the allocated data rate to this user, thereby, the aggregate of TCP flows' data rate get close to their end-to-end capacity. To examine the level of fairness among these two TCP flows, we use Jain's fairness index [18] , denoted by F I. This index is well-used as a quantitative measure of fairness in both wired and wireless networks. Given x i the data rate of user i, proportional to the optimal rate that can be achieved on the corresponding end-to-end path, then F I as described in Equation (1) 
The index F I takes the value of 1 when there is a complete fair allocation. It can be seen in Figure 1 that, F I as achieved by the channel allocation scheme is 0.711 , while TCP-aware scheme can increase this value to 0.966.
In this respect, the main contributions of the paper are as follows. A novel resource allocation scheme for OFDMA networks is developed that takes into account the theoretical average of TCP throughput. The TCP steady-state throughput is used as it is the actual capacity of the end-to-end path. Unlike available solutions in the literature, we use the closed form expression of TCP throughput [19] as a means of TCP-awareness in the allocations, and in contrast with existing TCP-aware resource allocation techniques, we focus on OFDMA-based systems. To the best of our knowledge, this is the first research work which addresses this problem. In addition, we study the performance of the proposed method, not only from the TCP point of view, but also from the wireless link side. We show that the proposed approach can also provide significantly fairer allocations among end-to-end flows compared with the existing methods which attempt to allocate OFDMA subcarriers fairly [5] [6] [7] [8] but do not consider the effect on TCP.
III. SYSTEM MODEL
We assume n active TCP flows all of which operate in congestion avoidance phase. A single cell OFDMA network is assumed with m available subcarriers. Let for flow i the rate on subcarrier j to be r ij . Each user is associated with a single TCP flow, therefore, the achievable rate for user i can be written as follows,
if subcarrier j is not assigned to user i.
The channel gain of user i at the subcarrier j is denoted by G ij . With the thermal noise power, σ 2 , the ith user's received SNR on subcarrier j is given in Equation (4), in which p ij expresses the allocated power to flow i on subcarrier j.
Data rate allocation for each user is based on adaptive modulation and the associated BER for each subcarrier is expressed based on the adaptive M-array quadratic modulation (M-QAM) [20] .
where c 1 ≈ 0.2, c 2 ≈ 1.5. Similar to [8] we assume a fixed BER for all users across all subcarriers (BER = BER ij ∀i, j). Solving for r ij , the achievable rate for user i on the jth subcarrier can be described with Equation (6), in which c 3 = −ln(BER/c 1 )/c 2 , and w is the equal bandwidth of each subcarrier j.
Without loss of generality, a slow-fading channel is assumed such that the channel is constant within each OFDM frame. The slowly time varying assumption is crucial since we also ascertain that perfect estimation of the subcarriers is available for each user. Moreover, mobile users and the base station are synchronized, thus there is no inter-carrier interference.
As mentioned above, allocated subcarriers and power to user i defines the achievable data rate for that user. On the other hand, the theoretical end-to-end throughput bounds the steady state data rate for each specific user. We note that the end-toend TCP throughput is not only affected by the BER of the channel, but also by the RTT.
As BER is a fixed value, TCP throughput is mainly affected by the diversity of RTT. TCP throughput of flow i is expressed as a closed-form function proportional to the probability of a packet in error, which can be driven directly from BER, and the end-to-end RTT [19] . Thus, the steady state throughput of a TCP flow is denoted as,
where
In Equation (7), it is assumed that there are no delayed acknowledgements and therefore every transmitted packet is acknowledged. The Maximum Segment Size of TCP is denoted by MSS, and p is the probability of a TCP packet in error which depends on the BER of the wireless link. Note that RT T is the average value of RTT; thus the instantaneous variation in the RTT caused by a loss of an acknowledgement does not affect the throughput. The throughput expression here is based on the well-used TCP Reno. Although the method proposed in this paper is independent of the TCP flavor, thus the throughput expression of any other TCP flavors such as NewReno [21] can be used. The proposed scheme can also be extended to the combination of various TCP flavors.
To calculate the TCP throughput at the base station, where the resource allocation algorithms performed, the value of RTT is required. Various methods are presented in the literature to estimate RTT either actively or passively at any router in the middle of the end-to-end path. The passive measurement can be done based on the three-way handshake message [22] , or by associating the data segment with the acknowledgement that triggers the packet [23] . TCP timing information can also be included in the Timestamp option of the TCP segment. Experiments show that 90% of the passive measurements are within 10% of the precise RTT value [22] . These methods are not computationally complex and can be easily implicit in the link-layer of the base station.
IV. TCP-AAWARE RESOURCE ALLOCATION PROBLEM
Given D i , the difference between allocated rate to the ith user and the achievable rate by TCP of flow i, we attempt to maximize the overall rate while minimizing the D i s.
In Equation (9), α represents the proportion between the throughput at the TCP layer and at the physical layer, which is a result of TCP/IP header. Therefore, our resource allocation problem can be formulated as follows,
a ij ∈ {0, 1}. ∀i ∈ {1, ..., n}, j ∈ {1, ..., m} (13) Constraint (10) restricts the total allocated power to the maximum available power at the base station, p t . Constraint (12) ensures that every subcarrier is assigned to only one user.
The addressed problem is a multi objective optimization problem. There are various approaches to solve such a problem. We use the well-studied approach to combine the multiple objectives into a single objective whose solution is Pareto optimal. Therefore, the optimal solution is not unique, and it depends on the value of μ. Selecting the value of μ balances the two objectives. In our problem, increasing μ can move the allocation balance towards TCP throughput, while decreasing μ move the balance towards data rate maximization. In Section V, we examine how the variation of μ can affect the performance of our proposed scheme.
A. Optimal Subcarrier Allocation and Power Distribution
Clearly, subcarrier and power should be assigned jointly to achieve the optimal solution. This joint allocation represents a mixed integer non-linear programming problem which pose a high computational complexity. Although problem (P1) can be solved using well-known optimization techniques, it is prohibitive for the base station to solve this problem in real time due to its complexity.
For real-time implementation and to allow larger instances of the problem to be solved we present a greedy allocation which provides suboptimal but feasible solutions. To this end, we use the method presented in the literature [6] to decouple the problem. The addressed optimization problem can be decoupled to two separate problems. Firstly how to allocate the subcarriers, and secondly how to distribute the available power into the allocated subcarriers.
B. Suboptimal Subcarrier Allocation and Power Distribution
We use an approach similar to [6] to decouple the Previously defined optimization problem. In the subcarrier allocation it is assumed that power is equally distributed in all the subcarriers, therefore the solution is suboptimal. The principle of the algorithm is for each user to allocate the subcarrier with the highest channel gain available. We detail a suboptimal algorithm, where at each iteration, the user with the lowest value of R i − μD i chooses a subcarrier; finally Ω i is the set of assigned subcarriers to user i. 
In the next step, and based on a pre-defined subcarrier allocation, problem (P1) is simplified into a maximization problem over continuous variables p ij .
p ij ≥ 0. ∀i ∈ {1, ..., n}, j ∈ {1, ..., m} (15) Ω i is the set of assigned subcarriers to user i; Ω i1 and Ω i2 are mutually exclusive if i 1 = i 2 . Therefore, Problem (P1 ) can be solved using the lagrangian dual function. Differentiating the lagrangian dual function with respect to p ij and set the derivative to zero, power can be distributed similar to [8] and [6] .
V. PERFORMANCE INVESTIGATION
In order to investigate the performance of the proposed scheme, we consider a number of different scenarios. We simulate an OFDMA system with 52 subcarriers (equal to the number of OFDM subcarriers in IEEE 802.11a). The rest of simulation parameters are similar to the ones used in [2] . The available bandwidth is 5MHz, maximum power at the base station is 40dBm, and the average value of SNR is 20dB. The thermal noise power, σ 2 , is −107dBm (Johnson-Nyquist noise over 5MHz bandwidth), and the target BER is 10 −4 . The MSS of the TCP flows is set to the standard maximum transfer unit of an Ethernet network which is 1460 bytes. We further assume that the end-to-end RTT for any of the TCP flows is a uniformly distributed random value in the range The iterative steps (b) and (c) in Algorithm 1 are performed to allocate subcarriers, and afterwards, in order to optimally distribute power over the allocated set of subcarriers, problem (P1 ) is solved using the MATLAB optimization toolbox. Various values for μ are assumed, and results are compared.
Setting μ to zero converts our problem to the well-studied OFDMA resource allocation problem in the literature aiming purely to maximize sum rate; thus we use this setting as our benchmark. In our benchmark problem, the subcarrier selection is channel based, meaning that each subcarrier is allocated to the user with the highest channel gain at that subcarrier.
A. Numerical Results
Firstly, the two-user scenario described in Section II is investigated in detail in this section. Multiplier μ, which balances the two objectives, is assumed to take values from zero to two (i.e. 0, 0.3, 0.5, 0.7, 1, 1.5, and 2). Since the TCP theoretical throughput of each flow is an average data rate of the corresponding end-to-end path, the utilized capacity by each TCP flow is calculated as the proportion of allocated wireless resources that can be supported by its end-to-end TCP flow. Figure 2 presents the achieved aggregated data rate of two users on the red bar (light grey), and the differences between the allocated rate and the average TCP throughput on the blue bar (dark grey) at various values of μ over the 150 simulation rounds. It can be seen that by increasing the value of multiplier μ from 0 to 2, the aggregated achieved data rate on wireless link is decreased, while at the same time the achieved data rate gets closer to its optimal value from the TCP perspective.
In the second scenario we increase the number of mobile users to ten, with the same configuration to scenario one. Figure 3 shows the total differences between the achieved data rate by each TCP flow and its corresponding theoretical throughput (on the red/light grey bar), and the achieved aggregated data rate on the wireless link (on the blue/dark grey bar) for various values of multiplier μ in this scenario. Similar observation to scenario one can be seen in Figure 3 . Across the range of values for multiplier μ, the utilized capacity of wireless network is decreased by 14%, although the overall achieved data rate is 20% closer to the average end-to-end capacity, which is defined by theoretical TCP throughput.
We further investigate the effect of our proposed scheme on the level of fairness among competing TCP flows. The introduced index of fairness in section II, F I, is calculated for these simulated scenarios, and results can be seen in Figure 4 . Observing from this figure, when multiplier μ takes the value of 0.3, the fairness index has its maximum improvements, although across various values of μ, fairness among TCP flows is increased comparing with the benchmark problem (μ=0). Hence, from our studied simulation scenarios, the recommended value of balancing two objectives in the optimization problem (P1) is 0.3, which improve the overall performance i.e. sum rate versus fairness, more significantly. Thus, we further examine the overall system performance parameters for μ equal to 0.3, and their comparison with the benchmark problem. These results are ummarized in Tables I,  and II. In Table I , it can be seen that by increasing the value of μ from 0 to 0.3, the average fairness index among two users is increased by approximately 30%, which can be deemed as a significant enhancement in the level of fairness among the TCP flows. At the same time, comparing the results for these two values of μ, the average utilized capacity on wireless link is decreased by less than 2%, and the difference of achieved data rate with the theoretical TCP throughput is decreased by 2%.
Similarly, in the ten-user scenario, the improvement of 30% and 45% can be seen in the average and minimum values of the fairness index by increasing μ from 0 to 0.3. At the same time, we can see that the utilized capacity on the wireless link is decreased by less than 5%, and the achieved data rate over the wireless channel is 10% closer to the theoretical TCP throughput. 
VI. CONCLUSIONS
In this paper a TCP-aware resource allocation algorithm is presented that takes into account the theoretical throughput that TCP can achieve. The proposed framework considers the end-to-end performance and the allocation aims to maximize the sum rate while at the same time provide balance towards TCP throughput. Thorough investigations are presented in this paper not only to study the effect of our resource allocation scheme on the end-to-end performance but also to examine the balance of the proposed multi objective optimization problem. Numerical investigations shows by choosing the optimum value for this multiplier (e.g. μ=0.3 in our studied scenarios), fairness is increased by 45%, which can be deemed as a significant enhancement in the level of fairness among the TCP flows. On the other hand, with the same simulation arrangements, the degradation in the sum capacity is approximately 5%, and we can achieve 10% more balance towards TCP average throughput.
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