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3Abstract
Quasi one-dimensional inorganic nanostructures, with diameters in the or-
der of several nanometers, received increasing interest over the past decades
because of their promising application in the fields of electronics and pho-
tonics. Nanowires less than 7 nm in diameter can be grown within tubular
aggregates of amphiphilic cyanine dyes by addition of silver nitrate to the
aqueous solution as shown in previous work [1][2]. It was concluded that
these wires consist entirely of pure silver. This thesis reports on the growth
mechanism of these wires as revealed by conventional as well as cryogenic
transmission electron microscopy. The growth, initiated by short illumina-
tion with UV light, has been observed over time scales ranging from minutes
to days. In an early stage, within the tubular aggregates nanoparticles are
formed which act as seeds for continuous growth of separate pieces of wires.
The diameter of the wires is determined by the inner diameter of the tubes.
In the final state, the pieces of wire totally fill the aggregate. The growth
process indicates transport of at least silver ions through the tubular wall
membrane. After homogeneously filling the template the wires grow on-
wards over the diameter of the nanotubes, destroying it in the process. A
strategy is presented to stop the growth when the wires are completed by
precipitation of excess silver ions via addition of chlorides.
The crystal structure of the wires was investigated by means of high reso-
lution transmission electron microscopy and selected area electron diffraction.
The clarification of the wires crystal structure led to the unambiguous find-
ing that the wires consist of silver iodide. The silver iodide could be clearly
identified in its β-phase by its typical wurtzite structure. Since only silver
nitrate was added to the solutions, the source of the iodide ions could be at-
tributed to impurities within the dye powder itself. The fragmented growth
of the wires from separate seeds leads to nanowires consisting of single crys-
talline domains exceeding 100 nm in length. A preferential orientation of the
crystal lattice planes with respect to the aggregate axis was observed which
is explained by the molecular structure of the aggregates.
Based on these findings a model for the growth of silver iodide nanowires
within the inner space of the tubular molecular aggregate is presented. The
growth is assumed to start at silver seeds that are formed due to photo-
oxidation of the already present iodide ions by the silver ions during the
illumination of the sample. These silver seeds facilitate nucleation of silver
iodide and subsequent growth into wires. These findings may demonstrate
a possible route for growing other metal halide structures within the am-
phiphilic cyanine dye tubules.
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5Zusammenfassung
Quasi eindimensionale anorganische Nanostrukturen, mit Durchmessern
in der Gro¨ßenordnung von einigen Nanometern, fanden in den letzten Jahrzehn-
ten aufgrund ihrer vielversprechenden Anwendung in den Bereichen Elek-
tronik und Photonik zunehmendes Interesse. Durch Zugabe von Silberni-
trat zu ro¨hrenfo¨rmigen Farbstoffaggregaten in wa¨ssriger Lo¨sung ko¨nnen Nan-
odra¨hte mit weniger als 7 nm im Durchmesser gezu¨chtet werden [1][2]. Es
wurde festgestellt, dass diese Dra¨hte vollsta¨ndig aus reinem Silber beste-
hen. Diese Arbeit bescha¨ftigt sich mit dem Wachstumsmechanismus dieser
Dra¨hte. Das Wachstum wurde initiiert durch Belichtung mit UV-Licht und
u¨ber einen Zeitraum von Minuten bis hin zu Tagen untersucht. Im fru¨hen
Stadium bilden sich Silbernanopartikel innerhalb der Farbstoffro¨hren, welche
als Keime fu¨r das weitere Wachstum von isolierten Drahtstu¨cken dienen. Der
Durchmesser dieser Dra¨hte wird durch den Innendurchmesser der Ro¨hren
definiert. Im letzten Stadium wachsen diese Drahtstu¨cke zusammen bis
sie das gesamte Aggregat fu¨llen. Dieser Wachstumsprozess impliziert einen
Transport von Silber Ionen durch die Wand der Ro¨hre. Das Wachstum der
Dra¨hte setzt sich weiter fort nachdem das Template gleichma¨ßig mit Dra¨hten
gefu¨llt ist und zersto¨rt die Ro¨hren in der Folge. Eine mo¨gliche Strategie zum
Stoppen des Wachstum wird vorgestellt.
Die Kristallstruktur der Dra¨hte wurde sowohl mit hochauflo¨sender Elek-
tronenmikroskopie als auch Elektronenbeugung untersucht. Diese Unter-
suchungen erlaubten die eindeutige Zuordnung der Kristallstruktur zu Silber-
jodid. Das Silberjodid konnte aufgrund seiner charakteristischen Wurtzite
Struktur in der β-Phase identifiziert werden. Da der Lo¨sung nur Silber-
nitrat beigesetzt wurde, konnte die Quelle der Jod-Ionen als Verunreini-
gung im Farbstoffpulver ausgemacht werden. Das fragmentierte Wachs-
tum der Dra¨hte von verschiedenen Startpunkten aus fu¨hrt zu Kristallen mit
einkristallinen Doma¨nen von mehr als 100 nm La¨nge. Eine bevorzugte Ori-
entierung der Kristallstruktur relativ zur Aggregatachse wurde gefunden und
durch die Moleku¨lstruktur der Aggregate erkla¨rt.
Basierend auf diesen Ergebnissen wurde ein Model zum Wachstum von
Silberjodid Nanodra¨hten im Inneren eines ro¨hrenfo¨rmigen Moleku¨laggregats
entwickelt. Es wurde angenommen, dass das Wachstum an Silberkeimen be-
ginnt, die durch Photooxidation der bereits vorhandenen Jod Ionen mit Silber
Ionen wa¨hrend der Belichtung der Probe gebildet werden. Diese Silberkeime
ermo¨glichen die Bildung von stabilen Silberjodid Kristalliten und das nachfol-
gende Wachstum zu Dra¨hten. Die Ergebnisse zeigen einen mo¨glichen Weg zur
Synthese von Metall-Halogenid Strukturen innerhalb von Farbstoffro¨hren.
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Chapter 1
Introduction
Nanotechnology is a highly promising research area attracting physicists,
chemists, biologists, and engineers. Since “nano” describes just the scale in
which concepts are established it allows for an interdisciplinary approach.
The joint effort of many disciplines has led to a whole bunch of fascinating
new basic principles and applications. Especially the field of optoelectronics
has made tremendous progress in the last decades as can be seen for example
in the development of new quantum dot light emitting diodes QD-LED [3].
Nanomaterials are defined by having one ore more of it’s dimensions con-
fined on a scale of less than a 100 nm and this work focuses on quasi one
dimensional nanowires.
Metallic nanostructures in general have become an interesting research
topic mostly because of their applications within the field of plasmonics [4].
Furthermore, they allow for the fabrication of transparent electrodes [5][6],
and for the preparation of conducting nanocomposites [7]. Among other
metals silver is favorable because of its plasmon resonance that may cover the
whole visible spectrum [8][9]. Additionally, silver has the highest electrical
conductivity of all pure metals.
Another practicable class of nanomaterials are semiconductors and among
this whole class of materials silver iodide is of particular interest. Silver
iodide offers the possibility for applications in solid-state battery and elec-
trochemical sensing systems [10][11][12][13]. For example, a novel recharge-
able, all-solid sate silver battery has been made by using superionic silver
iodide nanoplates as solid electrolytes, which promises miniaturization into
nanoscale silver batteries [13].
Silver iodide is a I-VII semiconductor with a direct band-gap of 2.82
eV at room temperature. The crystalline structure exhibits a rich phase
diagram [14] with two phases in coexistence at ambient conditions [15]. At
elevated temperatures (≈ 420K) it undergoes a phase transition to the so-
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called superionic α-phase [16]. This phase transition is characterized by a
recrystallization where part of the silver ions become highly mobile. Those
silver ions are responsible for high ion conductivity as they provide the only
appreciable contribution to the conductivity [17]. The ion conductivity for
bulk silver iodide in the α-phase is in the order of 2 S/cm which is comparable
to liquid electrolytes [18]. This effect is well documented but the underlying
picture of the crystal structures within the superionic state has only emerged
within the last ten years or so [18]. It is therefore still of major importance to
study the crystal structure of this textbook example for fast ion conductivity,
also on the nanoscale.
When reaching the nanoscale, preparation and architectural control of
well-defined nanocrystals is requested for applications, since their physi-
cal and chemical properties are strongly influenced by their size and shape
[19][20]. For silver iodide, for example, it was shown that the electric con-
ductivity of polycrystalline silver iodide pellets increases when particle size
decreases from the bulk to 140 nm [10][11]. A further decrease in size could
possibly lead to even higher conductivity for smaller silver iodide. For other
applications the shape is of utmost importance such as the usage as pho-
tochromic glass [21].
Especially high aspect ratio silver halide rods and wires show promising
properties since silver halide fibers are flexible, water insoluble, non-toxic,
and have good transmission in the mid-infrared region (3-5 mm) [22]. The so
far developed techniques for the production of silver iodide nanomaterials in-
volve synthesis via wet chemical methods. A controlled precipitation of silver
iodide in presence of a stabilizing agent, which acts as a growth moderator
through strong binding to certain surfaces, results in well-defined silver iodide
nanostructures. Possible stabilizing agents are gelatin [23], organic polymers
[24][25][26][27], and polyelectrolytes [28]. All these methods produce particles
with diameters below 10 nm. Another approach is the synthesis of silver io-
dide by transient photochemical methods. The pulse radiolysis of methylene
iodide was used to create iodide ions in aqueous solution which then generate
silver iodide in varying sizes and shapes [29][30][31]. The shape-controlled
preparation of silver iodide nanocrystals can also be achieved by the use
of templates [32][33]. Alumina membrane templating has been successfully
applied in production of polycrystalline silver iodide nanowire arrays [34].
However, it remains challenging to synthesize isolated highly anistropic sin-
gle crystalline silver iodide nanowires with a well-defined diameter less than
10 nm in solution.
This work presents the interesting system of a tubular surfactant struc-
ture, that acts as a real template for the growth of nanowires. The am-
phiphilic cyanine dye molecule 3, 30 − bis(2 − sulfopropyl) − 5, 50, 6, 60 −
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tetrachloro−1, 10−dioctylbenzimida−carbo−cyanine (C8S3) forms double-
walled nanotubes upon aggregation in aqueous solutions [35]. The growth of
silver iodide and silver structures using the tubular J-aggregate formed by
the C8S3 as a template was shown in principle in previous publications for
the growth of particles [36] and wires [1].
This work focuses on the growth of high-aspect ratio nanowires within
the inner space of the double-walled tube using the aggregate as a template.
The growth of the wires is first investigated in terms of the underlying for-
mation mechanism. The growth from photo-induced formation of seeds to
homogeneous wires is slow enough (ranging from minutes to days) to be ob-
served “in-situ” via transmission electron microscopy (TEM), which means
by sample preparation at distinct time steps. Here the demanding questions
to solve were.
• What is the reason of the photo-induced initiation of the growth?
• How is the growth mediated within the tubular template?
• How are wires formed out of seeds and nuclei and where are they formed
predominantly?
• Are there ways to influence the growth of the wires?
The experimentally challenging elucidation of the actual nanowire’s crys-
tal structure was successfully obtained with TEM. To allow for application
of the large-dose TEM techniques, such as electron diffraction, for the struc-
tural weak nanocrystals an unconventional approach was used. This included
the use of a cryogenic holder, cooling the sample down during the measure-
ments and results in the feasibility of the combined application of selected
area electron diffraction (SAED) and high resolution transmission electron
microscopy (HR-TEM). The structure analysis was used to answer the open
questions about the real composition of the wires and related questions such
as.
• Does the crystal structure analysis by SAED and HR-TEM leads to
the same crystal and if so, what is it nature?
• Is the observed structure unique or do we see a coexistence of different
phases (such as β-γ-silver iodide)?
• Can we identify grain boundaries as expected from the growth model?
• Is there an orientational correlation between the silver iodide crystal-
lites and the tubular aggregate?
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Based on these findings a model for the growth of silver iodide nanowires
within a soft template is presented and discussed. This model could be
further adopted to the use of different halides resulting in the synthesis of
high aspect ratio silver halide nanowires. All these results combined can pave
the way for a novel synthesis method of nanowires.
Chapter 2
Fundamentals
The following chapter introduces the fundamentals of this thesis. This work
investigates the growth of inorganic nanowires within a soft template, which
is a topic that spans chemistry, physics and materials science. The self-
assembly of molecules as well as the synthesis of inorganics in solution is
normally assigned to the field of chemistry, whereas the growth and charac-
terization of crystals is considered a part of physics. The method of Trans-
mission Electron Microscopy (TEM) on the other hand is closely related to
material science. To give a detailed review of all the basic principles involved
would go beyond the scope of this thesis. Nevertheless, all topics are touched
upon to provide a basis for the understanding of this work. A brief introduc-
tion including literature recommendations for further information is given at
the beginning of every section. The first part describes the process of mi-
celle formation in aqueous solutions, followed by a detailed description of the
aggregates actually used, and ends with the presentation of previous work
this thesis is based upon. Then a brief introduction into the field of crystal
structure analysis is given. This focuses on defining and characterizing the
crystal structures that will be encountered in this work. The nucleation of
crystals as well as the anisotropic growth in solution is briefly covered. Fi-
nally, a summary of the methods used during the course of this work with a
focus on TEM is presented.
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2.1 J-aggregates from cyanine dyes
The growth process of silver iodide nanowires presented in this work starts
with a very well-defined organic system, namely a double-walled tubular J-
aggregate as shown in Fig. 2.1. This tubular system, which self assembles
in water, acts as a true template for the growth of the nanowires. This is
because it dictates the size and shape of the nanowires without any change
in its own size or shape. Since the wires precisely follow the morphology
of the aggregate an introduction into the formation and resulting structure
of this unique organic system is given in the following section. It is not
possible to give an exhaustive list of the literature covering these topics, but
the following are a few examples. A very good introduction into the field
of micelle formation can be found in Jirgenson [38] while Tanford covers the
hydrophobic effect [39]. A recent overview of the state of the art is given by
Letchford [40]. An introduction to the fundamentals of the optical behavior
of J-aggregate systems can be found in Davydov [41]. Mo¨bius and Wu¨rthner
have both published excellent reviews regarding recent developments in the
field of J-aggregates [42][43].
2.1.1 Micelle formation
Molecular aggregates are non covalently bound supramolecular compounds.
One group of molecules that show aggregation behavior are the so-called sur-
face active agents or simply surfactants. These molecules are amphiphilic,
meaning they have both hydrophilic and hydrophobic side groups in a sin-
gle molecule, and form aggregates in aqueous solutions. The well solubilized
Figure 2.1: The C8S3 molecule with a 3D-model of the double-walled tubular
J-aggregate[37].
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part is hydrophilic and the poorly soluble part is hydrophobic, which leads to
organization of the hydrophobic groups such that water is excluded and the
hydrophilic groups remain in contact with the solvent. The result of this hy-
drophic effect is an increase of the entropy of water. The resulting structure is
a so-called micelle. The formation of micelles depends on the concentration.
For low concentrations the surfactants form a layer at the surface of the sol-
vent. Once the concentration reaches a level where the surface is completely
occupied they form micelles in solution as shown in Fig. 2.2. This threshold
is called the critical micelle concentration (CMC). Those structures can have
many different morphologies ranging from spherical micelles to double-layer
structures. Israelachvili defined a surfactant packing parameter Ns as [44]:
Ns =
Vc
aelc
Where Vc is the volume of the hydrophobic chain, ae the head group area
per molecule at the aggregate interface, and lc the length of the hydrophobic
chain. With this parameter it is possible to predict the tendency of the
structure of the resulting micelle for a given surfactant [45].
Ns <
1
3
→ spherical micelles
Figure 2.2: Sketch of surfactants in water. The surfactant molecules are made
of an hydrophilic and hydrophobic part. First the surfactants will arrange on
the surface of the water and later at a sufficient concentration form micelles in
solution due to the hydrophobic effect. The shape of the resulting micelles can be
predicted with the help of the surfactant packing parameter Ns =
Vc
aelc
. Where Vc
is the volume of the hydrophobic chain, ae is the head group area per molecule at
the aggregate interface, and lc the length of the hydrophobic chain.
16 CHAPTER 2. FUNDAMENTALS
1
3
< Ns <
1
2
→ cylindrical micelles
1
2
< Ns < 1→ bilayers (or vesicles)
Ns > 1→ inverted structures
For common surfactants, the ratio Vc/lc is a constant independent of
tail length [46]. Hence, the area ae is the main contribution in the packing
parameter. This area is influenced directly by the hydrophilic headgroup.
Thus, the headgroup controls the equilibrium aggregate structure in this
model.
2.1.2 Tubular J-aggregates of C8S3
In this work we focus on a certain class of surfactants, namely amphiphilic
cyanine dyes which exhibit interesting optical properties. Upon aggrega-
tion the broad-banded monomer absorption red shifts to a narrower but
stronger band of absorption [47][48][49][50][51][52][53] as shown in Fig. 2.3.
Such behavior was discovered independently by both Jelley [54] and Scheibe
[55][56][57] for similar systems and are frequently referred to as “J-aggregates”.
If the aggregate absorption is instead blue shifted relative to the monomer
then it is called an “H-aggregate” [58]. The amphiphilic 5,5’,6,6’-benzimida-
carbocyanines are a group of cyanine dyes with J-aggregate characteristics.
Some of the aggregates formed by these dyes in aqueous solution have a
tubular morphology [35]. One of these dyes is 3,3’-bis(2-sulfopropyl)-5,5’,6,6’-
tetrachloro-1,1’-dioctylbenzimida-carbo-cyanine, abbreviated as C8S3, used
in this work. Fig. 2.1 shows the dye and its aggregate morphology. The
monomer is composed of a backbone with the chromophore, two hydropho-
bic side chains eight carbon atoms long (C8), and the two polar sulfonate
groups at the end of a three carbon atom long chain (S3), thus the name
C8S3. It is a symmetric molecule with a delocalized pi-electron system in the
backbone. This chromophore has high polarizability, which leads to strong
attractive van-der-Waals-forces, called dispersion forces, that favors stack-
ing of the molecules. The combined influence of the hydrophobic effect and
the dispersion forces leads to the formation of double-walled nanotubes in
aqueous solution above the CMC of 10−5 mol/L [59][60]. The main fea-
tures of these tubes are their uniform, reproducible morphology, namely a
homogeneous outer diameter of 13 nm and inner diameter of 6.5 nm with
lengths exceeding microns, and their optical properties. Fig. 2.3 shows the
absorption spectra for the C8S3 monomer and the resulting J-aggregate.
The J-aggregate absorbance is red-shifted with respect to the monomer and
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contains two sharp bands, marked as (1) at 590 nm and (2) at 600 nm in
the spectrum. Band (1) can be attributed to absorbance by the outer wall
layer and band (2) to the inner wall [61][62][63]. The absorption at the two
peaks is polarized along the main aggregate axis. Additionally the spectrum
contains several other peaks and a shoulder at lower wavelength which are
either due to residual monomers or excitonic transitions with perpendicular
polarization to the aggregate axis. The postion and intensity of those bands
are very sensitive to changes in the morphology of the J-aggregate and can
be used as a “fingerprint” for the structural integrity.
2.1.3 C8S3 as template for nanowire growth
It was already demonstrated earlier that the tubular J-aggregates from the
C8S3 can be used as a template for the growth of inorganic nanowires [1][64].
Growth of the inorganic nanowires was initiated by addition of silver nitrate
to a solution of C8S3 aggregates, followed by brief illumination with blue
light. The structures then grew in the inner space of the tubes during sub-
sequent storage in darkness. Skipping the illumination step results in the
growth of particles at the outer wall [36]. The line scans in Fig. 2.4 show
that the nanowire matches the inner diameter of the double-walled tube of
6.5± 0.5 nm and the J-aggregate remains intact. The J-aggregate acts here
as a real template without being destroyed. These nanowires were assumed
to be silver nanowires. During the wire growth the absorption spectrum of
the aggregates qualitatively changes and quantitatively decreases [65] as can
be seen in Fig. 2.5. The change of spectral shape is due to the fact that
Figure 2.3: Absorption spectra of the monomer and the J-aggregate from C8S3.
The J-aggregate has two sharp absorption bands at 590 nm (1) and 600 nm (2)
red-shifted with respect to the monomer.
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the different absorption peaks change their intensity at different rates. The
fastest decrease is found for the strongest absorption band at 590 nm, which
is attributed to absorption located at the outer dye layer of the aggregate,
while a slower decrease is found for the absorption band at 600 nm that be-
longs to absorption located at the inner dye layer of the tubular aggregates.
These changes can be explained by an oxidation of the tubular J-aggregates
using silver ions as an external reducing agent. The controlled oxidation of a
pure J-aggregate solution with cyclic voltammetry (CV) was observed via op-
tical absorption spectroscopy and allowed to correlate the observed spectral
changes with an oxidation of the nanotubes [66]. The change in conjuga-
tion length leads to a change in the optical spectra as can be monitored by
absorption spectroscopy. It is important to notice that the oxidation of the
dyes only modifies the conjugated pi-electron system but does not decom-
Figure 2.4: (a) Cryo-TEM image of a nanowire with a width of (6.4±0.5) nm
partially filling a supramolecular dye nanotube, and a silver nanoparticle on the
nanotube’s outside 15 min after adding AgNO3 to the solution and exposure to
white light for 20 s. (b) Line scans across the template filled with silver (black)
and unfilled template (red). (c) TEM image of nanowires immobilized on a solid
substrate 72 h after adding AgNO3 and exposure of the solution to white light for
90 min.[1]
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Figure 2.5: Blue: 4 h after adding AgNO3 (no light exposure). Black: 4 h
after adding AgNO3 and exposure to white light for 5 min. Inlet: Zoom on silver
plasmon peak ≈ 420 nm[1]
pose the molecules [67], which explains why the absorbance vanishes despite
the morphology remaining unchanged. CV experiments with a J-aggregate
solution, where silver nitrate has been added and illuminated, provided a
response associated with the oxidation of silver, confirming the formation of
neutral silver within the solution [64]. Additionally, cryo-TEM observations
showed that only few aggregates are neither filled with a wire nor decorated
with particles. The proposed mechanism for the formation of silver nanos-
tructures in a J-aggregate solution was a localized redox chemistry at the
walls of the tubes, where the silver ions get reduced by the dyes within the
tubular aggregate.
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2.2 Crystal structure and growth
This section illustrates the crystal structures that are of importance for the
system. The crystal structures can be reduced to two types of lattices both
of which are presented. The most common methods for the characterization
of crystals are diffraction techniques. For an understanding of the recorded
diffraction patterns the concept of Bragg reflexion and the reciprocal space
is briefly discussed. The nucleation process is of utmost important for the
growth process and an attempt has been made to elucidate the role of the
template in this process. Further information may be found in any of a great
number of introductory textbooks, for instance those of Kittel [68], Massa
[69] and Giacovazzo [70]. Theories of nucleation and growth of crystals are
manifold and very dynamic. The solution based crystallization in presence
of biological system has opened the whole new field of biomineralization [71].
Recommended here is the review from Sear [72] since it deals especially with
the nucleation in protein solutions and shows that molecules provide good
nucleation sites for crystal growth.
2.2.1 The cubic closed packed and the hexagonal closed
packed crystal structures
The extension of unit cell into a lattice is called a crystal. In three dimensions
the possible lattice arrangements can be reduced to 14 “Bravais lattices” due
to symmetry. For our case two structures are of major interest, both of which
are related to the closed packing of spheres, the hexagonal closed packed
(hcp) and the cubic closed packed (ccp) structure. Both result in the same
packing density but with different symmetries [73]. Those are the two crystal
structures observed in this work for silver, silver chloride and silver iodide.
Silver crystallizes in a face centered cubic (fcc) structure and silver chloride in
a cubic zinc blende structure. For silver iodide three different crystal phases
exist: α-AgI crystallizes in a body centered cubic (bcc) structure, a hexagonal
wurtzite structure for β-AgI forms, and a cubic zinc blende structure γ-AgI.
From the three phases of AgI only the β- and γ-phase occur at standard
conditions while the α-Phase is encountered under elevated temperatures at
around 150◦C. Since all experiments take place at room temperature we have
to deal with two basic structures the ccp and the hcp. The ccp structure for
silver results in a fcc unit cell, which is made up of a cube with an atom at
each corner and face as can be seen in Fig. 2.6 left. There the vectors and
angles that define the unit cell are marked. The angles between the pairs of
vectors ~b and ~c, ~c and ~a, and ~c and ~b are defined as α, β, and γ respectively.
Silver chloride, as γ-AgI, has two types of atoms in the unit cell, a crystal
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Figure 2.6: Overview of the main crystal structures encountered in this work.
The face centered cubic (fcc), the zinc blende, which is fcc but with two kinds of
atoms in the unit cell, and the wurtzite, a hexagonal closed packed structure with
two different atoms in the unit cell. For fcc the base vectors and their respective
angles are shown.
structure called zinc blende. Fig. 2.6 middle shows the unit cell for γ-AgI
with the gray atoms as silver and the purple ones as iodine. The unit cell for
wurtzite β-AgI is shown in Fig. 2.6 right with the same color code as for γ-
AgI. Again the structure is distinguished from hcp since the unit cell consists
of two atoms. The lattice parameters for the four encountered crystals are
summarized in the following table (from the Crystallography Open Database:
[74], see methods):
Silver Silver Chloride γ-Silver Iodide β-Silver Iodide
a [A˚] 4.09 5.47 6.47 4.59
b [A˚] 4.09 5.47 6.47 4.59
c [A˚] 4.09 5.47 6.47 7.52
α [◦] 90 90 90 90
β [◦] 90 90 90 90
γ [◦] 90 90 90 120
2.2.2 Indexing of lattice planes
A standard notation for crystal lattice planes uses Miller indices. The base
for every crystal system is given by the unit cell, which is made up of the
three lattice vectors ~a, ~b, and ~c and their respective angles α, β and γ. Every
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lattice plane intercepts the crystal system at specific coordinates. The Miller
indices are proportional to the inverses of the intercepts of the plane, in the
basis of the lattice vectors. They are relatively prime integers and a triplet
of them defines one specific lattice plane (hkl), that intercepts the unit cell
at the points (~a
h
,
~b
k
, ~c
l
). If one of the indices is zero, it means that plane does
not intersect that axis. Fig. 2.7 shows three lattice planes with their Miller
indices for a cubic system. The (100) plane intercepts the unit cell at one
point along the ~a axis and does not intercept in the other directions. The
(100) plane is then the face of the cubic unit cell perpendicular to ~a. By
extension, (010) would be the face of the cube perpendicular to ~b. Since
these numbers are the inverses of the intercepts it means that (200) would
be the plane at half of the length of the lattice vector ~a resulting in this plane
being parallel to the (100) plane and located halfway between the (100) and
the origin. For the (110) plane, the intercepts are then at lattice lengths a
and b in the direction of ~a and ~b as shown in Fig. 2.7. These planes define the
edges of the unit cell. The (111) plane intercepts the unit cell at the corners.
For planes intercepting the unit cell at the opposite direction of one of the
lattice vectors a dash is written over the Miller index instead of a minus, e.g.
(100) instead of (-100). If instead of a single unique plane an equivalent set
of lattice planes is being considered, the miller indices are written in curly
brackets. This depends strongly on the symmetry of the given lattice. For
the highly symmetric cubic system the notation {100} addresses the three
planes with identical symmetry (100), (010), and (001). Due to the symmetry
Figure 2.7: Three frequently considered planes for the face centered cubic lattice
and their respective Miller indexes.
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these planes are identical and the notation exploits that.
For a hexagonal system a fourth index, i, is introduced, resulting in the
Miller-Bravais notation (hkil), whith i = −(h+ k). The hexagonal base can
tessellate a surface, but the description of the translation is complicated if
restricted to an orthonormal basis. So the unit cell is often defined by a
hexagonal base of three planar vectors ~a1, ~a2, and ~a3 plus the “height” of the
unit cell as ~z. In Fig. 2.8 the base and the three vectors are shown, where
~a3 = -(~a1 + ~a2). The two black vectors are the “normal base vectors” that
together with ~z define the unit cell as mentioned above for the hcp crystal.
Planes that define the three faces of the hexagon marked in green are in the
Miller notation written as (100), (010), and (110). Those triplets are shown
in black at the respective planes and from this notation no apparent permu-
tation symmetry is present. By introducing the fourth vector ~a3 those planes
become (1010), (0110), and (1100) as marked in red. For the permutation
symmetry the last integer is ignored and all three planes can be written as
{1010}. From there all three planes are obtained by cyclic permutation with-
out changing the last integer, so {1010} means the three equivalent planes
(1010), (1100), and (0110). This notation is often used for hexagonal crystal
systems. Whenever a lattice plane is defined in the Miller-Bravais notation
it is from a hexagonal system. Note that those crystals can of course be
Figure 2.8: Base of the hexagonal closed packed structure. To describe the faces
of the base hexagon, marked in green, the two base vectors and the Miller notation
can be used as shown in black. The Miller-Bravais indices introduce a fourth vector
to describe equivalent planes in the hexagonal base, here marked in red.
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defined by the Miller notation only, but then it is not possible to indicate
several equivalent planes with just one set of indexes. The conversion is
defined as (h, k, l)→ (h, k,−(h+ k), l).
2.2.3 Diffraction on crystals
The most common method to characterize lattices is diffraction. X-rays and
electrons have a wavelength on the order of typical lattice plane distances.
The diffraction of waves on a periodic system is described by the Bragg
equation:
nλ = 2dsinθ
where n is a positive integer, λ is the wavelength of incident beam, d is the
interplanar distance between lattice planes, and θ is the scattering angle. It
implies that the radiation is reflected from the lattice planes. Only when the
Bragg condition is fulfilled constructive interference occurs and thus a Bragg
reflection is visible. For a crystal the distance d is related to the distance
between certain lattice planes described by the Miller indices and d becomes
dhkl to point out a specific interplanar distance in the crystal.
Diffraction on crystals is usually considered in reciprocal space. For every
lattice in real space a uniquely defined reciprocal lattice exists. The reciprocal
lattice does not correspond to array of atoms, as each point is associated with
a particular set of planes in the crystal. Sets of parallel atomic planes (hkl)
are represented by a single point located a distance 1/dhkl from the lattice
origin. A reciprocal lattice vector ~Ghkl is a vector from the origin to a specific
point (hkl) in the reciprocal lattice. A wave can be described by the wave
vector ~k, which points in the normal direction to the wave fronts and has the
length |k| = 2pi
λ
.
The notation of the Bragg equation in terms of reciprocal lattice and wave
vectors is called Laue condition:
~k − ~k0 = ~Ghkl
where ~k0 is the wave vector of the incident beam, ~k is the wave vector of
the diffracted beam, and ~Ghkl is the change of the vector and needs to be a
reciprocal lattice vector. ~Ghkl defines at which lattice spacings in the crystal
diffraction takes place. The Ewald sphere construction gives a simple geo-
metric interpretation for the Laue condition. To find the lattice planes for
which the Bragg condition is fulfilled for elastic scattering, one can draw a
sphere with radius 2pi/λ, where λ is the wavelength for the incident light.
This is sketched in Fig. 2.9 for two dimensions where the sphere is a circle
and the reciprocal lattice shown is a two-dimensional section of the actual
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Figure 2.9: The Ewald construction for a two-dimensional reciprocal lattice.
lattice. The sphere passes trough the origin of the reciprocal lattice indicated
by the point 0, that is not the origin of the sphere, with the radius defined
by its wavelength. For every point in the reciprocal lattice intersected by
the circle the Bragg equation is satisfied and the corresponding planes in
real space will diffract strongly. This is shown for elastic scattering where
~|k| = ~|k0| and ~G represents the change in direction only and θ is the Bragg
angle.
For perfect crystals with infinite dimension the points are infinitesimally
small and for producing a sufficient number of diffraction spots to characterize
the specimen the sample needs to be rotated or “white” radiation is used.
For crystals with finite dimension the diffraction spots are broadened (with
respect to infinitesimally small spots). The Scherrer equation relates the size
of a crystallite to the broadening of a peak in a diffraction pattern [75].
∆(2θ) =
Kλ
Lcosθ
Where ∆(2θ) is the line broadening at half the maximum intensity in
radians, K is a dimensionless shape factor with a value close to unity, λ the
wavelength, L is the mean size of the crystalline domain, and θ the Bragg
angle. Since ∆(2θ) ≈ 1
L
, the smaller a given crystallite the broader are the
resulting peaks.
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2.2.4 Classical nucleation theory
The growth of crystals is in general described by a two step process. In the
first step nuclei form, and in the second step the nuclei grow into crystal.
The formation of nuclei or nucleation is the first step in the formation of
a new thermodynamic phase or a new structure in which stable clusters of
atoms will form. The driving force behind the formation is the reduction of
the free energy, which needs to be lower than the free energy of the initial
phase or structure [76]. For example a phase transition from liquid to solid
in a supersaturated solution can decrease the free energy. Those solids are
called nuclei and are a result of density fluctuations. It is well accepted
within framework of the classical nucleation theory (CNT) that the nuclei
are unstable until they reach a critical size. Before that size a nucleus is
more likely to dissolve back into the solvent than to grow. The rate at which
Figure 2.10: Sketch of the two competitive processes in homogeneous nucleation
as described by classical nucleation theory: The gain in surface energy vs. the loss
in volume energy. Only if the nuclei reach a critical radius rc they can overcome
the energy barrier ∆G∗, becoming stable because growth then lowers total energy.
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critical nuclei form is given within the CNT [72]:
RCNT = ρjZexp
(
−∆G
∗
kBT
)
This is a rate per unit volume and consists of a prefactor and an exponential
factor. The exponent is of primary interest since it contains an energy barrier,
∆G∗ the free energy cost of creating a critical nucleus divided by the thermal
energy kBT . The prefactor is composed of three terms: number density of
molecules ρ, rate j at which molecules attach to the nucleus, and the Zeldovich
factor Z, the probability that a nucleus at the top of the barrier will go on
to form the new phase, not dissolve. The prefactor is often taken to be
a constant since the exponential factor typically varies much more rapidly.
Under the assumptions that nucleation happens freely in solution and the
nuclei are spherical, which is called homogeneous nucleation, we can estimate
the exponential factor according to [77]:
∆G =
4
3
pir3∆g + 4pir2σ
The first term is a volume term (volume of a sphere) times ∆g, the change
in free energy per unit volume between the two thermodynamic phases (e.g.
solid/liquid), which is always negative for nucleation because of the binding
energy. The second term is a surface term (surface of a sphere) times σ,
the surface tension, which is always positive. This is qualitatively plotted
in Fig. 2.10. From this model the energy barrier ∆G∗ needed to calculate
RCNT is found by setting
d∆G
dr
= 0:
rc = − 2σ
∆g
⇔
∆G(rc) =
16piσ3
3(∆g)2
= ∆G∗
From this energy barrier, the rate RCNT at which critical nuclei will form
can be calculated. This calculated rate appears to be very low and actual
nucleation rarely occurs homogeneously.
However nucleation predominantly occurs at surfaces in what is called
heterogeneous nucleation [78] in contrary to the above described homoge-
neous nucleation which happens in the pure bulk. The growth of nuclei at
impurities or surfaces increases the rates of nucleation many orders of mag-
nitude making homogeneous nucleation unlikely. At surfaces, the effective
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surface energy is lowered, thus diminishes the free energy barrier and facil-
itating nucleation. The simplest approach is to assume a plane surface at
which “wetting” occurs and the CNT can be expanded to [72].
∆Gheterogeneous = ∆Ghomogeneous ∗ f(θ)
Where f(θ) is a function of the contact angle θ. The angle θ depends on three
interfacial tensions, namely γ, between the nucleus and the bulk phase, γbs,
between the bulk phase and the surface, and γns, between the nucleus and
the surface. The contact angle θ is related to the three interfacial tensions
by Young’s equation:
γns + γcos(θ) = γbs
With this equation it is possible to derive an expression for f(θ) [79].
f(θ) =
2− 3cosθ + cos3θ
4
For θ = 180◦ the function becomes 1 and the nucleus detaches itself from
the surface, where heterogeneous and homogeneous nucleation are the same.
For θ = 0◦ the function becomes zero and a layer of the new phase forms.
This is because there is a thermodynamic driving force for forming a thick
wetting layer.
2.2.5 Growth of Crystals
After the formation of nuclei larger than the critical size, the growth of crys-
tals starts. For the growth in solution this process is due to the attachment
of atoms on the surfaces of the nuclei. This process is defined by diffusion
in solution or at surfaces. Many theories exist regarding the actual kinetics
of crystal growth and a thorough discussion of the topic would exceed the
scope of this work. However, one important consideration should be made
regarding the equilibrium shape of the resulting crystals. Volmer suggested
in the 1930s [80][81][82] that atoms arriving on a crystal surface do not enter
the lattice, but rather lose only one degree of freedom and can freely diffuse
over the surface. Those units will integrate into the lattice on energetically
favorable positions (i.e. kinks). Due to this high degree of freedom, the crys-
tal growth proceeds most rapidly on faces that provide the highest decrease
in surface energy, namely the closed packed ones. The shape of the resulting
crystal is that with the minimum surface energy.
The equilibrium form can be estimated with the help of the Wulff con-
struction [83]. This is based upon the Gibbs condition for the minimization
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of surface energy. It states that, for a given volume, the ith plane with sur-
face energy γi will have an area Ai that minimizes the overall surface free
energy ΣγiAi. For the Wulff construction an arbitrary point O in the crys-
tal is taken as a reference as shown in Fig. 2.11. A characteristic vector
~OPi for each plane is then defined as being perpendicular to the i-th plane
with a length corresponding to the surface energy γi of this plane. To con-
struct the equilibrium form, one needs to draw vectors normal to the possible
crystallographic planes. The lengths of the vectors are proportional to the
corresponding γi-values defining endpoints Pi. At every endpoint Pi a tan-
gent which is perpendicular to the vector is drawn. The inner envelope of
these tangents gives us the equilibrium shape.
Important for applications is the growth of crystals in a desired shape,
which may differ from the equilibrium shape. For the growth of highly
anisotropic crystals several methods have been established [84]. Of particular
interest here is the growth of high-aspect ratio crystals such as wires or rods
in the nanometer regime. Diffusion limited aggregation (DLA) is a widely
observed phenomena leading to anisotropic but undirected growth resulting
in “finger-like” structures called Brownian trees [85]. As a result of Brownian
motion particles have a higher probability of adsorbing at the tips of already
existing structures. This leads to the growth of dendritic structures which
are fractals [86].
The difference in surface energies is the reason why some crystals have
an elongated morphology as their equilibrium shape. This intrinsic property
of the crystal is often not large enough to cause highly anisotropic growth of
Figure 2.11: Wulff construction by drawing vectors OP perpendicular to the
possible crystallographic planes with lengths corresponding to the surface energy
of these planes. At the end of every vector a tangent is drawn. The inner envelope
of these tangents gives us the equilibrium shape.
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long nanowires. The effective surface energy of a nanocrystal can be modified
by adding surfactants to the reaction solution [84]. These surfactants act
as “surface capping agents” by selectively adsorbing and binding to certain
surfaces. The growth can then continue only on the un-capped surfaces, since
the growth units can not attach to the capped surfaces. The result is a far
more anisotropic structure than their equilibrium shape. Silver nanowires
have been grown with the use of poly(vinyl pyrrolidone) PVP as capping
agent [87][88]. The PVP selectively binds to the {100} facets of Ag particles
and allow the growth on the {111} facets.
Another method for anisotropic growth is the use of templates. Templates
are certain structures that define the morphology of the resulting crystals.
A template is an integral part of the grown structures as it stays intact dur-
ing the whole process. It provides a confined volume in which the growth
units of the resulting crystal can arrange and follow the shape of the tem-
plate. Possible templates for the growth of high-aspect ratio crystals are
porous substrates. The pores act as structure defining entity for the growth
of nanowires. Those wires will reproduce the shape of the pores and are
arranged in the same way as the pores on the substrate [89]. For the growth
of single nanowires hard templates such as silicon nanotubes [90] or meso-
porous silica [91] as well as soft templates like DNA [92] and most recently
also insulin fibrils [93] are used.
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2.3 Transmission Electron Microscopy
Almost all experimental data presented in this work were collected by trans-
mission electron microscopy (TEM). This is why the basic imaging methods
used are briefly presented and explained here. For the analysis and interpre-
tation of the data a detailed understanding of how the contrast is generated
in TEM images for the given images is crucial. Electrons are charged and
therefore interact strongly with matter. The basic interactions are summa-
rized in Fig. 2.12. Some of these interactions can be used for imaging, such as
the scattering of electrons, and some for a detailed analysis of the specimen
such as the emitted X-rays. The following methods were used:
• Conventional transmission electron microscopy (TEM)
• Cryogenic transmission electron microscopy (cryo-TEM)
• High-resolution transmission electron microscopy (HRTEM)
• Scanning transmission electron microscopy (STEM)
• Energy dispersive X-ray spectroscopy (EDXS)
• Selected area electron diffraction (SAED)
The presentation here closely follows the book written by Williams and
Carter [94]. However, many other excellent introductory textbooks exist
Figure 2.12: Overview of the interactions between electrons and matter
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and the interested reader is directed to [95][96][97][98]. An example image is
shown for each technique to support the explanation. The images are selected
from the experimental work of the thesis and mostly show the nanowires
central to this work.
2.3.1 Imaging with electrons
One reason to invent electron microscopy was to overcome the resolution limit
of optical microscopy. This limit can be described by the Rayleigh-criterion.
dmin = 0.61
λ
NA
with
NA = nsinϕ
Where dmin is the minimum distance of two objects that can be separated
by visual inspection, λ is the wavelength, NA the numerical aperture, ϕ
is the maximal half-angle of the cone of light that can enter or exit the
lens, and n the refraction index. The resolution is therefore mainly given by
the wavelength of the used light. The resolution can be increased by using
light of shorter wavelength in the visible range or by changing the refraction
index n by using an oil-immersion. For classical-optical microscopy the limit
achievable for dmin is about 240 nm. The main idea behind TEM is to
replace the optical photons with accelerated electrons. The particle-wave-
dualism allows to assign a wavelength to the accelerated electron with the
de-Broglie-equation.
λdB =
h√
2m0eU∗B
with
U∗B ∼= UB
(
1 +
eUB
2m0c2
)
Where h is the Planck constant, m0 the electron mass, e the elementary
charge, UB the acceleration voltage, and U
∗
B the voltage with relativistic
correction. An electron accelerated with 100 keV has a wavelength of 0.0037
nm, which theoretically allows for resolution in the sub-nanometer-range. For
the use of electrons in microscopy the lenses have to be built from electric and
magnetic fields. These lenses also suffer from image defects or aberrations.
These aberrations limit the resolution, which is rather defined by technical
than physical properties. Nevertheless, almost every modern TEM achieves
a resolution of at least 0.25 nm.
2.3. TRANSMISSION ELECTRON MICROSCOPY 33
2.3.2 Contrast in TEM
Another important parameter in imaging is the contrast. The contrast c can
be defined as difference in intensity ∆I between two adjacent areas.
c =
I1 − I2
I2
=
∆I
I2
To observe this change in intensity caused by the specimen with bare eyes
on the screen or photograph, the contrast should be higher than 5%. Using
a camera for image recording can enhance low contrasts electronically. This
difference can be caused by several mechanism.
The amplitude contrast is mainly achieved by a change in the amplitude
of the electron wave function. This amplitude contrast originates from two
mechanisms: mass-thickness contrast, and diffraction contrast. Mass thick-
ness contrast is due to incoherent Rutherford scattering of electrons. The
Rutherford cross section is a function of the atomic number Z [94].
dσRutherford(θ)
dΩ
=
e4Z2
16(E0)2sin4
θ
2
Where dσ(θ)
dΩ
is the differential scattering cross section, e the elementary
charge, Z the atomic number, E0 is the electron energy, and θ is the scattering
angle. Higher atomic number material leads to a larger Rutherford cross
section and therefore more scattering to higher angles then lower atomic
number materials. Since Rutherford scattering occurs at the nucleus of the
material one can express this equation to define Qnucleus, the number of
scattering events per unit distance that the electron travels trough.
Qnucleust = (N0
ρ
A
t)σRutherford
Where t is the thickness of the specimen, N0 is Avogadro’s number, ρ
is the density of the sample, A is the atomic weight of the atoms in the
specimen, and σ the scattering cross section. The product ρt is called the
“mass-thickness” of the specimen. The thicker a specimen is the more scat-
tering will occur.
Bragg diffraction can also be used to create contrast in TEM. This diffrac-
tion contrast is simply a special form of amplitude contrast because the scat-
tering occurs at special angles. The contrast depends on the orientation of
the crystalline sample.
Another important mechanism is the phase contrast. For thin specimen,
less than 50 nm, parts of the electron wave front are phase-shifted with re-
spect to the unaffected wave after passing the sample. This can be described
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as the wave w1, penetrating the object, is being composed of two waves, the
zero wave w0 and the diffracted wave w2 [99]. The phase of the wave pen-
etrating the object is shifted by ϕ1. For a wave propagating in z direction
with amplitude a0 and angular velocity ω.
w0 = a0sin(kz − ωt)
w1 = a0sin(kz − ωt+ ϕ1)
For “weak phase objects” this phase shift ϕ1 is small compared to
pi
2
, ϕ1 <<
pi
2
and we can use cosϕ1 ≈ 1, sinϕ1 ≈ ϕ1.
w1 = a0sin(kz − ωt) + a0ϕ1cos(kz − ωt)
The second term is called diffracted wave.
w2 = a0ϕ1cos(kz − ωt)
w1 = w0 + w2
The amplitude of the diffracted wave a0ϕ1 is very low for “weak phase ob-
jects”. In an ideal microscope this diffracted wave is almost not visible. The
penetrating wave carries the signal in form of phase shifts which are invisible
in a focused image. In the image only the amplitude of the penetrating wave
w1 is recorded. By introducing a difference in the optical path for the two
waves w0 and w2 they can be separated.
2.3.3 Phase-contrast imaging in TEM
A perfect lens would focus both the unaffected wave and the diffracted wave
to the same focal point. Aberrations in the imaging system (e.g. defo-
cus, astigmatism, spherical aberration, etc.) impose different phase shifts
on waves that travel at different angles through the objective lens and have
thus a strong effect on the contrast of images. While in a conventional TEM
without an aberration corrector, the spherical aberration is fixed, defocus
and astigmatism can be adjusted. For weak phase objects, the defocus can
thus be tuned to enhance the image contrast. Spherical Aberration describes
the deviation of the shape of the phase plate that is imposed by a lens on
the transmitted wave from that of a sphere. The electrons passing through
the lens at different scattering angles experience different phase shifts. In the
case of defocus this phase shift is proportional to the square of the scattering
angle, and spherical aberration introduces a phase shift that is proportional
to the 4th power of the scattering angle. This effect of positive spherical
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Figure 2.13: Schematic to illustrate the influence of the lens in phase-contrast
imaging. The lens focuses the unaffected as well as the diffracted beams to different
points in the focal plane. The separated waves are re-united on the image plane,
causing an interference of the beams.
aberration causes electrons passing through the lens at higher angles to ef-
fectively see a lens with a shorter focal length. Aberrations of the objective
lens impose different phase shifts on waves that travel at different angles
through the optical system (beams). The result is an interference of these
beams, causing an amplitude modulation in the image.
The phase contrast can be even stronger if the objective lens is defocused.
The total phase shift in TEM can be expressed by the phase-distortion func-
tion χ [94].
χ = pi∆fλu2 +
1
2
piCsλ
3u4
Where ∆f is the defocus, λ the De Broglie wavelength of the electrons, u
the spatial frequency, and Cs the spherical aberration. This equation has the
form of a phase shift expressed as 2pi/λ times the path difference. From the
phase shift results a change in the contrast leading to the contrast transfer
function T(u).
T (u) = 2sinχ(u)
In Fig. 2.14 shows a representative plot of T(u) versus u (Cs = 1.2 mm,
E0 = 200 keV, ∆f = -67 nm) done with CTF Explorer [100]. This is an
oscillatory function of the spatial frequency. When the function is negative,
that represents positive phase contrast, leading to a bright background, with
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Figure 2.14: Plot of the contrast transfer function for Cs = 1.2 mm, E0 = 200
keV, ∆f = -67 nm done with CTF Explorer [100]. For frequencies higher than u1
the contrast is inverted.
dark atomic features. For frequencies at which the function becomes zero, no
contrast is generated and those frequencies do not contribute to the output
signal. The first frequency u1 for which T(u) becomes zero is an important
parameter since this frequency will give no contrast and any higher frequency
will show a weaker and inverted contrast. So u1 defines a limit at which our
image may be quite directly interpreted. For the plot in Fig. 2.14 u1 is
around 4 nm−1 or 0.25 nm in real space, meaning that periodicities or, in the
case of a crystal, lattice spacings as low as 0.25 nm can be imaged without
significant changes in the contrast. The best transfer function is the one with
the highest u1 or the fewest zeros.
2.3.4 Conventional transmission electron microscopy
Conventional TEM is probably the most practiced technique for this type
of microscope and is here referred to simply as TEM. It is in principle a
bright field method with electrons where the contrast is mainly achieved by
a change in the amplitude of the electron wave function. For thin specimen
this amplitude contrast originates from scattering of electrons by the sample.
Placing an aperture after the sample excludes electrons scattered to high
angles from the further imaging as indicated in Fig. 2.15. Additionally the
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Figure 2.15: Schematic to illustrate the mass-thickness contrast. Samples with
higher atomic number scatter more electrons to higher angles. By selecting only
those electrons close to the optical axis those samples provide less intensity.
Adapted from [94].
thicker a sample is the more scattering occurs and thus fewer electrons reach
the detector. In the resulting image the sample has a lower intensity than the
background. In summary, all electrons that strongly interact with the sample
are prevented from reaching the detector by a simple aperture. This also
includes absorbed or otherwise affected electrons but the strongest influence
is the scattering from mass-thickness and crystal structure of the analyte.
Figure 2.16: Characteristic example for an image acquired by conventional trans-
mission electron microscopy (TEM) with a magnification of 10k.
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A drawback of this method is that one needs material with a high mass-
thickness for good contrast, so organics are poorly suited for this imaging
mode. Nevertheless, this mode is most suitable for screening of samples since
this method does not require specialized sample preparation and the images
are easy to interpret. Fig. 2.16 shows a TEM image with a magnification of
10k. Visible are the inorganic nanowires and particles. The organic tubes
surrounding the wires are not visible.
2.3.5 Cryogenic transmission electron microscopy
The structures investigated in this work are grown in aqueous solution and
must be deposited on a TEM grid for imaging. These are commercially
available with a variety of materials and shapes. Commonly used substrates
for samples in solution are carbon films deposited over the TEM grids. The
grids used here are circular with a diameter of 3.05 mm and are made of
copper. One such grid usually has a mesh size between 200 to 400 bars per
grid. The grid is coated with a thin film of amorphous carbon, typically 6-10
nm thick, which is essentially transparent for the electron beam. Fig. 2.17
shows one grid schematically. In the upper branch a detailed view of one such
mesh with a side view and the dimensions for a 400 mesh grid is shown. Due
to the hydrophobic nature of carbon film, the grids must be hydrophilized
before an aqueous sample can be deposited. This is done by plasma treatment
or by storing them over water soaked kimwipe over night. A 5-10 µL droplet
of solution is deposited on the side of the grid coated with the carbon film.
The excess liquid is wicked away after about a minute, taking care to avoid
touching the surface of the grid. This leaves behind a sufficiently thin film
for electron transmission. The whole grid is then stored until totally dried.
Figure 2.17: A spherical grid made of copper with a carbon film coated on the
mesh is displayed at the left. The upper branch shows a typical grid for TEM with
the cross-section for a grid with 400 meshes. The lower branch shows a grid for
cryo-TEM with holes in the film and the dimensions.
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Figure 2.18: Example of an image taken with cryogenic transmission electron
microscopy (cryo-TEM). Visible is a hole in the carbon film.
After this procedure the structures that were in the solvent are immobilized
on the grids. These grids are poorly suited for imaging organics due to poor
contrast. A possible solution for this is the use of cryogenic-TEM. Cryo-TEM
is a very similar method to TEM for the imaging of organics. To overcome the
problem of the low contrast of organic molecules that are laying on a carbon
film, the film contains holes as indicated in Fig. 2.17 bottom for a grid with
hole diameter of 2 µm and a distance of 2 µm between holes. The solution is
dropped on the grid and the liquid bridges the holes due to capillary forces.
After blotting away excess solution the whole grid is then shock-frozen, often
by plunging into liquid ethane, so that the thin water film does not crystallize
and stays amorphous. The preparation is sensitive to ambient humidity due
to water in the air crystallizing on the cold sample and thus hiding the
organics behind water crystals. Fig. 2.18 shows a J-aggregate sample with
silver particles prepared the way described above with a hole in the carbon
film visible. The organic nanotubes have a different contrast over the hole
than over the carbon film.
2.3.6 High-resolution transmission electron microscopy
High-resolution TEM (HRTEM) in general refers to imaging in which lat-
tice fringes (i.e. crystallographic planes) are observed or atomic resolution
is achieved. The most important contrast mechanism for HRTEM is phase-
contrast. To achieve a phase-contrast image the diffracted as well as the
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Figure 2.19: HRTEM of a particle and a wire. The lattice spacing of the wire is
visible and reveals a single crystalline domain which contains a twin boundary.
unaffected beams are used for imaging. Phase-contrast images of the crys-
talline lattice are formed by removing the objective aperture entirely or by
using a very large objective aperture. The incoming electron wave will be
altered to an exit wave after passing the sample. This exit wave is a super-
position of a (unaffected) plane wave and multiple waves diffracted by the
sample. The diffracted beams are then re-united with the unaffected wave to
the image wave. This image wave reaching the detector is a result of phase
shifts and interference in the optical system of the microscope. The image
wave collected by the electron detector contains the lattice spacing informa-
tion of the crystalline structure but is not a direct mapping of the structure.
This contrast mechanism is very sensitive to many factors, as for example
the focus and astigmatism of the lenses. The properties of the specimen, as
for example thickness and orientation, strongly influence the phase contrast
as well. The latter is the reason HRTEM can be used to image the atomic
structure of thin specimen. The images are more difficult to interpret than
TEM images but allow for the highest resolution. Fig. 2.19 displays such a
measurement for a nanowire attached to a particle. The lattice spacings of
the wire are visible and reveal a twin boundary in the center.
2.3.7 Scanning transmission electron microscopy
For scanning TEM (STEM) the incident electron beam is focused to a very
small diameter (usually  ≈0.2 nm) and this spot is then raster-scanned over
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Figure 2.20: Illustration of detector arrangements for scanning transmission
electron microscopy (STEM). The incident beam is concentrated to a small spot,
which is then raster-scanned over the sample. For every spot, the intensity of the
electrons is measured by either a bright field (BF) detector, an annular dark field
(ADF) detector, or a high angle annular (HAADF) detector. Adapted from [94].
the sample. For the detection of the electrons several detectors can be used.
Fig. 2.20 shows some possible detector arrangements. The contrast is due
to amplitude contrast. In this work STEM was performed with a high angle
annular dark field (HAADF) detector. In this case the strongly scattered
electrons are exclusively selected. HAADF STEM is a dark field method
where the contrast is inverted with respect to bright field methods, meaning
brighter parts in the image belong to thicker and higher Z-number material
then the darker parts. The detector is mounted exactly on the optical axis.
He has a hole in the middle that is so large that all the electrons that do
Figure 2.21: The method of HAADF STEM reverses the contrast similar to
optical dark field microscopy. The more dense materials, such as the particles and
wires, give a higher signal to the high angle detector, leading to brighter spots
than the background.
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Figure 2.22: Sketch to illustrate the principle of energy dispersive x-ray spec-
troscopy (EDXS). Inelastic collisions of electrons result in the transfer of energy to
the scattering material. The energy can be released by emitting a X-ray photon.
not scatter at large angles will not hit the detector. At each spot in the scan
the electrons hitting the detector are integrated to give the overall intensity.
The image is then a map of the measured intensities for every spot position.
Since no magnification by lenses takes place the resolution is determined by
the spot size of the electron beam. Fig. 2.21 shows a HAADF STEM image
of inorganic nanowires and particles. The contrast is inverted with respect
to TEM as in Fig. 2.16.
2.3.8 Energy dispersive x-ray spectroscopy
Energy dispersive x-ray spectroscopy (EDXS) is a technique that gives infor-
mation about the chemical composition of the sample. Electrons can scatter
elastically or inelastically. Inelastic collisions result in the transfer of energy
to the scattering material. The incident beam may excite an electron in an
Figure 2.23: Energy dispersive X-ray spectroscopy (EDXS) mapping with the
corresponding STEM image of a sample containing silver as well as silver chloride.
For this mapping, EDXS spectra have been taken for every point in the STEM
raster and the normalized peak intensities for silver (red) and chloride (green) are
shown with their corresponding color intensity.
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inner shell, ejecting it from the shell while creating an electron hole where
the electron was. An electron from an outer, higher-energy shell then fills
the hole, and the difference in energy between the higher-energy shell and
the lower energy shell may be released in the form of an X-ray as shown
in Fig. 2.22. These photons can not only be detected but also analyzed in
terms of its energy. The used silicon drift detector measures the energy of
an incoming photon by the amount of ionization it produces in the detector
material. This varying ionization produces varying charge and the number of
charges can be related to the energy of the photon. These x-ray spectra are
a fingerprint for the elements of the sample since every element contains an
unique x-ray spectrum. EDXS spectra were collected in STEM configuration
as indicated in Fig. 2.22. By generating x-rays with the strongly focused
electron beam we gain insight into the elements within the electron spot.
The lateral resolution is again determined by the spot size. A prominent
feature is element mapping with EDXS, which allows for easy screening of a
samples element distribution. A color is assigned to the peaks corresponding
to one element. For every point in the STEM raster a spectrum is taken and
the elements are displayed with their respective color coding. The intensities
of the colors correspond to the relative intensities of the respective element’s
x-ray peaks. Such a mapping is depicted in Fig. 2.23 on the left for silver in
red and cloride in green with the corresponding STEM image on the right.
2.3.9 Selected area electron diffraction
Selected area electron diffraction (SAED) is a diffraction technique with elec-
trons. The wavelength of the accelerated electrons is about a hundred times
Figure 2.24: Selected area electron diffraction (SAED) illustration. See text for
explanation.
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smaller than the spacing between atoms in a solid. The lattice planes of a
crystalline sample act as a diffraction grating to the high-energy electrons.
Parts of the electrons will be scattered to particular angles determined by
the crystal structure of the sample as described by the Bragg equation. The
resulting image on the screen is a series of spots and each spot corresponds
to a satisfied diffraction condition of the sample’s crystal structure. The re-
sulting diffraction pattern contains information from the whole area of the
specimen that we illuminate with the beam. Due to polycrystalline or buck-
led samples, it is often of interest to select a certain area of the sample to
contribute exclusively to the diffraction pattern. This is done by inserting a
simple aperture, the selected area diffraction aperture, in the image plane of
the objective lens. This creates a virtual aperture at the plane of the spec-
imen and any electron that hits the specimen outside the area defined by
the virtual aperture is excluded from contributing to the diffraction pattern.
All SAED pattern share a bright spot in the center which is the unaffected
beam. The other spots are displayed on the screen with a certain distance
r to this central beam spot as shown in Fig. 6.4. With the camera length
L it is possible to calculate the diffraction angle, the Bragg angle, which is
half the angle between the diffracted and the unaffected beam. According to
Bragg’s relation we can now assign those angles to a lattice plane distance.
For small angles(sinθ = θ).
λ = 2dhklθ
Figure 2.25: Selected area electron diffraction (SAED) pattern of the silver fcc
lattice in [110] orientation. The contrast is inverted.
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or with r
L
= 2θ
r = λL
1
dhkl
Sharp spots appear only when the beam is diffracted by a single crystal.
In many materials there are many crystals with different orientations. SAED
of polycrystalline materials gives ring patterns analogous to those from X-
ray powder diffraction, and can be used to identify texture and discriminate
nanocrystalline from amorphous phases. Fig. 2.25 is a diffaction pattern of
single crystalline silver in [110] orientation and contains an arrangement of
sharp points. The contrast is inverted.
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Chapter 3
Materials and methods
3.1 Preparation of J-aggregates
The cyanine dye 3, 3′ − bis(2 − sulfopropyl) − 5, 5′, 6, 6′ − tetrachloro −
1, 1′ − dioctylbenzimida− carbo− cyanine (C8S3) was obtained from FEW
Chemicals as a sodium salt with a molecular weight of 902.8 gmol−1, and used
as received. The double-walled nanotubular J-aggregates were prepared via
the so-called alcoholic route [101]. A 2.9 mM stock solution was prepared
by dissolving the dye in methanol (ROTISOLV > 99, 9% UV/IR-Grade)
with stirring at 120 rpm in brown glass vial (Fisher Scientific). The stock
was stored with avoidance of light. For the preparation of the J-aggregates,
130 µL of stock solution were added to 500 µL ultrapure DI water (Siemens
Protegra CS, 14 MΩ/cm) and stored in the dark for 24 hours to allow for
aggregation. An additional 500 µL ultrapure DI water was then added to the
solution to stabilize the formed aggregates. The final solution composition
is 100:13 water/methanol by added volume with a final dye concentration of
3.36∗10−4 M. The process is accompanied by a color change from the orange
Figure 3.1: Chemical structure of amphiphilic cyanine dye 3,3-bis(2-sulfopropyl)-
5,5,6,6-tetrachloro-1,1-dioctylbenzimidacarbocyanine (C8S3) as a sodium salt.
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stock solution to a pink color for the J-aggregates. Further modifications
by addition of other materials were performed within 24 hours after solution
preparation to prevent aging effects of the J-aggregates such as bundling.
3.2 Preparation of nanowires and addition of
sodium chloride
11 µL silver nitrate at a concentration of 100 mM in water was added to
400 µL of freshly prepared J-aggregate solution in a clear glass vial (Fisher
Scientific) and then illuminated by 420 nm light for one minute employing
the Xenon lamp of a Jasco FP-6500 fluorescence spectrometer. After illumi-
nation, the samples were stored in the dark during the subsequent growth of
the nanostructures. 11 µL sodium chloride at a concentration of 100 mM in
water was added to 411 µL silver nitrate/C8S3 solution.
3.3 Absorption spectroscopy
Absorption spectra were taken with a double-beam UV-Vis spectrometer
(Shimadzu UV-2101PC). Quartz cells (Hellma GmbH) with path lengths of
0.2 mm and 2 mm were used. The spectra were always measured against
a reference containing the blank solvent and normalized to the same path
length of 1 cm.
3.4 Transmission electron microscopy
Conventional TEM and cryo-TEM measurements were made using a JEOL
JEM2100 at a beam energy of 200 keV (LaB6 cathode). High-resolution
TEM and energy-dispersive X-ray spectroscopy (EDXS) were performed with
a JEOL JEM2200FS at a beam energy of 200 keV (field emission gun). Se-
lected area electron diffraction was performed on both instruments. Prior
to sample deposition, the grids were hydrophilized by overnight incubation
with water vapor. Conventional samples were prepared by depositing a small
(five µL) droplet of solution on a 400-mesh carbon film supported copper
TEM grid (Plano GmbH, item S 160) and removing the excess liquid by
blotting with filter paper after ten minutes. Cryo samples were prepared
by putting a droplet of the sample (five µL) on a perforated (two µm hole
diameter) carbon film grid (Quantifoil R2/2 200 mesh). Excess sample so-
lution was blotted using filter paper and the grids were immersed in liquid
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ethane using a Vitrobot Mark IV (FEI, Eindhoven, Netherlands) to vitrify
the aqueous film. CrystalMaker Software Ltd was used for simulating the
measured crystal structures and SAED patterns. The necessary informa-
tion of the crystals were obtained from the Crystallography Open Database
(http://www.crystallography.net/cod/) and can be found with their respec-
tive identification numbers:
crystal COD ID
silver 9008459
silver chloride 9008597
β-silver iodide 1011025
γ-silver iodide 9008829
Simulations for the HRTEM image have been performed with QSTEM
(https://www.physics.hu-berlin.de/en/sem/software/software qstem) [102].
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Chapter 4
Results and discussion
The growth of silver structures at the walls of the tubular J-aggregate formed
by the C8S3 was shown in previous publications to result in the growth of
particles[36] or wires [1]. This work focuses on the growth of high-aspect ratio
nanowires within the inner space of the double-walled tube. This chapter is
divided into two parts dealing with two issues separately.
In the first part, the growth kinetics are studied in terms of morphology and
material transport. By following the process of nanowire formation from the
first visible crystallites to homogeneous wires with TEM, we gain insight into
the whole growth process. Investigations of the early phases of this process
allow for clarification of the nucleation process. The resulting structures at
later times shed light on the material transport supporting the growth of
the wires. When left to themselves, the nanowires growth eventually exceeds
the outer diameter of the tube. A strategy is presented to prevent this
overgrowth. In the end of the first chapter, a preliminary model for the
growth of the wires based on these findings is presented and discussed. This
part follows closely the recent publication based on this work [2].
In the second part, the crystal structure of the resulting materials is observed.
A detailed analysis allows for unambiguous identification of the nanowire’s
composition. In previous publications the wires were identified as pure silver
[1][2]. However, it will be proposed that the wires are silver iodide crystals.
The analysis of particles outside the template which consist of pure silver
led to the misconception that the wires are pure silver as well. Additionally
the source of the iodide ions was only in hindsight found to be impurities of
the dye powder. In the end the results from the two separate sections are
put together and a more complete model for the growth of high-aspect ratio
silver iodide wires is presented.
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4.1 Nucleation and growth
This section focuses on the morphology of the wires grown with the tubular
J-aggregate acting as a template and closely follows our publication [2]. The
basic principles of the experiment are summarized in the fundamentals chap-
ter, since they were established in previous work [1]. The growth of the wires
within the inner volume of the tubular template is accompanied by changes
in the optical spectra of the J-aggregate. Those changes are again monitored
to determine relevant time points at which to prepare the samples for TEM.
The reaction kinetics, which are in the order of hours to days, allow for “ex-
situ” investigations by TEM. Based on the spectral changes the growth was
separated into three phases: the “early growth phase”, at which first nucle-
ation and the subsequent evolution of these nuclei to stable crystallites takes
place. This is followed by the “main growth phase”, where the crystallites
coalesce into a wire following the structure of the organic template. Since
many nuclei form in the same aggregate and then converge during the “main
growth phase”, the process of material transport for the growth is discussed.
After two days of growth time the wires reach a “desired” state at which they
homogeneously fill the whole template. The growth then continues over the
diameter of the template due to the excess of silver ions. A strategy is pre-
sented to prevent this “over-growth” by removing the remaining silver ions
by precipitation with chlorides. It turns out that the wires can be affected
by the addition of the extra ions as well. A first model for the growth and
the manipulation of the wires is presented and discussed.
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4.1.1 Kinetics followed by optical spectroscopy
The nucleation and growth of inorganic nanowires in the J-aggregate solution
can not be followed “in-situ” by TEM since the preparation of the TEM-grids
requires drying of the solution on a carbon film to immobilize the aggregates
[37]. To observe the formation and growth of the nanostructures, they have
to be fixed on a TEM-grid at defined time steps during the growth and be
examined “ex-situ”. It was demonstrated in previous experiments [65] that
during the growth phase the absorbance decreases and changes in the shape
of the spectrum are observed. These changes can be explained by oxidation
of the C8S3 dyes that does not change the structure of the aggregates using
silver ions as an external reducing agent. The controlled oxidation of a pure
J-aggregate solution with cyclic voltammetry (CV) was observed via opti-
cal absorption spectroscopy and allowed to correlate the observed spectral
Figure 4.1: Absorption spectra of black: a pure J-aggregate (C8S3) solution,
red: aggregate solution with added silver nitrate and ten minutes after illu-
mintaion, green: two hours after illumination, and blue: two days after illu-
mination. The spectra reveal a fast oxidation of the dyes within the first ten
minutes which is slowed down after two hours and completed after two days. All
spectra are scaled to a path length of 1 cm.
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changes with an oxidation of the nanotubes [66]. The change in conjuga-
tion length leads to a change in the optical spectra as can be monitored by
absorption spectroscopy. It is important to notice that the oxidation of the
dyes only modifies the conjugated pi-electron system but does not decom-
pose the molecules [67], which explains why the absorbance vanishes despite
the morphology remaining unchanged. CV experiments with a J-aggregate
solution, where silver nitrate has been added and illuminated, provided a
response associated with the oxidation of silver, confirming the formation of
neutral silver within the solution [64]. Additionally, cryo-TEM observations
showed that only few aggregates are neither filled with a wire nor decorated
with particles. The proposed mechanism for the formation of silver nanos-
tructures in a J-aggregate solution was a localized redox chemistry at the
walls of the tubes, where the silver ions get reduced by the dyes within the
tubular aggregate.
Investigation of the optical changes during addition of silver nitrate allows
us to define reasonable time steps at which to prepare the grids for TEM.
A typical behavior is shown in Fig. 4.1 where silver nitrate was added to a
freshly prepared J-aggregate solution and illuminated with 420 nm blue light
for one minute. A spectra were collected before the addition of silver nitrate
and then 10 minutes, 2 hours, and two days after adding silver nitrate and
illuminating with blue light. No spectra were collected prior to 10 minutes
for practical reasons. The unadulterated C8S3 solution that did not have
any silver nitrate added (black) shows the typical J-aggregate behavior for
this dye, namely two strong excitonic absorption bands at 590 nm and 600
nm. Ten minutes after addition of silver nitrate and illumination (red) the
absorbance of the aggregates is already halved, indicating that first reduction
of silver ions by the dyes has taken place. Two hours after illumination
(green) the aggregates have a strongly reduced absorbance while after two
days (blue) the dyes are almost completely oxidized resulting in only a very
slight absorption at around 605 nm. The strong decrease of the J-band
Figure 4.2: Time line illustrating the three growth phases and the time at which
samples for TEM have been prepared.
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absorbance within the first ten minutes indicates that most of the dyes are
oxidized during that time. Further reduction of absorbance happens within
the next two hours at which point the oxidation of the dyes is slowed. After
two days the J-band absorbance vanishes and no more oxidation of the dyes
is visible.
“Ex-situ” investigations are possible because the nanowire growth rate
is slow enough to permit the preparation of several TEM grids within the
interesting growth phase. Samples taken during the first ten minutes may
give insight into the formation of nuclei with further nucleation happening
within the first two hours. After two days no crystal growth due to a re-
dox reaction with the dyes is possible since the dyes are completely oxidized.
We call the time within the first two hours where the first nucleation takes
place the “early growth phase”. This is followed by the “main growth phase”,
which continues up to two days after illumination, where the crystallites grow
into homogeneous wires. Despite no further changes in the absorption spec-
tra samples taken after two days reveal a continuation of the growth called
“overgrowth” which is also described in detail in the following investigations.
4.1.2 Early growth phase
To observe the formation of nuclei, samples for TEM need to be prepared
directly after illumination. Cryo-TEM allows for the fastest sample prepa-
ration because the shock-freezing results in a good snapshot of the sample
at that time. Due to the time needed to prepare the TEM grids, the short-
est possible time was around three minutes. This was shorter than the ten
minutes needed for the absorption spectroscopy.
Figure 4.3 shows a cryo-TEM image of a sample shock frozen three min-
utes after illumination. Images at this time step mostly show bare tubular
J-aggregates, as identified by the parallel lines and previously analyzed in
detail [35][65]. Few silver nanocrystals were found mostly located adjacent
to the aggregates, either along the tube, or at the tube ends. Infrequently,
small pieces of nanowires are found that are obviously located within the
tubular aggregates and following their shape. In Fig. 4.3 one such piece is
marked by a circle. The dark gray shaded area with grainy structures in the
lower left corner of the image is an artifact due to the boundary of the Quan-
tifoil film. Possible smaller nuclei and the emerging crystallites are too small
to be directly visualized by TEM. Other imaging methods, such as scanning
probe microscopy, also failed due to insufficient lateral resolution and low
contrast between nuclei and aggregates. Therefore, the locations where nu-
clei have been formed can only be found indirectly from the location of the
silver nanocrystals that are visible. It is possible, that there are other nuclei
56 CHAPTER 4. RESULTS AND DISCUSSION
Figure 4.3: Representative cryo-TEM image of tubular C8S3 J-aggregates and
a few nanoparticles (black objects). A small piece of a wire in the aggregate was
located and marked by a red circle. The image was taken from a sample prepared
for cryo-TEM three minutes after illumination.
which are too small to be visualized by TEM.
4.1.3 Main growth phase
Typical features of the main growth phase are depicted in Fig. 4.4 and Fig. 4.5
with conventional TEM, because it allows for fast screening of many samples
and the features of interest are just as easy to identify. Fig. 4.4 is a sample
that was prepared two hours after illumination. While at the very short
times, represented by Fig. 4.3, only very short pieces of nanowires are found
sporadically, after about two hours somewhat larger fragments of wires are
visible. The piecewise wires are obviously following the shape of the tubular
aggregates. The wire fragments have a broad length distribution in the range
of 20-500 nm. In comparison to the early growth phase (Fig. 4.3), the main
growth phase has more crystallites forming within the aggregates, as can
be seen by the higher density of wire fragments and spherical particles. No
single isolated short wires are visible anymore. More detailed inspection of
images at this early stage of the main growth phase shows that those pieces of
wires are either adjacent with a globular crystallite (dotted red circle), or are
alternating with such globular crystallites (see insert in Fig. 4.4 blue circle).
The spherical crystallites (for which the contrast is not in saturation) provide
a homogeneous contrast along a single particle in TEM which is similar for
all of them. This is contrary to the wire pieces, which have inhomogeneous
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Figure 4.4: Typical TEM images of samples immobilized on a TEM grid after two
hours of growth time. The wires are either combined with a globular crystallite(red
dotted circle) or pieces of wires are alternating with such globular particles (blue
circle in the insert).
contrast along a single piece and variable contrast between fragments.
The wire fragments grow with increasing time until they completely fill
the aggregates to form wires with homogeneous diameters of 6.5±0.5 nm and
lengths exceeding microns, as shown in Fig. 4.5. After about 48 hours, no
Figure 4.5: Typical TEM image taken after 24 hours of growth time. The
piecewise wires have coalesced to continuous high aspect ratio nanowires.
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Figure 4.6: Linescans of the wires after ten minutes, two hours, and two days of
growth time. The FWHM is the same for all three growth times.
short wire fragments could be found. Linescans of the wires at all of the
three time steps as seen in Fig. 4.6, convincingly prove that the growth of
these pieces only takes place in length and not in diameter.
Besides the growth from short pieces to wires, a remarkable coexistence
of different motifs was found and is best presented by cryo-TEM imaging.
A typical situation is depicted in Fig. 4.7, where a sample is prepared ten
minutes after light exposure. Bare aggregates (i) are still visible together with
aggregates filled with long silver wires (ii) and aggregates decorated by small
(less than five nm diameter) nanoparticles (iii). All three types of structures
Figure 4.7: Cryo-TEM image showing the J-aggregates and crystallites after ten
minutes growth time. A coexistence of three different motifs was observed for all
samples: (i) bare aggregates, (ii) filled aggregates, and (iii) aggregates decorated
by particles.
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are sparsely decorated by larger particles about 10-20 nm in diameter. These
large particles were always found. They are considered as an “unavoidable
background” and, because of their sparse appearance, are not considered
in the following discussion. Interestingly, no aggregates can be found that
are both filled inside with a nanowire (case ii) and at same time decorated
outside with small particles (case iii). The three motifs observed are found
in parallel during the whole growth phase, but in different proportions. This
observation makes it difficult to define precise growth kinetics for the wires.
Another observation to note is that the wires already fill the whole template
without being interrupted but with a variable contrast along a wire. TEM
images at later time show repeatedly interrupted wires as in Fig. 4.4 after two
hours growth time. This difference observed for the different TEM methods
can be attributed to the cryo imaging where the sample is embedded in ice,
which induces less harm to the sample. Also structurally weaker parts of
the crystal remain intact, but they give less contrast. This is in contrast
to conventional TEM, where the weaker parts of the wires get dissolved by
the electron beam (see discussion, Fig. 4.19). This “preserving” effect of the
cryo-imaging was later used to investigate the crystal structure of the wires.
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4.1.4 Overgrowth
Fig 4.8 is a sample that was stored in the dark for six days after illumination.
The structures seen are still wire-like in general appearance but with variable
diameter and contrast along each wire. The diameter of the structures is
non-uniform, ranging from several tens up to a hundred nanometers. The
growth of the wires after completely filling the nanotubes after two days
(Fig. 4.5) exceeds the confinement of the template. This “overgrowth” is
due to the excess of silver ions present in solution and because the template
is soft. This means that samples prepared and stored for longer than two
days do not contain nanowires with a well-defined diameter and extreme high
aspect ratio. Hence those structures are not of interest and are not analyzed
further. These “overgrown” samples were used for optical dark field imaging,
confirming the length of these structures reaches several tens of micrometer
[1].
Figure 4.8: TEM image of a sample deposited on a grid six days after preparation.
The structures have grown in diameter beyond the template diameter, leading
to irregular structures with non-uniform and inhomogeneous thickness which is
referred to as overgrowth.
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4.1.5 Addition of chlorides
The growth of the wires continues after they homogeneously fill the template
after two days (see Fig. 4.5). To prevent this “overgrowth” and stop the
growth of the wires in solution, one has to remove the excess of silver. A
straightforward approach is the removal of excess silver ions by precipitation
of the remaining silver ions via addition of halides. Sodium chloride was used
because it is pH-neutral and sodium ions are already present in the dye salt
as counter-ions. Upon addition of sodium chloride, the residual silver ions
precipitate according to the reaction:
Ag+(aq) + Cl−(aq) −→ AgCl(s)
For first investigations, the time of addition was chosen to be after two hours
(see Fig. 4.9) as after that time the dyes still show a decent absorption but
are almost completely oxidized (see Fig. 4.1). Only then can we effectively
halt the redox reaction between silver ions and dyes thus reducing the source
for elementary silver to gain a proof of principle for the whole idea. No
noticeable reduction of silver with oxidation of the dyes takes place at a
later point. Additionally, the remaining J-aggregate absorbance allows for
spectral investigations. The chlorides were added in the same molar ratio
as the initial silver concentration leading to an excess of chlorides ensuring
complete precipitation.
Since the growth of the wires is accompanied by changes in the opti-
cal absorption spectra (see Fig. 4.1), the spectra were used to investigate
the influence of the chloride ions. The effect of adding sodium chloride on
the optical absorption is presented in Fig. 4.10. Spectra taken at differ-
ent time steps for a sample without any added sodium chloride (Fig. 4.10a)
are compared to the spectra for a sample where sodium chloride was added
Figure 4.9: Schematic to illustrate the time steps for the addition of sodium
chloride and the growth times.
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Figure 4.10: Absorption spectra of (a) pure C8S3 solution (scaled by a factor
1/2), a solution measured two hours after addition of silver nitrate, and a solution
measured six days after addition of silver nitrate and (b) the same solution with
silver nitrate and same time steps as in (a), but with the addition of sodium
chloride after two hours. All spectra are scaled to a cuvette thickness of 1 cm
except for the first, which is essentially scaled to 0.5 cm.
two hours after light exposure (Fig. 4.10b). Before addition of the sodium
chloride, the aggregate spectra are identical in Fig. 4.10a and b. Sodium
chloride was then added to the solution of Fig. 4.10b in a 1:1 molar ratio
of silver to chloride. An increased absorption for wavelengths less than 300
nm is observed immediately after addition of the sodium chloride, which is
attributed to the absorbance of silver chloride that has formed by precipi-
tation. Six days after illumination a strong difference is seen between the
spectra. In the solution where no sodium chloride is added (Fig. 4.10a) the
aggregate absorption is completely vanished. A new absorption peak has de-
veloped around 400 nm, which can be attributed to the plasmon resonance
of silver particles [103][104][105] or, as will be shown later, an absorbance of
silver iodide nanostructures [106][107][108]. This spectral behavior is accom-
panied by the “overgrowth” of the silver nanowires due to free silver ions as
described above. After this long time period not only the dyes are oxidized,
but the J-aggregates are also structurally destroyed. In contrast, the sample
where sodium chloride was added (Fig. 4.10b) still shows J-band absorption,
although the shape of the spectrum has changed. However, the integrated
absorbance of the J-band remains constant over the whole period of time.
This preservation of the J-band indicates a prevention of further oxidation
and destruction of the J-aggregate template because of the removal of excess
silver ions by precipitation in the form of silver chloride.
The morphology of the structures was again observed via TEM. Sam-
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Figure 4.11: Cryo-TEM image of a sample where sodium chloride was added
two hours after illumination. The sample was stored in solution in the dark for
two days before inspection.
ples prepared immediately after addition of sodium chloride show the same
features as without sodium chloride and shown in Fig. 4.4. The aggregates
are repeatedly filled by fragments of wires and no influence of chloride is
observed. Figure 4.11 shows a typical situation where sodium chloride was
added two hours after illumination and imaged after two days growth time
with cryo-TEM. Surprisingly, no wires are found anymore. Instead, cubic
crystallites are observed that are attached to the template. The morphol-
ogy of the template remains intact after addition of sodium chloride and
dissolution of the wires.
4.1.6 Influence of oxygen
We added sodium chloride with the intent to remove excess silver ions and
to stop the overgrowth of the wires. Surprisingly, we found that the wires
disappeared due to presence of chloride ions. It was recently reported that
silver nanocrystals in aqueous solution can be dissolved by chloride ions in a
process called oxidative etching [109][110]. Silver ions gets reduced to their
zerovalent form and these can be possibly oxidized back to their ionic forms.
The oxidization is accompanied by an electron transfer from the reductant to
an oxidant. Oxygen for example is a strong oxidizing agent. When an elec-
trolyte is present the oxidation is greatly enhanced, because the electrolyte
serves as a salt bridge by transferring charges from the reductant to the oxi-
dant [111]. During the synthesis of silver nanocrystals the presence of chloride
ions, combined with oxygen from the air, often resulted in significant changes
to the crystallinity and morphology of the final products. The chloride acts
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Figure 4.12: Schematic illustrating the oxidative etching in presence of oxygen
and chlorides. The chloride acts as a ligand to facilitate the oxidation.
as a ligand facilitating the oxygen induced oxidation of silver atoms at the
surface of the crystals (see Fig. 4.12). This leads to an electron transfer from
the silver to the oxygen mediated by the chlorides and the resulting silver
ions nucleate with the chlorides to silver chloride. This process leads to the
dissolution of the crystals preferentially at the defects sites. In the literature,
the etching is used to obtain single crystal silver nanoparticles in higher yield,
demonstrating that particles containing defects are preferentially oxidized.
Fig. 4.13 shows a TEM image of a sample were sodium chloride was added
two hours after illumination and stored in the dark without deoxygenating
the solution. With oxygen present in the solution no wires can be found
and the aggregates are densely covered by cubic crystallites that could be
identified as silver chloride. The insert in Fig. 4.13 shows a magnification
where the distance between the crystallites is about 50 nm, which suggests
that the cubes are attached to the outside of a bundle of four aggregates.
To gain further insight into this etching process, the experiments have also
been conducted without oxygen. The solution was bubbled with nitrogen to
remove the oxygen and was stored in the oxygen-free atmosphere of a glove-
box. Fig. 4.14 shows a sample where sodium chloride was added two hours
after illumination and the solution was stored for five weeks in an anaerobic
environment. In that case, the same piecewise wires already present at the
time of sodium chloride addition were found. This morphology remains stable
even over weeks. The solution itself showed clear precipitation in form of
flakes in both cases, providing visual evidence for the successful removal of
excess silver ions. The oxygen dependent dissolution of the wires was also
initially attributed to oxidative etching of silver. The influence of oxygen
on the addition of sodium chloride is again discussed after the unambiguous
identification of the wires as silver iodide in the next chapter.
4.1. NUCLEATION AND GROWTH 65
Figure 4.13: TEM image of a sample where sodium chloride was added two hours
after light exposure but imaged after two days. The solution was not deoxygenated.
The insert shows a magnified view of the marked area where the distance between
the two rows of particles (≈ 50 nm) indicates that a bundle of aggregates is covered.
Figure 4.14: A similar sample as in Fig. 4.13 but prepared with exclusion of
oxygen and inspected after storing for five weeks in oxygen free environment.
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4.1.7 Multiple stranded cable
The growth process of inorganic nanowires can also be extended to the use of
different tubular J-aggregates. In a first proof of principle this was performed
for the very similar dye C8O3. Fig. 4.15 provides a comparison between the
C8S3 and the C8O3. The dyes differ in the polar side groups, which are
two carboxyl-groups (COOH) for the C8O3 instead of the sulfonate groups
(SO3) for the familiar C8S3. The C8O3 aggregates to tubes as well but
with a smaller diameter of 10 ± 1 nm [35]. The resulting tubes show strong
bundling with a random helicity and a bundling periodicity that depends
on the number of tubes twisted. By performing the same experiment as for
the wire formation within the C8S3, namely addition of silver nitrate with
the same concentration as for the C8S3 and illumination @ 420 nm for one
minute, they could be used as template for the growth of inorganic wires as
well.
Fig. 4.16 displays a TEM image two days after the illumination. Visible
is a multiple strand of wires oriented along an elongated structure with a
diameter of approximately 30 nm. The line scan in the image shows that the
wires are arranged in parallel with a remarkably homogeneous diameter and
distance between them. In some parts of the image the whole structure is
filled by parallel wires while in other parts only in one half of the structure
Figure 4.15: Comparison of the two dyes C8S3 and C8O3. They differ by their
polar side groups, which are sulfonate groups (red) for the C8S3 and carboxyl-
groups (blue) for the C8O3. They both form nanotubes upon aggregation in
aqueous solution, but the tubes from the C8O3 show strong bundling.
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Figure 4.16: TEM image of a C8O3 solution two hours after addition of silver
nitrate and illumination with blue light @ 420 nm for one minute. The line scans
shows that the resulting wires are arranged in parallel with a well defined diameter
and distance between them.
wires are visible. The varying arrangement of the wires can be explained by
the twisting of the bundles of the C8O3. These multiple stranded cables are
very promising in the application of these systems, since they could posses
a much higher mechanical stability and are probably much less sensitive to
structural defects than a single nanowire.
4.1.8 Particle analysis
It was shown in the previous section that the stability of the wires upon
addition of sodium chloride depends on the presence of oxygen. For oxygen
containing samples the wires are dissolved, whereas in absence of oxygen both
the wire and C8S3 tubule morphology remain intact. To confirm the sug-
gested dissolution of the wires due to oxidative etching, the resulting particles
were analyzed with selected area electron diffraction. For comparison, the
same method was applied to the deoxygenated sample as well. The solutions
showed precipitation independent from oxygen concentration, so excess silver
ions have been removed from solution in both cases. Investigated here is only
a possible change from silver to silver chloride for the particles attached to
the template when oxygen is present. Due to the dissolution of the wires in
samples containing oxygen, only the particles are analyzed for comparison
between aerobic and anaerobic samples. SAED allows for characterization of
the crystal structure of the particles and hence differentiation between silver
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and silver chloride. After addition of sodium chloride and two days growth
in the dark, silver chloride particles have formed in the oxygen containing
samples and none have formed in the deoxygenated sample. Together with
the oxygen dependent dissolution of the wires, this strongly supports the
proposed mechanism of oxidative etching. The next chapter focuses on the
more experimentally challenging analysis of the crystal structure of the wires,
although SAED provides first indication for the presence of silver iodide.
4.1.9 Crystal analysis of particles in an oxygen con-
taining sample
The experiments shown here have been performed without illumination, thus
no wires are present in the samples. Sodium chloride was added to the sample
two hours after addition of silver nitrate and the grids were prepared after
two days growth time. No effort was made to remove oxygen from the solu-
tion. Fig. 4.17 a is a conventional TEM image for such a sample. Particles
in various sizes ranging from several up to almost a hundred nanometers can
be identified. The morphology of the particles is spherical and especially the
bigger ones have inhomogeneous contrast under TEM. The particles are arbi-
trarily distributed showing no alignment relative to the elongated template.
Fig. 4.17 b is the selected area electron diffraction (SAED) pattern obtained
from the region in the Fig. 4.17 a. The pattern consists of two distinctive
rings close to the center followed by a smeared disk and two weaker rings
at the outside. Since no discrete Bragg spots or symmetry can be seen, the
pattern is a superposition of crystals in different orientations. Comparison
with the TEM image is in agreement with the observed pattern, e.g. many
particles, which can have any orientation. For a better evaluation of this
measurement a circularly integrated intensity plot of the pattern is shown in
Fig. 4.17 c. Within the radial plot of the SAED the lattice plane distances of
silver (red) and silver chloride (blue) are plotted with their relative intensities
and the prominent ones are indexed. Tab. 4.1 displays the measured mean
values for the distances and a summary of all the theoretical lattice plane
distances for silver and silver chloride in the measured region as also shown
in Fig. 4.17 c. The crystals contain lattice plane spacings for both struc-
tures and from the relative intensities one may estimate a content of 20% -
30% of AgCl. Additionally, the lattice plane distances for β − AgI (green)
are shown but cannot explain any of the peaks. Hence, no AgI crystals are
present in the measured area. These experiments confirm the formation of
silver chloride upon addition of sodium chloride in presence of oxygen.
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Figure 4.17: Silver and silver chloride particles grown without removing oxygen
from the solutions. a: TEM image of particles, b: electron diffraction pattern
of the region shown left. c: radial scan of the diffraction pattern with calculated
lattice planes for silver, silver chloride, and β − AgI indicated. The diffraction
pattern can be explained by superposition of the most prominent Bragg reflections
(indicated with respective color) of silver and silver chloride.
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Table 4.1: Mean value for the measured distances and the most prominent lattice
plane distances for silver chloride and silver with the fitting ones are marked with
bold font.
measured mean value Silver Chloride Silver
Peak number dhkl [A˚] hkl dhkl [A˚] hkl dhkl [A˚]
1 3.17 111 3.13
2 2.78 200 2.70
3 2.33 111 2.33
4 2.04 200 2.04
5 1.96 220 1.92
311 1.64
6 1.61 222 1.58
7 1.43 220 1.45
400 1.37
313 1.25
8 1.24 420 1.22 311 1.24
4.1.10 Crystal analysis of particles in a deoxygenated
sample
Fig. 4.18 is a similar analysis for a sample prepared the same way as de-
scribed in Fig. 4.17, but in oxygen free conditions. The similar wire sample
is shown in Fig. 4.14. In the TEM image Fig. 4.18 a many of particles are
visible ranging from small spherical crystallites several nanometers in size
up to big cubic structures tens of nanometer in dimension. The large cu-
bic crystallites exhibit an inhomogeneous contrast, indicating that they are
polycrystalline. The smaller particles are mostly randomly distributed, but
some of them are aligned along an elongated structure which is most likely
the J-aggregate. The influence of oxygen is already visible here, not only in
the different morphology compared to the oxygen containing sample, but also
in the perpetuation of the decoration of the tubes by particles. In Fig. 4.18
b the SAED pattern corresponding to Fig. 4.18 a is shown. The diffraction
pattern consists of several diffraction peaks all aligned along circles but with
no distinctive orientation or symmetry. The pattern is again a superposi-
tion of crystals in different orientations, as can be seen in the TEM image.
Fig. 4.18 c is the radial plot profile of the SAED pattern. Within this plot
the lattice plane distances of silver (blue) and silver chloride (red) are marked
with the most prominent ones indexed with their relative intensity. Again
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Figure 4.18: Silver and silver chloride particles grown in oxygen free solutions
(bubbled with nitrogen) and stored in a glove box purged with nitrogen. a: TEM
image of particles, b: electron diffraction pattern of the region shown left. c:
radial scan of the diffraction pattern with calculated lattice planes for silver, silver
chloride, and β-AgI indicated. The diffraction pattern essentially consists of silver
diffraction peaks with negligible contributions from silver chloride diffraction spots.
The peak marked as 1 can not be explained by either silver or silver chloride but
could be assigned to β-AgI.
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all the measured and theoretical lattice plane distances for silver and silver
chloride are summarized in Table 4.2. The averaged measured distances of
the SAED are in good agreement with silver and a negligible amount of silver
chloride. Hence, besides the small amount of silver chloride that remains in
solution after adding sodium chloride, most of the particles consist of sil-
ver. Interestingly, the pattern reveals a distance of 3.9 A˚ that cannot be
explained by either silver or silver chloride. In the plot in Fig. 4.18 c this
distance is attributed to the 101¯0 planes of β-AgI (marked in green). From
the low intensity of the peak, one can conclude a very low amount of AgI
compared to the dominating peaks for silver.
Table 4.2: Mean value for the measured distances and the most prominent lattice
plane distances for silver chloride and silver. The fitting ones are marked in bold
font.
measured mean value Silver Chloride Silver
Peak number dhkl [A˚] hkl dhkl [A˚] hkl dhkl [A˚]
1 3.90
111 1.13
200 2.70
2 2.44
3 2.33 111 2.33
4 2.00 200 2.04
222 1.92
311 1.64
222 1.58
5 1.45 220 1.45
400 1.37
313 1.25
6 1.24 420 1.22 311 1.24
7 1.18 222 1.18
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4.1.11 Discussion
Although this chapter only discusses the nucleation and growth of inorganic
silver compounds within the tubular J-aggregate of C8S3, without giving
insight into the defined structures, the findings require additional discussion.
The crystalline structure of the nanowires is described in the next chapter.
The growth of the wires was previously assumed to be due to a photo-
initiated redox reaction with the dyes [1]. Considering the amount of material
needed to completely fill an aggregate with crystalline silver, the dyes cannot
be the sole source of electrons since many more silver atoms per unit wire
length are needed than there are dyes per same length (Ndye : NAg ≈ 1 : 20
see Appendix). Hence, the dyes cannot provide all the electrons needed to
reduce enough silver to completely fill an aggregate. It was suggested that
methanol could act as an additional reducing agent for the silver ions. Silver
can be reduced by primary alcohols, but this occurs under conditions in
which the alcohols form radicals [112][113]. Since these conditions do not
occur in our system, it is doubtful that methanol is responsible for the final
silver ion reduction. The concentration of silver ions is generally one order of
magnitude higher than the dye concentration([dye]=0.34 mM and [Ag]=2.73
mM) and sufficient to fill several tubes. Thus, the resulting structures are
more likely to be a mixture of elementary silver and silver compounds like
silver oxides or silver halides containing silver ions.
Additionally, the main oxidation of the dyes takes place within the first
Figure 4.19: Cryo-TEM images of a wire three minutes after illumination showing
the dissolution of the wire under the electron beam. The images have been taken
subsequently one after another in the order indicated by the numbers without
additional electron exposure. It took approximately four minutes to take the series
of images.
74 CHAPTER 4. RESULTS AND DISCUSSION
two hours (Fig. 4.1) but the growth of wires takes days. The initial nuclei
formation is most likely due to a redox reaction of silver ions and dyes since
nucleation preferentially occurs at the tube walls with a strong oxidization
of the template within the first two hours. Another indicator against the
straight forward growth of pure silver wires is the instability of the struc-
tures under the electron beam. Even the cryo-TEM technique can easily
dissolve the wires as shown in Fig. 4.19. Elementary silver is very stable un-
der the electron beam and even silver particles smaller than ten nanometers
in diameter require heating up to at least 500 ◦C to be dissolved in TEM
[114]. In contrast, silver compounds, such as silver halides, are very unsta-
ble in the TEM. Silver iodide, for example, decomposes rapidly under the
electron beam [107].
Regardless of whether the nanowires are pure silver or silver compounds,
a model for the growth can be discussed. This model requires little modifi-
cation after the structure determination of the wires. The principle scheme
of the growth process of the nanowires at or within the tubular aggregates is
sketched in Fig. 4.20. The early growth phase starts after addition of the sil-
ver nitrate and the first TEM or cryo-TEM images are taken a few minutes
after illumination (upper branch in Fig. 4.20) or after keeping the sample
in the dark (lower branch of Fig. 4.20). The actual formation of nuclei is
too fast to be observed ex-situ with TEM. At the earliest time step we find
small crystallites, which are randomly distributed in solution, or within the
aggregates in form of very short pieces of wires, or attached to the outside
of the aggregates in form of globular crystals (see also Fig. 4.3). It is an
important observation that the wire-like pieces, together with globular par-
ticles only appear when the sample was exposed to blue light (420 nm) for
one minute. Otherwise, only the silver nanocrystals on the outside of the
Figure 4.20: Schematic to illustrate the growth of either silver nanowires within
the tubular aggregates after exposure to blue light, or silver nanoparticles on the
nanotubes without light exposure.
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aggregates are found. The influence of light on the growth was already re-
ported [1]. Previously the growth of wires was initiated by white light, but
in later investigations it was found that blue light at 420 nm is sufficient to
initiate the growth of silver within the aggregates. One should note that the
absorbance of the dye aggregates is minimal (see Fig. 4.1) at this wavelength.
It is therefore likely that the growth is induced by the absorbance of small
crystallites themselves than due to excitation of the dyes.
The formation of nuclei is expected to depend on the concentration of
silver ions because of the higher probability for nuclei formation at higher
concentrations. The negative SO3groups of the dyes give the aggregates a
negative surface charge. This should cause the silver cations to accumulate
at the inner and outer walls of the aggregate tubes. That can explain why
silver crystals are almost exclusively formed either at the outer surface or in
the inner space of the tubular aggregates. It is important to bear in mind
that the solution contains sodium counter ions from the dye salt, and that
the concentration of these counter ions is orders of magnitude higher inside
the tubes than outside (see Appendix for detailed calculation). Either these
counter-ions are mostly exchanged against silver ions, leading to a high sil-
ver concentration as well, or the high sodium ion concentration prevents ion
exchange and the silver ion concentration is lower inside than outside the
aggregates. In the first case, nucleation should occur preferentially inside of
the aggregates and the light exposure just facilitates the nuclei formation.
In the second case, the probability for nucleation in the dark would be too
low to produce a notable amount of nuclei but would be significantly in-
creased by light exposure. In any case, we propose that the non-equilibrium
ion concentration between the inner and outer space of the tubular aggre-
gates is responsible for the light-dependent growth of crystallites and hence
nanowires.
Regardless of what drives the heterogeneous nucleation, it results in an
irregular distribution of crystals in the central cavity. The growth of the
crystallites starts from these nuclei to form pieces of wires, as sketched in
the middle section of Fig. 4.20. This growth must be supported by material
transport trough the membrane-like wall of the dye tubes. Since the wires
grow in segments along the tube and these gaps are filled without tube de-
struction, it is clear that silver atoms must be transported through the wall
of the aggregates. However, besides the silver going inside, the water and
other counter-ions must go outside, which requires wall permeability for all
these materials. Further evidence for wall permeability comes from the obser-
vation that any given tube has either internal wires or external nanocrystal
decoration, but not a mixture of the two (see cases ii and iii in Fig. 4.7; the
additional scarcity of larger crystallites at all types of aggregates is not con-
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Figure 4.21: Schematic illustrating the dissolution of silver nanowires by oxida-
tive etching using sodium chloride.
sidered further, because these crystallites appear homogeneously like a kind
of “background” which cannot be controlled). It shows that either wires grow
at the cost of silver ions accumulated on the outside of the aggregates (case
ii) or many small particles grow on cost of silver ions present in the tube
interior (case iii). This competitive growth requires unhindered ion exchange
across the membrane.
The proposed material transport through the membrane is further sup-
ported by the observed dissolution of the wires by oxidative etching, as briefly
outlined in Fig. 4.21. Wires are no longer found after addition of sodium chlo-
ride if oxygen is present in the solution. Instead, the tubular aggregates were
found to be empty and decorated with silver chloride crystallites. The wires
are effectively dissolved by oxidative etching with the help of chloride serving
as a ligand. This supports the idea of material transport through the wall for
chlorine and silver ions, since the silver has to be oxidized within the inner
space and brought to the outside where it forms the silver chloride crystals
(Fig. 4.21).
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4.2 Crystal structure analysis of wires
In the previous chapter the growth of wires within the inner space of tubular
J-aggregates was described. A model has been presented in which the growth
of the wires takes place via material transport through the lipid-bilayer like
wall of the template without destroying its morphology. This model could
be verified further by manipulating the already stable wires upon addition
of sodium chloride. In presence of oxygen the resulting wires were dissolved
while the template stayed intact via oxidative etching. The control exper-
iment in the absence of oxygen demonstrated the suggested process. The
investigations focused on the morphology of the crystals and the template
without giving insight into the actual crystal structure. This is the topic of
the following chapter. For the analysis of the crystal structure selected area
diffraction (SAED) and high-resolution TEM (HR-TEM) were performed on
the resulting crystallites. It is shown that the wires consist of silver iodide.
The counter ions of the dye molecules are identified as a likely source for
the iodide ions. Detailed investigations of the wire crystals reveal a mutual
orientation between the wire and the template. The published results pre-
viously presented can be brought into agreement with the identification of
the nanowires as silver iodide, and a more complete proposal for the growth
process is presented. Since the change of the wires during the growth phase
only affects their length, meaning the diameter and crystal structure remain
intact, the parameter of growth time is not discussed further in this chapter.
However, all experiments have been performed taking precautions to not an-
alyze “over-grown” structures, which can be easily identified by the larger
and inhomogeneous diameter of the wires.
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4.2.1 High-resolution transmission electron microscopy
of a particle
The electron diffraction of the crystal structure of the particles revealed a
lattice plane distance of 3.9 A˚. This cannot be explained by a silver or silver
chloride crystal, as shown in Table 4.2. A better understanding of the origin
of this lattice plane spacing can be obtained by using HR-TEM in parallel
to SAED. It is challenging to perform multiple TEM methods without disso-
lution of the structures by the electron beam. This was achieved by placing
the sample in a cryo-holder which cools the sample down with liquid nitro-
gen during the measurement. These measurements allow for direct crystal
imaging and give insight into the puzzling distance of 3.9 A˚ measured for the
particles in Fig. 4.18. The samples were prepared with illumination after the
addition of silver nitrate so that the combined HR-TEM SAED could also
be used for the analysis of the nanowires. Additionally sodium chloride was
added to the samples after two days of growth time and the sample were im-
mobilized on a TEM-grid six days after the initial illumination. Fig. 4.22 a is
a HR-TEM image of a particle. The particle has an almost hexagonal shape
as indicated by the drawn red hexagon. The structure shown is obviously
single crystalline with the visible lattice planes arranged in a sixfold symme-
try with the lattice plane distances of 4.1A˚. The arrangement and distances
of the lattice planes are marked.
Additionally, an SAED pattern of this area was taken and is shown in
Fig. 4.22 b together with the corresponding radial plot profile in Fig. 4.22
c. The SAED is not due to a single crystalline particle as it consists of
rings, indicating an overlap of several crystals. The HR-TEM in Fig. 4.22
a reveals another particle on the top left of the image, meaning that the
SAED is from several crystals in the region. Nevertheless, the distances
determined by SAED are in good agreement with the measured distances
from HR-TEM. The combined measurement gives a lattice plane distance of
4.0 ± 0.1A˚. This distance cannot be explained by the simple silver or silver
chloride lattice. Therefore, one approach is to look for silver compounds that
crystallize in a hexagonal lattice and reproduce the measured lattice plane
distances in the SAED. Hexagonal silver iodide fulfills all the requirements
and can perfectly explain the measured crystallite. Under standard condi-
tions two phases of silver iodide can coexist: the β-silver iodide crystallizes
in the wurtzite structure, which is hexagonal closed packed (hcp) and the
γ-silver iodide crystallizes in the zincblende structure, a face centered cubic
(fcc) crystal [17][115][107]. With HR-TEM the lattice planes could be iden-
tified as the {101¯0} planes of hexagonal β-AgI. The SAED pattern shows
an overlap of several crystallites which reproduces the lattice plane distances
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Figure 4.22: a: HR-TEM image of a particle. The visible lattice planes have a
hexagonal arrangement and the whole particle is almost hexagonal as indicated by
the red hexagon. The marked distances are just a visual guide.b: SAED pattern
of the region shown on top reveals a polycrystalline structure. c: radial scan of
the SAED with an overlay of calculated silver and β-silver iodide. The analyzed
diffraction pattern is a mixture of silver and silver iodide.
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for silver iodide and silver as there are also silver particles in the selected
area present. In contrast to the analysis performed here, SAED analyses of
high density particle areas such as those seen in Fig. 4.18 indicate that silver
iodide is present in the particle only sample but is outnumbered by pure
silver crystallites. Since no other silver compounds, such as silver oxides, are
in agreement with the measured particle, one may conclude that hexagonal
silver iodide is also responsible for the measured distance of 4.0± 0.1 A˚ de-
termined from electron diffraction measurements.
4.2.2 Wire analysis
The crystal structure of the nanowires is important for possible applications
in nano-optics. The degree of crystallinity is an especially important factor
for determining their usefulness. SAED was again used to determine the
actual crystal structure of the wires. Energy dispersive X-ray spectroscopy
was used to confirm their chemical composition. For a detailed description
of the crystals, HR-TEM was combined with SAED. This allowed for an
analysis of the crystal orientation relative to the template. The structure of
the grown crystal is independent from the growth time. Whenever we obtain
a measurable crystal structure it is always the same for the crystallites within
the inner space of the template. This means that the following images are
independent from the growth time. The crystal structure was also found to
be independent of the presence of sodium chloride. The addition of sodium
chloride ultimately results in the dissolution of the wires, but the crystal
structure of any remaining wires is unchanged.
4.2.3 Selected Area Electron Diffraction
The analysis of the wires has been performed in the same manner as the
SAED for the particles. The sample here was prepared with illumination
and without addition of sodium chloride. To obtain diffraction patterns
from the wires only the smallest available selected area aperture, with a
diameter of 200 nm, was used and the grid was searched for positions where
only one wire is visible within this selected area. In Fig. 4.23 a such a
situation is depicted. In the left part a single wire is visible within the
selected area. The diffraction pattern obtained from it in Fig. 4.23 b shows
discrete spots with a certain symmetry. No rings or “clusters” of spots can
be seen indicating good crystallinity of the wire. Only few spots (indicated
by arrows) are off lattice and obviously belong to differently oriented crystal
entities. This indicates that the wire is either one single crystal with an
extension over the whole SAED aperture, or at least part of the wire is a
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single crystal and the remaining part of the wire consists of crystallites that
are too small to give a notable diffraction pattern or is amorphous. However,
one can exclude that this wire consists of polycrystalline material where all
crystallites are of similar size. The most prominent spots in the pattern are
marked in red and blue, respectively. Weak diffraction spots located further
away from the center, which belong to smaller distances, are also present. The
Figure 4.23: a: TEM image with a wire in the selected area aperture. The
diameter of the aperture is 200 nm. b: Electron diffraction pattern from the area
in the top left with the spots on the first ring (red), second ring (blue). The angles
are marked. The measured values are displayed in Table 4.3. c: Overlay of the
SAED pattern with simulated diffraction spots for silver fcc in [110] orientation.
d: Same overlay as in bottom left but with silver in [111] orientation.
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outer spots in blue represent a lattice plane distance of 2.30±0.07 A˚. The
inner ring highlighted in red can be attributed to a lattice plane distance of
3.96±0.07 A˚. As already shown for the particles the simple silver fcc lattice
cannot be responsible for these obtained distances. The single crystalline
appearance of the pattern allows for a detailed investigation.
Table 4.3 shows the values for the measured spots and angles between the
spots from the pattern in Fig. 4.23 b that belong to one crystal structure.
Note that for the deeper analysis of the pattern only the spots with a visible
Table 4.3: Measured spots and angles for the SAED pattern from Fig. 4.23
1 [A˚] 3.99
2 [A˚] 3.93
3 [A˚] 3.93
4 [A˚] 2.32
5 [A˚] 2.27
6 [A˚] 2.31
Error [A˚] 0.07
α [◦] 60
β [◦] 30
Table 4.4: Mean value for the measured distances and the most prominent lattice
plane distances for β-silver iodide and silver with the fitting ones are marked in
their respective color
measured mean value β-Silver Iodide Silver
dhkl [A˚] hkl dhkl [A˚] hkl dhkl [A˚]
3.96 110 3.98
200 3.76
111 3.51
102 2.73
2.30 210 2.29 111 2.33
103 2.12
200 2.04
220 1.99
220 1.44
311 1.24
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counterpart are marked. The spots belonging to 4.0 ± 0.1 A˚ consist of 6
distinctive spots with an angle of 60◦ between them and have a hexagonal
symmetry. The outer spots of 2.30±0.07 A˚ are also in a six-folded symmetry
with an angle of 30◦ between the inner spots. The whole diffraction pattern
represents the symmetry of a hexagonal crystal for the given orientation of
the wire. The only orientation in which a fcc crystal would project a 6-fold
symmetry (which is actually a 3-fold symmetry) is the [111] crystallographic
orientation along one of the edges. Fig. 4.23 c is an overlay of the pattern with
simulated spots for silver in the [111] and in Fig. 4.23 d for [110] orientation.
To compare the distances for the most reasonable spots of silver and sil-
ver iodide, Table 4.4 shows the measured mean values and some lattice plane
distances for both structures. The most prominent lattice plane distances are
color coded. Silver in the [111] orientation (red) only shows the {220} planes
arranged as a hexagon within the range taken by the SAED. The distance
between these planes is 1.44 A˚, which is unreasonably small since the calcu-
lated spots would lay far outside of even the outer spots of the actual crystal.
The [110] orientation gives rise to spots also belonging to {111} with the ap-
parent distance of 2.33 A˚. This is close to the measured 2.30±0.07 A˚, but in
a cubic arrangement. This decent match led to the erroneous assignment of
the grown wires to pure silver in previous publications [1][2]. Also, the {200}
planes are visible with a distance of 2.04 A˚. The silver fcc lattice however,
cannot explain the outer spots in the experimentally found pattern or the
Figure 4.24: same diffraction pattern as in Fig. 4.23 with overlays of calculated
silver iodide patterns. left: overlay with cubic γ-AgI in [111] orientation. right:
Overlay with hexagonal β-AgI in [0001] orientation.
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inner spots belonging to a distance of 4.0 ± 0.1 A˚. Examination of multiple
diffraction patterns allows us to conclude that the actual wire crystal has the
hexagonal structure of silver iodide orientated along [0001].
After the assignment of the distance of 4.0 ± 0.1 A˚ to hexagonal silver
iodide, one can now explain the SAED pattern of the wires using silver iodide.
Two phases of silver iodide can coexist under standard conditions: the β-
silver iodide crystallizes in the wurtzite structure which is hcp and the γ-silver
iodide crystallizes in the zincblende structure a fcc crystal [17][115][107].
Fig. 4.24 shows the same diffraction pattern as in Fig. 4.23 with an overlay
of calculated silver iodide spots. The simulated pattern in Fig. 4.24 left
is γ-silver iodide in [111] orientation and Fig. 4.24 rightis β-silver iodide
in [0001] orientation. Both result in a hexagonal pattern. The measured
pattern can be perfectly explained by the calculated β-silver iodide structure.
Especially the 6 inner spots can now be attributed to the {101¯0} planes of
hexagonal silver iodide. Every reflex can now be attributed to a certain silver
iodide lattice plane distance. Since we have possible coexistence of the two
silver iodide phases, the γ-silver iodide must also be investigated. Indeed,
the 6 brightest spots could also be assigned to the {220} lattice planes of
the γ-silver iodide because they have the same lattice planes distances as
the β-silver iodide {112¯0} planes. Since the γ-phase cannot explain the
additional spots, one can already conclude that the resulting crystals within
the template are hexagonal β-silver iodide. Note that in contrast to the
particle HR-TEM investigation no additional ions were added to that sample.
4.2.4 Chemical analysis of the wires
SAED measurements for the wires and particles as well as HR-TEM for a
particle revealed crystallites that can be explained by hexagonal silver iodide.
Since we only added silver nitrate and sodium chloride to the samples, the
presence of iodine has to be verified. EDXS measurements allow for an
analysis of the chemical composition of the crystals and were performed on
the samples. Fig. 4.25 top shows a STEM image with the corresponding
EDXS mappings for silver and iodine for an illuminated sample after two
days of growth. The STEM image of the sample reveals wire like structures
and spherical particles. The wires can be identified in both EDXS mappings,
of silver and of iodine, while the particles appear in silver mappings only.
Spectra have been taken from a “particle-rich” and a “wire-rich” area and
are shown in Fig. 4.25 bottom. The spectra have been normalized so that
the carbon (C) and silicon (Si) peaks, which are both artifacts, have a similar
intensity in both measurements. The copper (Cu) peak is an artifact from the
underlying substrate and depends on the thickness of the sample. Thus, the
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copper peak is higher in the particle area. The signal strength for silver (Ag)
and iodine (I) has a similar intensity for the region containing wires, whereas
the dominating peak in the particle region is silver. Additional elements
besides those shown in the spectra do not exhibit a peak in the EDXS spectra.
These indicate that the wires consist mostly of silver and iodine while the
particles consist mainly of pure silver. Since no additional halides were added
to the solution, the source of the iodine is expected to be found in the dye
powder. The dyes are commercially available and were delivered as a salt
powder with sodium counter ions. This powder was sent to the Laboratoire
National de Sante (LNS) in Luxembourg and measured there with inductively
coupled plasma mass spectrometry. The iodine concentration within the salt
is 76 mg/g, which results in a stoichiometric ratio of dye:iodine≈2:1 (see
Appendix for data sheet and calculations). All these experiments confirm
the presence of a significant amount of iodide ions.
Figure 4.25: Energy dispersive X-ray spectroscopy (EDXS) analysis. a) STEM
image of a small part of the sample showing wire-like structures as well as particles.
EDXS- mapping for b) silver and c) iodine of the area shown in a). Spectra taken
from the marked areas in a) selecting a ‘particle-rich’ area (d) and a ‘wire-rich’
area (e). See text for explanation.
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Figure 4.26: Schematic of the last step in the synthesis of the C8S3. Two
1− alkyl− 3− (ω− carboxyalkyl)− 5, 6− dichloro− 2−methylbenzimidazolium
bromides are brought together with iodoform in presence of sodium methoxide.
The supplier of the dye powder FEW Chemicals has been contacted about
this issue to clarify the source of the iodide. The final dye was synthesized
by bringing two equivalents of the 1−alkyl−3− (ω− carboxyalkyl)−5, 6−
dichloro − 2 −methylbenzimidazolium bromides into the respective benz-
imidacarbocyanine dyes by treatment with iodoform (CHI3) in the presence
of sodium methoxide as shown in Fig. 4.26. A detailed description of the
synthesis of a whole class of these dyes can be found in [116]. The final step
in the production is to process the substance to get rid of the remaining con-
tamination. Apparently, this process cannot be done with full efficiency and
an unavoidable contamination remains. Nevertheless, the actual concentra-
tion of iodide could be reduced from three ions per final dye molecule to a
bit more than one ion per two dye molecules. The iodide exists in the form
of sodium iodide, so, besides sodium and iodide, we can expect no other ions
to be present within the dye salt.
4.2.5 High-resolution transmission electron microscopy
of wires
After we could verify the presence of β-silver iodide within the samples and
determining the origin of the iodide ions, we still lacked deeper insight into
the actual wire structure. The size of the crystalline domains as well as a
possible influence of the template on the crystal orientation is of interest here.
The combined measurement of HR-TEM with SAED was also applied for the
wires. For the following images the crystals were again stabilized by addition
of sodium chloride after two days of growth time and grids were prepared six
days after illumination. Each grid was then placed in a cryo-holder cooling
the sample down with liquid nitrogen during the measurement. Fig. 4.27 a
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shows a HR-TEM image of a wire with the corresponding SAED pattern in
Fig. 4.27 b, collected in the same way as for the particles shown in Fig. 4.22.
The crystalline part of the grid is marked by a red and blue line revealing
the homogeneity of the diameter of the wire.
The wire in the HR-TEM actually reveals two crystalline domains as
shown in Fig. 4.27 a. The domains are marked and indexed in the enlarged
images of the figure. The red part of the wire is hexagonal and can be
explained by β-silver iodide. The smaller blue domain shows a stacking of
planes with a distance of 2.37 A˚. Such HR-TEM measurements supported
the misinterpretation of the wires as silver [1]. The evaluation of the SAED
in Fig. 4.27 b allows for more detailed investigation. In Fig. 4.27 c the SAED
pattern is overlain by the simulated β-silver iodide spots in [0001] orientation.
The right part shows the radial plot profile of the pattern with the theoretical
distances of silver, β-silver iodide, and γ-silver iodide. The hexagonal domain
of the wire marked in red in the HR-TEM is maintained over the whole wire,
as can be seen in the SAED, revealing the good crystallinity. The blue domain
is visible as a broadening in the SAED for the spots belonging to a distance
of 2.32 A˚, marked with a red spot in both images. Those lattice planes can
either be assigned to the {112¯0} lattice planes of β-silver iodide, the {200}
planes of γ-silver iodide, or the {200} planes of silver. Before we make use of
both of these measurements to fully explain the presented structure, we first
clarify the correlation of the two methods. Fig. 4.28 is a schematic showing
the same images as in Fig. 4.27 but with line scans in the HR-TEM picture
and their respective plot profiles. The line scans are averaged over several
lines and reveal the good crystal orientation of the wire. Every visible lattice
plane distance in HR-TEM can be assigned to one specific pair of spots in
the SAED as marked in the image by the same colors as for the line scans.
With this correlation it is now possible to completely characterize the crystal
structure and orientation of this particular wire.
Besides the β-silver iodide crystal responsible for most of the image, we
also have a stacking of lattice planes in the blue part. This stacking is most
likely due to β-silver iodide as well, but in a different orientation. The crystal
is the same as in the hexagonal domain but titled by a certain angle relative
to the beam. Fig. 4.29 is a simulation of β-silver iodide with the calculated
electron diffraction pattern for the structures performed with CrystalMaker.
In Fig. 4.29 top the crystal structure for the hcp silver iodide is displayed.
The silver atoms are gray and the iodine are purple. The left part shows
β-silver iodide in the [0001] view direction resulting in an hexagonal arrange-
ment of the atoms. Visible here are the {101¯0} planes. The left part is
β-silver iodide in almost the same orientation but rotated by 5◦ clockwise
around the red axis shown in the left part. Here only one lattice plane ar-
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Figure 4.27: a: HR-TEM of a wire. The image reveals two crystalline domains.
The blue domain is β-AgI in [0001] orientation with the {101¯0} planes marked and
indexed. The red domain is a stacking of planes resulting in a distance of 2.37A˚. b:
SAED of the wire shown in the top with an overlay of a calculated β-AgI pattern in
[0001] orientation. c: radial plot of the SAED with calculated spots for the silver,
β-AgI, and γ-AgI. Only β-AgI is in agreement with all the measured distances,
whereas silver and γ-AgI could be attributed to the structure in the red domain
of the top image marked here with red circles.
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Figure 4.28: HR-TEM image and SAED as in Fig. 4.27 with line scans for all
visible lattice plane distances in HR-TEM. The most prominent spots in the SAED
can now be assigned to visible lattice plane distances in HR-TEM as marked with
colors.
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Figure 4.29: Models of β-AgI crystals and respective calculated electron diffrac-
tion patterns. Silver is displayed in gray and iodine in purple. The structure on
the right hand side is rotated by 5◦ clockwise around the red axis to generate the
one on the left.
rangement is visible, namely the horizontal stacking of one of the {112¯0}
planes. Fig. 4.29 bottom shows the simulated electron diffration patterns
for the orientations displayed in the upper part of this image. For the crystal
in perfect orientation, the left electron diffraction pattern contains all possi-
ble spots. The rotation by 5◦ in the right part results in the loss of almost
all spots except for the one {112¯0} plane perfectly perpendicular to the tilt
axis. The Ewald sphere construction gives a simple geometric interpretation
of this effect as introduced in the fundamentals section.
With the help of these simulations we can now give the exact orientations
of the two crystal in the HR-TEM image. Fig. 4.30 shows an enlarged image
of the lower junction of Fig. 4.27 with a model of the β-AgI crystal structures
and an implied relation between them on the right. The HRTEM image has
been simulated with QSTEM [102], shown on the left of Fig. 4.30, using
the same orientations as for the model of the β-AgI crystal. The simulation
reproduces very well the observed structures within the HRTEM image. Note
that the model structure and the HR image are not in the same scale and
the lines drawn between those two just indicate the correlation. The lower
red part, is hcp [0001] of silver iodide with the {101¯0} planes visible as a
hexagon perpendicular to the view direction. This is shown for the lower
simulated crystal structure. The simulated crystal for the upper, blue part
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Figure 4.30: Magnified view of the HRTEM image of the single AgI nanowire
shown in Fig. 4.27. A model of a β-AgI crystal is shown at the right (not in scale)
and simulated HRTEM images for these two respective orientations are shown
at the left. The lower part is viewed along the [0001] direction and the typical
hexagonal lattice becomes apparent. The upper part is rotated along the [12¯10]
axis by an angle of 10◦ which causes the appearance of lattice planes seen edge-on.
The model is oriented such that the lattice planes have the same orientation as in
the HRTEM image, indicated by the red and blue line. The [12¯10] axis then turns
out to be tilted by 7◦ with respect to the main aggregate axis.
is also hexagonal silver iodide but rotated along the [12¯10] axis as described
above. The rotation shown here is 10◦, resulting in the stacking of one of
the {112¯0} planes as visible in the HR-TEM. The result is a tilt of the whole
crystal of 7±1◦ relative to the aggregates axis as shown in the figure by the
red and blues lines connecting the image with the simulation. The error in
the angle measurement is due to the fact that the aggregates axis cannot
be perfectly defined in the pictures as the wire appears a little fringed. As
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a result, we can now explain the wire crystal structure by β-silver iodide
and even get insight into the relative orientations between crystals and their
template.
4.2.6 Crystalline domains of the wires
After clarification of the crystal structure we can use the data obtained by
HR-TEM to gain further insight into the crystal orientation. Of particular
interest is the relative orientation of the crystal lattice relative to the tem-
plates axis. This orientation can either be totally random or fixed. Fig. 4.31
shows two different HR-TEM measurements where the visible lattice planes
are marked and indexed according to β-silver iodide and the angle relative
to the templates axis is marked. The left part in Fig. 4.31 is the stacking of
one of the {101¯0} planes as the crystal is again tilted as already explained
for the junction in Fig. 4.30. The planes have an angle of 96±1◦ degree
relative to the aggregates axis. The right part of Fig. 4.31 is the straight
forward β-silver iodide in [0001] orientation. There the interesting angle is
97±1◦. HR-TEM also provides us with crystals tilted so, that the lattice
planes closest to being perpendicular to the template axis is tilted away from
the electron beam. Such situations are depicted in Fig. 4.32. From the
stacking of the planes in the images we can identify the corresponding lattice
planes, which are in both cases the {101¯0} planes. From these planes the
others are tilted by an angle of 60◦. These not visible planes are marked in
Figure 4.31: HR-TEM of two wires with their orientation relative to the aggre-
gates axis.
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Figure 4.32: HR-TEM of two wires where one of the {101¯0} plane almost perpen-
dicular to the template axis is tilted away. This axis exhibit an 60◦ angle between
the visible planes as shown by the angle dimensioning originating from the visible
lattice planes. From there the orientation between those planes and the aggregate
axis is marked.
white with their respective angles to the template. For these two images the
angles are 96±2◦ and 93±2◦. As a result, we can say that, for the analyzed
crystals the angle between one of the {101¯0} planes and the aggregate axis is
96±2◦. This is a remarkable correlation between the grown crystals and the
template with a defined derivation from the perfectly perpendicular arrange-
ment of the {101¯0} planes and the aggregates axis of 6±2◦. It is another
interesting observation that for the last two wires, which do not exceed over
the image range displayed here, the crystalline domain starts from a particle.
Most of the crystalline domains of the wires shown here are bigger than
the image sizes displayed. This allows us to conclude that they can reach
a length of more than 40 nm. Fig. 4.33 is a combination of three HR-TEM
images from the same wire. It shows a single crystalline wire with extension
of more than 120 nm, which appears to be uniformly bent over the whole
range. The bending is emphasized by the lines that follow the direction of
one given lattice plane. For comparison, the orientation of the lattice plane
at the far left of the image is reproduced as a dashed red line at the other
positions. The crystal exhibits a twin boundary along the central part, as
emphasized by the dashed white line in Fig. 4.33. The AgI wire is connected
at the left end with a spherical particle.
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Figure 4.33: HRTEM image of largely extended AgI nanowire. The image was
obtained by adding three separate HRTEM images taken by moving the object
within the TEM. A twin boundary can be seen along the central part of the wire
(white dashed line). At the left a silver nanoparticle is visible. The crystal is bend
over the whole range. The red lines indicate the orientation of one given lattice
plane. The dashed red lines always point towards the direction of the line at the
very left.
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4.2.7 Discussion
The equilibrium shape of every crystal is a result of minimizing its total
surface free energy and the low energy faces are preferentially expressed [71].
The favored growth direction of β-AgI is along the z-direction or [0001],
i.e. the stacking direction of the hexagons. One can attribute this to the
minimum surface energy of the basal plane of the close packed hexagonal
crystal. It was demonstrated for epitaxial growth that this orientation of
silver iodide is independent of the substrate orientation [115][117]. So we
would expect the silver iodide to grow with basal planes perpendicular to
aggregate axis with the characteristic AB-stacking of these planes visible
parallel to the templates axis as sketched in Fig. 4.34 top branch.
Surprisingly, we found exactly the basal plane orientated almost parallel
to the template’s axis (Fig. 4.34 lower branch). The orientation of the crys-
tals and the template reveal a mutual orientation between the two, where
one of the {101¯0} planes always cover an angle of 96±2◦ with the aggregate’s
axis. A possible explanation can be that the aggregate, described as a wrap-
ping of dye molecules along a cylinder with a certain angle, is responsible for
Figure 4.34: Sketch of two possible AgI orientations relative to the aggregates
axis. The top branch shows the growth of the basal plane parallel to the templates
axis resulting in the characteristic AB-stacking for hcp systems as expected. The
lower branch shows the actual orientation as measured with the basal plane visible
perpendicular to the axis.
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that defined angle. Unfortunately, the actual structure of the J-aggregates
from the C8S3 is still a subject under discussion. From the so far developed
theoretical structure models [62][118] no reasonable parameter for the stack-
ing of the dyes could explain the mutual orientation that was found. An
experimental approach for structure determination is even more challenging
and only revealed the pitch angle for the outer dye layer of 17◦ [119]. It could
be shown that when coating the C8S3 aggregates with a silica shell on the
outer layer, the silica adopts a helical structure reflecting the J-aggregate’s
outer layer superstructure [120]. Under the assumption that the wire growth
starts from the inner surface of the aggregate, one may suppose that the
crystal structure of the silver iodide is correlated with the superstructure of
the inner dye layer.
Taking diffraction patterns from single nanowires was a very challenging
task. Most of the isolated wires identified by TEM did not produce a diffrac-
tion pattern. Those wires that produced a SAED pattern always revealed
spots belonging to the distance of the {101¯0} planes (see Appendix for more
SAED patterns). For a β-AgI crystal only the [0001] orientation and slight
rotations from this orientation would produce a diffraction pattern with spots
belonging to this distance. We never obtained a SAED pattern for silver io-
dide in a different orientation along other axes, which would be expected for
randomly orientated crystals. Upon drying and immobilizing the sample on
the TEM-grid no direction is preferred and the structures should be arbitrar-
ily orientated. Additionally, HR-TEM shows the same tendency and reveals
only slight rotations from the [0001] orientation but almost always one of
the {101¯0} planes visible. Only the intensively studied structure in Fig. 4.27
reveals a stronger rotation leading to the {112¯0} planes becoming visible.
A possible explanation is the mutual orientation between the crystal
structure and the tube’s axis. A rotation of the tube would lead to a ro-
tation of the crystal along an axis that is tilted by 6◦ with respect to the
{101¯0} planes. This rotation of the crystal along an axis different from one
of the axes defined by the unit cell would not orient the crystal to one of its
main crystallographic orientations. All other orientations do not generate a
diffraction pattern, but a set of two points in the diffraction as seen for the
rotated structure in Fig. 4.27. Thus, only the [0001] orientation generates an
evaluable pattern in this system. That would explain, why it was so difficult
to obtain diffraction patterns from the wires only.
The identification of the crystal structure as silver iodide requires a rein-
terpretation of the previously proposed growth model. Especially the role of
the illumination, which is necessary for the wire growth, must be reevaluated.
Now, with all the results presented above, one can at least suggest a better
model for the initial nucleation process and the necessity of illumination.
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The proposal for the growth process is sketched in Fig. 4.35.
First, we assume that the iodine anions are either close to the positive
charges of the cyanine dyes, which is delocalized along their conjugated back-
bone, or dissolved as free ions in solution. The freely dissolved I− cations
may easily precipitate with added Ag+ cations and thus do not play any role
for the growth of the nanowires. The tubular aggregates are made of a dou-
ble layer of the amphiphilic dyes with the negatively charged sulfopropyl side
groups pointing to the outer or inner space of the tube [37]. From this model
one can assume that the I− cations are located somewhere within the inner
part of the tube wall, attracted by the positive charge of the polymethine
group and at reasonable distance to the SO−3 groups. The concentration
of ions can be orders of magnitude higher inside the tube than outside (see
Appendix).
Second, the AgNO3 is added to the solution with preformed tubular
aggregates in ten fold excess with respect to the dye. The Ag+ cations are
attracted electrostatically by the aggregates and either they attach to the
outer surface or they diffuse through the wall into the interior of the tube.
If the silver cations remain at the outer surface they can be reduced by
oxidization of the dye molecules and form bare silver particles [65]. That is
observed by TEM, where growth of particles is only observed at the outside of
the aggregates but never in the interior [2][121]. Additionally, the oxidation
of the dyes is seen by optical absorption spectroscopy and it shows up at a
time where no wires in the aggregate and only few particles at the outside
Figure 4.35: Schematic to illustrate the growth of silver iodide wires within a
tubular J-aggregate. The added silver ions accumulate close to the aggregates,
were some ions have already diffuse inside the tube. The iodide ions are mainly
inside the tube and the illumination creates elementary silver and iodide. These
silver nuclei are stable and act as seeds for the subsequent growth of silver iodide
wires. Additional silver ions diffuse through the confining walls of the template
and nucleate with the iodide ions at the pre-existing existing structures. Those
fragments eventually coalesce to a homogenous wire.
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are visible [121].
It is obvious that silver cations diffuse through the tubular wall in order
to provide the material supply. On the path through the aggregate wall
and within the interior of the aggregate the silver ions are the minority in
comparison to iodine anions but may form complexes of the kind AgI, AgI−2 ,
AgI2−3 and higher [122][123]. These complexes then may condensate to larger
AgI crystals. At the concentrations given, these complexes are supposed to be
unstable and do not reach the critical size of a nucleus to grow into a crystal.
However, illumination with 420 nm hits the band gap of the AgI complexes
and crates neutral Ag atoms and silver clusters, as is well known from the
photographic reaction [124]. Silver clusters now can be stable when formed
only from a few atoms [125]. Hence we assume that AgI clusters combined
with these silver clusters serve as seeds for the growth of AgI crystals. The
formation of the seeds is assumed to take place close to the inner wall of the
aggregates.
The stable silver iodide nuclei are evenly distributed along the aggregate,
leading to the piecewise wires typical for the early growth phase as in Fig. 4.4.
The growth then continues on the stable nuclei. Additional silver ions diffuse
through the wall of the template and crystallize with the iodide ions inside
the tube, as can be seen in Fig. 4.27 for two differently orientated fragments.
If growth starts from two seeds simultaneously at different places of the wall,
a grain boundary or even twin boundary as seen in Fig. 4.33 may be formed.
Those fragments eventually coalesce to a homogeneous wire.
Oxidative etching upon addition of sodium chloride is apparently depen-
dent on the presence of oxygen. It is expected that the small silver seeds are
etched by this process, but it remains puzzling that the grown silver iodide
is dissolved as well. The growth of silver chloride decorating the outer wall
of the tube could be due to Ostwald ripening at the expense of silver iodide.
The surface to volume ratio is much better for the silver chloride particles
than for the high-aspect ratio silver iodide nanowire.
Chapter 5
Conclusion and outlook
5.1 Conclusions
The assignment of the crystalline nanowires to silver iodide is certainly the
most important outcome of this work. Since only silver ions were added to
the solutions and the particles consist of pure silver, it was reasonable that
in previous publications the wire structure had been attributed to pure silver
[1][2]. The presence of iodide ions within the solution was, to the best of our
knowledge, not self-explanatory. Additionally supporting this misconception
was the fact that the lattice plane distance of the {112¯0} silver iodide planes
is almost the same as that of the {111} planes of silver. Together with HR-
TEM showing rotated silver iodide crystals resulting in the {112¯0} planes
being visible, this could easily lead to the wrong assignment of pure silver.
Nevertheless, the here presented results allow for the following conclusions.
TEM imaging of the growth process of silver iodide nanowires within the
tubular J-aggregates of the surfactant dye allowed for identification of the
starting points of the nanocrystalline wire growth. These locations indicate
where nucleation occurred, a process which cannot be directly visualized. It
was found that nucleation within the aggregates is induced by light while
nucleation outside the aggregates also occurs in the dark. The nuclei inside
the aggregates are located at relatively large, but rather regular, distances
and grow piecewise into wires until they fill the entire aggregate. The growth
does not affect the shape and morphology of the template tubular structure,
which means that the latter acts as a real template. This direct templating
process is only possible because the aggregates are permeable for ions and
water molecules, but are stable enough not to be deformed by the growing
crystals. This direct templating process is different from other soft templates
where facet capping leads to anisotropic growth.
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The material transport through the confining wall of the tubular aggre-
gates permits also precipitation of excess silver ions and dissolution of the
nanowires by oxidative etching. These properties allow further control of the
growth of silver iodide nanowires within the tubular template structure.
Structure analysis of the wire crystals allows for correction of the erro-
neous assignment to pure silver for the wires in previous publications. The
source of the iodide ions could be identified as impurities within the dye
powder itself. Based on these findings the role of the illumination could be
determined to induce silver seed formation from accumulations of silver and
iodide within the inner space of the template. The combination of these
seeds and the inner dye-layer of the template provide enough interfaces for
the formation of stable silver iodide wires.
The tubular J-aggregate induces a preferential orientation to the crystal
structure of the wires. Since this orientation is considered unfavorable in
terms of surface energy, it is assumed to follow the structure of the inner
dye-layer of the double-walled template and to be induced by the nucleation
at the silver seed layer formed at the surface of the dye aggregate.
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5.2 Outlook
The role of the iodide in the growth of the nanowires needs to be further
clarified. Upon addition of iodide ions in a controlled manner the growth
of the wires could be strongly affected. First experiments, where iodide
was added before the addition of silver nitrate, only resulted in a stronger
bundling of the tubes without the formation of wires. Addition in presence
of silver nitrate led to formation of silver iodide particles and preservation
of the wires in their actual state. Use of different halides, like the chlorides
presented here, have a similar outcome. Adding the halides before silver
nitrate results in bundling of the tubes without wire formation, whereas
addition after silver nitrate dissolves the wires. Since the addition of halides
into a dye solution does not lead to the formation of nanowires, use of different
counter ions for the dye salt could result in different silver halide nanowires.
This requires a synthesis of the dyes with the use of another halide than
iodide or a recrystallization of the existing dye salt.
On the other hand, the chloride ions led to the formation of silver chloride
crystallites decorating the J-aggregate. Use of other halide ions should result
in a similar outcome, covering the aggregate with different silver halides. All
this might pave the way for the synthesis of new inorganic organic hybrid
systems.
For future applications of these wires the important ability of ionic super-
conductivity for silver iodide needs to be investigated. The transformation
of silver iodide from the β-phase to the interesting α-phase happens under
elevated temperatures of at least 150◦ C for bulk silver iodide under normal
conditions. Coating of silver iodide nanoparticles with poly(vinyl pyrroli-
done) (PVP) stabilizes the α-phase down to 30◦ C [126]. Since the silver
iodide nanowires are coated with a dye aggregate, it is possible that the
α-phase shows similar behavior in our system.
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Chapter 6
Appendix
6.1 Calculation of silver and iodine to dye
molecule ratio
For the growth of silver wires inside the tubular J-aggregates the silver ions
have to be reduced to neutral silver. It is interesting to estimate how many
silver atoms per nm length are needed to grow a compact silver structure
because this gives insight to the mechanism of silver transport and electron
delivery.
We estimate the number of dye molecules per length of the tubular aggre-
gate from the volume of the aggregate structure and the density of crystalline
dye material. The latter is taken from x-ray diffraction data of the very sim-
ilar dye C8O3 [127].
Mass density of J-aggregates is reported to be ρ = 1.29 g
cm3
; from the
volume of the unit cell a volume per dye is calculated to be Vd = 1.12nm
3.
The volume of the J-aggregate per nm length is
Vj = (r
2
a − r2i ) ∗ pi = 99.5nm3
(with: ra =
1
2
∗ 13nm and ri = 12 ∗ 6.5nm).
From these numbers we calculate the number of C8S3 molecules per nm
length:
Nd =
Vj
Vd
≈ 89.
The volume taken by a silver atom can be calculated from the regular fcc
structure to be VAg = 0.017nm
3.
The size of the silver wire is given by the hollow space within the J-
aggregate per nm length:
VH = r
2
i ∗ pi = 33.2nm3.
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Hence we obtain the number of silver atoms within the nanowire per nm
length:
NAg =
VH
VAg
≈ 1953.
The ratio of dye molecules per silver atoms is then given by:
Nd : NAg = 89 : 1953 ≈ 1 : 20.
This number tells that the silver atoms forming the nanowire cannot be
provided by exchange of the counterions of the dyes, because they are present
only in a 1:1 stoichiometry. Also, they cannot be provided by sacrificial
oxidation of dye molecules alone.
With the same approach the number of silver iodine per nm length re-
quired to fill the aggregate can be calculated. Volume of the silver iodine
base in hcp structure is:
VAgI = 0.07nm
3.
The number of silver iodide within the nanowire per nm length:
NAgI =
VH
VAgI
≈ 474.
The resulting ratio of dye molecules per silver iodide is:
Nd : NAgI = 89 : 474 ≈ 1 : 4.
Since silver iodide has the empirical formula AgI, the silver to dye ratio
and the iodine to dye ratio is:
Nd : NAg = 89 : 237 ≈ 1 : 2.
Nd : NI = 89 : 237 ≈ 1 : 2.
To completely fill all the aggregates we need a ratio of dye to iodine of
1:2 (Silver is added in a 10-fold excess with respect to the dyes). Iodine ions
are present in a dye:iodine ratio of 2:1. From this we can conclude, that the
number of iodine ions in the sample is sufficient to fill every fourth aggregate
completely or every aggregate up to one fourth of its length.
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6.2 Ion concentration inside and outside the
tube
For the comparison of the concentration of ions inside and outside the double-
walled tube we first estimate the charge per length from the number of
molecules per length by assuming one elementary charge per molecule: τ ≈
90 e
nm
(see former section). These charges are distributed between the inner
and outer wall and since the packing density of the molecules is identical the
charge density must be as well:
σi = σo.
with σ = q
A
, q = eN , and A = 2rpih follows:
⇔ 1 = σi
σo
=
qi2ropih
2ripihqo
⇔ qi
qo
=
ri
ro
by defining q = eN = qi + qo:
⇔ q − qo
qo
=
ri
ro
⇔ q
qo
= 1 +
ri
ro
⇔ qo = q 1
1 + ri
ro
Inserting the values leads to the following charges per nm length for the inner
and outer wall:
qo = 60
e
nm
= τa
qi = 30
e
nm
= τi
One can easily see, that:
σo =
qo
2ropi1
= 1.47
e
nm2
= σi.
Under the assumption that for every dye exists one counter-ion (e.g. Na+)
we can calculate the ion concentration inside the tube:
ρi =
τih
Vi
=
τih
Ah
=
30e
33.2nm3
≈ 1 e
nm3
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⇔ 1 e
nm3
=
e
(10−8dm)3
= 1024
e
l
⇔ ρi = 10
24
NA
mol
l
= 1.66
mol
l
.
The concentration of ions outside the tube is simply the overall concentration:
ρo,∞ = 3 ∗ 10−4mol
l
and by comparison between ρi and ρo one can see, that the concentration
of counter ions is three to four orders of magnitude higher inside the tubes
than outside.
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6.3 Iodide concentration within the dye salt
The Laboratoire national de sante (LNS) in Luxembourg has measured the
absolute iodine concentration to be 76 mg/g. Of interest here is the stoichio-
metric ratio between the dyes and iodine. The respective molecular weights
for iodine and C8S3 are:
MI = 127
g
mol
MC8S3 = 903
g
mol
Note, that MC8S3 is the overall dye powder and already contains one Na-
molecule per one dye molecule. The measured value gives the relative per-
centage of iodine within one gram of analyte:
mI
mC8S3 +mI
=
0.076
1
⇔ mC8S3
mI
+ 1 =
1
0.076
⇔ mC8S3
mI
=
1
0.076
− 1
From there follows for the mass ratio of iodine to C8S3:
mI
mC8S3
=
0.076
1− 0.076 = 0.0822
By using m = M ∗ [C]:
mI
mC8S3
=
[C]IMI
[C]C8S3MC8S3
⇔ mI
mC8S3
=
[C]I
[C]C8S3
127
903
⇔ mI
mC8S3
=
[C]I
[C]C8S3
0.140 = 0.0822
⇔ [C]I
[C]C8S3
=
0.0822
0.140
= 0.59
This ratio tells us that per dye molecule in the salt we have 0.6 iodide ions
or an approximate ratio of C8S3 : I ≈ 2 : 1.
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Figure 6.1: Data sheet for the measurement of iodide concentration within the
C8S3 powder as delivered.
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6.4 Simulation of HRTEM images
The HRTEM images were simulated using the QSTEM software package for
quantitative STEM and TEM simulations which is based on a multislice algo-
rithm (https://www.physics.hu-berlin.de/en/sem/software/software qstem).
The calculated HRTEM images shown in Fig. 4.30 are explained here in
more detail. An almost cubic super cell of β-AgI with a thickness of 6.6 nm
was used. This fits well with the typical diameter of 6.5 ± 0.5 nm of the
nanowires. In Fig. 6.2 this super cell is oriented with the [0001] direction
normal to the projection plane. A focal series has been calculated and the
only agreement between simulation and experiment was found for a defocus
of -110 nm. The defocus was determined by knowing that it has to be iden-
tical for both areas of the nanowire seen in Fig. 4.30. Only for a defocus
of - 110 nm the simulation reproduces the image contrast observed in the
experiment. An “amorphous” noise has also been added to account for the
contribution of the carbon support film to the image contrast. Fig. 6.3 dis-
plays a simulation for the same supercell as in Fig. 6.2 but rotated along the
[12¯10] axis by 10◦. Additionally, the electron diffraction patterns for these
structures have been calculated and were found in good agreement with the
experimentally obtained pattern.
Figure 6.2: Simulation of the HRTEM image (left) for the supercell shown on the
right performed with QSTEM. This simulation is shown in Fig. 4.30 in the lower
part next to the measured HRTEM. The unit cell for β-AgI in [0001] orientation is
shown on the right. The defocus value for the simulation is -110 nm, the thickness
6.6 nm, and an “amorphous” noise has been added to account for the carbon
support film.
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Figure 6.3: a: Simulation of the HRTEM image for the supercell shown on the
right performed with QSTEM. This simulation is shown in Fig. 4.30 in the upper
part next to the experimentally observed fringe pattern. The unit cell for β-AgI
in [0001] orientation is rotated along the [12¯10] axis by 10◦. The defocus value for
the simulation is -110 nm, the thickness 6.6 nm, and an “amorphous” noise has
been added to account for the carbon support film.
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6.5 SAED patterns
Figure 6.4: SAED analysis of three different samples. a) TEM image of a wire.
b) diffraction pattern of the wire shown in a. c) diffraction pattern as in b with
overlay of calculated β-AgI in [0001] orientation.
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