Emerging streaming media applications in the Internet primarily use UDP transport. The difficulty with supporting this type of traffic on the Internet is that they not only generate large volumes of traffic, but they are also not as responsive to network congestion as TCP-based applications. As a result, streaming media UDP traffic can cause two major problems in the Internet: congestion collapse and unfair allocations of bandwidth among competing traffic flows. A solution to these problems is available in many Internet environments. The Internet backbone, various ISPs, and DSL access networks rely on ATM as their layer 2 transport technology, and in such environments, ATM's available bit rate service can efficiently address these problems. ABR is able to avoid congestion collapse and provide fair bandwidth allocations by distributing the unutilized bandwidth fairly among competing flows. This article presents simulation results and empirical measurements that illustrate the congestion collapse and unfairness problems, and ATM ABR's effectiveness in addressing those problems.
INTRODUCTION
One of the most interesting facts about traffic management in the Internet is that, even with the explosive growth over the past decade, the same congestion control protocol, TCP, has been used with minor changes. With all Web traffic users using the same flow control scheme, TCP's endto-end adaptive flow control has allowed many users to share the Internet's available bandwidth relatively fairly. However, TCP's efficacy and the fairness it provides is at some risk due to the explosive growth of streaming media traffic, such as from RealAudio and MP3 audio streams, and RealVideo, Quick Time, and Windows Media video streams. The majority of streaming traffic uses UDP transport, which, unlike TCP, provides neither flow nor congestion control. Streaming media applications are somewhat responsive to network congestion, but usually not as much as TCP-based Web traffic. Furthermore, streaming media applications use proprietary algorithms to respond to congestion and, due to their competitive nature, attempt to use as much bandwidth as possible. As a result, UDP-based streaming media traffic has the potential to cause two major problems in the Internet: congestion collapse, and unfair allocations of bandwidth among competing traffic flows [1] .
There are a number of possible approaches to mitigate the negative impacts of streaming media traffic on Web traffic. Network border patrol [1] , early regulation of unresponsive flows [2] , and the recently proposed differentiated services architecture [3] for the Internet all rely on traffic policing at the ingress of the network to regulate the amount of streaming media traffic that flows into the network. One other possibility, which we explore in this article, lies in the services provided by the asynchronous transfer mode (ATM) networks that constitute much of the Internet backbone. These services can provision the network resources fairly among TCP and UDP flows. This article will describe these two problems, unfairness, and congestion collapse, and illustrate the effectiveness of solutions made possible using ATM as an underlying layer 2 technology for the Internet.
The first problem -congestion collapse from undelivered packets -arises when bandwidth is continually consumed by packets that are eventually dropped downstream before reaching their ultimate destinations [4] . Network applications are now frequently written to use transport protocols, such as UDP, which are oblivious to congestion and make little or no attempt to reduce packet transmission rates when packets are discarded by the network. In fact, during periods of congestion some applications actually increase their transmission rates, or send multiple copies of each packet, in an effort to ensure that their applications will be less sensitive to packet losses. This only worsens the congestion collapse problem by adding even more traffic. Unfortunately, the Internet currently has no effective way to regulate such applications.
The second problem -unfair bandwidth allocation -arises in the Internet for a variety of reasons. One of the reasons is the presence of network applications that do not adapt to congestion. Adaptive applications (e.g., TCP-based applications) that respond to congestion by rapidly reducing their transmission rates are likely to receive unfairly small bandwidth allocations when competing with streaming media applications employing UDP. The Internet protocols themselves also introduce unfairness. The TCP algorithm, for instance, inherently causes each TCP flow to receive a bandwidth that is inversely proportional to its round-trip time [5] . Hence, TCP connections with short round-trip times may receive unfairly large allocations of network bandwidth when compared to TCP connections with longer round-trip times.
Other than fundamental changes to the streaming applications, the solutions to these problems can be categorized as those that police traffic at the edges of the network and those that rely on intrinsic network services. In the former category, network border patrol [1] prevents congestion collapse by comparing, at the borders of the network, the rates at which each flow's packets are entering and leaving the network by "patrolling" the network's borders, ensuring that packets do not enter the network at a rate greater than that at which they are able to leave it. This has the beneficial effect of preventing congestion collapse from undelivered packets, because an unresponsive flow's otherwise undeliverable packets never enter the network in the first place.
A similar solution, the latter category of traffic policing schemes, relies on ATM network services. Envisioned as the platform from which multimedia network applications could grow, ATM networks provide support for a diversity of applications and services. Its multimedia service delivery architecture can ensure that network resources are fairly divided among competing TCP and UDP flows [6] . ATM networks offer four service classes. These are constant bit rate (CBR), variable bit rate (VBR), unspecified bit rate (UBR), and available bit rate (ABR). CBR and VBR services provide guaranteed quality of service for applications such as real-time video through resource reservation. They are given precedence over ABR and UBR traffic. The resources, bandwidth, and buffer space not utilized by CBR and VBR, even if reserved, may be dynamically utilized to send data traffic using the ABR and UBR services. ABR sources utilize feedback from the network to determine when data should be transmitted. Jain et al. have proposed several ABR rate control algorithms that are able to prevent congestion collapse and provide global maxmin fairness to competing flows [7] . In these algorithms (e.g., ERICA, ERICA+) network switches compute and enforce fair allocations of bandwidth among competing connections. Thus, ABR connections can be used to maximize network utilization and to ensure fairness among data traffic sent over competing ABR streams.
In this article the performance of TCP is investigated through a combination of empirical measurements and simulated networks. In particular, the problems of and solutions to congestion collapse and unfair bandwidth allocation are investigated when TCP connections compete with multimedia UDP flows. The remainder of this article is organized as follows. We will illustrate the problems of unfairness and congestion collapse in three major Internet environments. We will describe the ATM ABR service and present results of several simulations using ATM ABR. The ability of ATM ABR to prevent congestion collapse and to provide fairness to competing network flows in the Internet is illustrated through simulation results. We briefly discuss fairness among competing TCP flows and provide some concluding remarks.
AVAILABLE BIT RATE SERVICE
The TCP congestion control algorithm is based on the philosophy that a sender should not introduce additional traffic onto a network too rapidly, and that it should respond to network congestion, detected by packet losses, by significantly reducing its transmit rate. The slow start and congestion avoidance algorithms, with some modifications, have been successfully used in TCP in networks with low and high bit rates, short and long propagation delays, and high and low packet loss rates. In general, TCP's algorithms provide good throughput and fairness as long as all traffic sources use the TCP algorithm and all TCP streams experience similar network bottlenecks, propagation delays, and packet loss rates. However, in the presence of streaming media UDP traffic, which relies on application-level congestion control, TCP throughput can suffer.
Many of the congestion collapse and unfairness problems discussed earlier can be solved by effectively employing the technologies of the ATM networks that constitute much of the Internet backbone, specifically, ABR service. The primary goal of the ABR service in ATM is to take advantage of bandwidth not utilized by other service classes. In the absence of native ATM applications, this purpose has been made irrelevant by streaming media applications that utilize UDP transport. While this UDP traffic and TCP-based Web traffic can be delivered using ATM's UBR service, the ABR service has other features that have the potential to significantly improve network performance.
These improvements are the result of ABR's second, equally important goal: to distribute the available bandwidth fairly among the competing ABR flows. By taking these measures, ABR is able to avoid congestion collapse and effectively address the unfairness problems.
The algorithms that implement the ABR service are described by the ATM Forum. This article considers the ATM ABR Explicit Rate Indication for Congestion Avoidance (ERICA) algorithm described in [7] .
The ERICA ABR algorithm employs a feedback loop for each ATM ABR connection or virtual circuit (VC). The feedback loop is initiated by the ATM source node by sending resource management (RM) cells for every 32 data cells sent on a VC. The RM cells are looped back to the sending ATM node upon reaching their destination ATM nodes. Congested ATM switches along the path can mark the RM cells to notify the sender that the network is congested. More important, switches can specify an explicit rate for each VC. The VCs should not exceed the explicit rates seen in their RM cells.
The ATM switches determine an explicit rate for a VC by estimating the available bandwidth for ABR sources (computed as the link capacity minus measured CBR and VBR traffic), estimating the number of active ABR sources and the bandwidth needs for each, and then allocating the available bandwidth fairly among the competing VCs. Upon seeing a VC's RM cell, in either the forward or return paths, the ATM switch may mark the RM cell with the explicit rate if it does not exceed the explicit rate already marked in the cell.
The mechanisms described above ensure two things. First, the available bandwidth is fairly divided among the competing VCs on a bottleneck link, ensuring fairness. Second, a source should not transmit at a rate higher than is possible on its most congested link even if more bandwidth is available on other links in its path, preventing congestion collapse. The following numerical results will show how these two factors will solve the congestion collapse and unfairness problems.
PERFORMANCE OF TCP COMPETING WITH STREAMING MEDIA FLOWS
The effectiveness of using ABR as the underlying transport mechanism for TCP and UDP in addressing the congestion collapse and unfairness problems described earlier are illustrated below. The preceding scenarios were duplicated via simulations with ERICA ABR as the underlying ATM transport. Recommended values for ERICA sources and ATM switch parameters used in the simulations were taken from the ATM Forum standards [8] . ERICA parameters used in the simulations also included a peak cell rate for each VC equal to 10 Mb/s with initial and minimum cell rates of 56 kb/s. In this section we examine the problems of congestion collapse and unfair bandwidth allocations when TCP and nonadaptive streaming media flows coexist. We study how they may occur using the shared link scenario illustrated in Fig. 1 via simulations [9] and empirical measurements. In this figure there are two traffic flows. One flow is a TCP flow from S 1 to R 1 , and the other is a streaming media UDP flow from S 2 to R 2 . Both flows compete for access to a shared bottleneck link (N 1 -N 2 ). This network model is adequate for addressing the congestion collapse and unfairness issues, although it does not address unfairness caused by differing path lengths. Any reliable TCP simulation study requires an accurate model of the TCP protocol [10] . The simulation model employs a port of BSD 4.4-Lite TCP Reno with 64-kbyte send and receive buffers and 1500-byte MSS. Congestion on the feedback path is not considered in the simulations.
PREVENTING CONGESTION COLLAPSE
The first scenario illustrates the problem of congestion collapse. In the simulations for this scenario, the TCP flow is generated by an application which always has data to send, and the streaming media flow is an unresponsive CBR UDP flow. The bottleneck link in this scenario is a 1.5 Mb/s T1 link between N 1 and N 2 . The UDP flow traverses a second potential bottleneck link (N 2 -R 2 ), which has a limited capacity of 512 kb/s. All other links are 10 Mb/s links. Figure 2a shows simulation results of throughput measures achieved by the TCP and UDP flows as the UDP flow's input traffic load is increased. The graph is normalized with respect to T1 capacity. The total throughput delivered by the network (i.e., the sum of the throughputs of both flows) is also shown. The drop in the total throughput illustrates that severe congestion collapse occurs as the UDP flow's transmission rate increases. This is because the UDP flow fails to respond adaptively to the discarding of its packets on the second bottleneck link (N 2 -R 2 ). Meanwhile, these packets still consume bandwidth on the N 1 -N 2 link. When the UDP input traffic load increases to the T1 capacity, the TCP flow's throughput drops nearly to zero.
The congestion collapse problem occurs when the UDP streams continue to send high volumes of traffic even if much of this traffic is eventually discarded due to downstream bottlenecks.
For the same scenarios but with ABR, Fig. 2b shows the TCP over ABR, UDP over UBR, and total throughputs normalized with respect to the T1 capacity. The figure shows that, with ABR control, the amount of UDP traffic will not exceed the capacity of its most congested link, in this case 512 kb/s, even as the UBR traffic generation rate at the source increases beyond the bottleneck link capacity. This allows the TCP stream to make use of the remaining T1 shared link. The total throughput over the T1 link is thus able to remain constant regardless of UDP traffic generation rate. Congestion collapse was avoided because the ERICA switch N 2 used explicit rates to limit the UDP sender S 2 to 512 kb/s. As such, the remaining T1 link bandwidth (i.e., 1 Mb/s) was available for the TCP flow. 
PROVIDING FOR FAIRNESS BETWEEN TCP AND UDP FLOWS
The second scenario illustrates the problem of unfair bandwidth allocations when TCP and streaming media UDP flows coexist. In this scenario we consider the topology depicted in Fig. 1 with a single bottleneck link (N 1 -N 2 ) in three environments through empirical measures and simulations: an ATM WAN environment, a 10 base-T Ethernet LAN environment, and a simulated 1.5 Mb/s T1 environment. First, empirical measurements were made from a wide-area ATM network between the University of California, Irvine and the University of California, Los Angeles, over the CalRen2 network. All links including the bottleneck link (N1-N2 ) are 155 Mb/s OC-3 links and are dedicated to this experiment. In this environment, the TCP flow is generated by a ttcp application which always has data to send, and the UDP flow is generated by an unresponsive source which transmits packets at a constant bit rate. Both applications are running on Pentium-II 400 MHz machines. Second, empirical measurements were made from a network with a 10baseT Ethernet LAN bottleneck link (N 1 -N 2 ), while the other links are dedicated 10 Mb/s and 100 Mb/s links. The TCP flow is generated by an ftp application transmitting a large file, and the UDP flow is generated by a set of Windows Media streams delivered by a video streaming server. Third, simulations were made of a MAN with a 1.5 Mb/s T1 link between (N 1 -N 2 ). All other links are higher-capacity 10 Mb/s links. The TCP flow is generated by an application which always has data to send, and the UDP flow is generated by an unresponsive source which transmits packets at a constant bit rate. Figure 3a shows the TCP and UDP throughputs vs. UDP traffic generation rates, all normalized with respect to the bottleneck link capacity (OC-3, 10T, or T1). Since there is only one bottleneck link (N 1 -N 2 ) in this scenario the maxmin fair allocation of bandwidth for each of the fairer results are shown using IP over ABR (Fig.  3b) ; the flows are half the bottleneck link's bandwidth (if the UDP load exceeds half the bottleneck link's bandwidth). However, as Fig.  3a shows, in all three environments, fairness is clearly not achieved. As the UDP traffic load increases, the throughput of TCP flows decrease down to nearly zero. This is because TCP responds to congestion while UDP does not. When the TCP flow experiences congestion, it reduces its transmission rate. This grants an unfairly large amount of bandwidth to the UDP flow. In the WAN ATM environment, the measured TCP throughput in the absence of UDP traffic is limited to approximately 50 Mb/s (35 percent of the link capacity) by the 64-kbyte TCP buffers and 10 ms round-trip time. 1 In the Ethernet LAN environment we measured significantly better TCP throughput, mainly because of the shorter round-trip time. Collisions in the Ethernet LAN prevented TCP from achieving higher throughput. Notice that although Windows Media streams may be adaptive to congestion, they are definitely not TCP-friendly, and as seen in the other two environments where UDP flows are unresponsive, in this environments the UDP throughput also increases linearly with its input load. In the simulated T1 environment, TCP achieves the highest throughput because of the low propagation delay and the absence of collisions. This figure shows that unfairness between TCP and UDP flows will occur regardless of the bottleneck link speed, network scale (LAN, MAN, or WAN) , and UDP application (constant bit rate or adaptive Windows Media).
The unfairness between TCP and UDP flows is also resolved to a significant extent using ABR as the underlying transport. The unfairness problem is caused by the UDP sender continuously sending traffic even during congestion, while the TCP sender will reduce its transmit rate. ABR mitigates these problems by allocating the available bandwidth of the congested link using explicit rate marking.
For the same scenarios but with TCP over ABR and UDP over UBR, Fig. 3b shows that the ERICA ABR is able to mitigate the unfairness problem. The figure shows that as the UDP workload increases, the TCP stream is still able to achieve significant throughput. Under maxmin fairness, the bandwidth should be equally divided between TCP and UDP. The result in Fig. 3b does not show max-min fairness because UDP has a more aggressive transmission scheme than TCP -TCP senders slow their transmission after each packet loss, while UDP senders do not alter their transmission rates due to packet loss. However, while max-min fairness is not achieved, a much greater degree of fairness between the TCP and UDP flows was achieved using ERICA (Fig. 3b) than without it (Fig. 3a) .
These empirical measurements and simulation results show that with the current Internet architecture and applications, significant congestion collapse and unfairness problems could occur as a result of transporting streaming media over UDP.
PROVIDING FOR FAIRNESS AMONG TCP FLOWS
In this section we investigate the unfairness problem that occurs when TCP flows compete among themselves.
USING ONE TCP PER VC
In this scenario the UDP flow is removed, and a number of TCP flows compete for the bottleneck link bandwidth. There are four TCP flows, each with a unique ATM VC (and ABR stream). The T1 environment from the previous experi- ment is considered. Figure 4 shows the total number of bytes transmitted by each of the four TCP streams as a function of time. Figure 4a illustrates how unfairness occurs as some TCP flows achieve higher throughput than others. The reason is that once a packet is lost for a TCP flow, it backs off, and the remaining bandwidth is rapidly used by the remaining TCP flows. This in turn makes it more difficult for a lossy TCP connection to recover its pre-packet loss transmit rate. The lossy TCP connections are "penalized" and achieve low throughput. The highest throughput stream has triple the throughput of the lowest throughput stream. For the same scenarios but with ABR, Fig. 4b shows that using ABR, the TCP flows, each using a separate ATM connection, are fairly allocated bandwidth. While previous results without ABR (Fig. 4a) showed a high degree of unfairness, the simulation results with ABR, illustrated in Fig.  4b , show that the four TCP streams were able to transmit the same amount of data over the course of the entire simulation. This was due to the fact that ERICA divides the available bandwidth evenly among competing flows.
USING MULTIPLE TCPS PER VC
In the previous discussion, each ABR VC transported a single TCP stream. In the next scenario, four ABR VCs, each with four TCP streams, shared the bottleneck link. The ABR was able to provide nearly the same fairness among the VC throughputs, as shown in Fig. 5a . This figure shows the total cumulative throughputs of the TCP streams in each VC. As the figure shows, the four VCs have nearly identical throughputs.
Obviously, and unfortunately, ABR does not control how the bandwidth within a VC is divided among competing TCP streams. Figure 5b shows the cumulative throughputs of the four TCP streams within one of the VCs. The figure shows the same kind of unfairness seen between TCP streams without ABR control separating them, as seen in Fig. 4a . Similar results were seen for the other three VCs. Similar behavior is seen for combining TCP and UDP streams in a common VC. In order to provide fairness among TCP and UDP streams, they must be transported on separate VCs.
CONCLUSION
Empirical measurements and simulation results in this article show TCP performance suffering from congestion collapse under heavy UDP traffic, unfairness between TCP and UDP flows, and unfairness among competing TCP flows. ATM ABR is shown to be a solution to mitigate all three of these problems and to provide better performance to TCP traffic.
While ATMnetworks have been widely deployed, they have been mostly used as Internet service provider (ISP) and enterprise network backbones. ATM's services have not been fully taken advantage of. This is due in large part to the difficulty in setting up and coordinating complex services such as ABR, particularly across multiple domains. One possible migration approach is for ISPs to deploy ABR within its own domain. A recent trend has been to locate distributed Web content and media delivery servers within an ISP for the users on that ISP. In this scenario, by deploying TCP over ATM ABR, an ISP would provide improved performance to its users. Simultaneously, ATM networks are emerging as a layer 2 technology for digital subscriber line (DSL) access networks. In this environment, an ISP can employ ABR between the distributed content and media servers and its broadband customers or their access points, thereby mitigating congestion, providing fair bandwidth allocations, and improving the performance of TCP-based applications. While a complete end-to-end solution is favorable, ABR can be effectively used to alleviate unfairness and congestion collapse in these "lastmile," "first-mile," or intermediate networks.
The unfairness between TCP and UDP flows is becoming particularly important with the increasing use of streaming video using UDP transport over the Internet. Slow (TCP) Web object retrieval times have already been observed with increasing streaming (UDP) workload. 
