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fique et des industriels. En effet, ces caracte´ristiques ve´hiculent des informations non verbales
qui jouent un roˆle cle´ dans la communication entre les hommes. De plus, elles sont tre`s utiles
pour permettre une interaction entre l’homme et la machine. De ce fait, l’e´tude automatique des
caracte´ristiques faciales constitue une taˆche primordiale pour diverses applications telles que les
interfaces homme-machine, la science du comportement, la pratique clinique et la surveillance
de l’e´tat du conducteur. Dans cette the`se, nous nous inte´ressons a` la surveillance de l’e´tat du
conducteur a` travers l’analyse de ses caracte´ristiques faciales. Cette proble´matique sollicite un
inte´reˆt universel cause´ par le nombre croissant des accidents routiers, dont une grande partie
est provoque´e par une de´gradation de la vigilance du conducteur, connue sous le nom de l’hy-
povigilance. En effet, nous pouvons distinguer trois e´tats d’hypovigilance. Le premier, et le plus
critique, est la somnolence qui se manifeste par une incapacite´ a` se maintenir e´veille´ et se carac-
te´rise par les pe´riodes de micro-sommeil correspondant a` des endormissements de 2 a` 6 secondes.
Le second est la fatigue qui se de´finit par la difficulte´ croissante a` maintenir une taˆche a` terme
et se caracte´rise par une augmentation du nombre de baˆillements. Le troisie`me est l’inattention
qui se produit lorsque l’attention est de´tourne´e de l’activite´ de conduite et se caracte´rise par le
maintien de la pose de la teˆte en une direction autre que frontale.
L’objectif de cette the`se est de concevoir des approches permettant de de´tecter l’hypovigi-
lance chez le conducteur en analysant ses caracte´ristiques faciales. En premier lieu, nous avons
propose´ une approche de´die´e a` la de´tection de la somnolence a` partir de l’identification des
pe´riodes de micro-sommeil a` travers l’analyse des yeux. En second lieu, nous avons introduit
une approche permettant de relever la fatigue a` partir de l’analyse de la bouche afin de de´tecter
les baˆillements. Du fait qu’il n’existe aucune base de donne´es publique de´die´e a` la de´tection de
l’hypovigilance, nous avons acquis et annote´ notre propre base de donne´es repre´sentant diffe´rents
sujets simulant des e´tats d’hypovigilance sous des conditions d’e´clairage re´elles afin d’e´valuer les
performances de ces deux approches. En troisie`me lieu, nous avons de´veloppe´ deux nouveaux
estimateurs de la pose de la teˆte pour permettre a` la fois de de´tecter l’inattention du conduc-
teur et de de´terminer son e´tat, meˆme quand ses caracte´ristiques faciales (yeux et bouche) ne
peuvent eˆtre analyse´es suite a` des positions non-frontales de la teˆte. Nous avons e´value´ ces deux
estimateurs sur la base de donne´es publique Pointing’04. Ensuite, nous avons acquis et annote´
une base de donne´es repre´sentant la variation de la pose de la teˆte du conducteur pour valider
nos estimateurs sous un environnement de conduite.
Mots cle´s : Hypovigilance chez le conducteur ; Analyse des caracte´ristiques faciales ; Esti-
mation de la pose de la teˆte ; Pyramide orientable ; Apprentissage probabiliste ; Transforme´e de
Hough Circulaire ; SVM
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communities. Indeed, these features convey nonverbal information that plays a key role in human
communication. Moreover, they are very useful to allow human-machine interactions. Therefore,
the automatic study of facial features is an important task for various applications including
robotics, human-machine interfaces, behavioral science, clinical practice and monitoring driver
state.
In this thesis, we focus our attention on monitoring driver state through its facial features
analysis. This problematic solicits a universal interest caused by the increasing number of road
accidents, principally induced by deterioration in the driver vigilance level, known as hypovigi-
lance. Indeed, we can distinguish three hypovigilance states. The first and most critical one is
drowsiness, which is manifested by an inability to keep awake and it is characterized by micro-
sleep intervals of 2-6 seconds. The second one is fatigue, which is defined by the increasing
difficulty of maintaining a task and it is characterized by an important number of yawns. The
third and last one is the inattention that occurs when the attention is diverted from the driving
activity and it is characterized by maintaining the head pose in a non-frontal direction.
The aim of this thesis is to propose facial features based approaches allowing to identify
driver hypovigilance. The first approach was proposed to detect drowsiness by identifying micro-
sleep intervals through eye state analysis. The second one was developed to identify fatigue by
detecting yawning through mouth analysis. Since no public hypovigilance database is available,
we have acquired and annotated our own database representing different subjects simulating
hypovigilance under real lighting conditions to evaluate the performance of these two approaches.
Next, we have developed two driver head pose estimation approaches to detect its inattention
and also to determine its vigilance level even if the facial features (eyes and mouth) cannot be
analyzed because of non-frontal head positions. We evaluated these two estimators on the public
database Pointing’04. Then, we have acquired and annotated a driver head pose database to
evaluate our estimators in real driving conditions.
Keywords : Driver hypovigilance ; Faciale features analysis ; Head pose estimation ; Stee-
rable pyramid ; Probabilistic learning ; Circular Hough Transform ; SVM
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1.1 Contexte ge´ne´ral
L
es expressions faciales transmettent des signaux non verbaux qui jouent un roˆle important
dans la communication entre les eˆtres humains. Notre cerveau est capable d’effectuer une
e´tude du visage en un fragment de seconde afin de de´terminer les relations et les connexions
complexes refle´tant l’e´tat d’esprit et le comportement d’un individu. Cette e´tude de´bute par
une analyse des structures basiques du visage afin d’obtenir une impression ge´ne´rale, suivie par
une analyse des formes, puis une reconnaissance de la disposition spatiale des caracte´ristiques
faciales. Bien que nous posse´dons la capacite´ d’extraire et de reconnaitre les expressions faciales
sans effort et sans de´lai, ces taˆches pre´sentent encore des de´fis pour les machines. En effet, par
l’analyse de l’image, la machine devra « voir » et « comprendre » le visage pre´sent dans une
image de la meˆme fac¸on que le cerveau, afin d’e´mettre une de´cision sur le comportement et l’e´tat
d’esprit de l’individu. Graˆce a` ces proprie´te´s de´cisionnelles, le domaine de l’analyse automatique
des expressions faciales connait un grand essor et constitue une taˆche primordiale pour diverses
applications telles que la robotique, les interfaces homme-machine, la science du comportement,
la pratique clinique et la surveillance de l’e´tat du conducteur.
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1.2 Proble´matique
Dans cette the`se, nous nous focalisons sur la surveillance de l’e´tat du conducteur qui sollicite
un inte´reˆt universel, cause´ par le nombre croissant des accidents routiers. D’apre`s «The European
accident research and safety report 2013 » (Volvo, 2013) e´tabli par Volvo Truck Corporation,
environ 1.2 million de de´ce`s sont signale´s chaque anne´e a` travers le monde suite a` des accidents
de la route. Selon ce meˆme rapport, 90% de ces accidents sont dus a` des erreurs humaines
correspondant principalement a` l’hypovigilance chez le conducteur. Un autre rapport publie´ en
2011 par le Center of Accident Research and Road Safety-Queensland (CARRS-Q) 1 a conclu
que 30% des de´ce`s sur les routes sont cause´s par l’hypovigilance chez le conducteur (CARRS-Q,
2011). Ce taux peut atteindre 50% dans des cas bien particuliers tels que les accidents mortels
impliquant un seul ve´hicule. L’Association des Socie´te´s Franc¸aises d’Autoroutes (ASFA) 2 a
affirme´ qu’en 2010, l’hypovigilance e´tait la premie`re cause des accidents sur les autoroutes (1
accident sur 3), suivie de la conduite en e´tat d’ivresse (1 accident sur 4) et l’exce`s de vitesse
(1 accident sur 8) (ASFA, 2010). D’autres statistiques fournies par la National Highway Traffic
Safety Administration (NHTSA) 3 affirment que 100.000 accidents sont lie´s a` l’hypovigilance
dont 1550 sont fatals et 40.000 occasionnent des blessures graves (NHTSA, 2010). Au Maroc
(Benjelloun, 2013), les statistiques des accidents impliquant un seul ve´hicule entre 2007-2011
sont donne´es par la figure 1.1 et les de´ce`s qui en re´sultent sont pre´sente´s dans la figure 1.2. La
proble´matique des accidents a` un seul ve´hicule est intimement lie´e a` la diminution de la vigilance
des conducteurs et correspond a` environ 43% des accidents en 2011, ce qui est tre`s conse´quent.
A partir de ces deux figures, nous pouvons conclure que ce type d’accidents e´tait en diminution
entre 2007 et 2010, puis a commence´ a` augmenter a` partir de 2011 aussi bien au niveau des
accidents (+0.28%), qu’au niveau des de´ce`s (+0.68%).
1.3 Motivation
Les technologies de´die´es a` l’assistance du conducteur sont largement e´tudie´es par l’industrie
automobile. La surveillance de l’e´tat du conducteur est l’une de ces technologies qui sollicite un
e´norme inte´reˆt pour l’industrie automobile, mais aussi pour plusieurs gouvernements. En effet,
le taux alarmant de mortalite´ lie´e aux accidents provoque´s par l’hypovigilance (voir section 1.2)
prouve qu’il est impe´ratif d’agir en de´veloppant des syste`mes intelligents pour surveiller l’e´tat
du conducteur.
Il existe plusieurs de´clencheurs de l’hypovigilance dont les plus importants sont : la fatigue,
les troubles du sommeil, la prise de somnife`res ou de drogues, une conduite de plus de deux
heures sans repos ou dans un environnement monotone tel que les autoroutes. Contrairement
1. CARRS-Q est un centre Australien de´die´ a` la recherche et l’e´ducation dans le domaine de la se´curite´ routie`re
au niveau national et international. Il e´value les de´gaˆts humains, e´conomiques et mate´riels cause´s par les accidents
routiers.
2. L’ASFA est une association professionnelle regroupant tous les acteurs du secteur de la concession, de
l’exploitation d’autoroutes et des ouvrages routiers en France.
3. La NHTSA est une agence fe´de´rale ame´ricaine des E´tats-Unis charge´e de la se´curite´ routie`re cre´e´e en 1970.
Elle est charge´e de de´finir et de faire appliquer les standards de construction des infrastructures routie`res et des
ve´hicules.
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aux syste`mes pre´ventifs luttant contre les accidents provoque´s par la vitesse excessive ou la
consommation d’alcool, tels que les alcoome`tres ou les radars, il est beaucoup plus complique´
de concevoir un outil pre´ventif contre l’hypovigilance. En effet, il n’existe aucun outil standard
pour mesurer le niveau de vigilance, la seule solution est d’observer les signes re´ve´lateurs de
l’hypovigilance e´mis par le conducteur et de les analyser. Ces signes peuvent eˆtre divise´s en
signes comportementaux et physiologiques :
– Les signes comportementaux se manifestent par un comportement anormal du conducteur
et sont repre´sente´s par :
– une lenteur de re´action,
– une inattention a` l’environnement (panneaux de signalisation, obstacles, pie´tons, · · · ),
– des erreurs de coordination,
– une incapacite´ a` maintenir une vitesse ou une trajectoire fixe.
– Les signes physiologiques apparaissent comme des expressions anormales principalement
au niveau du visage du conducteur. Ils se manifestent par :
– un picotement des yeux,
– une raideur de la nuque ou des douleurs au dos,
– des baˆillements fre´quents,
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– une difficulte´ a` maintenir les yeux ouverts et la teˆte en position frontale,
– des pe´riodes de micro-sommeil (endormissement entre 2 a` 6 secondes).
Quand un des signes apparaˆıt, il est primordial de prendre une pose d’au moins 15 minutes
avant de reprendre la conduite. Malheureusement, les conducteurs ont tendance a` surestimer
leur niveau de vigilance et ignorent tre`s souvent ces signes. Selon quelques observations Dawson
et Reid (1997); Lamond et Dawson (1999); Williamson et Feyer (2000), conduire entre 2h et
5h du matin, ou bien dormir moins de 5 heures par jour multiplie respectivement par 5 et par
3 le risque d’avoir un accident. De plus, il est pre´cise´ que conduire plus de 17 heures par jour
e´quivaut a` conduire avec un taux d’alcoole´mie sanguine de 0.1 g/l (la normale e´tant de 0.03
g/l). Selon Stutts et al. (1999), 50% des conducteurs implique´s dans un accident provoque´ par
l’hypovigilance ont dormi moins de 6 heures la veille et 40% sont reste´s e´veille´s plus de 17
heures. Il a e´te´ note´ que meˆme si le trafic nocturne est de 10%, les accidents se produisant la
nuit provoquent 37% de blesse´s graves et 45% de de´ce`s.
1.4 Objectif de la the`se
L’objectif de cette the`se est de proposer un syste`me base´ sur l’analyse des expressions faciales
du conducteur afin d’estimer son niveau de vigilance. En premier lieu, il est ne´cessaire de distin-
guer entre les trois niveaux de l’hypovigilance qui correspondent a` l’inattention, la fatigue et la
somnolence. En ge´ne´ral, ces termes sont conside´re´s comme des notions bien de´finies, pourtant ils
ne l’ont jamais clairement e´te´ en tant que concepts scientifiques (Regan, 2010). En effet, de nom-
breux travaux sur l’hypovigilance au volant ne de´finissent pas le concept meˆme qu’ils e´tudient.
L’absence de de´finitions bien e´tablies est proble´matique car elle peut rendre les comparaisons
entre diffe´rentes e´tudes de´licates et peut aussi engendrer des estimations tre`s variables du roˆle
des diffe´rents niveaux de vigilance dans les accidents de la route. Cependant, nous e´tablissons
une de´finition de chaque e´tat du conducteur comme suit :
– La somnolence est l’incapacite´ a` se maintenir e´veille´. Elle se caracte´rise par un change-
ment d’e´tat de conscience et peut avoir des conse´quences comportementales graves (Chau-
met et Philip, 2007). La somnolence est caracte´rise´e par les pe´riodes de micro-sommeil
correspondant a` des endormissements de 2 a` 6 secondes.
– La fatigue se de´finit 4 par la difficulte´ croissante a` maintenir une taˆche a` terme et un
effondrement des performances. Elle se manifeste par la diminution progressive de la vigi-
lance physique et mentale qui conduit vers la somnolence. La fatigue est caracte´rise´e par
une augmentation du nombre de baˆillements.
– L’inattention se produit lorsque l’attention est de´tourne´e de l’activite´ de conduite pour
une raison non indispensable telle qu’un objet (te´le´phone portable, panneau publicitaire,
nourriture), un e´ve`nement (accident, e´clairages), passagers (enfant) ou autres usagers de
la route (pie´ton, moto) (Regan, 2010). L’inattention se caracte´rise par le maintien de la
pose de la teˆte en une direction autre que frontale.
4. De´finition donne´e par le professeur Pierre Philip, spe´cialiste de la neuropsychopharmacologique du sommeil,
CHU Pellegrin Bordeaux
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Il est e´vident a` partir de ces de´finitions que la somnolence est l’e´tat le plus critique de l’hypovigi-
lance. Nous avons donc conc¸u en premier lieu une approche permettant de relever la somnolence
chez le conducteur en de´tectant les pe´riodes de micro-sommeil a` partir de l’analyse des yeux. En-
suite, nous avons raffine´ cette approche en proposant une e´tude de la fatigue a` partir de l’analyse
de la bouche afin de de´tecter les baˆillements. Enfin, nous avons conc¸u un estimateur de la pose
de la teˆte pour permettre a` la fois de de´tecter l’inattention du conducteur et de de´terminer son
e´tat meˆme quand ses caracte´ristiques faciales (les yeux et la bouche) ne sont pas visibles. Pour
faciliter par la suite une imple´mentation re´elle du syste`me, nous avons opte´ pour l’utilisation
d’e´quipements a` tre`s faible couˆt, ainsi qu’une re´duction de la complexite´ et du temps de calcul
des algorithmes.
Dans la section suivante, nous allons pre´senter un bref e´tat de l’art sur les diverses cate´gories
de syste`mes de´die´es a` la surveillance de l’e´tat du conducteur.
1.5 Hypovigilance chez le conducteur : e´tat de l’art
La conduite est une activite´ complexe qui implique la re´alisation simultane´e de nombreuses
taˆches : trouver son chemin, suivre la route, surveiller sa vitesse, e´viter les obstacles, respecter
le code de la route, maˆıtriser son ve´hicule, etc. (Regan, 2010). Il est donc e´vident que cette
activite´ ne´cessite un niveau tre`s e´leve´ de vigilance afin d’e´viter les accidents. Malheureusement,
toutes les statistiques que nous avons pre´sente´es dans la section 1.2 montrent que les accidents
lie´s a` l’hypovigilance ne cessent de croitre. La plus re´cente de ces e´tudes (Volvo, 2013) estime
que le nombre de de´ce`s sur les routes du monde atteint 1.2 million chaque anne´e et que 90%
de ces accidents sont dus principalement a` des erreurs de la part des conducteurs. De ce fait, il
est primordial de surveiller en permanence le niveau de vigilance des conducteurs afin de de´finir
leur capacite´ a` maintenir une conduite suˆre et efficace.
Il existe divers travaux effectue´s pour de´velopper des syste`mes de surveillance de l’e´tat du
conducteur afin d’e´mettre des alarmes visuelles ou sonores quand son comportement est juge´
anormal. Les avertissements e´mis peuvent eˆtre plus radicaux, tels que le de´clenchement d’un
me´canisme de vibration embarque´ dans le sie`ge du conducteur ou bien l’arreˆt du ve´hicule sur le
bord de la route. Nous pouvons distinguer trois cate´gories de syste`mes de´die´s a` la surveillance de
l’e´tat du conducteur selon le type du signal utilise´ pour de´duire le niveau de vigilance. Nous allons
pre´senter, dans ce qui suit, ces trois cate´gories qui permettent l’e´tude des signaux physiologiques
(sous-section 1.5.1), l’analyse du comportement du ve´hicule (sous-section 1.5.2) et l’e´tude des
signaux physiques (sous-section 1.5.3).
1.5.1 E´tude des signaux physiologiques du conducteur
L’e´tude de l’hypovigilance a` partir des signaux physiologiques consiste a` mesurer la variation
de signaux tels que les ondes ce´re´brales ou le rythme cardiaque en utilisant des capteurs spe´ciaux
comme l’e´lectroence´phalographie (EEG) (Berka et al., 2007) ou l’e´lectrocardiographie (ECG)
(Shin et al., 2010). L’EEG repre´sente la technique la plus utilise´e puisqu’il correspond a` l’unique
signal physiologique dont l’efficacite´ pour refle´ter l’e´tat de vigilance a e´te´ prouve´e (Berka et al.,
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2007; Shen et al., 2007; Ouyang et Lu, 2010; Shi et Lu, 2008). L’EEG mesure l’activite´ e´lectrique
des neurones par l’interme´diaire de plusieurs e´lectrodes place´es sur le cuire chevelu. La fre´quence
des ondes ce´re´brales dans l’EEG varie entre 1 Hz et 30 Hz et peut eˆtre divise´e en quatre types en
fonction des bandes de fre´quences : delta (0-4 Hz), theˆta (4-8 Hz), alpha (8-13 Hz) et beˆta (13-
20 Hz). Le rythme alpha repre´sente un e´tat de relaxation tandis que le rythme beˆta est signale´
pendant un e´tat d’alerte. Les ondes delta correspondent a` un e´tat de somnolence et de sommeil.
Le rythme theˆta est associe´ a` une varie´te´ d’e´tats psychologiques impliquant une diminution du
traitement de l’information.
Dans la plupart des travaux base´s sur l’e´tude de la vigilance a` partir du EEG, les signaux
sont enregistre´s pour plusieurs sujets et e´tiquete´s par un expert. Ensuite, diverses techniques
d’apprentissage sont utilise´es pour e´tablir la corre´lation entre ces signaux et l’e´tat observe´ du
conducteur. Dans (Shi et Lu, 2008), il est note´ que la majorite´ des approches exploitant les
signaux EEG utilisent des techniques d’apprentissage supervise´ pour estimer le niveau de vi-
gilance. Toutefois, ce choix n’est pas judicieux puisqu’il n’existe aucun crite`re standard pour
e´tiqueter les e´tats de vigilance et les me´thodes existantes de´die´es a` cette taˆche sont complexes,
couteuses et peu fiables. Shi et Lu (2008) optent donc pour une technique de clustering.
Shin et al. (2010) ont choisi d’utiliser des signaux autres que EEG. Ils de´crivent une plate-
forme combinant entre un capteur ECG et un capteur photople´thysmogramme (PPG) embarque´s
dans le volant pour surveiller l’e´tat du conducteur. Les signaux collecte´s par ces capteurs sont
transmis a` une station de base qui permettra de stocker, analyser et fournir les information
concernant l’e´tat du conducteur (Figure 1.3).
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capteurs place´s sur le volant (Shin et al., 2010)
Le laboratoire Fujitsu est en cours de de´veloppement d’un syste`me de surveillance de la
somnolence base´ sur l’analyse des pulsations cardiaques, nomme´ Fujitsu Sleepiness Detection
Sensor (Fujitsu, 2013). Le conducteur devra porter un capteur sans fil de pulsations cardiaques
autour de l’oreille afin de mesurer et envoyer les donne´es a` un centre d’analyse. Une fois que les
donne´es re´ve`lent un changement pouvant correspondre a` une somnolence, le centre envoie un
avertissement au conducteur.
Les signaux physiologiques permettent d’obtenir des re´sultats tre`s satisfaisants pour l’esti-
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mation de l’e´tat du conducteur. Cependant, leur utilisation reste limite´e a` cause du prix des
e´quipements et la ne´cessite´ d’embarquer des capteurs sur le corps humain (Figure 1.4) ou bien
de les mettre en contacte avec celui-ci (Figure 1.3), ce qui est assez intrusif pour le conducteur.
Cependant, les signaux physiologiques tels que les EEG sont fre´quemment utilise´s pour de´ter-
miner la ve´rite´ terrain afin de tester d’autres syste`mes moins intrusifs pour la surveillance de
l’e´tat du conducteur.
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1.5.2 E´tude du comportement du ve´hicule
La surveillance du comportement du ve´hicule peut re´ve´ler indirectement des actions anor-
males de la part du conducteur. Divers parame`tres ont e´te´ e´tudie´s tels que la force applique´e
sur les pe´dales, le changement de vitesse, le mouvement du volant, le changement de voies, etc.
Il existe un nombre limite´ de marques de ve´hicules qui proposent ce genre de syste`me comme
option pour quelques mode`les. Volvo et Mercedes-Benz ont lance´ pendant la meˆme pe´riode des
syste`mes permettant de de´terminer l’e´tat du conducteur a` partir du comportement du ve´hicule.
En 2008, Volvo a conc¸u le premier dispositif en Europe permettant de de´tecter la fatigue et aler-
ter le conducteur. Ce syste`me, nomme´ Driver Alert Control (DAC) (DAC, 2008), se compose
d’une came´ra, de plusieurs capteurs et d’une unite´ de gestion. La came´ra mesure en permanence
le positionnement du ve´hicule par rapport aux marquages au sol. Les capteurs enregistrent les
mouvements de la voiture. L’unite´ de gestion stocke les informations et calcule les risques de
perte de controˆle du ve´hicule par le conducteur. Si le risque est estime´ suffisamment e´leve´, le
conducteur en est averti par un signal sonore. Un message textuel ainsi qu’un symbole repre´sen-
tant une tasse de cafe´ apparaissent sur l’e´cran d’information du ve´hicule (Figure 1.5), conseillant
le conducteur de faire une pause.
En 2009, Mercedes-Benz a pre´sente´ le syste`me Attention Assist (AttentionAssit, 2009) des-
tine´ a` reconnaˆıtre une conduite influence´e par l’hypovigilance, et encourage le conducteur a` faire
une pause dans ce cas. Ce syste`me repose sur le fait que les conducteurs vigilants controˆlent
constamment et inconsciemment la position de leur ve´hicule, et effectuent en permanence des
petits ajustements de direction pour maintenir le ve´hicule sur la bonne voie. En cas d’hypovigi-
lance, les interventions pour ajuster la direction sont moins fre´quentes, et souvent accompagne´es
de corrections soudaines et exage´re´es lorsque l’attention est re´tablie. Ainsi, Attention Assist
j @BCDEFGH IJ EKFGMNO@FEMK PE´NE´RALE
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identifie un type de direction caracte´ristique de l’hypovigilance qu’il combine avec d’autres in-
formations telles que l’heure et la dure´e du trajet. Puisque le syste`me ne peut fonctionner
correctement en ville ou` le changement de voies est perturbe´ par le trafic, les 72 capteurs d’At-
tention Assist n’ope`rent qu’a` des vitesses comprises entre 80 et 180 km/h. Mercedes-Benz a
effectue´ plusieurs tests, a` l’aide de simulateurs et meˆme sur la route, afin de de´terminer le type
de conduite caracte´ristique de l’hypovigilance. Les essais sur les routes ont e´te´ effectue´s dans des
environnements extreˆmes telles que le vent, la pluie, ou le brouillard, pour garantir la fiabilite´ des
mesures et un EEG a e´te´ utilise´ comme me´thode objective pour e´valuer le niveau de vigilance du
conducteur. De cette manie`re, le niveau auquel Attention Assist e´met une alerte a pu eˆtre re´gle´
a` un niveau approprie´. Puisque chaque conducteur posse`de une conduite distincte, le syste`me
effectue un apprentissage pendant les 15 premie`res minutes de chaque trajet afin de de´terminer
la valeur de re´fe´rence pour chaque parame`tre implique´ dans le processus de surveillance du ni-
veau de vigilance. Si une hypovigilance est identifie´e, le syste`me alerte le conducteur pour qu’il
fasse une pause en affichant une tasse de cafe´ sur le tableau de bord (Figure 1.6), et en e´mettant
un signal sonore. Le conducteur peut re´agir a` l’alerte et la faire disparaˆıtre de l’affichage. Si la
pause n’est pas prise et que le style de conduite continue a` indiquer une perturbation, l’alerte
est re´pe´te´e au bout de 15 minutes.
Contrairement aux syste`mes base´s sur l’analyse des signaux physiologiques, les syste`mes
base´s sur l’analyse du comportement du ve´hicule ne sont pas intrusifs pour le conducteur. Ce-
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pendant, ils sont limite´s par la de´pendance au type du ve´hicule, l’expe´rience du conducteur,
ainsi que les caracte´ristiques et les conditions de la route. En effet, le risque de fausses alarmes
est tre`s e´leve´ en cas de ge´ne´ralisation pour divers types ve´hicules ou en cas de conditions me´-
te´o extreˆmes (vents tre`s importants). De plus, le prix de ces syste`mes est tre`s important ; il
faut compter environ 2000 $ pour le syste`me DAC alors que Attention Assist est inclus dans la
majorite´ des ve´hicules tre`s haut de gamme sans proposer de prix pour ce syste`me.
1.5.3 E´tude des signaux physiques du conducteur
L’e´tude de l’hypovigilance a` partir des signaux physiques repose principalement sur le traite-
ment de la vide´o du conducteur pour mesurer le niveau de vigilance refle´te´ par ses caracte´ristiques
faciales. Il a e´te´ remarque´ qu’en cas d’hypovigilance, le conducteur pre´sente certains comporte-
ments visuels facilement observables a` partir des changements des caracte´ristiques faciales telles
que les yeux, la bouche et la pose de la teˆte (Momin et Abhyankar, 2012). Diverses e´tudes ont
montre´ que l’activite´ des paupie`res est e´troitement lie´e au niveau de vigilance. Le pourcentage
de fermeture de l’œil en fonction du temps « Percentage of Eye Closure » (PERCLOS) a long-
temps e´te´ la mesure la plus re´pandue pour de´tecter la somnolence chez le conducteur, puisqu’elle
permet de de´terminer la fermeture lente des yeux correspondant a` l’assoupissement (Trutschel
et al., 2011). La fre´quence de fermeture des yeux est aussi conside´re´e comme un bon indicateur
de la somnolence, puisqu’elle permet de de´tecter les pe´riodes de micro-sommeil (Golz et al.,
2007). La fatigue peut eˆtre indique´e par une fre´quence e´leve´e du baˆillement repre´sente´e par une
grande ouverture de la bouche, tandis que l’inattention est souvent caracte´rise´e par la pose de la
teˆte ou la direction du regard (Momin et Abhyankar, 2012). La direction de la teˆte et/ou du re-
gard posse`de la capacite´ de re´ve´ler l’inattention du conducteur et aussi sa condition mentale. La
direction normale du regard du conducteur est frontale et le fait de maintenir d’autres directions
pour de longues pe´riodes peuvent indiquer une fatigue (fixite´ du regard) ou une inattention. La
pose de la teˆte est e´troitement lie´e a` la direction du regard et doit aussi rester frontale le plus
longtemps possible.
Il est vrai que la de´tection de l’hypovigilance a` partir de l’analyse des changements physiques
sollicite l’inte´reˆt de plusieurs travaux de recherche. Ne´anmoins, il existe aussi des syste`mes com-
merciaux appartenant a` cette cate´gorie mais tre`s peu de de´tails sont de´voile´s sur ces produits. En
2009, la socie´te´ que´be´coise Effective Control Transport (ECT) a lance´ son syste`me de pre´vention
contre les accidents lie´s a` l’hypovigilance pour les professionnels de la route, nomme´ Driver’s
Mate (Driver’s Mate, 2009) et repre´sente´ par la figure 1.7. L’appareil correspond concre`tement
a` une came´ra dote´e d’e´clairages infrarouges qui permettent de traverser les verres fume´s des
lunettes. Il analyse 534 points du visage, principalement les yeux, afin de de´tecter les premiers
signes de l’hypovigilance. De`s qu’une diminution du niveau de vigilance est de´tecte´e, le conduc-
teur est alerte´ en temps re´el, ce qui lui permet de planifier une pause. Toutefois, ce syste`me ne
semble pas eˆtre largement utilise´ et aucun renseignement sur le prix n’est fourni.
La socie´te´ sue´doise SmartEye AG propose aussi divers syste`mes mono ou multi came´ras
de´die´s a` la de´tection de l’hypovigilance. Leur produit Smart Eye Pro 5.10 (SmartEye 5, 2013),
repre´sente´ par la figure 1.8, est un syste`me multi-came´ras qui permet le suivi du regard, l’estima-
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tion de la pose de la teˆte, la de´termination de l’ouverture des paupie`res et la taille de la pupille.
Ce syste`me n’est pas de´die´ uniquement a` l’industrie automobile mais peut eˆtre aussi utilise´ pour
l’ae´ronautique, les simulateurs et les tours de controˆle. Le nombre de came´ras est configurable
selon l’application et peut atteindre huit came´ras. Toutefois, l’utilisation d’une seule came´ra est
souhaitable puisqu’elle permet une production industrielle plus facile et moins couteuse (Khan
et Aadil, 2012).
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Les techniques de de´tection de l’hypovigilance a` partir des caracte´ristiques faciales du conduc-
teur ont l’avantage d’eˆtre non intrusives. Puisqu’elles se basent sur les came´ras pour l’acquisition
des signaux physiques, les e´quipements utilise´s sont moins chers que ceux des autres cate´gories.
Toutefois, il faut prendre en conside´ration les limites de l’utilisation des came´ras, a` savoir la
sensibilite´ aux changements d’e´clairage et la ne´cessite´ d’utiliser des e´clairages infrarouges pour
permettre une acquisition dans des environnements obscurs.
Nous avons pre´sente´ dans cette section un bref e´tat de l’art des diffe´rents types de techniques
de´die´es a` la de´tection de l’hypovigilance chez le conducteur. Nous avons conclu que les approches
base´es sur l’analyse des signaux physiologiques (l’EEG par exemple) sont extreˆmement intrusives
et non tole´re´es par les conducteurs puisqu’elles ne´cessitent le de´ploiement de capteurs sur le
corps. Cependant, les approches base´es sur l’analyse du comportement du ve´hicule ne sont pas
intrusives mais de´pendent du type du ve´hicule et des conditions de la route. Ainsi, nous nous
inte´ressons aux approches base´es sur l’analyse des signaux physiques puisqu’elles ne sont pas
intrusives et ne ne´cessitent pas d’e´quipements couteux. Nous proposons, en premier lieu, une
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technique pour de´tecter l’e´tat le plus critique de l’hypovigilance, qui correspond a` la somnolence.
Cette technique est base´e sur l’analyse des yeux pour de´tecter les pe´riodes de micro-sommeil.
Ensuite, nous adaptons cette meˆme technique pour de´tecter la fatigue a` partir du baˆillement.
Enfin, nous proposons deux approches pour relever l’inattention a` partir de l’estimation de la
pose de la teˆte.
L’avantage de toutes nos contributions est qu’elles ne ne´cessitent aucun e´quipement spe´cial.
En effet, une seule came´ra bon marche´ qui coute dix euros est requise pour l’acquisition ainsi
qu’un ordinateur pour les traitements. D’apre`s les se´ries de tests que nous avons effectue´es,
ces traitements s’ave`rent tre`s prometteurs que ce soit au niveau de l’estimation de l’e´tat du
conducteur ou en ce qui concerne le temps d’exe´cution. Un apport majeur de nos travaux est
la mode´lisation d’un syste`me original compose´ d’un ensemble d’approches ame´liorant chacune
les re´sultats obtenus dans la litte´rature. La premie`re e´tape du syste`me est l’estimation de la
pose de la teˆte du conducteur afin de pre´ciser son niveau d’inattention. Lorsque celui-ci est
conside´re´ attentif a` la route suite a` la pre´sence d’une pose frontale, l’analyse de son e´tat est
alors approfondie pour rechercher la somnolence et la fatigue selon un sce´nario original que nous
avons e´labore´ pour fournir une bonne estimation du niveau de vigilance, tout en re´duisant au
maximum le temps de calcul.
1.6 Organisation de la the`se
Dans ce manuscrit de the`se, nous de´butons par la pre´sentation des approches que nous
avons e´labore´es pour la de´tection de la somnolence et de la fatigue chez le conducteur a` partir des
caracte´ristiques faciales incluses dans le visage (les yeux et la bouche). Du fait que nous avons eu
recours aux meˆmes techniques de traitement de l’image pour analyser ces caracte´ristiques, nous
avons regroupe´ ces deux taˆches dans la partie Partie I. Ainsi, nous pre´sentons dans le chapitre
2 un e´tat de l’art e´tendu sur la de´tection de la somnolence et la fatigue chez le conducteur.
Ensuite, les approches que nous proposons pour de´tecter ces deux e´tats sont de´taille´es dans le
chapitre 3.
Nous consacrons la partie Partie II a` la de´tection de l’inattention, qui se base sur l’estimation
de la pose de la teˆte et ne´cessite des outils diffe´rents de ceux utilise´s pour analyser les yeux et la
bouche. Dans le chapitre 4, nous exposons un e´tat de l’art de´taille´ sur les techniques l’estimation
de la pose de la teˆte, notamment celles de´die´es au conducteur. Par la suite, nous proposons dans
le chapitre 5 et le chapitre 6 deux estimateurs de la pose de la teˆte du conducteur.
Finalement, nous pre´sentons une conclusion ge´ne´rale portant sur l’ensemble des travaux de
cette the`se, ainsi que des perspectives a` court et a` long termes.
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2.1 Introduction
P
uisque les caracte´ristiques faciales (particulie`rement les yeux et la bouche) sont un moyen
naturel pour identifier la somnolence et la fatigue, plusieurs travaux les exploitent en uti-
lisant des came´ras pour l’acquisition et des techniques de traitement de la vide´o pour l’analyse.
Cependant, la majorite´ des e´tudes se basent sur l’analyse des yeux puisqu’ils sont conside´re´s
comme des indicateurs puissants de l’e´tat du conducteur, tandis que peu de travaux inte`grent
l’analyse de la bouche. En effet, plusieurs parame`tres peuvent eˆtre e´tudie´s pour l’analyse des
yeux tels que le clignement des paupie`res, la fermeture de l’œil et la fixite´ du regard, alors que
la bouche n’est analyse´e que pour retrouver le baˆillement ou bien la parole.
L’analyse du comportement du conducteur a` partir de l’image de´bute par l’acquisition de
celle-ci. L’image doit avoir des proprie´te´s photome´triques consistantes sous diffe´rentes conditions
climatiques et ambiantes. Elle doit e´galement produire des caracte´ristiques distinguables afin de
faciliter son traitement. Ainsi, nous pouvons distinguer entre deux types de came´ras utilise´es
pour l’acquisition, a` savoir les came´ras a` spectre visible et les came´ras ope´rant sous un e´clairage
infrarouge. Les came´ras infrarouges sont souvent utilise´es pour produire un effet sombre ou
brillant de la pupille afin de la mettre en e´vidence dans l’image, comme illustre´ par la figure
2.1. Ces came´ras conviennent aux conditions stables d’e´clairage mais quand celui-ci est tre`s
variable, la pupille disparait et la de´tection des yeux devient difficile. Les came´ras a` spectre
visible sont bien adapte´es a` la conduite de jour et peuvent aussi ope´rer dans des environnements
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peu e´claire´s. De plus, ces dernie`res sont ge´ne´ralement moins che`res que les came´ras infrarouges.
Dans la suite du manuscrit, le terme « came´ra » correspond a` une came´ra a` spectre visible, sauf
si nous mentionnons explicitement qu’il s’agit d’une came´ra infrarouge.
Nous de´sirons spe´cifier que la majorite´ des travaux base´s sur l’e´tude des caracte´ristiques
faciales pour de´terminer l’e´tat du conducteur de´butent par une de´tection du visage afin de
limiter la zone de recherche de ces caracte´ristiques. Nous pre´sentons donc dans la section 2.2 un
bref aperc¸u sur la de´tection du visage. Jusqu’a` pre´sent, il n’existe aucun e´tat de l’art complet sur
les techniques permettant d’analyse les caracte´ristiques faciales pour la de´tection de la fatigue
et de la somnolence chez le conducteur. Les travaux de recherche se contentent de lister quelques
techniques existantes sans les organiser. Apre`s une e´tude de´taille´e de l’existant, il nous est paru
judicieux de cate´goriser ces techniques selon les parame`tres de´duits des caracte´ristiques faciales.
Nous avons releve´ quatre parame`tres fre´quemment utilise´s qui correspondent a` la de´tection des
yeux ouverts/ferme´s (section 2.3), le PERCLOS (section 2.4), la fre´quence de clignement des
yeux (section 2.5) et la fre´quence de baˆillement (section 2.6).
2.2 De´tection du visage
La de´tection du visage en utilisant la vision par ordinateur intervient dans plusieurs domaines
ne´cessitant la reconnaissance des individus ou la de´termination de leur e´tat. Son concept de
base consiste a` parcourir l’image avec une feneˆtre, puis a` comparer chaque feneˆtre a` une se´rie de
visages types pre´sents dans une base de donne´es. Un visage est de´fini comme e´tant une feneˆtre
dont la distance avec l’une des images de la base est suffisamment faible. Il est donc ne´cessaire
que cette taˆche soit base´e sur des e´le´ments stables et relativement descriptifs du visage humain
tels que la forme du visage, la couleur de la peau, le contour des yeux, la forme du nez ou de la
bouche, etc. En conside´rant les tailles, les orientations, les rotations et les e´clairages, il faudrait
comparer chaque feneˆtre d’une image a` des centaines de re´fe´rences ! De plus, si les expressions
faciales (sourires, grimaces,. . .) sont prises en compte, la de´tection du visage devient un proble`me
difficile a` traiter. Ainsi, ce proble`me est souvent traite´ par l’analyse statistique et l’apprentissage
automatique pour construire des machines capables de se´parer les visages des non-visages. Les
machines a` vecteurs de support « Support Vector Machine » (SVM) appartiennent aux me´thodes
d’apprentissage automatique les plus souvent utilise´es, que nous pre´sentons dans la sous-section
2.2.1. Par la suite, nous citons dans la sous-section 2.2.2 quelques techniques de de´tection des
visages et plus pre´cise´ment celles utilisant des SVM.
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2.2.1 Machines a` Vecteurs de Support (SVM)
La capacite´ de ge´ne´raliser des re´sultats obtenus a` partir d’un nombre limite´ d’e´chantillons
est l’enjeu majeur de l’apprentissage artificiel. En effet, il est bien connu que la minimisation
du risque empirique ou l’erreur d’apprentissage n’est pas suffisante et ne garantit pas une faible
erreur sur l’ensemble de test. Ainsi, des techniques de re´gularisation sont utilise´es afin de re´aliser
un compromis entre la capacite´ du mode`le a` apprendre, lie´e a` sa complexite´, et son aptitude a`
ge´ne´raliser. D’un point de vue conceptuel, la notion de risque structurel introduite par Vapnik
(1995), fournit une borne de l’erreur de test en fonction de l’erreur d’apprentissage et de la
complexite´ du mode`le. D’un point de vue pratique, les SVM offrent un moyen ope´rationnel pour
minimiser le risque structurel (Cortes et Vapnik, 1995), ce qui explique le grand inte´reˆt que
leur porte la communaute´ scientifique. Les SVM sont un ensemble de techniques d’apprentissage
supervise´ principalement conc¸ues pour re´soudre des proble`mes de discrimination, permettant
de de´cider a` quelle classe appartient un e´chantillon. Cependant, ils peuvent aussi re´soudre des
proble`mes de re´gression visant a` pre´dire la valeur nume´rique d’une variable (Scholkopf et Smola,
2001). La re´solution de ces deux proble`mes se base sur la construction d’une fonction h qui, a` un
vecteur d’entre´e x, fait correspondre une sortie y (y = h(x)). Si nous conside´rons un proble`me
de discrimination a` deux classes alors yǫ{−1, 1}.
Le principe the´orique des SVM repose sur deux points fondamentaux :
– Le premier point est repre´sente´ par la transformation non line´aire Φ qui projette les
exemples de l’espace d’entre´e vers un second espace de grande dimension muni d’un produit
scalaire, et nomme´ espace de redescription des donne´es.
– Le second point permet de de´finir un hyperplan offrant une se´paration line´aire optimale
dans l’espace de redescription. Ce point est particulie`rement utile pour traiter les cas ou`
les donne´es ne sont pas line´airement se´parables. En effet, dans l’espace de redescription,
la se´paration est plus simple du fait que plus la dimension de l’espace est grande, plus la
probabilite´ de trouver un hyperplan se´parateur entre les exemples est e´leve´e. Puisque le
proble`me de recherche de l’hyperplan se´parateur optimal posse`de une formulation duale,
il est donc possible de re´soudre ce proble`me par des me´thodes d’optimisation quadratique
standard.
D’un point de vue mathe´matique, la transformation non line´aire Φ est re´alise´e par une fonction
noyau, ce qui a l’avantage de ne pas ne´cessiter la connaissance explicite de la transformation a`
appliquer pour le changement d’espace. De plus, la fonction noyau permet de transformer un
produit scalaire dans un espace de grande dimension, ce qui est couˆteux, en une simple e´valuation
ponctuelle d’une fonction. En pratique, quelques fonctions noyau parame´trables sont connues
et il revient a` l’utilisateur d’effectuer des tests pour de´terminer celle qui convient le mieux a`
son application. Il s’agit donc de traduire le maximum de connaissances pre´alables dont nous
disposons sur le proble`me e´tudie´ et sur les donne´es.
Meˆme dans les cas simples de proble`mes line´airement se´parables, il n’est pas e´vident de
choisir l’hyperplan se´parateur. En effet, il existe une infinite´ d’hyperplans se´parateurs posse´dant
certaines performances en apprentissage mais dont les performances en ge´ne´ralisation peuvent
eˆtre tre`s diffe´rentes. Selon Vapnik et Kotz (1982), il existe un unique hyperplan optimal permet-
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tant de re´soudre ce proble`me. Cet hyperplan optimal, illustre´ par la figure 2.2, est de´fini comme
e´tant l’hyperplan qui maximise la marge entre les e´chantillons et l’hyperplan se´parateur. Ce choix
est justifie´ the´oriquement par le fait que la capacite´ des classes d’hyperplans se´parateurs diminue
lorsque leur marge augmente. La marge est la plus petite distance entre les e´chantillons d’ap-
prentissage et l’hyperplan se´parateur qui satisfait la condition de se´parabilite´. Ces e´chantillons
sont appele´s vecteurs supports. Pour expliquer la condition de se´parabilite´, nous conside´rons un
cas simple de fonction discriminante line´aire obtenue par une combinaison line´aire du vecteur
d’entre´e x = (x1, · · · , xN )
T de dimension N et d’un vecteur de poids w = (w1, · · · , wN ). Ainsi,
h(x) = wTx+w0 et x appartient a` la classe 1 si h(x) ≥ 0 ou a` la classe −1 sinon. La frontie`re de
de´cision h(x) = 0 est un hyperplan se´parateur. Le but d’un algorithme d’apprentissage supervise´
est d’apprendre la fonction h(x) par le biais d’un ensemble d’apprentissage de taille p de´finie
par l’e´quation 2.1 ou` les lk repre´sentent les e´tiquettes.
{(x1, l1), · · · , (xp, lp)} ⊂ R
N × {−1, 1} (2.1)
Si le proble`me est line´airement se´parable, alors la condition de se´parabilite´ est donne´e par
l’e´quation 2.2.
lk(w
Txk + w0) ≥ 0 Avec 1 ≤ k ≤ p (2.2)
Ainsi, l’hyperplan qui maximise la marge peut eˆtre de´fini par l’e´quation 2.3.
argmax
w,w0
min
k
{‖x− xk‖ : xǫR
N , wTx+ w0 = 0} (2.3)
Il s’agit donc de trouver w et w0 remplissant les conditions de l’e´quation 2.3, afin de de´terminer
l’hyperplan se´parateur exprime´e par l’e´quation 2.4
h(x) = wTx+ w0 = 0 (2.4)
La distance entre un e´chantillon xk et l’hyperplan est donne´e par sa projection orthogonale sur
l’hyperplan (voir l’e´quation 2.5)
lk(w
Txk + w0)
‖w‖
(2.5)
L’hyperplan se´parateur (w,w0) de marge maximale est donc donne´ par l’e´quation 2.6
argmax
w,w0
{
1
‖w‖
min
k
[
lk(w
Txk + w0)
]}
(2.6)
Pour faciliter l’optimisation, w et w0 sont normalise´es pour que les e´chantillons a` la marge (
x+marge pour les vecteurs supports sur la frontie`re positive, et x
−
marge pour ceux situe´s sur la
frontie`re oppose´e) satisfassent l’e´quation 2.7

w
Tx+marge + w0 = 1
wTx−marge + w0 = −1
(2.7)
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Figure 2.2 – Hyperplan se´parateur optimal qui maximise la marge dans l’espace de redescription.
Les e´chantillons entoure´s correspondent aux vecteurs supports
Ainsi, pour tous les e´chantillons k = 1, · · · , p, nous obtenons l’ine´galite´ 2.8
lk(w
Txk + w0) ≥ 1 (2.8)
Avec cette mise a` l’e´chelle, la marge est donne´e par 1‖w‖ , il s’agit donc de maximiser ‖w
−1‖. La
formulation dite primale des SVM s’exprime alors par l’e´quation 2.9 :
Minimiser
1
2
‖w2‖ sous les contraintes lk(w
Txk + w0) ≥ 1 (2.9)
Ceci peut eˆtre re´solu par la me´thode classique des multiplicateurs de Lagrange, ou` le lagrangien
est donne´ par l’e´quation 2.10
L(w,w0, α) =
1
2
‖w2‖ −
p∑
k=1
αk{lk(w
Txk + w0)− 1} (2.10)
Toutefois, l’inconve´nient de la forme classique des SVM est le couˆt e´leve´ de la fonction de
de´cision surtout pour les applications temps re´els. En effet, la complexite´ temporelle d’une
ope´ration de classification SVM est influence´e par deux parame`tres. Premie`rement, la complexite´
est line´aire au nombre de vecteurs supports. Deuxie`mement, elle de´pend du nombre d’ope´rations
ne´cessaires pour le calcul de la similarite´ entre un vecteur support et l’entre´e, ce qui correspond a`
la complexite´ de la fonction noyau. Lors de la classification d’images de taille h×w, la fonction
de de´cision ne´cessite un produit scalaire dimensionnelle h • w pour chaque vecteur support.
Plus la taille du patch augmente, plus ces calculs deviennent couteux. Par exemple, l’e´valuation
d’images de taille 20 × 20 sur une image de 320 × 240 a` 25 frames par seconde ne´cessite 660
millions ope´rations par seconde. Ainsi, plusieurs recherches permettant d’acce´le´rer l’expansion
du noyau ont e´te´ re´alise´es, principalement sur le premier parame`tre visant a` re´duire le nombre
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de vecteurs supports. Burges (1996) introduit une me´thode qui pour une donne´e SVM, cre´e un
ensemble re´duit de vecteurs supports approximant la fonction de de´cision. Cette approche a e´te´
applique´e avec succe`s dans le domaine de la classification d’images et a permis une acce´le´ration
de l’ordre de 10 a` 30 en conservant l’exactitude comple`te.
2.2.2 Me´thodes de de´tection du visage
Les approches base´es sur les SVM reposent essentiellement sur la the´orie de de´cision pour
re´soudre les proble`mes de classification. Osuna et al. (1997) ont de´veloppe´ une me´thode efficace
pour former un SVM pour des proble`mes a` grande e´chelle, et l’ont applique´ a` la de´tection
de visages. Kumar et Poggio (2000) ont incorpore´ un SVM dans un syste`me pour l’analyse
des visages en temps re´el. Ils appliquent cet algorithme sur des re´gions segmente´es de la peau
dans les images d’entre´e pour e´viter le balayage approfondi. Karam et al. (2004) ont cre´e un
syste`me de de´tection de visages et d’extraction des caracte´ristiques faciales base´ sur les SVM
et applique´ sur des visages parlants dans des se´quences vide´o. Une machine SVM est apprise
sur des feneˆtres apre`s leur transformation dans le domaine d’ondelettes. Un mode`le ge´ome´trique
statistique est ensuite applique´ afin de lisser la sortie des SVM et d’affiner la de´tection. Un autre
mode`le probabiliste sur les distances aux frontie`res SVM permet plus de lissage et une meilleure
se´lection des composantes faciales.
Yang et Ahuja (1998) ont pre´sente´ une me´thode pour de´tecter des visages humains a` partir
d’images en couleur. Un mode`le de la couleur de peau humaine base´ sur une analyse statistique
multi-variante est construit pour capturer les proprie´te´s chromatiques.
Schneiderman et Kanade (1998) de´crivent deux de´tecteurs de visage base´s sur la de´cision de
Bayes pre´sente´ par l’e´quation 2.11
P (image/visage)
P (image/Nonvisage)
>
P (Nonvisage)
P (visage)
(2.11)
Si le rapport de probabilite´ (coˆte´ gauche) de l’e´quation 2.11 est plus grand que l’autre coˆte´, alors
un visage est conside´re´ pre´sent a` l’endroit courant. L’avantage de cette approche est l’optimalite´
de la re`gle de de´cision de Bayes si les images sont pre´cises.
Un des de´tecteurs du visage le plus connu est celui propose´ par Viola et Jones (2001). L’un
des points principaux de la me´thode consiste a` parcourir l’ensemble de l’image en calculant un
certain nombre de caracte´ristiques pseudo-haar (entre 4 et 14) dans des zones rectangulaires qui
se chevauchent. Ces caracte´ristiques sont de´termine´es par la diffe´rence des sommes de pixels de
deux ou plusieurs zones rectangulaires adjacentes. Elles sont calcule´es a` toutes les positions et
a` toutes les e´chelles dans une feneˆtre de de´tection de petite taille. Afin de re´duire le temps de
calcul des caracte´ristiques, une image inte´grale est utilise´e. Il s’agit d’une image construite a`
partir de l’image d’origine, et de meˆme taille qu’elle. Elle contient en chacun de ses points la
somme des pixels situe´s au-dessus et a` gauche du pixel courant. L’autre point important de la
me´thode Viola & Jones est la se´lection par boosting des caracte´ristiques, qui consiste a` utiliser
plusieurs classifieurs faibles mis en cascade, plutoˆt que d’utiliser un seul classifieur fort. Dans
le cas d’une mise en cascade de classifieurs dont le crite`re de se´lection serait moins se´ve`re, une
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feneˆtre est rejete´e de`s que l’un des e´tages estime qu’il n’y a pas de visage, ce qui permet un
gain de temps conside´rable. Une e´tape pre´liminaire et non des moindres est l’apprentissage du
classifieur. Il s’agit d’entraˆıner le classifieur afin de le sensibiliser aux visages, en pre´sentant une
grande quantite´ d’images de visages puis d’images non-visages.
Un autre de´tecteur de visages tre`s efficace base´ sur les SVM est propose´ par Romdhani et al.
(2001) et optimise´e par Kienzle et al. (2005). Cette me´thode a donne´ naissance a` la bibliothe`que
libre fdlib, dont nous de´taillons le fonctionnement dans la sous-section 3.2.1.
2.3 E´tat d’ouverture/fermeture des yeux
Il existe des me´thodes qui de´tectent la somnolence en comptant le nombre de fermetures
conse´cutives des yeux a` travers la se´quence vide´o du conducteur. Si ce compteur de´passe un seuil
de tole´rance, une somnolence est de´tecte´e. D’Orazio et al. (2004) ont propose´ un algorithme de
de´tection des yeux du conducteur qui recherche l’œil dans l’image entie`re en supposant que l’iris
est toujours plus sombre que la scle`re. Ils localisent les candidats pouvant repre´senter l’œil par
une approche ge´ome´trique et la Transforme´e de Hough Circulaire « Circular Hough Transform »
(CHT), qui permet de retrouver les objets de formes circulaires dans l’image. Cependant, il est
impossible de localiser les yeux quand ils sont ferme´s et dans ce cas, la premie`re e´tape fournit des
re´gions pouvant contenir l’œil ferme´, mais avec plus de faux positifs. Pour re´soudre ce proble`me,
un re´seau de neurones est appris pour distinguer entre deux classes d’images (œil et non œil).
Cette e´tape permet de confirmer la de´tection de l’œil ouvert obtenue par la premie`re e´tape
et, le cas e´che´ant, de diffe´rencier entre une re´gion non œil et un œil ferme´. Les tests effectue´s
pour valider cette approche sur 6 se´quences, pour une total de 1474 images, fournissent un
taux de Bonne Classification « Correct Classification Rate » (CCR) de 93%. Cette technique
est diffe´rente de la plupart des approches propose´es dans la litte´rature, qui localisent la zone du
visage avant de localiser et de´terminer l’e´tat des yeux.
Dans (Zhang et al., 2008), une approche base´e sur des templates de l’œil du conducteur est
utilise´e pour de´terminer l’e´tat des yeux a` partir de leur degre´ d’ouverture. En supposant que le
conducteur n’effectue que de faibles mouvements, la zone du visage est de´termine´e par le calcul
de la diffe´rence entre la frame courante et la frame accumule´e, sur laquelle une binarisation
par seuillage adaptative est applique´e. La zone de recherche des yeux est donne´e par les 25 de la
partie supe´rieure du visage, qui est divise´e verticalement en deux pour repre´senter chaque œil. Les
candidats pouvant repre´senter l’œil sont de´termine´s dans cette zone en fonction de leur rapport
longueur sur largeur et de leur taille. Ensuite, les templates des yeux sont obtenus par le calcul de
la distance entre la position des candidats dans la frame courante et la frame pre´ce´dente. Si cette
position est stable pour une certaine pe´riode, ce candidat est conside´re´ comme un template de
l’œil. Une normalisation et une accumulation des templates correspondant a` l’œil gauche et l’œil
droit sont applique´es pour retrouver le template final pour chaque œil. Par la suite, une mise
en correspondance par coefficient d’intercorre´lation entre les templates et la zone de recherche
de l’œil dans la frame courante est calcule´e. La de´duction de l’e´tat de l’œil est effectue´e par
l’extraction de son squelette par une binarisation (Figure 2.3-b), suivie d’un raffinement (Figure
2.3-c) et une re´duction pour obtenir un contour fin (Figure 2.3-d). Ensuite, la paupie`re infe´rieure
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(c) Raffinement ; (d) Contour fin ; (e) Distance entre les paupie`res infe´rieure et supe´rieure
est repre´sente´e par la ligne entre les 2 extre´mite´s du squelette de l’œil. Finalement, le degre´ de
fermeture est calcule´ comme e´tant la distance entre le point le plus e´leve´ de la paupie`re supe´rieure
et de la paupie`re infe´rieure (Figure 2.3-e). Si cette distance est infe´rieure a` un seuil, l’œil est
conside´re´ ferme´. Une e´tude a e´te´ effectue´e par les auteurs pour valider la me´thode sur une seule
se´quence. Le CCR s’e´le`ve a` 93%. Cette me´thode s’ave`re eˆtre efficace pour la de´tection de l’œil
du conducteur mais tre`s consommatrice en temps de calcul.
Horng et al. (2004) ont de´veloppe´ une approche de de´tection de la somnolence fonde´e sur le
suivi et l’analyse de l’œil. Le visage du conducteur est localise´ a` partir de la premie`re frame en
utilisant les caracte´ristiques de la couleur de la peau, et les deux re´gions des yeux sont de´termine´es
par la de´tection des contours. Par la suite, ces re´gions sont utilise´es comme templates dynamiques
pour le suivi des yeux. En cas d’e´chec du suivi, l’e´tape de de´tection du visage et des yeux est
re´ite´re´e. La somnolence est de´termine´e par l’analyse de la couleur du globe oculaire, conside´re´e
plus sombre que la peau. Cette observation est utilise´e pour de´terminer si un pixel de la re´gion
de l’œil correspond a` un pixel du globe oculaire. En cas d’absence des pixels du globe oculaire,
l’œil est conside´re´ ferme´ et si cette fermeture est observe´e pendant cinq frames conse´cutives, le
conducteur est alerte´ contre la somnolence.
Tian et Qin (2005) ont aussi propose´ une approche pour la de´tection de la somnolence de´bu-
tant par des e´tapes de localisation du visage et de la re´gion des yeux base´es sur les informations
de couleur. La somnolence chez le conducteur est de´termine´e par le calcul d’une fonction de
complexite´ qu’ils ont de´fini par l’e´quation 2.12
com(K) =
m∑
j=1
n−1∑
i=1
b(i, j)− b(i+ 1, j) ∗ k(i, j) (2.12)
ou` K est une image binaire de taille m × n, com(K) la fonction de complexite´ de K et b(i, j)
l’intensite´ du pixel (i, j). k(i, j) est un coefficient de ponde´ration de´pendant du pixel, dont la
valeur est grande pour les pixels inte´rieurs de l’image des yeux et faible pour les marges et
l’espace entre les yeux. Puisque l’œil ouvert contient plus d’information (pupille et iris) que l’œil
ferme´, com(K) est plus grande pour les yeux ouverts et la somnolence peut eˆtre de´tecte´e si cette
fonction de´passe un seuil pour une certaine dure´e. Les tests effectue´s pour valider cette approche
re´ve`lent un CCR de 91%
L’avantage majeur du comptage des yeux ferme´s conse´cutifs a` travers une se´quence vide´o
afin de de´tecter la somnolence est la simplicite´ de re´alisation des techniques et leur adaptation
aux conditions temps-re´elles. Toutefois, il est ne´cessaire de bien de´limiter les zones du visage et
des yeux pour garantir le bon fonctionnement de l’algorithme d’analyse des yeux.
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2.4 PERCLOS
L’une des mesures les plus re´currentes dans la litte´rature est le PERCLOS qui a e´te´ propose´
pour quantifier le changement apparent sur le mouvement des paupie`res (Wierwille, 1994; Dinges
et Grace, 1998). Cette mesure est base´e sur le calcul du pourcentage de la fermeture de l’œil
en fonction du temps et refle`te la lourdeur des paupie`res au lieu du clignement des yeux. Le
PERCLOS peut eˆtre obtenu par l’e´quation 2.13 (Jo et al., 2011)
PERCLOS(k) =
∑k
i=k−n+1 c(i)
n
× 100 (2.13)
ou` PERCLOS(k) est le pourcentage des yeux ferme´s dans la frame k a` travers la dure´e de mesure
n. c(i) correspond a` l’ouverture (c(i) = 0) ou la fermeture (c(i) = 1) des yeux pour chaque frame
i. Wierwille (1994) ont de´montre´ qu’une valeur de PERCLOS exce´dant 80% pendant environ 3
minutes est re´ve´latrice d’une lourdeur des paupie`res, et donc de somnolence.
Tous les travaux utilisant PERCLOS suivent les meˆmes e´tapes qui consistent a` de´limiter la
zone du visage et la re´gion de chaque œil, puis a` appliquer cette mesure pour de´tecter la somno-
lence. Qing et al. (2010) utilisent l’algorithme Adaboost pour localiser le visage et construisent
des templates de chaque œil en se basant sur la position naturelle des yeux dans le visage. En-
suite, le suivi des templates est effectue´ et le PERCLOS est calcule´ sur toutes les frames de la
vide´o. Le conducteur est alerte´ par une fatigue si le PERCLOS est supe´rieur a` 40% et le temps
de fermeture continue des yeux de´passe 3 secondes.
Grace (2001) a aussi utilise´ le PERCLOS pour de´tecter la fermeture lente des paupie`res
dans son syste`me Copilot, construit pour la surveillance de l’e´tat des conducteurs professionnels
(chauffeurs de camion principalement). Dans ce travail, un e´clairage infrarouge est utilise´ pour
produire l’effet brillant de la pupille et faciliter sa de´tection. Le PERCLOS est calcule´ sur des
pe´riodes de 3 minutes afin de de´tecter une fatigue mode´re´e (8% ≤ PERCLOS ≤ 14%) ou se´ve`re
(PERCLOS > 14%).
Apre`s l’e´tude propose´e par Dinges et Grace (1998), PERCLOS a longtemps e´te´ conside´re´e
comme une mesure standard, supe´rieure aux autres mesures (meˆme l’EEG) et suffisante a` l’es-
timation de l’hypovigilance. Cependant, Trutschel et al. (2011) ont effectue´ une e´tude de´taille´e
et ont prouve´ sur huit sessions de test, chacune durant une heure, que l’EEG (taux d’erreur de
13%) est meilleur que le PERCLOS (taux d’erreur de 35%). La conclusion que nous pouvons
de´duire de cette e´tude est qu’il est important d’utiliser plusieurs indicateurs afin de de´tecter
l’hypovigilance et de ne pas se contenter d’une seule mesure meˆme si elle est puissante.
2.5 Fre´quence de clignement des yeux
La fre´quence du clignement des yeux est conside´re´e comme l’un des signes important de
l’hypovigilance (Lal et Craig, 2001). Ce parame`tre utilise ge´ne´ralement les de´rive´es temporelles
de l’image pour la de´tection du mouvement, suivie par une analyse de l’image binaire pour
retrouver l’e´tat de l’œil (Benoit et Caplier, 2005). Plusieurs parame`tres des clignements des yeux
ont e´te´ e´tudie´s. Noguchi et al. (2007) ont sugge´re´ l’application des mode`les de Markov cache´s
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« Hidden Markov Models » (HMM) sur les parame`tres de dure´e, d’amplitude et de vitesse des
clignements afin d’obtenir un classifieur a` neuf niveaux de vigilance. Il s’agit e´galement du cas
de Omi et al. (2008), qui ont propose´ une fonction d’estimation du niveau de vigilance, re´sultant
de l’analyse par re´gression multiple sur diffe´rents parame`tres tels que le PERCLOS, la fre´quence
du clignement et la dure´e de fermeture de l’œil.
Il existe des syste`mes qui utilisent des mesures diffe´rentes de celles cite´s auparavant et
puis d’autres qui fusionnent plusieurs parame`tres pour obtenir de meilleurs re´sultats. Ji et al.
(2004) proposent un syste`me ope´rant sous e´clairage infrarouge et combinant plusieurs parame`tres
extraits de l’œil. L’e´clairage infrarouge facilite la de´tection de l’œil graˆce a` l’effet brillant de la
pupille. Ensuite, l’œil est suivi en utilisant le filtre de Kalman. Son e´tat est mesure´ par le
PERCLOS et la vitesse moyenne de fermeture de l’œil qui de´finit le temps ne´cessaire a` sa
fermeture/ouverture comple`te.
Dans (Senaratne et al., 2007), quatre indicateurs de l’hypovigilance ont e´te´ combine´s pour
de´terminer l’e´tat du conducteur, a` savoir : le PERCLOS, la fre´quence d’inclinaison de la teˆte, la
fre´quence de courbure du dos et la fre´quence d’ajustement de la posture. Les auteurs ont obtenu
un taux d’erreur de 15.2% lors de l’utilisation de PERCLOS uniquement, contre un taux de
12.7% pour la fusion des quatre indicateurs.
Friedrichs et Yang (2010) effectuent une de´tection de l’hypovigilance base´e sur le compor-
tement des paupie`res. Le PERCLOS, le changement des distances entre les paupie`res et la
fermeture des yeux sont utilise´s pour cette fin.
2.6 Fre´quence de baˆillement
Le baˆillement est un re´action typique induite par la fatigue. Il se traduit par une ouverture
prolonge´e et incontroˆle´e de la bouche bien diffe´rente des autres de´formations des le`vres. Mohanty
et al. (2009) mode´lisent cette activite´ par une estimation du mouvement non rigide des le`vres
et conside`rent qu’un baˆillement est observe´ si un mouvement particulier des le`vres est maintenu
entre cinq et dix secondes. La technique propose´e ne´cessite une se´rie de pre´-traitements de l’image
(application d’un filtre me´dian, ame´lioration du contraste, binarisation, e´rosions et dilatations)
afin de fournir une estimation initiale de la zone de recherche du contour de la bouche en e´tat
de baˆillement. Ce contour est de´termine´ par un mode`le de contour actif, qui correspond a` une
courbe de´formable dans une image 2D. Pour distinguer entre le degre´ d’ouverture de la bouche
pendant la parole et le baˆillement, les auteurs ont effectue´ une e´tude expe´rimentale sur huit
se´quences ou` ces deux comportements sont simule´s. Les re´sultats sont mesure´s par le nombre
de pixels de l’ouverture du contour de la bouche. Ils ont conclu que le degre´ d’ouverture de la
bouche pendant le pique du baˆillement exce`de trois ou quatre fois celui de la parole.
Fan et al. (2007) localisent et suivent le mouvement de la bouche du conducteur pour de´-
terminer le baˆillement. Ils de´tectent le visage en utilisant des templates de centre de gravite´
(Miao et al., 1999), localisent les coins de la bouche par les projections du visage sur les plans
horizontal et vertical de l’image, et extraient les caracte´ristiques de texture par les ondelettes de
Gabor. L’analyse discriminante line´aire « Linear Discriminant Analysis » (LDA) est applique´e
pour classifier les vecteurs caracte´ristiques de texture et de´tecter le baˆillement. Le test effectue´
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sur 400 frames a fourni un CCR moyen de 95%.
Rongben et al. (2004) de´terminent la zone du visage et de la bouche par l’analyse de la
couleur de la peau. Ensuite, la bouche est de´tecte´ et les caracte´ristiques des le`vres sont calcule´es
par l’analyse des composantes connecte´es. Le suivi de la bouche du conducteur est effectue´ par
le filtre de Kalman. Les caracte´ristiques ge´ome´triques de la re´gion de la bouche (la largeur et
longueur maximale entre les extre´mite´s de la bouche ainsi que la largeur entre les deux le`vres)
sont utilise´es pour la classification par re´seaux de neurones a` re´tropropagation a` trois e´tats, a`
savoir l’e´tat normal, la parole et le baˆillement. Les re´sultats obtenus en testant cette approche
sur un ensemble de 450 frames a fourni un CCR moyen de 96%.
Wang et Shi (2005) proposent de localiser la zone du visage par le de´tecteur de Viola-Jones
(Viola et Jones, 2001), puis d’effectuer son suivi par le filtre de Kalman. Une me´thode base´e sur
la projection niveau de gris est utilise´e pour de´terminer les deux coins de la bouches ainsi que les
limites supe´rieure et infe´rieure des le`vres. Le degre´ d’ouverture de la bouche est ensuite calcule´
par le rapport de la longueur sur la largeur. Un baˆillement est de´tecte´ si ce rapport de´passe un
seuil de plus de 20 frames.
Saradadevi et Bajaj (2008) proposent une me´thode pour localiser et suivre la bouche du
conducteur en utilisant la cascade de classifieurs propose´e par (Viola et Jones, 2001). Les SVM
sont utilise´es pour l’apprentissage du baˆillement dans des images de la bouche afin de de´tecter
la fatigue. Pour valider leur syste`me, les auteurs ont acquis quelques vide´o et ont se´lectionne´
environ 20 images de baˆillement et plus de 1000 images normales pour le test. Pour chaque vide´o,
10 images repre´sentant des individus en baˆillement et 10 images normales sont donne´es pour la
cascade de classifieurs afin d’effectuer l’apprentissage pour la de´tection et le suivi de la bouche.
Ces meˆme images sont fournies aux SVM pour classifier les bouches. Les re´sultats obtenus en
utilisant les images conserve´es pour le test ont produit un CCR de 83%.
Meˆme si l’analyse des yeux reste le crite`re le plus utilise´ pour de´terminer l’e´tat du conducteur
puisqu’il permet de re´ve´ler la somnolence, l’utilisation du baˆillement comme indicateur de la
fatigue est tre`s utile pour renforcer cette de´cision. En effet, l’analyse de la bouche permet de
fournir de meilleurs re´sultats que l’analyse des yeux, puisque l’ouverture de la bouche lie´e au
baˆillement est beaucoup plus apparente dans une image.
2.7 Conclusion
Nous avons pre´sente´ dans ce chapitre diverses techniques utilise´es pour la de´tection de l’e´tat
du conducteur a` partir de l’analyse des yeux et de la bouche, dont nous re´sumons une grande
partie dans le tableau 2.1. Nous pouvons de´duire de cet e´tat de l’art que la majorite´ de ces
techniques suivent une architecture bien pre´cise pour effectuer leurs de´cisions. En effet, nous
distinguons quatre taˆches ne´cessaires pour accomplir une de´tection de l’e´tat du conducteur :
– Acquisition : capturer une vide´o du conducteur en utilisant une ou plusieurs came´ra(s)
a` spectre visible et/ou sensible(s) a` un e´clairage infrarouge. Ge´ne´ralement, le mate´riel
d’acquisition est fixe´ sur le tableau de bord en face du conducteur.
– Pre´-traitement : extraire les donne´es pertinentes a` partir de la vide´o. Cette e´tape consiste
tre`s souvent a` localiser la zone du visage, ainsi qu’a` de´limiter les re´gions des caracte´ris-
?`
CHAPITRE 2. ANALYSE DES CARACTE´RISTIQUES FACIALES POUR LA DE´TECTION DE LA
SOMNOLENCE ET DE LA FATIGUE : E´TAT DE L’ART
Tableau 2.1 – Tableau re´capitulatif des approches de de´tection de la somnolence et de la fatigue
chez le conducteur
Approches Crite`res CCR Donne´es
(D’Orazio et al., 2004) Ouverture/fermeture œil + CHT + Re´seau
de neurones
93% 1474 images
(Zhang et al., 2008) Templates œil + Degre´ d’ouverture 95% 245 images
(Horng et al., 2004) Suivi + Somnolence par couleur globe ocu-
laire
98% 4 vide´os
(Tian et Qin, 2005) Somnolence par mesure de complexite´ de
l’œil
91% 156 images
(Qing et al., 2010) Template œil + PERCLOS - Vide´os
(Grace, 2001) E´clairage IR + PERCLOS - Vide´os
(Senaratne et al., 2007) PERCLOS + Fre´quence inclinaison teˆte +
Fre´quence courbure dos + Fre´quence ajuste-
ment posture
88% Vide´os
(Friedrichs et Yang,
2010)
E´clairage IR + PERCLOS + Distances entre
paupie`res + Fermeture des yeux + Re´seaux
de neurones
83% Vide´os
(Fan et al., 2007) Baˆillement par suivi mouvement bouche +
Ondelettes de Gabor + LDA
95% 400 frames
(Rongben et al., 2004) Baˆillement par analyse des composantes
connecte´es + suivi + Re´seaux de neurones
96% 450 frames
(Saradadevi et Bajaj,
2008)
Baˆillement par suivi + SVM 83% 1020 images
tiques a` e´tudier (yeux et/ou bouche).
– Unite´ de diagnostique : analyser les caracte´ristiques faciales extraites dans l’e´tape pre´ce´-
dente pour relever les diffe´rents e´tats du conducteur. Cette e´tape est conside´re´e comme le
cœur du syste`me.
– De´cision : de´terminer les e´tats qui ne´cessitent l’e´mission des avertissements relatifs a` l’hy-
povigilance du conducteur.
Ainsi, nous proposons dans le chapitre 3 deux approches qui respectent ces diffe´rentes e´tapes
pour de´terminer la somnolence et la fatigue chez le conducteur. Nous avons opte´ pour une
conception base´e sur l’e´tude de l’e´tat d’ouverture/fermeture des yeux et de la bouche, puisque
nous avons e´te´ motive´ par la simplicite´ et l’efficacite´ de ce type d’approches. En effet, nous avons
pense´ a` utiliser la technique de la CHT pour de´terminer l’ouverture des yeux, mais aussi celle
de la bouche. Nous de´sirons pre´ciser que cette technique a e´te´ pre´ce´demment utilise´e dans la
litte´rature pour estimer l’e´tat des yeux (D’Orazio et al., 2004; Flores et al., 2010; Devi et al.,
2011), mais n’a jamais e´te´ exploite´e auparavant pour l’analyse de la bouche. Pour ame´liorer la
performance de la CHT, nous avons conc¸u des de´tecteurs de contours originaux pour l’œil et
pour la bouche base´s sur leur morphologie. Les re´sultats obtenus par les deux approches sont
satisfaisants, comme le prouve les se´ries de tests effectue´es sur des se´quences vide´o re´elles.
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3.1 Introduction
D
ans le pre´sent chapitre, nous de´taillons la solution propose´e pour de´tecter la somnolence
et la fatigue chez le conducteur a` partir de l’analyse des caracte´ristiques faciales. Avant
de traiter ces proble`mes, il est ne´cessaire d’isoler les zones d’inte´reˆt a` partir de l’image du
conducteur, a` savoir les re´gions des deux yeux et de la bouche. Ainsi, nous pre´sentons dans la
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section 3.2 la technique utilise´e pour l’extraction du visage, suivie par celle permettant l’isolation
des zones d’inte´reˆt. Ensuite, nous de´veloppons les techniques propose´es pour la de´tection de la
somnolence (section 3.3) et de la fatigue (section 3.4) chez le conducteur. Enfin, nous pre´sentons
un ensemble de re´sultats expe´rimentaux dans la section 3.6
3.2 Localisation des zones d’inte´reˆt
La proce´dure que nous utilisons pour localiser les re´gions d’inte´reˆt des yeux et de la bouche
ope`re sur une zone de visage en niveaux de gris, extraite en utilisant une bibliothe`que base´e
sur les SVM et dont le fonctionnement est pre´sente´ dans la sous-section 3.2.1. Ensuite, nous
de´taillons notre proce´dure fonde´e essentiellement sur la structure ge´ne´rale du visage ainsi que
sur la projection de ses pixels pour extraire a` la fois l’œil gauche, l’œil droit (voir la sous-section
3.2.2) et la bouche (voir la sous-section 3.2.3).
3.2.1 De´tection du visage par SVM
L’extraction du visage a` partir d’une frame de la se´quence vide´o du conducteur est la pre-
mie`re e´tape que nous effectuons pour re´duire la zone de recherche des caracte´ristiques faciales.
Nous avons choisi d’appliquer une me´thode de de´tection du visage conc¸ue par Romdhani et al.
(2001) et optimise´e par Kienzle et al. (2005). Cette me´thode base´e sur les SVM, que nous avons
pre´sente´s dans la sous-section 2.2.1, a donne´ naissance a` la bibliothe`que fdlib 1.
L’ide´e de base de la me´thode repre´sente´e par la bibliothe`que fdlib est d’appliquer une feneˆtre
sur toutes les positions, les e´chelles et les orientations de l’image. Ensuite, un SVM non line´aire
est applique´ pour de´terminer si un visage est contenu dans la feneˆtre. Le SVM non line´aire
compare le patch d’entre´e a` un ensemble de vecteurs supports qui peuvent eˆtre conside´re´s comme
des mode`les de visage ou des mode`les de non-visage. Un score est attribue´ au vecteur support
par une fonction non line´aire pour chaque feneˆtre. Un visage est de´tecte´ si la somme re´sultante
de´passe un seuil.
Puisque l’espace de recherche est volumineux, un ensemble de vecteurs re´duits est calcule´ a`
partir des vecteurs supports pour optimiser le temps de calcul des SVM. En effet, seul un sous-
ensemble de vecteurs re´duits est ne´cessaire pour e´liminer les objets ne correspondant pas au
visage. L’optimisation introduite par Kienzle et al. (2005) concerne l’ensemble des vecteurs sup-
ports remplace´ par un ensemble re´duit de points synthe´tise´s de l’espace d’entre´e. Contrairement
aux me´thodes qui re´duisent cet ensemble par une optimisation sans contrainte, une contrainte
structurelle est impose´e sur les points synthe´tise´s afin que les approximations re´sultantes puissent
eˆtre e´value´es par des filtres se´parables. Ainsi, le rang de´fini par l’utilisateur, correspondant au
nombre de filtres se´parables dans lesquels les vecteurs re´duits sont de´compose´s, fournit un me´-
canisme pour controˆler le compromis entre la pre´cision et la vitesse de l’approximation.
Nous avons choisi d’utiliser cette me´thode base´e sur l’aspect pour son efficacite´ et sa capacite´
a` atteindre un CCR de 95%, selon les auteurs. De plus, il n’est pas ne´cessaire de parame´trer
1. Le code source de fdlib est disponible sur le lien suivant http://people.kyb.tuebingen.mpg.de/kienzle/
facedemo/facedemo.htm
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manuellement la bibliothe`que fdlib pour avoir de bons re´sultats. Meˆme si fdlib permet de de´tecter
plusieurs visages, nous allons nous restreindre a` la de´tection d’un seul visage qui correspond au
visage de dimension maximale repre´sentant celui du conducteur. Avant d’appliquer fdlib, nous
ajustons le contraste de la frame courante. La figure 3.1 pre´sente le re´sultat obtenu sur une frame
re´elle de notre base de donne´es, que nous de´taillons dans la sous-section 3.6.2. Le re´sultat de
cette e´tape est une zone contenant le visage du conducteur en niveaux de gris sur laquelle nous
appliquons une me´thode base´e sur la ge´ome´trie du visage pour localiser la re´gion de chaque œil,
de´taille´e dans la sous-section 3.2.2, ainsi que la re´gion de la bouche, pre´sente´e dans la sous-section
3.2.3.
3.2.2 Localisation des yeux
En premier lieu, nous re´duisons la zone de recherche des yeux en fixant une limite infe´rieure et
une limite supe´rieure au niveau du visage. Ceci est effectue´ par la proce´dure que nous proposons
et qui se compose des sous-e´tapes suivantes :
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X E´tapes de la localisation de la limite infe´rieure et de la limite supe´rieure des yeux.
(a) Image Gradient ; (b) Projection horizontale ; (c) Projection horizontale lisse´e ; (d) Projection
horizontale traite´e ; (e) Niveaux des yeux ; (f) Zone des yeux.
– Nous calculons les gradients du visage selon les directions horizontale et verticale, note´s Gx
et Gy. Nous conside´rons un espacement important entre les points selon chaque direction
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(fixe´ expe´rimentalement a` 55), afin d’obtenir un contour fin. Par la suite, nous ferons
re´fe´rence au gradient du visage par :
G =
√
G2x +G
2
y
L’image gradient ainsi obtenue est illustre´e par la figure 3.2-a.
– Nous calculons la projection horizontale de l’image gradient (Figure 3.2-b). Un e´le´ment
de la projection horizontale est la somme des pixels de la ligne i donne´e par :
projh(i) =
∑
j
(grad(i, j))
Ou` grad symbolise l’image gradient et j repre´sente l’indice d’une colonne.
– Nous re´duisons le nombre de pics de la projection horizontale par un lissage. Cela revient
a` remplacer chaque k e´le´ments de la projection par leur moyenne :
projh(i) =
∑i+k
l=i projh(l)
k
Ainsi, nous obtenons une re´duction par k de la taille du vecteur de projection. La figure
3.2-c illustre un lissage avec k = 4, qui correspond au facteur que nous avons de´termine´
expe´rimentalement.
– Sachant que le niveau des yeux ne se situe ni dans l’extre´mite´ supe´rieure ni dans l’extre´mite´
infe´rieure du visage, nous avons propose´ de proce´der a` la mise a` ze´ro des e´le´ments du
vecteur de projection correspondants a` ces parties du visage. Ainsi, les e´le´ments situe´s
avant la projection maximale du premier tiers du visage et les e´le´ments situe´s apre`s la
projection maximale du dernier tiers sont annule´s. Le re´sultat de ce traitement apparait
dans la figure 3.2-d.
– Apre`s les traitements effectue´s sur la courbe de projection horizontale, nous de´terminons
le niveau des yeux, illustre´ par la figure 3.2-e, comme e´tant le premier pic de la figure
3.2-d.
– La limite infe´rieure et la limite supe´rieure des yeux (Figure 3.2-f) sont obtenues en construi-
sant un intervalle autour du niveau des yeux. Cet intervalle prend en conside´ration la taille
de l’image du visage.
L’e´tape de se´paration de l’œil gauche et de l’œil droit s’effectue sur le gradient de la zone
des yeux, illustre´ par la figure 3.3. Nous proposons d’effectuer cette e´tape comme suit :
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– Nous avons pense´ a` diviser le gradient de la zone des yeux en deux zones e´gales, corres-
pondant respectivement a` la zone de recherche de l’œil gauche et de l’œil droit (Figure
3.4).
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– Nous calculons la projection verticale (Figure 3.5) de la zone de recherche de l’œil gauche.
Chaque e´le´ment de cette projection s’obtient en sommant les pixels appartenant a` la
colonne j :
projv(j) =
∑
i
grad(i, j)
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– Nous avons aussi pense´ a` diviser le vecteur de projection en deux parties e´gales.
– Pour de´terminer la frontie`re entre la peau et le coin externe de l’œil gauche, nous proposons
de retrouver la dernie`re colonne de la premie`re partie ne contenant pas de contours. Cela
correspond au dernier e´le´ment de cette partie infe´rieur a` un seuil (fixe´ expe´rimentalement
a` 0.6).
– Pour de´tecter la frontie`re entre la peau et le coin interne de l’œil gauche, nous proposons
de relever dans la deuxie`me partie, la premie`re colonne ne contenant pas de contours. Cela
correspond au premier e´le´ment de cette partie infe´rieur au meˆme seuil.
– A` la suite de ces traitements que nous avons de´veloppe´s, nous obtenons une re´gion res-
treinte de l’œil gauche, pre´sente´e par la figure 3.6.
– Les traitements effectue´s sur la zone de recherche de l’œil droit sont identiques a` ceux que
nous venons de concevoir pour la zone de recherche de l’œil gauche. Nous obtenons ainsi
une re´gion restreinte de l’œil droit, pre´sente´e par la figure 3.7.
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3.2.3 Localisation de la bouche
La localisation de la bouche s’effectue sur la moitie´ infe´rieure du gradient du visage (Figure
3.8) et se compose des sous-e´tapes suivantes que nous avons e´labore´e :
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cherche de la bouche
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limite´e a` gauche et a` droite
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lise´e
– Nous calculons la projection verticale de la zone de recherche de la bouche, que nous
divisons en deux parties e´gales.
– Nous recherchons la limite gauche et la limite droite de la bouche dans la premie`re et la
seconde partie respectivement. Nous respectons la meˆme proce´dure re´alise´e pour de´termi-
ner les limites entre la peau et les coins de l’œil gauche. Nous obtenons ainsi une re´gion
de la bouche plus re´duite, illustre´e par la figure 3.9.
– Nous de´terminons la limite supe´rieure et infe´rieure de la bouche a` partir du gradient
de la zone re´duite. Pour ceci, nous calculons la projection horizontale de cette zone et
nous cherchons le premier e´le´ment dont la valeur est infe´rieure a` un certain seuil (fixe´
expe´rimentalement a` 0.8), qui repre´sente la limite supe´rieure de la bouche.
– Nous de´terminons le dernier e´le´ment infe´rieur a` ce seuil, qui incarne la limite infe´rieure
de la bouche. Ainsi, nous obtenons une re´gion restreinte de celle-ci, illustre´e par la figure
3.10.
Les re´sultats obtenus apre`s la Localisation des re´gions des yeux et de la bouche pre´sente´es
par les figures 3.6, 3.7 et 3.10 sont utilise´s pour de´terminer l’e´tat de vigilance du conducteur.
3.3 De´tection de la somnolence par l’analyse des yeux
La somnolence est la difficulte´ a` se maintenir e´veille´ lors de la conduite automobile. Elle
se caracte´rise par des pe´riodes de micro-sommeil (2 a` 6 secondes) pouvant eˆtre extreˆmement
dangereuses pour la se´curite´ routie`re. Pour de´tecter ces pe´riodes, nous appliquons la CHT sur
l’image de l’œil afin de de´tecter la pre´sence de l’iris. Dans la sous-section 3.3.1, nous pre´sentons
la me´thode de la CHT.
Il est possible e´galement d’appliquer une technique de classification, telle que les SVM, pour
diffe´rencier entre un œil ouvert et un œil ferme´. Cependant, l’avantage de la CHT est qu’elle ne
ne´cessite aucun apprentissage, contrairement aux techniques de classification.
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3.3.1 Transforme´e de Hough Circulaire
• The´orie de la Transforme´e de Hough
Tre`s peu d’attention a e´te´ porte´e dans la litte´rature a` une de´finition convenable de la trans-
forme´e de Hough « Hough Transform » (HT) (Duda et Hart, 1972). Il s’en suit une confusion
fre´quente sur le type d’ope´ration effectivement re´alise´, et une prolife´ration de termes impre´cis
pour qualifier des modifications mineures HT e´tendue, ou ge´ne´ralise´e, ou modifie´e, etc. Nous
regroupons usuellement sous le nom de HT des transformations qui permettent de de´tecter dans
des images la pre´sence de courbes parame´triques appartenant a` une famille connue, a` partir
d’un ensemble de points se´lectionne´s, appele´s points caracte´ristiques. La HT utilise essentielle-
ment l’information spatiale des points caracte´ristiques (leur position dans l’image), mais parfois,
elle tient compte e´galement de l’information contenue dans le signal de l’image lui-meˆme, qui
correspond a` la valeur de la luminance en un point donne´. Nous conside´rons que ce signal est
une fonction scalaire : image en niveaux de gris, mais rien ne s’oppose a` ce qu’il soit vectoriel :
image couleur ou multispectrale. Nous de´signerons par n la dimension de l’espace de de´finition de
l’image. Soit R l’espace image, et E un ensemble de N points se´lectionne´s par un pre´-traitement
E = {Mi, i = 1...N}ǫR. Un point M de R est repe´re´ par ses coordonne´es x. Soit Ω ⊂ R
p un
espace de parame`tres et F (e´quation 3.1) une famille de courbes dans Rn parame´tre´e par a.
F = {{x : f(x, a) = 0, xǫRn}, : aǫΩ} (3.1)
La HT associe´e a` la famille F est une transformation qui fait correspondre a` l’ensemble E une
fonction g de´finie sur Ω. Il existe donc de nombreuses HT, les deux principales sont les suivantes :
– Transformation de m a` 1 2 :
Soit m le nombre minimal de points de R de´finissant une courbe de F. Soit E(m) (e´quation
3.2) l’ensemble de tous les m-uplets issus de E avec Card(E(m)) = CmN .
E
(m) = {M
(m)
i = {Mi1,Mi2, ...,Mim :MikǫE}} (3.2)
A` tout m-uplet M
(m)
i de E
(m) est associe´ une courbe de F de parame`tre ai. Soit C(a) la
fonction caracte´ristique de Rp. La HT de m a` 1 est de´finie par l’e´quation 3.3
g(a) =
∑
M
(m)
i
ǫE(m)
c(a− ai) (3.3)
– Transformation de 1 a` m :
Par tout pointMi de R
n passent m courbes de F. Soit Ai l’ensemble des valeurs de a telles
que f(xi, a) = 0 : Ai = {ak = f(xi, a) = 0}. La HT de 1 a` m est de´finie par l’e´quation 3.4
g(a) =
∑
M
(m)
i
ǫE(m)
∑
akǫA
(i)
c(a− ak) (3.4)
2. L’expression HT de 1 a` m et l’expression HT de m a` 1 viennent de l’anglais « one to many » et « many to
one ».
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– En pratique la HT de 1 a` m conduit a` des calculs moins nombreux que la HT de m a`
1, car elle e´vite une recherche combinatoire parmi les points. D’autre part, elle se preˆte
bien a` des imple´mentations rapides, par sa structure paralle´lisable. Pour ces raisons, elle
correspond a` la HT la plus utilise´e, et le nom HT ge´ne´rique lui est souvent re´serve´.
– S’il existe dans l’image quelques repre´sentants de F, et si le pre´-traitement a effectue´
une se´lection judicieuse des points M , il est probable que la fonction g posse´dera pour
quelques valeurs de a, soit des maximums marque´s, soit une accumulation de valeurs.
La taˆche de reconnaissance de formes dans Rm est ainsi transforme´e en une taˆche de
recherche de maximums ou de recherche de nuages de valeurs, qui correspond a` une taˆche
assez connue. Alors, la HT non seulement de´tecte la pre´sence d’une ou plusieurs courbes
mais e´galement les identifie.
– En pratique, la fonction g est usuellement construite a` partir d’une repre´sentation quan-
tifie´e de l’espace Ω. A` chaque cellule de quantification repre´sentant une valeur de a, est
associe´ un compteur. Ainsi, pour chaque m-uplet M (m), ou pour chaque point M , est
incre´mente´ un ou plusieurs compteurs de Ω. En fin de transformation, la valeur de g(a)
est prise e´gale au compte associe´ a` la cellule a .
– Exemple : De´tection de cercles
Un cercle de R2 est parame´tre´ ge´ne´ralement par les coordonne´es de son centre (a, b) et
par son rayon r : a = {a, b, r}; (x− a)2 + (y − b)2 = r2. Dans ce cas, p = 3 et l’espace de
Hough Ω n’est pas aise´ment repre´sentable. Dans la HT de m a` 1, nous ve´rifions e´galement
que m = 3 et que le cardinal de g(m) vaut C3N =
1
6N(N − 1)(N − 2). La HT de m a` 1
passe donc par la re´solution de O(N3) e´quations du second degre´, chacune donnant un
centre et un rayon d’un cercle connaissant trois de ses points. Donc, il est ne´cessaire de
disposer de trois points de E pour de´terminer un point de Ω.
• The´orie de la Transforme´e de Hough Circulaire
La CHT est utilise´e pour de´tecter les contours circulaires dans une image. Sachant que
l’e´quation du cercle est donne´e par : r2 = (x− a)2+ (y− b)2, la repre´sentation parame´trique du
cercle peut eˆtre e´crite sous la forme de l’e´quation 3.5. Afin de simplifier cette repre´sentation, le
rayon peut eˆtre conside´re´ constant.
x = a+ r cos(θ) et y = b+ r sin(θ) (3.5)
Dans le but de de´terminer des cercles dans une image, nous conside´rons que le pre´-traitement
a` effectuer est la de´tection de contours et que tous les contours doivent eˆtre obtenus par un
de´tecteur de contours efficace.
A` chaque point du contour, un cercle est dessine´ en gardant un rayon souhaite´. Les coor-
donne´es qui appartiennent au pe´rime`tre du cercle dessine´ sont incre´mente´s et transmis par le
biais d’un accumulateur. Apre`s avoir dessine´ des cercles pour chaque point du contour avec un
rayon souhaite´, les coordonne´es correspondant au cercle sont incre´mente´s dans l’accumulateur.
Ainsi, l’accumulateur contient des nombres correspondant au nombre de cercles passant par les
coordonne´es individuels. Les coordonne´es qui apparaissent le plus souvent repre´sentent le centre
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du cercle pre´sent dans l’image. Le processus de de´tection du centre d’un cercle dans une image
est illustre´ par la figure 3.11.
Avant d’appliquer la CHT, il est ne´cessaire de fixer la valeur estime´e du rayon r du cercle
recherche´. Si la valeur du rayon n’est pas connue au pre´alable, il est possible de de´finir un
intervalle de valeurs permises pour ce rayon.
3.3.2 Transforme´e de Hough Circulaire pour la de´tection de l’iris
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Figure 3.12 – Application des de´tecteurs de
contours standards sur un œil ouvert
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Figure 3.13 – Application des de´tecteurs de
contours standards sur un œil ferme´
Comme nous l’avons de´fini dans la sous-section 3.3.1, la CHT permet d’extraire les cercles en
ope´rant sur une image des contours. Toutefois, la qualite´ des re´sultats obtenus par la CHT est
tre`s lie´e au de´tecteur de contours que nous appliquons. Pour de´terminer le de´tecteur le plus
adapte´ a` l’extraction du contour de l’iris, nous avons applique´ des filtres standards, a` savoir les
filtres de Sobel, Prewitt, Roberts, laplacien de gaussienne « Laplacian of Gaussian » (LoG) et
Canny, sur quelques images de l’œil dont le contraste a e´te´ ajuste´.
La figure 3.12 et la figure 3.13 exposent les re´sultats obtenus apre`s l’application de ces filtres
sur une image de l’œil ouvert et une image de l’œil ferme´ respectivement. Nous remarquons que
tous ces filtres ne fournissent pas la forme du contours requise pour extraire l’iris quand l’œil est
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Figure 3.14 – Morphologie de l’œil
ouvert (Figure 3.12). Nous constatons e´galement la pre´sence de formes circulaires quand l’œil est
ferme´ (Figure 3.13). Ainsi, nous de´duisons que l’application de la CHT sur ce type de contours
ne peut fournir de bons re´sultats. Pour cette raison, nous avons conc¸u un de´tecteur de contours
adapte´ a` la morphologie de l’œil, que nous pre´sentons dans ce qui suit.
3.3.2.1 De´tecteur du contour de l’iris
Le de´tecteur du contour de l’iris original que nous proposons se base sur la morphologie de
l’œil, illustre´e par la figure 3.14. En observant un œil ouvert, nous remarquons qu’il est constitue´
d’un disque interne sombre, qui correspond a` la pupille, entoure´ par un disque plus grand et
dont les intensite´s diffe`rent selon la couleur des yeux de l’individu. Ce disque n’est autre que
l’iris qui, a` son tour, est entoure´ par la scle`re dont la couleur est toujours plus claire que celle
de l’iris. Finalement, le tout est entoure´ par les paupie`res infe´rieure et supe´rieure constitue´es
de peau. Cette structure particulie`re de l’œil nous a permis de proce´der a` une extraction du
contour de l’iris a` partir des variations significatives entre les intensite´s de l’iris et de la scle`re.
Pour construire le de´tecteur du contour de l’iris a` partir de l’image de l’œil, nous conside´rons
uniquement les pixels pouvant appartenir a` l’iris, qui correspondent aux pixels x dont le niveau
de gris est infe´rieur a` un seuil (fixe´ expe´rimentalement a` l’intensite´ moyenne des pixels). Pour
chaque pixel x, nous de´terminons un voisinage de n pixels a` gauche et de n pixels a` droite de x,
puis nous calculons la diffe´rence entre x et ces voisins. Nous avons choisi de de´terminer n par le
nombre de colonnes de l’image de l’œil que nous divisons par 12.
– Contour gauche : si au moins n−1 voisins gauches produisent une diffe´rence supe´rieure
a` un seuil thsup et au moins n− 1 voisins droits fournissent une diffe´rence infe´rieure a` un
seuil thinf , nous de´duisons que le pixel x appartient au contour gauche de l’iris et nous le
mettons a` 1.
– Contour droit : si au moins n− 1 voisins gauches fournissent une diffe´rence infe´rieure a`
thinf et au moins n − 1 voisins droits produisent une diffe´rence supe´rieure a` thsup, nous
concluons que le pixel x appartient au contour droit de l’iris et nous le mettons a` 1.
La figure 3.15 illustre l’emplacement des contours gauche et droit dans une image de l’œil
ouvert.
– Interpre´tation : Un pixel du contour gauche posse`de des voisins gauches d’intensite´
beaucoup plus grande, tandis que ses voisins droits ont une intensite´ presque identique a`
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la sienne. Cette remarque se voit inverse´e pour un pixel du contour droit, dont l’intensite´
est tre`s proche de celle de ses voisins gauches, tandis que l’intensite´ de ses voisins droits
est beaucoup plus e´leve´e que la sienne. De ce fait, le seuil thsup doit eˆtre bien choisi afin de
mettre en e´vidence la diffe´rence qui existe entre les intensite´s des pixels de l’iris et celles
de ses voisins appartenant a` la scle`re. Nous avons de´termine´ expe´rimentalement thsup par
la diffe´rence entre la plus grande intensite´ et la plus faible intensite´ des pixels de l’œil
divise´e par 6. Le seuil thinf , quant a` lui, doit eˆtre choisi afin de respecter la ressemblance
entre les intensite´s des pixels appartenant a` l’iris. Nous avons fixe´ ce seuil a` 10.
La figure 3.16 expose les re´sultats obtenus apre`s l’application du de´tecteur propose´ aux yeux
ouverts et ferme´s. Nous pouvons conclure que notre de´tecteur du contour de l’iris permet d’iden-
tifier un contour pour l’œil ouvert uniquement.
3.3.2.2 Application de la Transforme´e de Hough Circulaire
Apre`s avoir propose´ un de´tecteur de contours adapte´ a` notre proble`me de de´tection de l’iris,
nous pouvons lui appliquer la CHT pour obtenir le rayon de l’iris a` partir duquel nous de´cidons
si l’œil est ouvert ou ferme´. Meˆme si nous avons de´ja` de´fini la CHT dans la sous-section 3.3.1
d’un point de vue the´orique, nous allons pre´senter dans cette partie les e´tapes de l’algorithme
que nous appliquerons par la suite et que nous illustrons par la figure 3.17 :
– A` chaque ite´ration de la CHT, trois pixels du contour (pixels e´gaux a` 1) sont choisis
ale´atoirement. Si ces pixels ne sont pas coline´aires et si la distance entre les coordonne´es
de chaque deux pixels de´passe un seuil (fixe´ a` 8), nous calculons les coordonne´es du centre
et le rayon du cercle candidat de´termine´ par ces trois points. Nous rappelons que le calcul
du centre et du rayon pre´sent dans une image par la CHT se fait par le passage d’un
repe`re de l’image vers un repe`re contenant les parame`tres du cercle.
– Le rayon et les coordonne´es du centre du cercle candidat seront affecte´s a` un accumulateur,
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s’ils sont compris entre des seuils pre´de´finis qui de´termineront la taille maximale et minimal
du cercle candidat.
– Nous calculons la distance entre les coordonne´es du centre et tous les pixels appartenant
au contour. Si cette distance est infe´rieure a` un seuil (e´gal a` 3), nous incre´mentons le
compteur des pixels appartenant au cercle candidat. Si ce compteur est supe´rieur a` un
seuil (π ∗ rayon), nous conside´rons que le cercle peut repre´senter l’iris. Nous retenons les
pixels qui ne lui appartiennent pas comme nouvel ensemble des contours, a` partir duquel
nous se´lectionnons trois nouveaux pixels pour repre´senter un nouveau cercle candidat.
– L’algorithme s’arreˆte quand l’ensemble des contours contient peu d’e´le´ments ou quand
le nombre maximal d’ite´rations tole´re´ est atteint. Puisqu’on de´sire de´terminer le cercle
repre´sentant l’iris, nous se´lectionnons le cercle de plus grand rayon.
La figure 3.18 expose le re´sultats de la de´tection de l’iris par la CHT. Dans la sous-section 3.3.3,
nous pre´sentons notre algorithme de prise de de´cision en ce qui concerne la somnolence chez le
conducteur.
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3.3.3 De´tection de la somnolence chez le conducteur
Puisque nous caracte´risons la somnolence chez le conducteur par les pe´riodes de micro-
sommeil, nous de´terminons la pre´sence d’intervalles de micro-sommeil d’une dure´e minimale de
2 secondes comme suit :
– Pour re´duire le temps de calcul, nous ve´rifions en premier lieu l’e´tat de l’œil gauche. Si
l’iris est pre´sent au niveau de cet œil, nous effectuons l’e´tape de de´tection de la fatigue
que nous de´taillons dans la section 3.4.
– Si l’iris n’est pas de´tecte´ au niveau de l’œil gauche, nous de´terminons l’e´tat de l’œil droit.
– Si l’œil droit contient l’iris, nous conside´rons qu’une erreur de de´tection s’est produite au
niveau de la de´tection de l’iris de l’œil gauche et nous effectuons l’e´tape de de´tection de
la fatigue (section 3.4).
– Si l’œil droit ne contient pas d’iris, nous incre´mentons le compteur du nombre de frames
conse´cutives contenant les deux yeux ferme´s.
– Quand ce compteur de´passe un seuil (correspondant a` 2 secondes de fermeture conse´cutive
des deux yeux), nous e´mettons une alarme pour indiquer que le conducteur est somnolent.
Il est vrai que l’e´tat le plus critique de baisse de vigilance est la somnolence. Toutefois, en ge´ne´ral,
la fatigue pre´ce`de la somnolence. Ainsi, nous avons introduit la de´tection de la fatigue a` partir
de la fre´quence de baˆillement comme second crite`re pour pre´venir le conducteur avant que la
somnolence ne se produise.
3.4 De´tection de la fatigue par l’analyse de la bouche
La fatigue chez le conducteur est un processus cumulatif entraˆınant des difficulte´s croissantes
a` poursuivre la conduite automobile et allant jusqu’a` une baisse des performances. Puisque la
fatigue est caracte´rise´e par le fait de baˆiller assez souvent, nous avons choisi de de´tecter les
baˆillements e´mis par le conducteur pour relever un e´tat de fatigue. On sait que ge´ne´ralement, au
cours du baˆillement, la bouche reste grande ouverte entre 2 a` 10 secondes. Ainsi, pour de´tecter
un baˆillement, nous appliquons la CHT sur l’image de la bouche afin de de´tecter une grande
ouverture de celle-ci.
3.4.1 Transforme´e de Hough Circulaire pour la de´tection du baˆillement
Comme nous l’avons de´fini dans la section 3.3, la CHT extrait les cercles en ope´rant sur une
image obtenue apre`s une de´tection des contours permettant de relever des points caracte´ristiques
de la forme que nous de´sirons mettre en e´vidence. Nous avons ainsi teste´ plusieurs de´tecteurs
de contours connus (Sobel, Prewitt, LoG et Canny) sur des bouches ferme´es, peu ouvertes et
grandes ouvertes, comme le montre la figure 3.19. Cependant, nous avons obtenu des formes
circulaires dans tous les cas. Pour cette raison, nous avons conc¸u un de´tecteur de contours pour
distinguer la grande ouverture pre´sente dans la bouche lors d’un baˆillement. Ce de´tecteur de
contours est tre`s proche de celui que nous avons avons conc¸u pour de´tecter le contour de l’iris
dans la sous-section 3.3.2.1.
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ouvertes et grandes ouvertes
3.4.1.1 De´tecteur du contour du baˆillement
Le de´tecteur du contour que nous proposons est original et se base sur la morphologie de la
bouche lors du baˆillement. Dans ce cas, la bouche pre´sente une grande surface sombre posse´dant
une forme pseudo-circulaire, comme illustre´ par la figure 3.20. Cette surface est de´limite´e par des
re´gions de peau correspondant aux le`vres infe´rieures et supe´rieures, et e´ventuellement, une partie
des dents. Ainsi, nous pouvons exploiter la grande variation des intensite´s entre la zone sombre
du baˆillement et la peau des le`vres (ou les dents) pour construire le de´tecteur du contour de la
grande ouverture de la bouche. Comme pour le de´tecteur du contour de l’iris, nous conside´rons
äåæç èåéêëç
Lèvre supérieure
Lèvre inférieure
Dents
W& a
.45
X S  " ﬁﬃ "  ﬁ#""
uniquement les pixels x de l’image de la bouche susceptibles d’appartenir a` la grande ouverture
de celle-ci. Pour chaque pixel x, nous de´terminons un voisinage de n pixels en haut et de n pixels
en bas de x, puis nous calculons la diffe´rence entre x et ces n pixels voisins en haut et en bas.
Le nombre de voisins n est de´termine´ par un cinquie`me du nombre des colonnes de l’image de
la bouche.
– Contour supe´rieur : si au moins n−1 voisins hauts fournissent une diffe´rence supe´rieure
a` un seuil thsup et si au moins n− 1 voisins bas produisent une diffe´rence infe´rieure a` un
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seuil thinf , nous de´duisons que le pixel x appartient au contour supe´rieur de l’ouverture
de la bouche et nous le mettons a` 1.
– Contour infe´rieur : si nous disposons d’au moins n − 1 voisins hauts produisant une
diffe´rence infe´rieure a` thinf et d’au moins n−1 voisins bas fournissant une diffe´rence supe´-
rieure a` thsup, nous de´duisons que le pixel x appartient au contour infe´rieur de l’ouverture
de la bouche et nous le mettons a` 1.
La figure 3.21 illustre les contours supe´rieur et infe´rieur de la bouche pendant le baˆillement.
W& a
.41
X

""     !  " ﬁﬃ "  ﬁ#""
– Interpre´tation : Dans le cas d’un pixel du contour supe´rieur, nous remarquons que
l’intensite´ de ses voisins hauts est tre`s e´leve´e par rapport a` la sienne, tandis que l’intensite´
de ses voisins bas est presque identique a` la sienne. Cette remarque se voit inverse´e pour
un pixel du contour infe´rieur, dont l’intensite´ est tre`s proche de celle de ses voisins hauts,
tandis que l’intensite´ de ses voisins bas est tre`s distincte de la sienne. Ainsi,le seuil thsup
doit eˆtre choisi afin de mettre en e´vidence la diffe´rence entre l’intensite´ des pixels de
l’ouverture de la bouche et ses voisins qui appartiennent a` la peau ou aux dents. Nous
avons de´fini ce seuil par la diffe´rence entre la plus grande intensite´ et la plus faible intensite´
des pixels de l’œil divise´e par 8. En ce qui concerne le seuil thinf , il doit favoriser la
ressemblance entre l’intensite´ des pixels appartenant a` l’ouverture de la bouche. Nous
avons donc fixe´ ce seuil a` 10.
La figure 3.22 expose les re´sultats obtenus apre`s l’application de notre de´tecteur de contours sur
des bouches ferme´es, peu ouvertes et grandes ouvertes.
3.4.1.2 Application de la Transforme´e de Hough Circulaire
Apre`s avoir de´termine´ le de´tecteur de contours adapte´ a` notre proble`me de de´tection du
baˆillement, nous pouvons lui appliquer la CHT pour obtenir le rayon de l’ouverture a` partir
duquel nous de´cidons si la bouche est grande ouverte ou non. La CHT que nous appliquons
est celle de´fini dans la sous-section 3.3.2.2. Puisqu’on de´sire de´terminer le cercle repre´sentant la
grande ouverture de la bouche, nous se´lectionnons le cercle de plus grand rayon pour repre´senter
celle-ci. La figure 3.23 expose un exemple de la de´tection de la grande ouverture de la bouche
par la CHT.
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3.4.2 De´tection de la fatigue chez le conducteur
La fatigue chez le conducteur se caracte´rise par la pre´sence des baˆillements qui durent entre
2 et 10 secondes. Ainsi, nous de´terminons, par les e´tapes suivantes, la pre´sence d’une suite de
frames ou` la bouche est grande ouverte pendant au moins 2 secondes :
– Pour re´duire le temps de calcul, l’e´tat de la bouche est de´termine´ si l’œil gauche est ouvert,
mais aussi si l’œil gauche est ferme´ et que l’œil droit est ouvert.
– Si la bouche est grande ouverte, nous incre´mentons le compteur de frames conse´cutives
qui lui correspond. Quand ce compteur de´passe une valeur repre´sentant une dure´e de 2
secondes, nous concluons qu’il y a un baˆillement et nous incre´mentons le compteur des
baˆillements.
– Une fois que ce compteur de baˆillements est important, nous e´mettons une alarme pour
indiquer que le conducteur est fatigue´.
Nous de´terminons l’e´tat de la bouche que si au moins l’un des deux yeux est ouvert pour re´duire le
temps d’exe´cution. D’une autre part, nous conside´rons que le conducteur est incapable d’observer
la route s’il baˆille en ayant les yeux ferme´s. Ainsi, nous traitons ce cas comme une somnolence.
3.5 Sche´ma ge´ne´ral du syste`me
Nous pre´sentons le sche´ma 3.24 pour illustrer la conception ge´ne´rale des approches propose´es
pour la de´tection de la fatigue et de la somnolence chez le conducteur. Nous re´sumons les
diffe´rentes e´tapes du syste`me par les parties nume´rote´es par des chiffres romains dans cette
figure :
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I De´tection du visage par la bibliothe`que fdlib (sous-section 3.2.1).
II Localisation des yeux et de la bouche (sous-section 3.2.2 et sous-section 3.2.3).
III Ve´rification de l’e´tat de l’œil gauche (sous-section 3.3.3) :
IV S’il est ferme´, ve´rification de l’e´tat de l’œil droit. S’il est aussi ferme´, comptage du nombre
de frames conse´cutives pre´sentant les deux yeux ferme´s. Une fois ce compteur correspond
a` une fermeture de plus de 2 secondes, e´mission d’une alerte de somnolence.
V Si l’un des yeux est ouvert, ve´rification de l’e´tat de la bouche (sous-section 3.4.2) :
VI Si elle est grande ouverte, comptage du nombre de bouches conse´cutives en e´tat de baˆille-
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ment. Si ce compteur correspond a` une dure´e supe´rieure a` 2 secondes, incre´mentation du
nombre de baˆillements et e´mission d’une alerte de fatigue quand ce nombre est important.
3.6 Re´sultats expe´rimentaux
Dans cette section, nous discutons les re´sultats obtenus en testant sous Matlab une imple´-
mentation non optimise´e des me´thodes propose´es pour l’analyse des yeux et de la bouche par
la CHT. Nous utilisons un processeur Intel Core2Duo pour tous les tests. Les re´sultats sont
pre´sente´s par les mesures que nous de´finissons brie`vement dans la sous-section 3.6.1.
3.6.1 Mesures utilise´es
• Matrice de confusion
La matrice de confusion, dans la terminologie de l’apprentissage supervise´, est un outil servant
a` mesurer la qualite´ d’un syste`me de classification. Chaque colonne de la matrice correspond
au nombre d’occurrences d’une classe estime´e, tandis que chaque ligne repre´sente le nombre
d’occurrences d’une classe re´elle. Un des inte´reˆts de la matrice de confusion est qu’elle permet
de visualiser rapidement si le syste`me parvient a` effectuer une bonne classification des instances.
Dans le cadre du syste`me que nous proposons pour la de´tection de la fatigue et de la som-
nolence chez le conducteur, nous disposons de deux me´thodes de classification des images. La
premie`re me´thode de´tecte les micro-sommeils en se basant sur l’analyse des yeux pour relever la
pre´sence de l’iris en utilisant la CHT (section 3.3). Pour e´valuer cette me´thode, nous utilisons
la matrice de confusion pre´sente´e par le tableau 3.1. Cette matrice permettra de de´terminer
si chaque œil e´tudie´ est ouvert ou ferme´. Les colonnes repre´sentent les valeurs estime´es par la
me´thode, tandis que les lignes correspondent a` la ve´rite´ terrain. Nous expliquons, par les points
Tableau 3.1 – Matrice de confusion de l’analyse de l’œil
Classe estime´e
Classe re´elle œil ouvert œil ferme´ Total
œil ouvert VP FN P
œil ferme´ FP VN N
Total p n T
suivants, les valeurs pre´sente´es dans le tableau 3.1
– Vrai Positif (VP) : l’œil est ouvert et la me´thode l’a de´tecte´ ouvert.
– Faux Ne´gatif (FN) : l’œil est ouvert mais la me´thode ne l’a pas de´tecte´.
– Faux Positif (FP) : l’œil est ferme´ mais la me´thode a de´tecte qu’il est ouvert.
– Vrai Ne´gatif (VN) : l’œil est ferme´ et la me´thode l’a de´tecte´ ferme´.
– P = V P + FN : nombre total des yeux re´ellement ouverts.
– N = V N + FP : nombre total des yeux re´ellement ferme´s.
– T = N + P : nombre total des e´chantillons.
– p = V P + FP : nombre total des yeux ouverts selon la me´thode.
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– n = V N + FN : nombre total des yeux ferme´s selon la me´thode.
La deuxie`me me´thode que nous proposons permet de de´tecter les baˆillements en analysant
la bouche par la CHT, afin de de´terminer la pre´sence d’une grande ouverture de celle-ci. Nous
utilisons la matrice de confusion pre´sente´e par le tableau 3.2 pour e´valuer la me´thode de de´tection
du baˆillement. Son interpre´tation est donne´e par les points suivants :
Tableau 3.2 – Matrice de confusion de l’analyse de la bouche
Classe estime´e
Classe re´elle B. grande ouverte B. ferme´e Total
B. grande ouverte VP FN P
B. ferme´e FP VN N
Total p n T
– VP : la bouche est grande ouverte et la me´thode l’a de´tecte´e.
– FN : la bouche est grande ouverte mais la me´thode ne l’a pas de´tecte´e.
– FP : pas de grande ouverture mais la me´thode en a de´tecte´e une.
– VN : pas de grande ouverture et la me´thode n’en a pas de´tecte´e.
– P = V P + FN : nombre total de bouches pre´sentant re´ellement une grande ouverture.
– N = V N + FP : nombre total de bouches re´ellement ferme´es.
– T = N + P : nombre total des e´chantillons.
– p = V P + FP : nombre total de bouches grande ouvertes estime´es par la me´thode.
– n = V N + FN : nombre total de bouches ferme´es estime´es par la me´thode.
• Statistiques extraites de la matrice de confusion
Taux de bonne classification
Le taux de Bonne Classification « Correct Classification Rate » (CCR) est la somme des bonnes
de´tections repre´sente´es par VP et VN, divise´e par le nombre total des e´chantillons T.
CCR =
V N + V P
T
(3.6)
Coefficient kappa
En statistiques, le coefficient Kappa (κ) mesure l’accord entre les observateurs lors d’un
codage qualitatif en cate´gories. Le calcul du coefficient κ se fait par l’e´quation 3.7
κ =
P0 − Pe
1− Pe
(3.7)
ou` P0 repre´sente la proportion d’accord observe´ qui correspond au CCR et Pe repre´sente la
proportion d’accord ale´atoire donne´e par l’e´quation 3.8
Pe =
1
T 2
[(P × p) + (N × n)] (3.8)
Nous avons toujours −1 < κ < 1. Le tableau 3.3 est utilise´ pour interpre´ter le coefficient κ.
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Tableau 3.3 – Interpre´tation du coefficient κ
Kappa Interpre´tation
κ ≥ 0.81 Accord excellent
0.61 ≤ κ ≤ 0.8 Accord fort
0.41 ≤ κ ≤ 0.6 Accord mode´re´
0.21 ≤ κ ≤ 0.4 Accord faible
0.0 ≤ κ ≤ 0.2 Accord tre`s faible
κ < 0 De´saccord
3.6.2 Base de donne´es personnelle pour de´tecter la fatigue et la somnolence
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Puisqu’il n’existe aucune base de donne´es repre´sentant les e´tats de fatigue et de somnolence
chez le conducteur, nous avons acquis et annote´ 18 se´quences vide´o de sujets simulant ces e´tats
sous diffe´rentes conditions d’e´clairage. Toutes les se´quences sont prises avec la meˆme web camera
a` tre`s faible couˆt fournissant des images de re´solution 640× 480, avec une cadence de 30 frames
par seconde et un nombre total de frames environnant les 20000. La figure 3.25 affiche un exemple
de chaque frame des 18 se´quences de la base de donne´es personnelle de´die´e a` la de´tection de
la fatigue et de la somnolence. Pour des raisons de respect de la vie prive´e des sujets, nous
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avons affiche´ les images en masquant la partie des yeux. Nous pre´sentons ci-dessous quelques
caracte´ristiques des diffe´rentes se´quences de notre base de donne´es :
– Douze sujets sont repre´sente´s dans notre base de donne´es : huit sujets masculins (repre´-
sente´s par dix se´quences) et quatre sujets fe´minins (repre´sente´s par huit se´quences).
– Les se´quences E, G, J, L, M et P pre´sentent une pilosite´ faciale (barbe et/ou moustache)
de diffe´rentes intensite´s.
– Les se´quences A, Q et R sont acquises pendant la nuit en utilisant un e´clairage artificiel
apporte´ par de petites lampes embarque´es sur la web came´ra comme illustre´ par la fi-
gure 3.26, tandis que toutes les autres se´quences sont acquises sous un e´clairage ambiant
pendant divers moments de la journe´e.
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Dans la sous-section 3.6.3, nous pre´sentons les premiers tests re´alise´s pour e´valuer se´pare´ment
les me´thodes propose´es base´es sur la CHT pour l’analyse des zones d’inte´reˆt, a` savoir les yeux
et la bouche. Ensuite, nous e´valuons dans la sous-section 3.6.4 la de´tection de la fatigue et de la
somnolence chez le conducteur.
3.6.3 E´valuation de l’analyse des zones d’inte´reˆt
• E´valuation de l’analyse de l’œil
Dans ce premier test, nous pre´fe´rons effectuer une se´lection manuelle des yeux pour e´valuer uni-
quement la performance de la me´thode propose´e. Ainsi, nous e´tudions l’ouverture de la totalite´
des yeux gauches et droits se´lectionne´s manuellement a` partir des frames des sept se´quences
conside´re´es pour ce test. Nous exposons dans la figure 3.27 un exemple de l’œil pour chacun des
VP, FP, VN et FN apre`s l’application de la me´thode d’analyse de l’œil sur les se´quences de A
a` G de la figure 3.25. Le cercle blanc dans l’image de l’œil correspond a` l’iris de´tecte´ par notre
me´thode. Nous de´taillons les re´sultats du test dans le tableau 3.4. Ce tableau reporte les valeurs
de la matrice de confusion (VP, FP, VN et FN), le nombre total d’images d’œil (T), ainsi que
le CCR et le coefficient κ pour chaque se´quence vide´o (Seq).
Dans la dernie`re ligne du tableau, nous calculons la moyenne (Moy) du CCR et du coefficient
κ sur les sept se´quences de test. Nous pre´cisons que le nombre total des yeux e´tudie´s dans ce test
est de 13224 (6612 frames). D’apre`s le tableau 3.4, le CCR moyen est de 98% et le coefficient
κ moyen est de 88%. Cette dernie`re valeur signifie que l’accord est presque parfait entre les
e´chantillons, comme pre´cise´ par le tableau 3.3. Ainsi, nous pouvons conclure que la me´thode
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Figure 3.27 – VP, FP, VN et FN par la me´thode de l’analyse de l’œil
Tableau 3.4 – Re´sultats de l’e´valuation de l’analyse de l’œil base´e sur la CHT
Seq VP VN FP FN T CCR κ
1 3336 233 17 14 3600 0.99 0.93
2 1760 36 4 0 1800 0.99 0.94
3 1772 18 2 8 1800 0.99 0.78
4 1482 273 9 38 1802 0.97 0.90
5 1762 24 2 14 1802 0.99 0.75
6 380 237 1 0 618 0.99 0.99
7 1636 135 14 17 1802 0.98 0.89
Moy 0.98 0.88
d’analyse de l’œil base´e sur la CHT permet une excellente concordance entre la classe re´elle et
la classe estime´e des yeux.
• E´valuation de l’analyse de la bouche
Ce deuxie`me test est effectue´ sur les se´quences de H a` J de la figure 3.25 pour e´valuer la
me´thode de l’analyse de la bouche afin de de´tecter la grande ouverture de celle-ci. Comme
pour le test pre´ce´dent, les bouches sont se´lectionne´es manuellement pour e´valuer uniquement
la performance de la me´thode concerne´e. Dans la figure 3.28, nous exposons un exemple de
la bouche repre´sentant les VP, FP, VN et FN pour les trois se´quences apre`s avoir applique´
la me´thode de l’analyse de la bouche. Le cercle en blanc au niveau de l’image de la bouche
correspond a` la grande ouverture de la bouche de´tecte´e par notre me´thode.
Comme pour le test pre´ce´dent, nous pre´sentons les re´sultats par le tableau 3.5. Le nombre
de bouches analyse´es dans ce test est de 2186.
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Figure 3.28 – VP, FP, VN et FN par la me´thode de l’analyse de la bouche
Tableau 3.5 – Re´sultats de l’e´valuation de l’analyse de la bouche base´e sur la CHT
Seq VP VN FP FN T CCR κ
1 154 321 7 0 482 0.98 0.98
2 213 649 3 0 865 0.99 0.99
3 137 687 15 0 839 0.98 0.94
Moy 0.98 0.97
Nous obtenons du tableau 3.5 que le CCR moyen est de 98% et que le coefficient κ moyen est
de 97%, ce qui implique qu’il existe aussi un accord presque parfait entre les e´chantillons. Nous
concluons que la me´thode de l’analyse de la bouche base´e sur la CHT est aussi tre`s performante.
3.6.4 E´valuation du syste`me propose´
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Apre`s avoir prouve´ la robustesse des me´thodes de l’analyse de l’œil et de la bouche se´pare´-
ment (sous-section 3.6.3), nous e´valuons la performance du syste`me de de´tection de la fatigue
et de la somnolence en sa globalite´. Ainsi, nous inte´grons les e´tapes de la de´tection automatique
du visage, des yeux et de la bouche selon les proce´dures propose´es dans la section 3.2. Pour que
le syste`me s’exe´cute en temps-re´el, nous re´duisons le nombre de frames traite´es par seconde a`
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deux frames. Ce nombre de frames permet de conserver la quantite´ d’informations ne´cessaire a`
l’analyse de l’e´tat du conducteur. Nous utilisons les se´quences de K a` P de la figure 3.25. Les
se´quences K et N sont acquises dans une voiture, comme illustre´ par la figure 3.29.
Nous pre´sentons dans la figure 3.30 et la figure 3.31 respectivement, un exemple des VP,
FP, VN et FN pour les me´thodes de l’analyse de l’œil et de la bouche apre`s l’application de
notre syste`me de de´tection de la fatigue et de la somnolence sur les 6 se´quences de test acquises
sous la lumie`re ambiante du jour, correspondant a` environ 9150 frames. La zone d’inte´reˆt de la
caracte´ristique faciale implique´e dans chaque me´thode est repre´sente´e en rouge dans la zone du
visage et le cercle de´tecte´ est repre´sente´ en blanc.
Comme pour les tests pre´sente´s dans la sous-section 3.6.3, nous exposons les re´sultats de
chaque se´quence dans le tableau 3.6, qui contient les valeurs des VP, FP, VN et FN, le nombre
total d’images (T), le CCR et le coefficient κ, ainsi que la dure´e de la se´quence vide´o DV et le
temps d’exe´cution de tout le syste`me TE en secondes.
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Figure 3.31 – Re´sultats de l’analyse de la
bouche par le syste`me de de´tection de la
fatigue et de la somnolence sous la lumie`re
ambiante du jour
Comme nous l’avons pre´cise´ dans la section 3.5, la somnolence se manifeste comme une
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succession de frames dans lesquelles les deux yeux sont ferme´s pour au moins deux secondes, alors
que la fatigue est refle´te´e par au moins deux baˆillements, qui s’illustrent par des bouches grandes
ouvertes pre´sentes dans des frames successives pour la meˆme dure´e. En d’autres termes, il n’est
pas ne´cessaire de de´tecter la somnolence et la fatigue, mais il faudra plutoˆt e´valuer l’efficacite´
des me´thodes d’analyse de l’œil et de la bouche. En conside´rant ces observations, chaque colonne
de 2 a` 8 du tableau 3.6 est divise´e en deux sous-colonnes, la premie`re correspond aux re´sultats
concernant l’analyse de l’œil et la seconde a` ceux concernant l’analyse de la bouche. Dans l’avant
dernie`re ligne du tableau, nous calculons la moyenne (Moy) du CCR et du coefficient κ pour
chaque me´thode du syste`me, tandis que dans la dernie`re ligne, nous pre´sentons la moyenne pour
ces deux mesures sur tout le syste`me.
Tableau 3.6 – Re´sultats de l’e´valuation du syste`me de de´tection de la fatigue et de la somnolence
sous la lumie`re ambiante du jour
Seq VP VN FP FN T CCR κ DV TE
1 99 30 23 68 0 0 1 1 124 99 0.98 0.99 0.94 0.97 61 57
2 82 31 11 52 2 1 0 0 95 84 0.98 0.99 0.90 0.97 47 48
3 68 8 19 59 1 1 0 1 89 69 0.98 0.97 0.94 0.87 41 40
4 109 37 36 68 0 2 0 2 145 109 1.00 0.96 1.00 0.92 72 68
5 57 18 18 39 0 0 2 0 77 57 0.97 1.00 0.93 1.00 40 39
6 73 0 14 90 3 0 0 0 90 0 0.96 1.00 0.88 1.00 44 45
Moy. 0.97 0.98 0.93 0.95
Moy. totale 0.97 0.94
Nous pouvons remarquer a` partir du tableau 3.6 que le nombre des FP ne de´passe pas trois
pour la me´thode d’analyse de l’œil. Cette mesure est critique puisqu’elle repre´sente le nombre
des yeux ferme´s de´tecte´s ouverts par le syste`me. Une valeur e´leve´e des FP peut re´ve´ler la non
de´tection des pe´riodes de micro-sommeil, ce qui augmente la probabilite´ d’avoir un accident
provoque´ par la somnolence. Le nombre des FN ne de´passe pas deux, il correspondent aux
yeux ouverts de´tecte´s comme ferme´s par la me´thode. Cette mesure n’est pas aussi critique que
les FP puisqu’elle ne produit que des fausses de´tections de micro-sommeils. Pour l’analyse de
la bouche, le nombre des FP et des FN ne de´passe pas deux. Plus ces nombres augmentent,
plus le risque d’avoir des non de´tections ou de fausses de´tections du baˆillement est important.
Nous remarquons aussi que le CCR moyen est 97% et que le coefficient κ moyen est 93% pour
l’analyse de l’œil et de la bouche. Les temps d’exe´cutions sont tre`s proches des dure´es des vide´os,
ce qui implique que le syste`me peut s’exe´cuter en temps-re´el meˆme si l’imple´mentation n’est pas
optimise´e. Dans la figure 3.32 et la figure 3.33, nous montrons un exemple des VP, FP, VN et
FN pour les me´thodes de l’analyse de l’œil et de la bouche apre`s l’application de notre syste`me
de de´tection de la fatigue et de la somnolence sur deux se´quences de test acquises sous une
lumie`re artificielle pendant la nuit (Figure 3.25- Q et R), correspondant a` environ 1700 frames.
Comme pour le tableau 3.6, nous affichons dans le tableau 3.7 les valeurs des VP, FP, VN et
FN, le nombre total d’images (T), le CCR et le coefficient κ. Chaque mesure est divise´e en
deux colonnes, la premie`re correspond aux re´sultats concernant l’analyse de l’œil et la seconde a`
ceux concernant l’analyse de la bouche. Dans l’avant dernie`re ligne du tableau, nous calculons la
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moyenne (Moy) du CCR et du coefficient κ pour chaque me´thode du syste`me, tandis que dans
la dernie`re ligne, nous pre´sentons la moyenne pour ces deux mesures sur tout le syste`me.
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Nous remarquons que pendant la nuit et sous un e´clairage artificiel (Tableau 3.7), les statis-
tiques se de´gradent compare´es aux re´sultats obtenus sous la lumie`re ambiante du jour (Tableau
3.6). Ainsi, le CCR est re´duit de 12% pour l’analyse de l’œil et de 6% pour l’analyse de la bouche,
alors que le coefficient κ perd jusqu’a` 27% et 12% pour ces deux me´thodes, respectivement. Nous
pouvons expliquer cette baisse des performances par l’influence de l’e´clairage utilise´ sur la qua-
lite´ de l’image, et notamment sur les techniques d’extraction des caracte´ristiques faciales (voir
section 3.2).
Tableau 3.7 – Re´sultats de l’e´valuation du syste`me de de´tection de la fatigue et de la somnolence
sous un e´clairage artificiel pendant la nuit
Seq VP VN FP FN T CCR κ
1 115 35 23 71 0 4 19 5 157 115 0.87 0.92 0.63 0.82
2 43 19 55 27 7 3 11 1 116 50 0.84 0.92 0.69 0.83
Moy. 0.85 0.92 0.66 0.83
Moy. totale 0.88 0.75
3.6.5 Re´sultats sur quelques syste`mes existants
Nous pre´sentons dans le tableau 3.8 quelques re´sultats obtenus par d’autres syste`mes de
de´tection de la fatigue et/ou de la somnolence. Nous pre´cisons que pour chaque me´thode liste´e
dans ce tableau, les donne´es utilise´es pour les tests sont personnelles et ne sont pas publiques.
De plus, la reproduction des syste`mes n’est pas faisable puisque les pre´-traitements, les diffe´rents
parame`tres et la me´thodologie comple`te ne sont pas tous de´taille´s dans les articles. De ce fait, la
comparaison n’est pas e´quitable et est donne´e uniquement a` titre indicatif. Il est donc impossible
d’estimer lequel des ces syste`mes est le meilleur.
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Tableau 3.8 – Comparaison avec divers syste`mes de de´tection de l’hypovigilance
Approche Description CCR
D’Orazio
et al. (2004)
De´tection de l’œil par CHT dans l’image entie`re 93%
Horng et al.
(2004)
Suivi des yeux + somnolence par l’analyse de la couleur du globe oculaire 88%
Senaratne
et al. (2007)
PERCLOS + fre´quence d’inclinaison de la teˆte + fre´quence de courbure
du dos + fre´quence d’ajustement de la posture
88%
Zhang et al.
(2008)
Construction d’un template pour chaque œil, utilise´ pour une mise en
correspondance avec les frames de test et calcul du degre´ d’ouverture.
95%
Friedrichs
et Yang
(2010)
PERCLOS + changement des distances entre les paupie`res + fermeture
des yeux
88%
Rongben
et al. (2004)
Suivi de la bouche par filtre de Kalman + extraction de ses caracte´ris-
tiques ge´ome´triques et classification par re´seaux de neurones
96%.
Fan et al.
(2007)
Texture par Ondelettes de Gabor et classification par LDA 95%
Saradadevi
et Bajaj
(2008)
De´tection de la bouche par la me´thode de Viola-Jones + Classification
du baˆillement par SVM
83%
3.7 Conclusion
Dans le chapitre 3, nous avons propose´ un syste`me compose´ de deux crite`res pour la de´tec-
tion de la somnolence et de la fatigue chez le conducteur, base´s sur l’analyse des yeux et de la
bouche respectivement. Nous avons aussi pre´sente´ les re´sultats des tests obtenus sur une base
de donne´es que nous avons acquise pour valider le syste`me. Nous rappelons qu’il n’existe a` ce
jour aucune base publique de´die´e a` l’analyse de la somnolence et de la fatigue, mais nous avons
affiche´ les re´sultats obtenus par quelques syste`mes sur leurs propres donne´es, uniquement a` titre
indicatif. Nous avons prouve´ la robustesse de notre syste`me pour diffe´rentes se´quences repre´sen-
tant diffe´rents sujets sous des conditions d’e´clairage re´elles. Nous avons obtenu en moyenne un
CCR de 97% et un coefficient κ de 0.94 sous la lumie`re ambiante du jour, ce qui repre´sente des
valeurs tre`s satisfaisantes. Quand les se´quences sont acquises sous un e´clairage artificiel pendant
la nuit, ces valeurs sont re´duites a` 88% et a` 0.75 respectivement, mais restent tout de meˆme
acceptables.
Un des avantages majeurs de ce que nous proposons est l’association de la rapidite´ de calcul
a` la robustesse des re´sultats. Toutefois, il existe quelques limitations a` notre syste`me :
– La premie`re limitation est lie´e a` l’extraction des caracte´ristiques faciales. En effet, il est
impossible de de´tecter la somnolence et la fatigue dans le cas de non extraction de ces
caracte´ristiques. Pour reme´dier a` ce proble`me, nous introduisons une e´tape permettant
de de´terminer l’e´tat du conducteur meˆme quand les caracte´ristiques faciales ne sont pas
visibles. Puisque la non-visibilite´ de ces caracte´ristiques est ge´ne´ralement cause´e par une
position non frontale de la teˆte, il est e´vident que l’inte´gration d’une approche robuste
pour l’estimation de la pose de la teˆte nous permettra de de´terminer un e´tat d’inattention
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sans avoir a` extraire les caracte´ristiques faciales. Nous pre´sentons dans le chapitre 4 une
e´tude des diffe´rentes techniques de l’estimation de la pose de la teˆte en ge´ne´ral, ainsi que
celles de´die´es a` l’analyse de l’e´tat du conducteur. Dans le chapitre 5 et le chapitre 6, nous
expliquons en de´tail deux approches que nous proposons pour re´soudre le proble`me de
l’estimation de la pose de la teˆte du conducteur pour de´tecter l’inattention.
– La seconde limitation est, quant a` elle, engendre´e par l’e´clairage de la sce`ne. Comme nous
l’avons vu dans ce chapitre, quand les conditions d’e´clairage sont ade´quates, par exemple
lors d’une conduite pendant le jour, le syste`me atteint des performances maximales. Tandis
que pendant la nuit, nous observons une nette re´duction de celles-ci. Ainsi, l’une de nos
perspectives a` court terme est d’inte´grer un syste`me d’e´clairage infrarouge qui ne sera
active´ que pendant la nuit afin d’ame´liorer l’acquisition de la sce`ne. Il est a` noter que ce
changement entrainera la ne´cessite´ d’adapter notre syste`me a` ce nouveau type d’e´clairage.
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Chapitre
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ESTIMATION DE LA POSE DE LA TEˆTE ET DE´TECTION DE L’INATTEN-
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C
ontrairement aux techniques existantes pour l’analyse de la somnolence et de la fatigue
qui se basent sur l’e´tude de diffe´rentes caracte´ristiques faciales (Chapitre 2), l’analyse de
l’inattention est fortement lie´e a` l’estimation de la pose de la teˆte. Nous de´taillons, en premier
lieu, l’e´tat de l’art sur les estimateurs de la pose de la teˆte en ge´ne´ral (section 4.1), puis nous
pre´sentons des estimateurs de´die´s a` l’analyse de l’inattention chez le conducteur (section 4.2).
4.1 Estimation de la pose de la teˆte
4.1.1 Introduction
L’estimation de la pose de la teˆte se pre´sente comme un processus permettant de de´duire
l’orientation de la teˆte relativement a` la vue d’une came´ra. Ce processus requiert une se´rie de
traitements pour transformer une repre´sentation de la teˆte sous forme de pixels en un concept
de directions de haut niveau. Nous distinguons deux types d’estimateurs de la pose de la teˆte.
Le premier type permet de reconnaitre une ou peu d’orientations discre`tes comme par exemple
une vue frontale par rapport a` une vue du profil gauche ou droit. Le deuxie`me type ope`re sur
un niveau plus pre´cis pour fournir une mesure angulaire continue a` travers plusieurs degre´s de
liberte´. Le rang normal du mouvement de la teˆte (Murphy-Chutorian et Trivedi, 2009) englobe
une extension sagittal qui correspond au mouvement vers l’avant et l’arrie`re de la nuque entre
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−60.4◦ et 69.6◦, une flexion frontale late´rale qui refle`te le mouvement de gauche a` droite de
la nuque entre −40.9◦ et 36.3◦, ainsi qu’une rotation axiale horizontale de gauche a` droite de
la teˆte entre −79.8◦ et 75.3◦. Murphy-Chutorian et Trivedi (2009) ont aussi remarque´ qu’une
image acquise par une came´ra de´pose´e face a` une teˆte tourne´e vers un coˆte´ n’est pas exactement
semblable a` une image d’une vue de la teˆte par ce meˆme profil. Cependant, les combinaisons
entre les rotations musculaires et les rotations relatives sont souvent ignore´es, ce qui permet
de conside´rer ces deux images comme identiques. Ainsi, la teˆte est souvent mode´lise´e comme
un objet rigide immate´riel. En prenant en compte cette hypothe`se, la pose de la teˆte peut eˆtre
limite´e, comme illustre´ par la figure 4.1, a` trois degre´s de liberte´ :
– le pitch : mouvement de haut vers le bas,
– le yaw : mouvement de gauche a` droite,
– le roll : rotation.
Une autre hypothe`se a` tenir en compte lors de l’e´laboration d’un estimateur de la pose de
la teˆte est l’hypothe`se de la similarite´ de la pose (Murphy-Chutorian et Trivedi, 2009). Cette
hypothe`se stipule que diffe´rents sujets sous la meˆme pose sont plus similaires que le meˆme sujet
sous diffe´rentes poses. En d’autres termes, la pose est un indicateur plus puissant de la similarite´
que l’identite´. Cependant, cette hypothe`se n’est valable que pour des changements significatifs
de la pose, et meˆme dans ce cas, elle peut s’annuler a` cause de la sensibilite´ de l’image aux
variations de l’e´clairage et de l’alignement de l’image par rapport a` la came´ra. Pour ve´rifier
l’hypothe`se de la similarite´ de la pose, l’image de la teˆte devra eˆtre transforme´e pour minimiser
l’effet de ces variations et mettre en e´vidence les diffe´rences selon la pose en re´duisant celles
concernant l’identite´.
Comme pour la plupart des syste`mes de´die´s a` l’analyse du visage, un estimateur ide´al de
la pose de la teˆte devra eˆtre en mesure de de´montrer une invariance face a` plusieurs facteurs
influenc¸ant l’image. Dans la litte´rature (Murphy-Chutorian et Trivedi, 2009; Liu et al., 2009;
Murphy-Chutorian et Trivedi, 2010), trois conditions sont e´tablies pour de´finir un estimateur de
la pose de la teˆte qui soit robuste et efficace :
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(C1) Effectuer une estimation de la pose de la teˆte a` partir d’une seule came´ra. La pre´cision
peut eˆtre e´ventuellement ame´liore´e en utilisant des techniques de ste´re´o vision. Dans ce cas, il
faut tenir en compte des exigences additionnelles en termes de temps de calcul, de me´moire et
de couˆt des e´quipements.
(C2) Assurer une autonomie de l’estimateur de la pose de la teˆte en e´vitant des initialisations
ou des ajustements manuels.
(C3) Garantir une invariance de l’estimateur de la pose de la teˆte face aux changements de
l’environnement et de l’identite´.
Divers types de came´ras ont e´te´ utilise´s pour acque´rir les se´quences vide´os a` partir desquelles
la pose de la teˆte est estime´e. Nous pouvons les diviser en trois cate´gories : came´ras a` spectre
visible (Ricci et Odobez, 2009; Gourier et al., 2007), came´ra infrarouge (Bretzner et Krantz,
2005; Murphy-Chutorian et al., 2007), came´ra ste´re´o (Gurbuz et al., 2012; Munoz-Salinas et al.,
2012) et la Kinect (Li et al., 2012). Les came´ras infrarouges sont particulie`rement efficaces pour
effectuer des acquisitions dans des environnements obscures, mais elles ne sont pas adapte´es aux
environnements sujets a` une forte luminosite´, puisque les images engendre´es dans ce cas sont
tre`s brillantes. Les came´ras ste´re´os correspondent a` un syste`me de plusieurs came´ras qui peuvent
eˆtre a` spectre visible ou infrarouge mais leur couˆt est assez important. La Kinect est un capteur
spe´cial de Microsoft de´die´ aux jeux vide´o, mais il est e´galement utilise´ dans des applications
qui s’inte´ressent aux diffe´rents mouvements des personnes. Ce dispositif fournit, entre autre, des
images couleurs et infrarouges, ainsi que des informations 3D. Toutefois, la Kinect n’est pas assez
adapte´e aux conditions re´elles de conduite, puisqu’elle est conc¸ue pour fonctionner a` l’inte´rieur
d’une habitation avec une distance minimal de 1.8 m de l’objectif. Parmi les diffe´rents outils
d’acquisition, les came´ras a` spectre visible sont les moins chers puisqu’elles couˆtent une dizaine
d’euros. De plus, elles permettent de bonnes acquisitions a` condition de disposer d’un minimum
d’e´clairage.
Divers estimateurs de la pose de la teˆte ont e´te´ propose´s dans la litte´rature (Murphy-
Chutorian et Trivedi, 2009). Nous distinguons entre deux types d’estimateurs : ceux base´s sur les
mode`les et ceux base´s sur l’apparence, que nous pre´sentons respectivement dans la sous-section
4.1.2 et la sous-section 4.1.3.
4.1.2 Estimateurs de la pose de la teˆte base´s sur les mode`les
L’estimation de la pose base´e sur les mode`les de la teˆte requie`re l’usage de caracte´ristiques
faciales spe´cifiques telles que les yeux, le nez et la bouche. Leur principe consiste a` effectuer
des comparaisons au niveau de ces caracte´ristiques plutoˆt qu’au niveau global de l’apparence.
Ainsi, nous pouvons diffe´rencier entre deux types d’approches base´es sur ce principe, les mode`les
flexibles et les techniques ge´ome´triques.
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4.1.2.1 Mode`les flexibles
Les mode`les flexibles se basent sur l’ajustement d’un mode`le non rigide a` l’image de telle
sorte a` ce qu’il corresponde le mieux a` la structure faciale de chaque individu. En plus d’un
e´tiquetage des poses, des donne´es d’apprentissage avec des caracte´ristiques faciales annote´es
sont requises. Le principe de cette technique est la cre´ation d’un mode`le 3D qui peut repre´senter
la teˆte. L’estimation de la pose est ensuite effectue´e par la correspondance des points 2D de la
teˆte (repre´sente´e dans le plan de l’image) avec des points 3D appartenant au mode`le. Les mode`les
3D les plus connus pour l’estimation de la pose de la teˆte sont les mode`les actifs d’apparence
« Active Appearance Model » (AAM) (Martins et Batista, 2008; Dornaika et Ahlberg, 2004), le
mode`le cylindrique de la teˆte (Aggarwal et al., 2005; Cascia et al., 2004) et le mode`le ellipso¨ıdal
de la teˆte (Choi et Kim, 2009).
Martins et Batista (2008) proposent une approche pour estimer les trois degre´s de liberte´
(pitch, yaw et roll) de la pose de la teˆte en utilisant les AAM (Cootes et al., 2001) et l’algorithme
Pose from Orthography and Scaling with ITerations (POSIT) (DeMenthon et Davis, 1995).
Le POSIT estime la pose en utilisant une correspondance entre un ensemble de points d’un
mode`le 3D et les projections 2D de l’image. Les auteurs utilisent un mode`le anthropome´trique
statistique comme mode`le 3D, acquis par un balayage frontal d’un mode`le physique en utilisant
un laser 3D. L’AAM est applique´ sur un visage de´tecte´ par l’algorithme Adaboost (Viola et
Jones, 2001) pour extraire l’ensemble des points caracte´ristiques (yeux, sourcils, bouche, nez,
etc.) et permettre une bonne correspondance entre les points 2D et les e´le´ments 3D du mode`le.
L’objectif de l’AAM est de capturer les variations de forme d’un visage par l’analyse statistique
d’un ensemble d’apprentissage en transfe´rant la texture des exemples d’apprentissage vers un
mode`le de re´fe´rence. Les auteurs ont acquis une se´quence vide´o de 140 frames repre´sentant un
sujet sous diffe´rentes poses et a` partir de la frame 95, la distance entre le sujet et la came´ra
a e´te´ modifie´e. L’approche AAM + POSIT s’exe´cute en 5 frames par seconde en utilisant des
images 1024 × 768, sur un processeur Intel P4 a` 3.4 Ghz. La figure 4.2 affiche pour chaque
frame les angles re´els, les angles estime´s ainsi que l’erreur angulaire moyenne « Mean Absolute
Error » (MAE) pour (a) le pitch, (b) le yaw et (c) le roll. Les re´sultats graphiques montrent une
certaine corre´lation entre les MAE produites au niveau du pitch et du yaw, due a` la diffe´rence
entre le sujet et le mode`le anthropome´trique utilise´.
Aggarwal et al. (2005) proposent une approche base´e sur un mode`le cylindrique de la teˆte et
un filtrage particulaire (Doucet et al., 2001) pour le suivi des poses du visage dans une vide´o selon
trois parame`tres de translation et trois parame`tres de rotation (pitch, yaw et roll). Le visage est
mode´lise´ par la surface courbe´e d’un cylindre pouvant effectuer des translations et des rotations
arbitrairement. Le choix d’un mode`le cylindrique par les auteurs est justifie´ par le travail de
Cascia et al. (2004) qui prouve que ce type de mode`le est plus robuste aux perturbations lie´es
aux parame`tres du mode`le, compare´ a` un mode`le 3D complexe du visage. Les auteurs supposent
que le mode`le cylindrique est tre`s proche de la structure 3D d’un visage, et ainsi les proble`mes
lie´s aux changements de pose et aux auto-occultations sont syste´matiquement e´vite´s. Ensuite, la
position des points caracte´ristiques du mode`le cylindrique sont de´termine´s en utilisant des calculs
ge´ome´triques. A` partir du mode`le structurel et ces points caracte´ristiques, Aggarwal et al. (2005)
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effectuent une estimation de la pose par le filtrage particulaire afin d’estimer l’e´tat dynamique
d’un syste`me a` partir d’un ensemble d’observations bruite´es. L’utilisation de cette approche
statistique pour le suivi permet de fournir une robustesse face aux occultations mode´re´es et
aux variations de l’e´clairage. Pour prouver l’efficacite´ de leur approche face a` l’occultation, le
changement des expressions faciales et les poses extreˆmes, les auteurs ont effectue´ des tests sur
trois ensembles de donne´es (Honda/UCSD dataset (Lee et al., 2003), BU dataset (Cascia et al.,
2004) et Li dataset (Li et Chellappa, 2001)). Ces ensembles de donne´es pre´sentent plusieurs
se´quences sous diffe´rents changements d’e´clairage, d’expressions et de poses de la teˆte. La figure
4.3 affiche quelques re´sultats du suivi repre´sente´ par une grille cylindrique. La premie`re ligne
de cette figure affiche la capacite´ de l’approche a` estimer les poses extreˆmes, tandis que la
seconde illustre l’efficacite´ en cas d’occultation. Un inconve´nient de cette approche est que le suivi
requiert un grand nombre de particules pour une bonne performance, ce qui la rend inadapte´e
aux applications ne´cessitant une exe´cution en temps-re´el.
Choi et Kim (2009) proposent un suivi 3D de la teˆte base´ sur le suivi par filtrage particulaire
et un mode`le ellipso¨ıdal de la teˆte. Leur choix s’est porte´ sur ce mode`le au lieu du mode`le
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(a) le pitch, (b) le yaw et (c) le roll (Martins et Batista, 2008)
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Tableau 4.1 – Comparaison des MAE pour le mode`le cylindrique et le mode`le ellipso¨ıdal de la
teˆte (Choi et Kim, 2009)
Mode`le Pitch Yaw Roll
Cylindrique 4.43◦ 5.19◦ 2.45◦
Ellipso¨ıdal 3.92◦ 4.04◦ 2.82◦
cylindrique puisque ce dernier n’assure pas une bonne performance du suivi quand la rotation
s’effectue selon le pitch. La de´faillance du suivi associe´ au mode`le cylindrique peut s’expliquer
par deux points. Le premier point est que la texture de la teˆte change significativement pour les
rotations selon le yaw et le roll. Cependant, le changement le plus significatif associe´ au pitch
concerne plutoˆt l’e´chelle que la texture. Ainsi, il est difficile de diffe´rencier entre la translation
de la teˆte selon l’axe des z (roll) et sa rotation autour de l’axe des x (pitch). Le second point est
que le mode`le cylindrique ne permet pas une bonne approximation du front a` cause de sa forme
courbe´e. Toutefois, le mode`le ellipso¨ıdal s’adapte parfaitement a` cette forme, ce qui permet un
meilleur suivi quand la rotation se fait autour de l’axe des x. Pour permettre une adaptation
aux changements de la pose a` court et a` long termes, un mode`le d’apparence en ligne (Jepson
et al., 2003) est introduit pour construire un mode`le d’observation stable et adaptative pour le
filtrage particulaire. Les auteurs ont effectue´ trois diffe´rents tests pour valider leur approche sur
un processeur Intel Core 2 duo a` 2.4GHz. Avec 50 particules, le suivi s’exe´cute en 14 frames par
seconde. Le premier test consiste a` comparer le suivi par un mode`le cylindrique et un mode`le
ellipso¨ıdal sur l’ensemble de donne´es de l’universite´ de Boston (Valenti et Gevers, 2009), comme
illustre´ par la figure 4.4.
Le tableau 4.1 affiche les MAE pour le pitch, le yaw et le roll pour cet ensemble de donne´es.
Le mode`le ellipso¨ıdal affiche une MAE pour le pitch re´duite en moyenne de 15% de celle du
mode`le cylindrique.
Les limitations des estimateurs base´s sur les mode`les flexibles de la teˆte concernent princi-
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mode`le cylindrique de la teˆte (Aggarwal et al., 2005), affiche´s par la grille cylindrique. Les
3-uplets correspondent aux orientations estime´es (roll,pitch,yaw)
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la teˆte (Choi et Kim, 2009)
palement les erreurs lie´es a` l’extraction des caracte´ristiques faciales ne´cessaires a` la construction
du mode`le. De plus, ces estimateurs ne sont pas adapte´s a` des applications temps-re´el ope´rant
sur des images a` faibles re´solutions.
4.1.2.2 Techniques ge´ome´triques
Les techniques ge´ome´triques sont particulie`rement inte´ressantes puisqu’elles exploitent di-
rectement les proprie´te´s connues de la teˆte telles que sa forme et la configuration pre´cise des
caracte´ristiques faciales pour estimer la pose. Les premiers estimateurs exploitant les techniques
ge´ome´triques ont utilise´ uniquement les positions d’un ensemble de caracte´ristiques faciales, sup-
pose´es connues au pre´alable, pour estimer la pose de la teˆte. La configuration des caracte´ristiques
faciales peut eˆtre manipule´e de diffe´rentes manie`res pour estimer la pose. Par exemple, Gee et
Cipolla (1994) utilisent cinq caracte´ristiques (les coins exte´rieurs de chaque œil, les coins exte´-
rieurs de la bouche et le bout du nez) pour de´terminer l’axe de la syme´trie faciale en trac¸ant une
ligne entre le centre de l’axe des yeux et le centre de l’axe de la bouche. Ensuite, ils de´terminent
la direction de la teˆte en utilisant des techniques de la ge´ome´trie perspective. La MAE obtenue
pour l’estimation du yaw par cet technique est de 15◦.
Horprasert et al. (1996) proposent une autre estimation de la pose en utilisant un autre
ensemble de cinq points (les coins internes et externes de chaque œil et le bout du nez). Sous
l’hypothe`se que les quatre points des yeux sont coplanaires, le yaw peut eˆtre de´termine´ a` partir
de la diffe´rence observable entre la taille de l’œil gauche et droit graˆce a` la distorsion projective
des parame`tres connus de la came´ra. Le roll est retrouve´ a` partir de l’angle entre cette ligne
et l’horizon. Le pitch est de´termine´ en comparant la distance entre le bout du nez et la ligne
des yeux a` un mode`le anthropome´trique. Contrairement au syste`me propose´ par Gee et Cipolla
(1994), cette technique ne pre´sente pas une solution pour ame´liorer l’estimation de la pose
pour les vues proches-frontales. Ces configurations sont appele´es angles de´ge´ne´ratives puisqu’ils
requie`rent une pre´cision tre`s e´leve´e pour une bonne estimation de la pose avec ce mode`le.
Wang et Sung (2008) proposent une autre approche ge´ome´trique en utilisant le coin interne
et externe de chaque œil et les coins de la bouche qui sont de´tecte´s automatiquement a` partir de
l’image. Les auteurs ont observe´ que les lignes entre les coins externes de l’œil, les coins internes,
et la bouche sont paralle`les. Toute de´viation observe´e du niveau paralle`le dans l’image plane est
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un re´sultat de la distorsion de perspective. Le point ou` ces lignes se croisent dans le plan de
l’image peut eˆtre calcule´ en utilisant les moindres carre´es. Ce point peut eˆtre utilise´ pour estimer
l’orientation 3D des lignes paralle`les si le rapport des tailles est connu. Il peut aussi eˆtre utilise´
pour estimer la position 3D absolue de chaque point caracte´ristique si la taille des lignes est
connue. Pour ame´liorer l’efficacite´ de leur technique ge´ome´trique, les auteurs ont introduit une
phase d’adaptation de l’estimation de la pose a` chaque individu. Cette taˆche est effectue´e par
l’algorithme Expectation-Maximisation (EM) qui consiste a` estimer la probabilite´ a posteriori
d’une pose lorsque les caracte´ristiques faciales sont fournies. Les tests sont effectue´s sur des
donne´es re´elles dont la ve´rite´ terrain est de´termine´e par le syste`me de suivi de l’orientation
InertiaCube2 1. Les re´sultats sont exprime´s en termes de la racine de la moyenne du carre´
« Root Mean Square » (RMS) et correspondent a` 1.7◦, 2.6◦ et 3.6◦ pour le pitch, yaw et roll
respectivement. L’inconve´nient du syste`me propose´ par Wang et Sung (2008) est que la pose ne
peut eˆtre estime´e que si elle est assez proche d’une vue frontale pour voir toutes les lignes du
visage.
Une autre me´thode ge´ome´trique plus re´cente, propose´e par Dahmane et al. (2012), se´lec-
tionne un ensemble de caracte´ristiques a` partir des parties syme´triques du visage. Ils effectuent
un apprentissage par un mode`le d’arbre de de´cision afin de reconnaitre la pose de la teˆte en se
basant sur les zones de syme´trie faciales. Contrairement a` la plupart des approches ge´ome´triques,
cette me´thode ne ne´cessite pas l’extraction des caracte´ristiques faciales (yeux, bouche,...) mais
se base uniquement sur l’extraction des caracte´ristiques de la syme´trie faciale. Les auteurs consi-
de`rent que la taille de la zone de syme´trie bilate´ral est un bon indicateur de la rotation selon
le yaw. En effet, quand la teˆte est face a` la came´ra, la syme´trie entre ses deux parties gauche
et droite est bien apparente et la ligne qui relie les deux yeux au bout du nez de´finie l’axe de
syme´trie. Cependant, plus l’angle de mouvement de la teˆte est grand, moins on dispose de pixels
syme´triques. Les auteurs utilisent la base de donne´es FacePix (Black et al., 2002) pour l’appren-
tissage et l’e´valuation en conside´rant uniquement sept poses pour le yaw variant entre −45◦ et
+45◦ avec un pas de 15◦. Ce rang de poses ne peut eˆtre e´largi puisque la syme´trie bilate´rale
risque de disparaitre du plan de l’image. Pour la classification base´e sur les arbres de de´cision,
quatre classes discre`tes sont utilise´es : classe 1 = ±45◦, classe 2 = ±30◦, classe 3 = ±15◦ et classe
4 = 0◦. Les poses gauches et droites sont groupe´es dans une meˆme classe puisqu’elles pre´sentent
la meˆme syme´trie et donc la meˆme information. La figure 4.5 (a) montre les CCR pour chaque
classe obtenus par les arbres de de´cision, la moyenne ponde´re´e de ces taux est de 81.1%. Un test
est effectue´ sur l’ensemble des donne´es de l’universite´ de Boston (Valenti et Gevers, 2009) afin
d’estimer la pose de la teˆte. Pour localiser la re´gion du visage, le de´tecteur de Viola-Jones est
utilise´ (Viola et Jones, 2001) et ensuite les caracte´ristiques de la syme´trie faciale sont extraites.
La figure 4.5 (b) montre une frame de l’ensemble des donne´es de l’universite´ de Boston ainsi
que le graphe repre´sentant la pose estime´e et la ve´rite´ terrain apre`s l’application des arbres de
de´cision combine´s aux caracte´ristiques de la syme´trie faciale. L’avantage de la me´thode propose´e
par Dahmane et al. (2012) est qu’elle peut ope´rer sur des images a` faible ou a` grande re´solution.
Toutefois, l’estimation de la pose est restreinte au yaw et ne peut concerner qu’un intervalle
1. http ://www.intersense.com/pages/18/55/
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ristiques de la syme´trie faciale sur la base FacePix ; (b) Frame de l’ensemble des donne´es de
l’universite´ de Boston (en haut) ; graphe repre´sentant l’estimation de la pose selon le yaw et la
ve´rite´ terrain (en bas) (Dahmane et al., 2012)
limite´ de mouvements (entre −45◦ et +45◦).
En ge´ne´ral, les estimateurs de la pose de la teˆte base´s sur les techniques ge´ome´triques sont
rapides et simples. En effet, avec seulement quelques caracte´ristiques faciales, une estimation
acceptable de la pose de la teˆte peut eˆtre obtenue. La difficulte´ re´side dans la de´tection de ces
caracte´ristiques avec une grande pre´cision et exactitude. Il est e´vident qu’une grande distance
entre la teˆte et la came´ra est proble´matique, car la re´solution de l’image peut rendre difficile,
voire impossible la de´termination pre´cise de l’emplacement des caracte´ristiques. De plus, les
techniques ge´ome´triques sont ge´ne´ralement plus sensibles a` l’occultation que les me´thodes base´es
sur l’apparence qui utilisent les informations de toute la re´gion faciale.
4.1.3 Estimateurs de la pose de la teˆte base´s sur l’apparence
Les estimateurs base´s sur l’apparence ope`rent sous l’hypothe`se stipulant que la pose 3D de
la teˆte et quelques proprie´te´s de l’image 2D de la teˆte sont lie´es par une certaine relation (Ma
et al., 2013). Cette relation peut eˆtre de´finie par quelques techniques de vision par ordinateur
bien connues telles que la correspondance avec des templates d’apparence, la classification, la
re´gression ou meˆme le suivi.
4.1.3.1 Template d’apparence
Les estimateurs base´s sur les templates d’apparence utilisent des me´triques de comparaison
base´es sur l’image pour faire correspondre une vue de la teˆte a` un ensemble de templates label-
lise´s par une pose discre`te. Ces me´thodes ont certains avantages compare´es a` des me´thodes plus
``
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complexes. Ils sont utilisables pour des images a` haute ou a` faible re´solution. De plus, les tem-
plates d’apparence ne ne´cessitent pas l’apprentissage des exemples ne´gatifs ou l’extraction des
caracte´ristiques faciales. Le nombre de templates peut eˆtre augmente´ a` n’importe quel moment
afin d’accroitre les poses discre`tes a` estimer. En effet, la cre´ation d’un ensemble de templates
d’apprentissage requiert simplement l’extraction des images repre´sentant les teˆtes et l’attribution
d’un label a` chacune d’elles. Cependant, il existe plusieurs inconve´nients lie´s a` l’utilisation des
me´thodes base´es sur les templates d’apparence. La re´gion de la teˆte est suppose´e eˆtre localise´e
alors que les erreurs de localisation peuvent de´grader la pre´cision de l’estimation. Ces me´thodes
peuvent aussi pre´senter un proble`me d’efficacite´ du fait que plus le nombre de templates aug-
mente, plus le temps d’exe´cution est important. Pour re´soudre ces deux proble`mes, Ng et Gong
(2002) ont effectue´ l’apprentissage d’un ensemble de SVM pour de´tecter et localiser le visage
et ont utilise´ par la suite les vecteurs supports comme des templates d’apparence pour estimer
la pose de la teˆte. Toutefois, le proble`me majeur des templates d’apparence est qu’ils ope`rent
selon l’hypothe`se admettant qu’une similarite´ dans l’espace de l’image peut correspondre a` une
similarite´ de la pose. Pour illustrer ce proble`me, on conside`re deux images de la meˆme personne
dans des poses faiblement diffe´rentes et deux images de deux personnes diffe´rentes dans la meˆme
pose. Dans ce sce´nario, l’identite´ produit plus de diffe´rence dans l’image que la variation de la
pose, ce qui fait que l’algorithme du template matching fait correspondre une pose inapproprie´e
a` l’image. Toutefois, cet effet peut eˆtre conside´rablement re´duit en choisissant soigneusement
la technique de mise en correspondance, ainsi qu’en appliquant de bonnes transformations sur
l’image. Par exemple, un filtre LoG peut eˆtre applique´ a` l’image pour accentuer les contours
les plus communs du visage tout en supprimant les variations de texture spe´cifiques a` chaque
individu. Ainsi, plusieurs travaux ont adopte´ des ame´liorations sur les me´thodes base´es sur les
templates d’apparence afin de les rendre plus performantes (Sherrah et al., 2001; Ricci et Odobez,
2009; Morency et al., 2010).
Dans (Sherrah et al., 2001), les templates d’apparence sont utilise´s au lieu d’un mode`le 3D
afin d’effectuer simultane´ment une de´tection de la teˆte et une estimation de sa pose en se basant
sur le suivi. Des mesures de similarite´ de deuxie`me ordre sont utilise´es comme technique de
correspondance. En effet, les auteurs ont effectue´ plusieurs tests pour de´terminer les contraintes
qui satisfont l’hypothe`se de la similarite´ de la pose (voir sous-section 4.1.1). Ils ont e´tudie´, pour
une certaine pose, la transformation de l’image la plus adapte´e pour mettre en e´vidence les dif-
fe´rences de la pose et ignorer celles de l’identite´. Ensuite, ils ont analyse´ la se´paration angulaire
minimale permettant de ve´rifier l’hypothe`se. Ils ont de´duit intuitivement que les filtres base´s sur
les orientations tels que les filtres de Gabor sont les plus adapte´s pour de´terminer les caracte´ris-
tiques spe´cifiques a` la pose. Cependant, ces filtres ne produisent qu’une faible invariance face a`
l’identite´, qui peut eˆtre ame´liore´e par l’application de la me´thode de l’analyse en composantes
principales « Principal Component Analysis » (PCA). Pour e´valuer l’effet de ces transforma-
tions sur l’estimation de la pose, un ratio base´ sur l’hypothe`se de la similarite´ de la pose est
de´fini, plus ce ratio est petit plus la performance est grande. La figure 4.6 montre le ratio de
la similarite´ de la pose pour (a) le pitch (aussi appele´ tilt) et (b) le yaw apre`s la variation des
orientations des filtres de Gabor en fixant en premier le yaw a` 90◦ et ensuite le pitch a` 90◦. Le
ratio varie selon les orientations des filtres mais aussi selon la pose, ce qui implique que les filtres
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filtres de Gabor. (a) variation du pitch avec yaw fixe´ a` 90◦ ; (b) variation du yaw avec pitch fixe´
a` 90◦ (Sherrah et al., 2001)
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du PCA. (a) : variation du pitch ; (b) : variation du yaw (Sherrah et al., 2001)
de Gabor re´ve`lent des caracte´ristiques oriente´es de´pendantes de la pose. La figure 4.7 montre le
ratio de la similarite´ de la pose pour (a) le pitch et (b) le yaw apre`s la variation du nombre de
dimensions du PCA. En moyenne, les ratios obtenus pour le second test sont infe´rieurs a` ceux
du premier. Ceci implique que le PCA ne fait pas qu’annuler l’effet de l’identite´ mais il renforce
aussi la diffe´rence de pose. A partir d’un test sur la se´paration angulaire minimale, les auteurs
ont de´duit que chaque pose doit eˆtre diffe´rente d’une autre par une valeur variant entre 10◦ et
20◦ selon la pose.
Dans un travail plus re´cent propose´ par Ricci et Odobez (2009), une approche combinant
l’estimation de la pose et le suivi de la teˆte est pre´sente´e afin de permettre une estimation
simultane´e de la position, la taille et l’orientation de la teˆte. Les auteurs ont utilise´ l’algorithme
des histogrammes des gradients oriente´s « Histograms of Oriented Gradients » (HOG) (Dalal
et Triggs, 2005) pour extraire les caracte´ristiques de texture de l’image. Le HOG a l’avantage
d’eˆtre rapide et en meˆme temps, il fournit une robustesse aux variations de l’e´clairage et a` la
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diffe´rence de la pose. En plus de la texture, des informations de couleur sont extraites pour
diffe´rencier entre les pixels de peau et les pixels non-peau. Ces informations ne sont pas tre`s
repre´sentatives de la pose, mais elle sont utiles pour la localisation de la teˆte. Ensuite, un
algorithme de filtrage particulaire a` e´tats mixtes est applique´ pour calculer simultane´ment la
position ainsi que la taille et l’orientation de la teˆte. La contribution majeure de ce travail est la
de´finition de la fonction de vraisemblance, utilise´e par le filtrage particulaire, comme une fonction
parame´trique dont les parame`tres sont de´termine´s a` partir d’un ensemble d’apprentissage en
utilisant une approche discriminatoire. La fonction de vraisemblance parame´trique « Likelihood
Parametrized Function » (LPF) mesure la compatibilite´ entre une nouvelle entre´e et le template
correspondant a` une certaine pose. Pour valider leur approche, les auteurs effectuent en premier
lieu des tests sur la base de donne´es Pointing’04 (Gourier et al., 2004) repre´sentant 30 se´ries
d’images, chacune contenant 93 poses diffe´rentes. Les images sont divise´es en deux ensembles,
le premier pour l’apprentissage des templates et des parame`tres de la LPF, et le second pour le
test. Ils obtiennent pour ce test une MAE de 10.5◦ pour le pitch et de 9.1◦ pour le yaw. Dans le
cas ou` les parame`tres de la LPF ne sont pas appris, ces valeurs sont e´gales a` 14.2◦ et 13.7◦.
4.1.3.2 Classification
Les techniques de classification peuvent eˆtre utilise´es pour estimer la pose de la teˆte quand
nous disposons d’un grand nombre de donne´es d’apprentissage. Dans ce cas, la relation entre
la pose 3D et l’image 2D est e´tablie en construisant une se´paration efficace entre les diffe´rentes
poses a` estimer. Les estimateurs base´s sur la classification sont tre`s similaires a` ceux base´s sur
les templates d’apparence puisqu’ils ope`rent tous les deux directement sur un patch de l’image.
Toutefois, au lieu de comparer une image a` un large ensemble de templates, celle-ci est e´va-
lue´e par un classifieur supervise´ ayant effectue´ un apprentissage sur un grand nombre d’images.
L’avantage majeur des estimateurs base´s sur la classification est qu’ils emploient des algorithmes
d’apprentissage qui sont capables d’ignorer la variation de l’apparence qui ne correspond pas au
changement de la pose. Cependant, si le classifieur est utilise´ pour de´tecter la teˆte et estimer
sa pose, il est ne´cessaire d’inclure suffisamment d’exemples de non-visage au moment de l’ap-
prentissage. Un autre inconve´nient est que le nombre de poses a` estimer ne peut eˆtre augmente´
facilement comme pour les templates d’apparence, puisque cette action ne´cessite d’effectuer un
re´-apprentissage du classifieur.
Il est possible d’estimer la pose de la teˆte par la classification en proce´dant de deux ma-
nie`res diffe´rentes. La premie`re solution consiste a` apprendre plusieurs classifieurs, chacun e´tant
de´die´ a` une classe de poses. Cette architecture pre´sente trois inconve´nients majeurs. Le premier
inconve´nient concerne la prise de de´cision finale puisque diffe´rents classifieurs peuvent re´pondre
positivement. Lorsqu’une mesure de confiance peut eˆtre associe´e a` la sortie de chaque classifieur,
il est possible d’appliquer des re`gles simples de de´cision telles qu’une moyenne ponde´re´e ou la
re`gle du « winner takes all ». Cette dernie`re re`gle attribue la pose finale au classifieur ayant
re´pondu avec le plus de certitude (Wu et al., 2004; Gourier et al., 2007). Le deuxie`me incon-
ve´nient re´side dans le fait qu’a` chaque classification, il est ne´cessaire de faire appel a` tous les
classifieurs, ce qui est couˆteux en termes de temps de calcul. Le partitionnement de l’ensemble
d’apprentissage constitue le troisie`me inconve´nient de cette architecture. En effet, il n’est pas
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e´vident de de´terminer les frontie`res des diffe´rentes classes puisqu’en re´alite´, les changements de
pose ne sont pas discrets mais continus. Gourier et al. (2007) proposent un estimateur base´ sur
cette architecture et de´finissent autant de re´seaux de neurones que de classes de poses. Chaque
re´seau est une me´moire auto-associative line´aire « Linear Auto-associative Memory » (LAAM)
qui apprend a` synthe´tiser en sortie une image semblable a` l’entre´e. Si l’entre´e posse`de une orien-
tation proche de celle des visages d’apprentissage, l’entre´e et la sortie seront similaires. La pose
est alors de´finie par le re´seau posse´dant l’erreur de reconstruction la plus faible. Les tests effec-
tue´s sur la base de donne´es Pointing’04 ont fournis des MAE de 10.3◦ et de 15.9◦ pour le pitch
et le yaw respectivement.
La deuxie`me solution pour estimer la pose de la teˆte en utilisant la classification consiste
a` utiliser des classifieurs multi-classes. Pour cette architecture, tous les exemples sont utilise´s
pour apprendre simultane´ment toutes les classes de poses. Toutefois, le proble`me de la prise
de de´cision reste ouvert lorsque plusieurs sorties du classifieur re´pondent positivement. Dans
(Munoz-Salinas et al., 2012), une estimation de la pose de la teˆte multi-vues base´e sur des SVM
multi-classes est propose´e. En premier lieu, l’image est filtre´e par le filtre de Sobel pour relever
la magnitude du gradient, et la dimension est re´duite en appliquant le PCA. Ensuite, un SVM
multi-classes est appris sur un espace discret de la pose. La distribution de la probabilite´ des
votes des classes est pre´fe´re´e a` la se´lection de la classe la plus vote´e par le SVM pour estimer la
pose de la teˆte. Par la suite, cet estimateur est e´tendu afin d’ope´rer avec multiples came´ras par
la fusion de leurs informations. Les auteurs ont effectue´ des tests sur la base de donne´es PEIS-
Home (Saffiotti et Broxvall, 2005) utilisant six came´ras. Plus le nombre de came´ras est important
plus les re´sultats sont meilleurs. Cependant, le temps de calcul augmente conside´rablement en
fonction du nombre de came´ras.
Dans (Jain et Crowley, 2013), l’image est transforme´e en lui appliquant une pyramide orien-
table « Steerable Pyramid » (SP) (Simoncelli et al., 1992) compose´e de de´rive´es de second
ordre d’une gaussienne. L’utilisation de cette transformation permet de mettre en e´vidence les
contours oriente´s de l’image. Pour re´duire la taille du vecteur caracte´ristique obtenu, les auteurs
appliquent le PCA. Ensuite, deux SVM multi-classes sont appris pour estimer la pose de la teˆte
selon le pitch et le yaw. Le test de cette me´thode sur la base de donne´es Pointing’04 a procure´
une MAE de 8◦ pour le pitch et de 6.9◦ pour le yaw avec un temps de traitement de 108 ms par
image.
4.1.3.3 Re´gression
L’estimation de la pose de la teˆte par les techniques de re´gression a pour objectif d’apprendre
une relation fonctionnelle entre l’apparence de la teˆte et sa pose. Cette relation est construite a`
partir d’un ensemble d’apprentissage et permet de fournir une estimation continue de la pose.
Toutefois, cette proce´dure est complexe car elle ne´cessite d’approximer une fonction fortement
non-line´aire dans un espace de grande dimension. Dans (Al-Haj et al., 2012) par exemple, le
vecteur caracte´ristique de la pose est construit par une pyramide de HOG a` trois niveaux, et une
re´gression par moindre carre´e partiel « Partial Least Square » (PLS) est utilise´e pour de´terminer
les coefficients mode´lisant la relation entre la teˆte et sa pose. Pour renforcer la re´gression, le PLS
est associe´ a` un noyau fonction de base radiale « Radial Basis Function » (RBF) qui permet de
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Tableau 4.2 – E´tude comparative entre SVM, SVR et LARR (Guo et al., 2008)
Technique Pitch-MAE Yaw-MAE
SVM 4.73 59.91
SVR 9.37 7.84
LAAR 7.69 9.23
produire de bons re´sultats au de´triment de la complexite´. Les re´sultats obtenus par l’application
du PLS associe´ au RBF sur la base de donne´es Pointing’04 correspondent a` des MAE de 6.61◦
et 6.56◦ pour le pitch et le yaw respectivement. Quand le PLS line´aire est applique´ (sans noyau),
les MAE pour le pitch et le yaw sur la meˆme base de donne´es correspondent a` 10.52◦ et 11.29◦.
Plusieurs estimateurs combinent entre une re´gression par machines a` vecteurs supports
« Support Vector Regression » (SVR) et un SVM. Dans (Guo et al., 2008), les auteurs ont
effectue´ une e´tude comparative entre SVM, SVR et la combinaison des deux, nomme´e re´gression
robuste localement ajuste´e « Locally Adjusted Robust Regressor » (LARR). Pour une image
d’entre´e, le principe de la LARR consiste a` utiliser deux SVR (l’un pour le pitch et l’autre pour
le yaw) et de calculer deux distances entre les angles estime´s et toutes les poses possibles. Ces
distances sont ensuite trie´es selon un ordre ascendant et les classes les plus proches sont utilise´es
pour l’ajustement local par SVM. L’e´tude est effectue´e sur les images de la teˆte extraites ma-
nuellement de la base de donne´es Pointing’04. Le tableau 4.2 affiche les re´sultats obtenus. Nous
en de´duisons que le SVM est meilleur pour le pitch mais beaucoup moins performant pour le
yaw, alors que le SVR procure une assez bonne performance pour les deux angles. Les MAE du
LARR sont proches de ceux du SVR.
Dans Ho et Chellappa (2012), une combinaison entre le SVM et le SVR est aussi propose´e.
Les auteurs construisent le vecteur caracte´ristique de la pose par l’application du descripteur
Scale Invariant Feature Transform (SIFT) sur des points re´guliers appartenant a` une grille de
l’image au lieu de l’appliquer uniquement sur les points caracte´ristiques. Puisque la dimension
de ce vecteur est importante, une re´duction est effectue´e par une projection ale´atoire « Random
Projection» (RP) sur un sous-espace de dimension infe´rieure. Ce proce´de´ de re´duction de l’espace
est utilise´ pour les vecteurs caracte´ristiques de tre`s grande dimension, et remplace le PCA qui
entraine de lourds calculs quand les dimensions sont importantes. Par la suite, une architecture
combinant SVM et SVR est propose´e pour l’estimation de la pose de la teˆte. En premier lieu,
l’espace des configurations possibles des poses est divise´ en un nombre fixe de classes e´tiquete´es
et un SVM multi-classes est appris pour ces classes. Les images appartenant a` une meˆme classe
sont utilise´es pour l’apprentissage d’un SVR pour raffiner l’estimation de la pose, ce qui signifie
qu’il faudrait apprendre autant de SVR que de classes. Les auteurs ont teste´ leur approche sur
la base de donne´es Pointing’04 obtenant ainsi des MAE de 5.84◦ pour le pitch et de 6.05◦ pour
le yaw.
4.1.3.4 Suivi
L’estimation de la pose de la teˆte base´e sur le suivi ope`re en poursuivant le mouvement relatif
de la teˆte entre frames conse´cutives d’une se´quence vide´o. L’avantage majeur des approches
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base´es sur le suivi re´side dans leur capacite´ a` estimer la pose avec pre´cision en de´tectant les
faibles changements d’orientations. Toutefois, la difficulte´ de ces approches est lie´e a` la ne´cessite´
de fournir une localisation et une pose initiale de la teˆte. Sans cette e´tape initiale, il est impossible
de de´couvrir le changement relatif des poses entre les frames.
Le suivi par filtrage particulaire est le plus utilise´ dans la litte´rature pour l’estimation de
la pose de la teˆte et est souvent associe´ a` d’autres approches base´es sur l’apparence ou bien
le mode`le de la teˆte. Dans (Ricci et Odobez, 2009), un suivi par filtres particulaires a` e´tats
mixtes est associe´ a` des templates d’apparence combinant entre la texture et la couleur afin de
permettre la localisation de la teˆte et l’estimation de sa pose (voir la sous-section 4.1.3.1 pour
plus de de´tails sur ce travail). Dans les travaux de Aggarwal et al. (2005) et Choi et Kim (2009),
de´taille´s dans la sous section 4.1.2.1, les auteurs ont aussi utilise´ un suivi par filtres particulaires
mais ils l’ont combine´ respectivement a` des mode`les cylindrique et ellipso¨ıdal de la teˆte.
Nous avons expose´ dans cette section un aperc¸u sur les techniques utilise´es en ge´ne´rale pour
l’estimation de la pose de la teˆte, nous allons consacre´ la section 4.2 a` la pre´sentation de quelques
techniques de´die´es a` l’analyse de l’inattention chez conducteur.
4.2 Estimation de la pose de la teˆte du conducteur
Un grand inte´reˆt est porte´ par les chercheurs aux syste`mes d’aide a` la conduite base´s sur
la pose de la teˆte du conducteur comme caracte´ristique re´ve´lant le centre d’attention visuelle
d’une personne et son e´tat de vigilance (Bretzner et Krantz, 2005; Bergasa et al., 2006; Trivedi
et al., 2007; Murphy-Chutorian et Trivedi, 2008). Le laboratoire de recherche le plus connu
dans ce domaine est le LISA, CVRR, University of California, USA 2. Cette e´quipe a propose´
plusieurs approches pour l’e´tude de la pose de la teˆte du conducteur afin de de´terminer son
niveau d’attention (Huang et Trivedi, 2003; Trivedi et al., 2007; Murphy-Chutorian et al., 2007;
Murphy-Chutorian et Trivedi, 2008, 2010; Martin et al., 2012; Tawari et al., 2014).
Dans (Murphy-Chutorian et al., 2007), un estimateur de la pose de la teˆte du conducteur
ope´rant sur une came´ra sensible a` un e´clairage visible et infrarouge est propose´. Une variante
de l’algorithme SIFT appele´e histogramme des orientations des gradients localise´s « Localized
Gradient Orientation » (LGO) est utilise´e pour construire le vecteur caracte´ristique de la pose.
Ensuite, ces vecteurs sont utilise´s pour l’apprentissage d’un SVR pour le pitch et un autre pour
le yaw afin de de´terminer la pose de la teˆte. Pour tester cette architecture, les auteurs ont
utilise´ leur propre testbed LISA-P illustre´ par la figure 4.8 (en haut). LISA-P est constitue´ d’un
ve´hicule embarquant a` la fois une came´ra sensible aux e´clairages visible et infrarouge, une source
de lumie`re infrarouge et un syste`me de capture de mouvements dote´ de cinq capteurs place´s sur
la teˆte du conducteur (voir la figure 4.8 (en bas)). Ce syste`me de capture permet de de´terminer
une ve´rite´ terrain pre´cise pour la pose de la teˆte. La came´ra est utilise´e pour capturer des vide´os
du conducteur de jour comme de nuit. Ainsi, la source de lumie`re proche infrarouge est place´e
devant le conducteur pour permettre une acquisition dans des environnements obscures. Les
donne´es d’apprentissage sont acquises par le syste`me de capture des mouvements. Deux se´ries
2. Laboratory for Intelligent and Safe Automobiles, Computer Vision and Robotics Research Laboratory,
University of California, San Diego, USA http://cvrr.ucsd.edu/LISA/index.html
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collecte et l’e´valuation de leur estimateur de la pose de la teˆte ; (En bas) Vue du conducteur par
le testbed LISA-P.
de tests ont e´te´ conduites, l’une dans une salle et l’autre dans le testbed LISA-P. Les re´sultats
obtenus en termes de MAE sont les suivants :
– Test laboratoire (dix sujets), pitch=5.58◦, yaw=6.40
– Test ve´hicule LISA-P (six sujets), pendant la journe´e : pitch= 3.99◦, yaw=9.28◦ ; pendant
le soir : pitch=5.18◦, yaw=7.74◦
Dans (Murphy-Chutorian et Trivedi, 2008, 2010), l’estimation de la pose de la teˆte du conduc-
teur est traite´e par une combinaison de plusieurs techniques : re´gression, template d’apparence,
mode`le de la teˆte et suivi. L’orientation initiale de la teˆte est estime´e par l’approche pre´sente´e
ci-dessus (Murphy-Chutorian et al., 2007), en ajoutant un troisie`me SVR pour l’estimation du
roll. Cet estimateur constitue une e´tape d’initialisation (ou de re´initialisation) d’un algorithme
de suivi de la pose par filtrage particulaire combine´ a` un mode`le de texture 3D de la teˆte. Cet
algorithme met a` jour un mode`le anthropome´trique rigide de la teˆte en utilisant un ensemble
de comparaisons base´es sur l’apparence pour estimer le mouvement qui minimise la diffe´rence
entre la projection virtuelle du mode`le et la frame suivante. La figure 4.9 affiche un exemple
de l’adaptation de la teˆte au mode`le rigide par l’algorithme de suivi. L’imple´mentation sur un
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mode`le retourne´ par l’algorithme du suivi (Murphy-Chutorian et Trivedi, 2010)
processeur graphique «Graphics Processing Unit » (GPU) 3 permet le traitement en temps re´el.
Le meˆme dispositif pre´sente´ dans la figure 4.8 est utilise´ pour construire un ensemble de donne´es
repre´sentant 14 sujets en situation de conduite. Les erreurs obtenues sont donne´es en termes de
MAE et correspondent aux re´sultats suivants : pitch= 8.57◦, yaw= 11.24◦ et roll= 8.29◦.
Il existe aussi des produits commerciaux pour l’estimation de la pose de la teˆte du conducteur.
L’un de ces produits est le Smart Eye AntiSleep (AntiSleep 4, 2013; Bretzner et Krantz, 2005) qui
correspond a` un syste`me conc¸u pour de´terminer la somnolence et l’inattention chez le conducteur.
Ce syste`me peut s’exe´cuter sur un ordinateur portable en utilisant l’unite´ d’acquisition constitue´e
d’une came´ra a` spectre visible en plus de deux sources de lumie`res infrarouges, comme illustre´ par
la figure 4.10. AntiSleep mesure la position et l’orientation 3D de la teˆte, la direction du regard
et la fermeture des paupie`res. Pour l’estimation de la pose de la teˆte, les auteurs utilisent une
approche de suivi et une me´thode ge´ome´trique base´e sur un mode`le ge´ne´rique de la teˆte comme
e´tape d’initialisation. Toutefois, ce syste`me est limite´ a` un usage dans un environnement controˆle´
pour des fins de simulations et n’est pas utilise´ en pratique, a` cause de l’influence des lumie`res
infrarouges pendant la conduite en plein jour. En effet, la pre´sence d’une forte luminosite´ re´duit
conside´rablement l’efficacite´ des came´ras infrarouges, puisque les images acquises dans ce cas
sont de mauvaise qualite´.
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sources de lumie`res infrarouges (Bretzner et Krantz, 2005)
3. GPU circuit inte´gre´ pre´sent sur une carte graphique disposant d’une structure hautement paralle`le
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4.3 Conclusion
Tableau 4.3 – Tableau re´capitulatif des estimateurs de la pose de la teˆte. (1) e´cart type, (2) RMS,
(3) MAE, (4) CCR. (∗) estimateur de´die´ au conducteur.
MF (Mode`le flexible) ; MG (Me´thode ge´ome´trique) ; Cl (Classification) ; Rg (Re´gression) ; Sv
(Suivi) ; TA (Template d’apparence)
Approche Cat. Re´sultats Donne´es
Pitch Yaw Roll
AAM + POSIT (Martins et Batista, 2008) MF +
Sv
(1)2.6◦ (1)1.7◦ (1)1.9◦ Personnelle
Mode`le cylindrique + filtrage Particulaire (Aggar-
wal et al., 2005)
MF +
Sv
(3)4.4◦ (3)5.2◦ (3)2.5◦ UCSD,
BU, Li
Mode`le ellipso¨ıdal + Filtrage Particulaire (Choi et
Kim, 2009)
MF +
Sv
(3)3.9◦ (3)4.1◦ (3)2.8◦ Boston
Ge´ome´trie faciale (Horprasert et al., 1996) MG - - - Personnelle
Syme´trie faciale + EM (Wang et Sung, 2008) MG (2)1.7◦ (2)2.6◦ (2)3.6◦ Personnelle
Reconstruction 3D + Suivi (Gurbuz et al., 2012) MG
+ Sv
(2)2.5◦ (2)3.2◦ (2)2.6◦ Personnelle
Syme´trie faciale + Arbres de´cisionnels (Dahmane
et al., 2012)
MG
+ Cl
(4) 81% FacePix
Filtre Gabor + PCA + Suivi (Sherrah et al., 2001) TA +
Sv
- - - Personnelle
HOG + Filtrage particulaire (Ricci et Odobez,
2009)
TA +
Sv
(3)10.5◦ (3)9.1◦ - Pointing’04
Mode`le d’apparence + Suivi (Morency et al., 2010) TA +
Sv
(3)4.7◦ (3)6.9◦ (3)4.3◦ MIT
LAAM (Gourier et al., 2007) Cl (3)10.3◦ (3)15.9◦ - Pointing’04
SVM + PCA + Came´ras ste´re´os (Munoz-Salinas
et al., 2012)
Cl (2)6.5◦ (2)9.6◦ - PEIS-
Home
SP + PCA + SVM (Jain et Crowley, 2013) Cl (3)8◦ (3)6.9◦ - Pointing’04
HOG + PLS noyau RBF (Al-Haj et al., 2012) Rg (3)6.6◦ (3)6.5◦ - Pointing’04
SVM + SVR (Guo et al., 2008) Rg +
Cl
(3)7.7◦ (3)9.2◦ - Pointing’04
SIFT + SVM+ SVR + RP (Ho et Chellappa, 2012) Rg +
Cl
(3)5.8◦ (3)6.1◦ - Pointing’04
LGO + SVR (∗) (Murphy-Chutorian et al., 2007) Rg (3)4.6◦ (3)8.5◦ - LISAP
LGO + SVR + Filtrage Particulaire (∗) (Murphy-
Chutorian et Trivedi, 2010)
Rg +
Sv
(3)8.6◦ (3)11.2◦ (3)8.3◦ LISAP-14
Nous avons pre´sente´ dans ce chapitre divers syste`mes de´die´s a` l’estimation de la pose de
la teˆte. Nous illustrons dans le tableau 4.3 un re´sume´ de quelques estimateurs en incluant les
approches sur lesquelles ils se basent et les cate´gories auxquelles ils appartiennent. Nous pouvons
conclure de ce tableau que les me´thodes base´es sur la classification sont les plus e´tudie´es et les
plus prometteuses. Aussi, nous pouvons en de´duire que plusieurs auteurs e´laborent les tests sur
leurs propres donne´es qu’ils gardent confidentielles, mais que Pointing’04 reste la base de donne´es
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publique la plus utilise´e.
Dans notre the`se, nous de´sirons estimer la pose de la teˆte du conducteur afin de de´tecter
son inattention. De ce fait, nous n’avons pas besoin de relever les orientations pre´cises de la
teˆte, mais plutoˆt un ensemble de classes de poses dans lesquels le conducteur est attentif ou pas.
Apre`s des observations me´ticuleuses du comportement du conducteur (de´taille´es dans la section
5.4), nous avons opte´ pour la construction d’estimateurs portant sur deux angles de liberte´, a`
savoir le pitch et le yaw. D’apre`s ces meˆmes observations, nous pouvons de´duire qu’il est suffisant
d’estimer trois poses selon le pitch (frontale, haute et basse) et trois poses selon le yaw (frontale,
gauche et droite) afin de de´terminer le niveau d’attention du conducteur.
En tenant compte de ces contraintes et apre`s avoir e´tudie´ l’e´tat de l’art et visualise´ les re´-
sultats pour chaque type d’estimateur, nous avons conclu que nous sommes en pre´sence d’un
proble`me d’estimation discre`te de la pose de la teˆte, qui pourra eˆtre re´solu par des techniques
base´es sur la classification. Nous avons choisi ce type d’approches graˆce a` son efficacite´, a` son
adaptation aux applications temps-re´el, et a` sa capacite´ a` ignorer la variation de l’apparence qui
ne correspond pas au changement de la pose quand il est associe´ a` un descripteur adapte´. Dans
ce qui suit, nous proposons deux estimateurs base´s sur la classification, que nous de´taillons dans
le chapitre 5 et le chapitre 6. Ces deux estimateurs prennent en conside´ration l’hypothe`se de
re´fe´rence qui stipule que « les filtres base´s sur les orientations sont les plus adapte´s pour de´ter-
miner les caracte´ristiques spe´cifiques a` la pose » Sherrah et al. (2001). Le premier estimateur est
base´ sur un apprentissage robuste applique´ sur des templates d’apparence extraits en utilisant
un outil puissant pour la transformation de l’image. Nous avons choisi d’utiliser une transfor-
mation multi-e´chelle et multi-orientation par les pyramides orientables (Simoncelli et al., 1992)
ainsi qu’un apprentissage probabiliste par la fonction de vraisemblance parame´trique (Toyama
et Blake, 2002). Le second estimateur est base´e sur la classification et la fusion de plusieurs des-
cripteurs de l’image permettant de relever les orientations de la pose de la teˆte. Nous utilisons
une classification par SVM multi-classes et une fusion de quatre descripteurs.

Chapitre
5
ESTIMATION DE LA POSE DE LA TEˆTE BASE´E SUR LA PYRAMIDE ORIEN-
TABLE ET L’APPRENTISSAGE PROBABILISTE
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5.1 Introduction
N
ous proposons dans ce chapitre, un estimateur discret de la pose de la teˆte base´ sur les
templates d’apparence et un apprentissage probabiliste. En effet, nous de´veloppons une
me´thode hybride qui combine les templates d’apparence a` une technique de classification assez
originale, comme nous les avons de´taille´s dans le sous-section 4.1.3. Notre approche consiste a`
mode´liser chaque pose discre`te par un template de re´fe´rence, selon la proce´dure que nous pre´sen-
tons dans la section 5.2. Ces templates sont e´labore´s a` partir d’une transformation de l’image par
une pyramide orientable « Steerable Pyramid » (SP) (Simoncelli et al., 1992), qui correspond a`
une de´composition multi-e´chelle par des filtres orientables « Steerable Filters » (SF) (Freeman
et Adelson, 1991). Notre choix a porte´ sur ces filtres puisqu’ils permettent une robustesse face
aux de´formations ge´ome´triques et aux changements des points de vue, ce qui rend les templates
d’apparence plus performants. Un autre avantage fourni par ce filtrage a` orientations se´lectives
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est lie´ a` sa capacite´ de ge´ne´rer des images filtre´es a` n’importe quelle orientation par une com-
binaison line´aire d’un ensemble de filtres de base, ce qui permet de re´duire conside´rablement le
temps de calcul. Apre`s avoir de´fini le template de re´fe´rence pour chaque pose, nous effectuons un
apprentissage des parame`tres de la fonction de vraisemblance parame´trique « Likelihood Para-
metrized Function » (LPF) en utilisant une technique probabiliste. Nous utilisons cette fonction
pour estimer la congruence entre une nouvelle image de la teˆte et les templates de re´fe´rence.
Nous de´taillons dans la section 5.3, les diffe´rentes e´tapes de l’estimation de la pose de la teˆte
par la fonction de vraisemblance parame´trique « Likelihood Parametrized Function » (LPF).
Ensuite, nous expliquons dans la section 5.4, la proce´dure propose´e pour estimer la pose de la
teˆte du conducteur afin de de´tecter son inattention. Enfin, dans la section 5.5, nous pre´sentons
des re´sultats expe´rimentaux pour valider notre approche.
5.2 Mode´lisation de la pose de la teˆte par la pyramide orientable
La mode´lisation de la pose de la teˆte est une e´tape essentielle du processus de l’estimation
de la pose. En effet, elle permet de construire une repre´sentation de l’apparence de la teˆte en
prenant en conside´ration les variations produites par les changements de l’orientation. Puisque
nous de´sirons analyser les structures oriente´es caracte´risant la pose de la teˆte, nous avons choisi
d’utiliser la de´composition en SP. Le concept fondamental de cette transformation de l’image
re´side dans la the´orie des SF que nous de´taillons dans la sous-section 5.2.1. Ensuite, nous de´fi-
nissons le principe de la de´composition en SP dans la sous-section 5.2.2. Enfin, nous expliquons
dans la sous-section 5.2.3, la proce´dure propose´e pour construire le template de re´fe´rence pour
chaque pose discre`te a` estimer.
5.2.1 The´orie des filtres orientables
Les SF constituent le concept principal de la de´composition en SP. Une fonction f(x, y) est
dite orientable si ses versions oriente´es fθ(x, y) par un angle theta peuvent eˆtre exprime´es par
une combinaison line´aire de M fonctions de base fθj (x, y), comme exprime´ par l’e´quation 5.1
ou` kj(θ) repre´sentent les fonctions d’interpolation correspondantes (j = 1 cdotsM).
fθ(x, y) =
M∑
j=1
kj(θ)f
θj (x, y) (5.1)
Nous de´sirons de´terminer quelle fonction f(x, y) peut satisfaire l’e´quation 5.1, combien de termes
M sont ne´cessaires et que pouvons-nous choisir comme fonctions d’interpolations kj(θ). Nous
conside´rons par la suite la repre´sentation polaire des coordonne´es (r =
√
x2 + y2, φ = arg(x, y)).
Soit f une fonction qui peut eˆtre e´tendue par des se´ries de Fourier avec l’angle φ, exprime´e par
l’e´quation 5.2.
fθ(r, φ) =
N∑
n=−N
an(r)e
inφ (5.2)
La condition de l’orientabilite´ pre´sente´e par l’e´quation 5.1, est valable pour les fonctions sous la
forme de l’e´quation 5.2 si et seulement si les fonctions d’interpolation kj(θ) sont des solutions
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de l’e´quation 5.3.


1
exp(iθ)
...
exp(iNθ)

 =


1 1 · · · 1
exp(iθ1) exp(iθ2) · · · exp(iθM )
...
...
...
...
exp(iNθ1) exp(iNθ2) · · · exp(iNθM )




k1(θ)
k2(θ)
...
kM (θ)

 (5.3)
De l’e´quation 5.1 et l’e´quation 5.2, nous pouvons de´duire l’e´quation 5.4, ou` gj(r, φ) peut corres-
pondre a` un ensemble quelconque de fonctions.
fθ(r, φ) =
M∑
j=1
kj(θ)gj(r, φ) (5.4)
Le nombre minimal de fonctions de base T correspond au nombre des an(r) Ó= 0 dans l’e´quation
5.2, ce qui implique que M ≥ T . Il est possible de choisir des versions oriente´es de f comme
fonctions de base. Dans ce cas, nous calculons les T orientations θj des fonctions de base, re´parties
entre 0 and π, et donne´es par l’e´quation 5.5.
θj =
jπ
T
, (j = 0 · · ·T − 1) (5.5)
Fonction orientable choisie :
Pour de´terminer les templates de re´fe´rence de la pose de la teˆte, nous choisissons d’utiliser une
fonction orientable simple introduite par Freeman et Adelson (1991), dont nous pre´sentons la
de´finition dans ce qui suit.
Soit f(x, y) une fonction gaussienne 2D circulairement syme´trique, exprime´e par l’e´quation 5.6.
f(x, y) = e−
(x2+y2)
2σ2 (5.6)
Dans (Freeman et Adelson, 1991), l’orientabilite´ des de´rive´es directionnelles a e´te´ de´montre´e. Si
nous notons f1 la premie`re de´rive´e de f , alors f1 est une fonction orientable. Les filtres de bases
f0
◦
1 et f
90◦
1 de cette fonction sont donne´s par l’e´quation 5.7, et correspondent respectivement
aux de´rive´es premie`res selon les directions x et y.
∂
∂x
f(x, y) = f0
◦
1 = −
1
σ2
xe−
(x2+y2)
2σ2
∂
∂y
f(x, y) = f90
◦
1 = −
1
σ2
ye−
(x2+y2)
2σ2
(5.7)
D’apre`s l’e´quation 5.1, le filtre f1 a` une orientation quelconque θ peut eˆtre synthe´tise´ par une
combinaison line´aire des filtres de bases f0
◦
1 and f
90◦
1 , comme le montre l’e´quation 5.8.
fθ1 = cos(θ)f
0◦
1 + sin(θ)f
90◦
1 (5.8)
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Puisque la convolution (note´e ∗) est une ope´ration line´aire, une image I filtre´e a` n’importe
quelle orientation θ peut eˆtre synthe´tise´e par la combinaison line´aire des images R0
◦
1 et R
90◦
1 ,
correspondant au filtrage de I par les filtres de base f0
◦
1 et f
90◦
1 . Le processus de filtrage de
l’image I par le filtre orientable choisi fθ1 est exprime´ par l’e´quation 5.9
R0
◦
1 = f
0◦
1 ∗ I
R90
◦
1 = f
90◦
1 ∗ I
Rθ1 = cos(θ)R
0◦
1 + sin(θ)R
90◦
1
(5.9)
La figure 5.1 illustre un exemple de l’application des SF choisis sur l’image d’un disque (voir la
figure 5.1-a). La figure 5.1-b et la figure 5.1-c correspondent respectivement aux filtres de base a`
0◦ et 90◦, tandis que la figure 5.1-e et figure 5.1-f repre´sentent le re´sultat du filtrage de l’image
par ces deux filtres. Si nous conside`rons θ = 30◦, le SF a` cette orientation est repre´sente´ par la
figure 5.1-d et le re´sultat du filtrage correspond a` la figure 5.1-g.
5.2.2 De´composition en pyramide orientable
L’ide´e principale derrie`re l’utilisation d’une de´composition pyramidale est que chaque en-
semble de caracte´ristiques existe dans une certaine e´chelle de l’image. La transformation en on-
delettes (Chui, 1992) est l’une des de´compositions pyramidales les plus connues. Toutefois, cette
transformation souffre de limites importantes qui correspondent a` l’aliasing et la non repre´senta-
tion des orientations obliques. Ainsi, la de´composition en SP a e´te´ propose´e par Simoncelli et al.
(1992) pour re´soudre ces proble`mes et permettre une de´composition multi-orientation et multi-
e´chelle de l’image. En effet, cette de´composition est invariante par rapport a` la translation (les
sous-bandes ne pre´sentent pas d’aliasing, elles sont e´quivariantes par rapport a` la translation)
et aussi par rapport a` la rotation (les sous-bandes sont orientables, elles sont e´quivariantes par
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rapport a` la rotation). Ces deux proprie´te´s sont tre`s importantes pour les applications incluant
une repre´sentation de la position ou de l’orientation des structures de l’image. La de´composition
en SP a e´te´ applique´e dans plusieurs domaines tels que l’analyse de l’orientation, le de´bruitage
et l’analyse de la texture.
Le principe de la SP est de de´composer une image en diffe´rents niveaux d’e´chelle, et d’appli-
quer des sous-bandes orientables pour chaque niveau. Puisque les SF sont utilise´s pour construire
les sous-bandes, il est donc possible de les repre´senter par une combinaison line´aire de filtres de
base, ce qui a l’avantage de re´duire conside´rablement le temps de calcul. La figure 5.2 illustre
les e´tapes de la de´composition d’une image par la SP. Chaque image est filtre´e par un filtre
passe-haut H0(w) et par un filtre passe-bas L0(w). Ensuite, la sortie de L0(w) est de´compose´e
en utilisant k SF passe-bandes Bk(w), et aussi un filtre passe-bas L1(w). La de´composition se
fait de manie`re re´cursive en sous-e´chantillonnant la sortie de L1(w) par un facteur de deux et en
re´- appliquant le processus de filtrage orientable. Pour e´viter l’aliasing, les composantes passe-
bandes ne doivent pas eˆtre sous-e´chantillonne´es. La reconstruction de la pyramide est re´alise´e
par le processus inverse.
La fonction de transfert du syste`me global de la de´composition en SP est donne´e par l’e´qua-
tion 5.10.
h(ω) = |H0(ω)|
2 + |L0(ω)|
2

|L1(ω)|2 + n∑
(k=0)
|Bk(ω)|
2

 (5.10)
Pour e´viter la distorsion d’amplitude, e´liminer l’aliasing et de´composer le syste`me re´cursivement,
il faut ve´rifier les contraintes suivantes :
– Quand l’image est filtre´e par H0 et L0, la somme des sorties de ces deux filtres doit
produire l’image originale : |H0(ω)|
2 + |L0(ω)|
2 = 1
– Pour toute valeur |ω| >
π
2
, il faut ve´rifier que L1 = 0
j?
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– Quand l’image est filtre´e par L1 et les filtres Bk, la somme des sorties de ces filtres doit
produire l’image originale, qui est dans ce cas l’image filtre´e par L0. Cela peut s’e´crire
sous la forme de l’e´quation : |L1(ω)|
2 +
∑n
(k=0) |Bk(ω)|
2 = 1
Pour la construction des SF Bk, nous utilisons l’e´quation 5.8. Le nombre de niveaux de la
pyramide ainsi que le nombre de SF pour chaque niveau seront de´termine´s par une e´tude expe´-
rimentale de´taille´e que nous pre´sentons dans la section 5.5.
Dans (Castleman et al., 1998), les auteurs proposent de construire les filtres H0, L0 et L1
en utilisant le cosinus sure´leve´ :
– Le filtre H0 est donne´ par H0(u, v) = PH(f2, fN , s), avec PH une fonction de transfert a`
contours floute´s donne´e par le cosinus sure´leve´ et exprime´ par l’e´quation 5.11. a et b sont
des parame`tres e´tablissant les limites des bandes.
PH(a, b, f) =


0 pour f ≤ a√
1
2
[
1− cos
[
π
(
f − a
b− a
)]]
pour a < f < b
1 pour f ≥ b
(5.11)
– Les filtres passe-bas sont donne´s par : L0(u, v) = PB(f2, fN , s) et L1(u, v) = PB(f1, fN/2, s),
avec PB une fonction de transfert a` contours floute´s donne´e par le cosinus sure´leve´ et ex-
prime´e par l’e´quation 5.12.
PB(a, b, f) =


1 pour f ≤ a√
1
2
[
1− cos
[
π
(
f − a
b− a
)]]
pour a < f < b
0 pour f ≥ b
(5.12)
5.2.3 Construction des templates de re´fe´rence
Pour estimer K poses discre`tes de la teˆte, nous aurons besoin de de´finir K templates de
re´fe´rence. Chaque pose doit eˆtre repre´sente´e par un nombre suffisant d’images. Pour chaque
image i implique´e dans la construction du template pour la pose k, nous localisons le patch
de la teˆte en utilisant une segmentation de l’image en pixels peau et non peau. Ensuite, nous
appliquons sur ce patch une de´composition en SP en utilisant n niveaux et j SF (les valeurs
optimales de ces parame`tres seront de´termine´es dans la sous-section 5.5.2). Nous repre´sentons
le re´sultat de la de´composition dans un seul vecteur caracte´ristique vi, qui remplacera l’image
i. Apre`s avoir traite´ toutes les images m de´die´es a` la construction du template pour la pose k,
nous calculons la moyenne Ek des vecteurs caracte´ristiques associe´s a` cette pose k, exprime´e par
l’e´quation 5.13.
Ek = mean(v
1
k, · · · , v
m
k ) (5.13)
Chaque vecteur caracte´ristique moyen Ek repre´sente le template de re´fe´rence de la pose k. Nous
notons ξ l’ensemble des vecteurs caracte´ristiques moyens, ξ = (E1, · · · , EK). Nous calculons
e´galement la matrice de covariance diagonale σk par l’e´quation 5.14 et nous notons Σ l’ensemble
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des σk, Σ = (σ1, · · · , σK).
σk = diag(cov(v
1
k, · · · , v
m
k )) (5.14)
Cet ensemble sera utilise´ pour le calcul de la LPF.
5.3 Estimation de la pose de la teˆte par la fonction de vraisemblance pa-
rame´trique
Dans (Ricci et Odobez, 2009; Smith et al., 2008), un apprentissage probabiliste, qui cor-
respond a` la LPF, est pre´sente´ comme une mesure de compatibilite´ entre une nouvelle entre´e
et le template de re´fe´rence d’une certaine pose. Cette fonction est exprime´e par un ensemble
de parame`tres appris afin de fournir une grande similarite´ si la pose de l’entre´e et du template
de re´fe´rence sont proches. En effet, les images de test seront analyse´es en termes d’un mode`le
probabiliste de´termine´ a` partir des images d’apprentissage. Dans (Toyama et Blake, 2002), une
approche pour le suivi des objets utilisant des templates d’apparence avec un me´canisme pro-
babiliste est introduite pour la premie`re fois. Au lieu d’utiliser un apprentissage classique (SVM
par exemple), les auteurs emploient une approche de mixture de me´triques base´e sur la LPF.
Notre approche est inspire´e des travaux de Ricci et Odobez (2009) et de Toyama et Blake (2002)
qui utilisent la LPF pour traiter le proble`me du suivi. Dans notre cas, nous de´finissons cette
fonction pour estimer la pose de la teˆte. Dans ce qui suit, nous pre´sentons les diffe´rentes e´tapes
de l’apprentissage de la LPF pour l’estimation de la pose de la teˆte a` partir des donne´es utilise´es
pour la construction des templates de re´fe´rence.
La LPF d’une image repre´sente´e par son vecteur caracte´ristique v, e´tant donne´e une pose
de la teˆte k, est exprime´e par l’e´quation 5.15
p(v|k) =
1
Zk
e(−λkρk(v,Ek)) (5.15)
Ou` :
Ek : le template de re´fe´rence de la pose k, donne´ par l’e´quation 5.13
σk : la matrice de covariance diagonale exprime´e par l’e´quation 5.14
Zk : une fonction de partition, aussi appele´e constante de normalisation ;
λk : le parame`tre de l’exponentiel.
ρk : la distance de Mahalanobis tronque´e et normalise´e, donne´e par l’e´quation 5.16 (Smith et al.,
2008).
ρk(v,Ek) =
1
n
n∑
i=1
max
{(
(v(i)− Ek(i))
σk
)2
, T 2
}
(5.16)
Avec :
T : un seuil permettant d’exclure les valeurs inapproprie´es pour la distance (fixe´ a` 3).
Les parame`tres de la LPF qui devront eˆtre appris correspondent a` λk et Zk. Cependant, pour
apprendre la valeur d’un parame`tre de l’exponentiel λk a` partir des donne´es d’entrainement, il
est ne´cessaire d’avoir des connaissances pre´alables de la fonction de partition Zk. Ge´ne´ralement,
cela est difficile, mais faisable quand la distance utilise´e peut eˆtre approche´e par une distribution
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gaussienne, comme c’est le cas pour la distance ρk choisie.
Dans ce cas pre´cis, les parame`tres de la LPF peuvent eˆtre exprime´s par l’e´quation 5.17
λk =
1
2δ2
k
Zk = δ
dk
k
(5.17)
D’apre`s la forme de l’e´quation 5.17, Toyama et Blake (2002) ont de´montre´ que la distance ρk
peut eˆtre approche´e par une variable ale´atoire δ2kχ
2
dk
suivant une loi χ2, avec δk son e´cart-type
et dk sa dimension. Cette approximation permet l’apprentissage des parame`tres δk et dk a` partir
des donne´es d’entrainement. Pour ceci, nous construisons un ensemble Fv a` partir de ces donne´es.
Pour chaque fvǫFv, nous de´terminons la pose k permettant de minimiser la distance ρ entre fv
et tous les templates de re´fe´rence Ep, comme exprime´ par l’e´quation 5.18.
k = argmin
p
ρp(fv, Ep) (5.18)
Nous notons ρk(fv) = ρk(fv, Ek) pour simplifier l’e´criture. Rappelons que ρk(fv) peut eˆtre
approche´e par δ2kχ
2
dk
. Nous pouvons ainsi approcher les parame`tres de la loi χ2 par les moments
simples, comme exprime´ par l’e´quation 5.19.
ρk =
1
Nk
∑
fvǫk
ρk(fv)
ρ2k =
1
Nk
∑
fvǫk
ρ2k(fv)
(5.19)
A` partir de la forme de la moyenne et de l’e´cart-type de la loi χ2, δk et dk peuvent eˆtre estime´s
par l’e´quation 5.20.
dk = 2
ρ2
k
ρ2k−ρ
2
k
δk =
√
ρk
dk
(5.20)
En replac¸ant l’e´quation 5.20 dans l’e´quation 5.17, nous obtenons les parame`tres de la LPF,
exprime´e par l’e´quation 5.15.
5.4 Estimation de la pose de la teˆte du conducteur par la pyramide orientable
et la fonction de vraisemblance parame´trique
Dans la section 5.3, nous avons propose´ une approche d’apprentissage probabiliste des pa-
rame`tres de la LPF pouvant eˆtre utilise´e pour n’importe quelle application qui requie`re une
estimation discre`te de la pose de la teˆte. Dans la sous-section 5.4.1, nous pre´sentons notre for-
mulation du proble`me de la de´tection de l’inattention chez le conducteur base´e sur l’estimation
de la pose de la teˆte, et dans la sous-section 5.4.2, nous expliquons la proce´dure propose´e pour
re´soudre ce proble`me. Par la suite, nous de´signons notre approche par l’abre´viation SP-LPF.
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5.4.1 Formulation du proble`me
Dans (Miyaji et al., 2009), les auteurs ont e´tudie´ la distraction cognitive chez le conducteur
et ont conclu que le mouvement de la teˆte est un facteur re´ve´lateur de l’inattention. L’observation
des orientations de la teˆte permet de conclure que le conducteur est attentif a` la route qu’en cas
de position frontale. Cependant, en conduisant, il est aussi ne´cessaire de ve´rifier les re´troviseurs
et le tableau de bord ou bien faire une marche arrie`re, ce qui implique que nous devons tourner
la teˆte vers la gauche, la droite, le haut et le bas pour une bre`ve dure´e. Ces positions peuvent
eˆtre synthe´tise´es par le pitch (mouvement de haut en bas) et le yaw (mouvement de gauche a`
droite) uniquement, sans avoir recours au roll (mouvement de la teˆte en direction des e´paules).
Martin et al. (2012) ont prouve´ que pendant une conduite typique, le conducteur passe 95% du
temps en regardant en face de lui et que les 5% du temps restant correspondent a` des positions
non frontales qui peuvent re´ve´ler des e´tats d’inattention. Nous pouvons donc sugge´rer que les
poses non frontales ne peuvent eˆtre maintenues que pour quelques secondes, ce qui est suffisant
pour ve´rifier les re´troviseurs par exemple. En cas de prolongement de la dure´e des poses non
frontales, nous conside´rons que nous sommes en pre´sence d’un e´tat d’inattention du conducteur.
Ainsi, nous pouvons de´duire de cette analyse qu’il est suffisant d’estimer trois poses selon le
pitch (frontale, haute et basse) et trois poses selon le yaw (frontale, gauche et droite) afin de
de´terminer le niveau d’attention du conducteur.
5.4.2 Estimation de la pose de la teˆte du conducteur
Nous proposons d’effectuer l’apprentissage de deux LPF, la premie`re pour le pitch et la
seconde pour le yaw, puisque nous supposons que ces deux angles sont inde´pendants, comme
propose´ par Munoz-Salinas et al. (2012). Apre`s voir de´termine´ les templates de re´fe´rence (voir la
section 5.2) pour chaque pose et pour chaque angle, nous pouvons effectuer l’apprentissage des
parame`tres des deux LPF selon la proce´dure propose´e dans la section 5.3. Pour chaque frame
de la se´quence vide´o du conducteur, nous appliquons le processus suivant :
– Localiser le patch de la teˆte en utilisant la meˆme technique de segmentation de l’image en
pixels peau et non peau adopte´e pour la construction des templates de re´fe´rence.
– Appliquer la de´composition en SP pour construire le vecteur caracte´ristique v (voir la
section 5.2). Les parame`tres optimaux de la SP seront de´termine´s par l’e´tude pre´sente´e
dans la sous-section 5.5.2.
– Calculer la LPF de´finie pour le pitch entre le vecteur v et tous les templates de re´fe´rence,
de´crite par l’e´quation 5.15. La pose de la teˆte estime´e selon le pitch k∗pitch correspond a` la
pose ayant fourni la valeur maximal pour la LPF, comme indique´ par l’e´quation 5.21
k∗angle = arg max
k
p(v|k) (5.21)
– Si la teˆte est baisse´e ou leve´e, nous observons la dure´e pour laquelle une seule position est
fixe´e et nous e´mettons une alarme d’inattention quand cette dure´e est importante.
– Si la pose selon le pitch est frontale, nous calculons la LPF de´finie pour le yaw entre le
vecteur v et tous les templates de re´fe´rence. La pose de la teˆte estime´e selon le yaw k∗yaw
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est aussi de´duite a` partir de l’e´quation 5.21.
– Si la teˆte est tourne´e a` gauche ou a` droite, nous observons la dure´e pour laquelle une
seule position est fixe´e et nous e´mettons une alarme d’inattention quand cette dure´e est
importante.
5.5 Re´sultats expe´rimentaux
Le premier test que nous avons effectue´ correspond a` une e´tude expe´rimentale pour de´ter-
miner les parame`tres optimaux de la SP afin d’estimer la pose de la teˆte. Nous avons a` maintes
reprises contacte´ l’e´quipe LISA (voir section 4.2), ayant de´veloppe´ leur base de donne´es en uti-
lisant le testbed LISA-P, pour l’obtention de quelques frames afin de tester notre approche mais
aucune demande n’a abouti. Puisqu’il n’existe pas de donne´es publiques qui permettent de vali-
der les approches de l’estimation de la pose de la teˆte du conducteur, nous avons acquis et annote´
nos propres se´quences vide´o correspondant a` des conducteurs dans des situations simule´es d’at-
tention et d’inattention. Toutefois, pour ce premier test pre´sente´ dans la sous-section 5.5.2, mais
aussi pour effectuer une comparaison avec des techniques existantes dans la sous-section 5.5.3,
nous avons opte´ pour l’utilisation de la base de donne´es publique Pointing’04, qui correspond a`
la base la plus exploite´e dans la litte´rature pour estimer la pose de la teˆte (Murphy-Chutorian
et Trivedi, 2009). Nous pre´sentons brie`vement cette base de donne´es dans la sous-section 5.5.1.
Une fois les parame`tres optimaux de notre estimateur sont de´termine´s et des comparaisons avec
des techniques de´finies dans le chapitre 4 sont pre´sente´es, nous exposons dans la sous-section
5.5.4, les re´sultats de l’estimation de la pose de la teˆte pour une se´quence re´elle d’un conducteur
simulant l’inattention.
5.5.1 La base de donne´es Pointing’04
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La base de donne´es Pointing’04 repre´sente 15 sujets diffe´rents sous 93 poses discre`tes de la
teˆte. Pour chaque sujet, deux se´ries d’images sont acquises pour toutes ces poses. Les orientations
de la teˆte sont de´crites par neuf poses selon le pitch ({0;±90;±60;±30;±15}) et treize poses selon
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le yaw ([−90◦; +90◦] avec un pas de 15◦). La figure 5.3 affiche la pose frontale (pitch = yaw = 0◦)
pour chacune des deux se´quences de test des 15 sujets.
Pour les tests ou` nous utilisons la base de donne´es Pointing’04, nous conside´rons 80% de
celle-ci pour l’apprentissage (2232 images, soit les 24 premie`res se´ries) et 20% pour le test (558
images, soit les 6 dernie`res se´ries).
5.5.2 Optimisation des parame`tres
Nous rappelons que nous utilisons pour ce test la base publique Pointing’04. Comme nous
l’avons explique´ dans la section 5.4, nous avons besoin d’identifier uniquement trois poses pour
le pitch et trois poses pour le yaw afin de de´terminer le niveau d’attention du conducteur.
Cependant, la majorite´ des travaux utilisant Pointing’04 manipulent sa repre´sentation standard
(neuf poses pour le pitch et treize pour le yaw). Par conse´quent, nous de´cidons d’optimiser
les parame`tres de la SP en utilisant la repre´sentation standard de la base de donne´es afin de
permettre une comparaison e´quitable avec les techniques existantes. Les re´sultats sont pre´sente´s
en termes de MAE entre la ve´rite´ terrain et la pose estime´e pour le pitch et le yaw se´pare´ment.
Pour obtenir des mesures pre´cises du temps d’exe´cution, nous controˆlons notre machine, e´quipe´e
d’un processeur multi-cœur Intel i3, afin de permettre a` Matlab d’eˆtre l’unique processus a`
s’exe´cuter sur l’un des cœurs. Les temps d’exe´cution pre´sente´s par la suite sont exprime´s pour
une image de test en millisecondes (ms) et correspondent a` la dure´e moyenne de plusieurs
exe´cutions pour un seul degre´ de liberte´.
• Optimisation des parame`tres des filtres orientables
Pour cette premie`re expe´rimentation, nous effectuons plusieurs tests afin de de´terminer le
nombre optimal de SF (nbfilt) a` conside´rer pendant la construction de la SP. En ge´ne´ral, les
orientations des SF commencent par θ = 0◦ et sont ensuite incre´mente´es en utilisant un pas
fixe note´ step. Par exemple, lorsque trois SF sont utilise´s avec step = 60◦, leurs orientations
correspondent a` Θ = {0◦, 60◦, 120◦}. Pour ce test, nous varions le nombre de SF de 2 a` 10 et le
pas d’orientation 20◦ a` 90◦. Le tableau 5.1 et le tableau 5.2 affichent les re´sultats correspondant
respectivement au pitch-MAE et au yaw-MAE. Nous observons que certaines valeurs sont redon-
dantes puisque certaines informations produites par des orientations diffe´rentes sont similaires
en raison de la modularite´ angulaire.
Dans ces deux tableaux, la MAE minimale pour chaque pas d’orientation step est exprime´e
en caracte`res gras. Nous pouvons conclure que les trois plus petites MAE (valeurs souligne´es)
sont observe´es pour des grands pas d’orientation et correspondent a` step = {90◦, 80◦} avec
nbfilt = 3 et step = 60
◦ avec nbfilt = 4. Puisque le pas d’orientation n’influence pas le temps
d’exe´cution, nous affichons dans la figure 5.4 le temps d’exe´cution moyen d’une image de test en
variant uniquement le nombre de SF. Le traitement d’une image de test avec un code Matlab
non optimise´ prend environ 65 ms pour nbfilt = 3 et 74 ms pour nbfilt = 4.
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Tableau 5.1 – Pitch-MAE en variant nbfilt et step
nbfilt
step 2 3 4 5 6 7 8 9 10
20 13.01 13.38 13.06 12.66 12.66 13.27 12.95 12.66 12.68
30 13.19 13.11 12.41 13.14 12.66 12.47 12.63 12.44 12.66
40 13.17 12.39 12.93 12.60 12.30 12.47 12.84 12.66 12.68
50 12.90 12.71 12.60 12.33 12.71 12.71 12.63 12.58 12.68
60 13.06 12.80 12.18 12.55 12.80 12.55 12.66 12.80 12.80
70 12.58 12.20 12.33 12.74 12.39 12.60 12.79 12.60 12.71
80 12.66 11.98 12.71 12.55 12.58 12.79 12.63 12.66 12.68
90 12.74 11.85 12.74 12.44 12.74 12.50 12.74 12.66 12.75
Tableau 5.2 – Yaw-MAE en variant nbfilt et step
nbfilt
step 2 3 4 5 6 7 8 9 10
20 8.95 9.05 9.11 9.73 10.37 11.31 10.96 10.08 9.70
30 8.87 9.11 10.01 11.07 10.08 9.43 9.16 9.48 10.01
40 8.73 9.65 10.51 9.73 9.11 9.48 10.26 10.08 9.70
50 8.73 10.40 9.73 9.08 9.89 10.13 9.73 9.48 10.08
60 9.08 10.19 8.54 9.48 10.16 9.46 9.78 10.16 9.65
70 9.40 9.08 9.05 10.13 9.43 9.83 10.08 9.65 10.13
80 9.97 8.49 9.73 9.73 9.48 10.02 9.65 10.08 9.70
90 10.13 8.44 10.13 9.13 10.13 9.48 10.13 9.67 10.13
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• Optimisation des parame`tres de la pyramide orientable
Pour e´tendre l’e´tude portant sur l’optimisation des parame`tres de notre estimateur, nous
conside´rons les trois meilleurs valeurs des parame`tres des SF (nbfilt et step), souligne´es dans
le tableau 5.1 et le tableau 5.2. Pour chaque combinaison de ces parame`tres, nous varions le
nombre de niveaux de la SP, note´ level. En plus du nombre conside´re´ de SF, nous testons
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Tableau 5.3 – Pitch-MAE en variant level et en conside´rant les trois meilleurs valeurs pour nbfilt
et step
level
step nbfilt 1 2 3 4
60 3 12.80 10.86 11.42 12.45
60 4 12.18 11.67 12.66 15.75
80 2 12.66 11.40 11.61 13.60
80 3 11.98 11.77 12.55 15.73
90 2 12.74 10.94 11.56 12.47
90 3 11.85 12.10 13.23 16.85
Tableau 5.4 – Yaw-MAE en variant level et en conside´rant les trois meilleurs valeurs pour nbfilt
et Step
level
step nbfilt 1 2 3 4
60 3 10.19 7.52 7.93 10.2
60 4 8.54 7.20 8.22 12.28
80 2 9.97 7.50 8.09 10.73
80 3 8.49 7.12 7.98 12.45
90 2 10.13 7.55 7.93 10.22
90 3 8.44 7.09 8.71 13.28
notre estimateur sur moins de filtres afin d’e´valuer la possibilite´ de re´duire leur nombre, afin de
minimiser le temps d’exe´cution. Les parame`tres pris en compte dans ce test sont : nbfilt = {2, 3}
avec step = {90◦, 80◦} et nbfilt = {3, 4} avec step = 60
◦.
Les re´sultats sont pre´sente´s par le tableau 5.3 et le tableau 5.4 qui correspondent respecti-
vement au pitch-MAE et au yaw-MAE.
Nous remarquons que l’utilisation de deux niveaux pour la SP (valeurs en gras) fournit la
meilleure estimation de la pose pour tous les parame`tres des SF. Cette observation pourrait s’ex-
pliquer par la pre´sence dans ces deux niveaux de suffisamment d’informations pour repre´senter
la pose de la teˆte. Toutefois, ces informations sont perturbe´es par l’ajout d’images de tre`s petites
tailles re´sultant de la de´composition en trois niveaux ou plus. D’apre`s le tableau 5.3, nous ob-
servons que le pitch-MAE minimal (souligne´) est obtenu par level = 2 , nbfilt = 3 et step = 60
◦,
tandis que pour le tableau 5.4, le yaw-MAE minimal (souligne´) est donne´ par la meˆme configura-
tion des parame`tres level et nbfilt mais avec step = 90
◦. Dans ce qui suit, nous conside´rons que
les parame`tres optimaux de la pyramide sont : level = 2 , nbfilt = 3 et step = 60
◦. Nous avons
choisi le pas d’orientation optimal du pitch (step = 60◦) et non pas celui du yaw ( step = 90◦
) puisque les valeurs MAEyaw(60
◦) = 7.52 et MAEyaw(90
◦) = 7.09 sont proches, alors que la
valeur MAEpitch(90
◦)) = 12.10 est plus importante que MAEpitch(60
◦)) = 10.86.
La figure 5.5 affiche le temps d’exe´cution pour une image de test en utilisant les parame`tres
optimaux. A` partir de cette figure, nous remarquons que le temps d’exe´cution est presque iden-
tique pour level = {2, 3, 4}. Cet effet peut s’expliquer par les variations minimes de la taille du
vecteur caracte´ristique quand nous utilisons plusieurs niveaux pour la de´composition pyrami-
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Figure 5.5 – Temps d’exe´cution pour une image de test en variant level et en conside´rant
(nbfilt = 3, step = 60
◦)
dale. Par exemple, si nous conside´rons nbfilt = 3, step = 60
◦ et une taille de l’image e´gale a`
size = 642, nous obtenons les tailles suivantes du vecteur caracte´ristique en fonction des niveaux
de la pyramide :
– level = 1 : size = 3 ∗ 642 = 12288
– level = 2 : size = 3 ∗ (642 + 322) = 15360
– level = 3 : size = 3 ∗ (642 + 322 + 162) = 16128
– level = 4 : size = 3 ∗ (642 + 322 + 162 + 82) = 16320
Le temps d’exe´cution moyen correspondant a` la configuration optimale retenue pour la
transformation en SP, pour un seul angle de liberte´, est de 70 ms. Ainsi, nous pouvons conclure
que la de´composition en SP ne consomme pas plus de temps que l’utilisation des SF (65 ms pour
le meˆme nombre de filtres).
5.5.3 Comparaison
Tableau 5.5 – Comparaison de l’approche SP-LPF avec la litte´rature en termes de pitch-MAE
et yaw-MAE
Ligne Approche Pitch-MAE Yaw-MAE
1 SP-LPF 10.86◦ 7.52◦
2 SF-LPF 11.85◦ 8.44◦
3 Performance humaine (Gourier et al., 2007) 11◦ 11.9◦
4 LAAM (Gourier et al., 2007) 15.9◦ 10.03◦
5 SVM + SVR (LARR) (Guo et al., 2008) 7.69◦ 9.23◦
6 SIFT + SVM + SVR (Ho et Chellappa, 2012) 5.84◦ 6.05◦
7 PLS noyau RBF (Al-Haj et al., 2012) 6.61◦ 6.56◦
8 SP + SVM (Jain et Crowley, 2013) 8◦ 6.9◦
Dans le tableau 5.5, nous exposons une comparaison entre notre estimateur de la pose de la
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teˆte et quelques travaux de la litte´rature que nous avons de´taille´s dans le chapitre 4 et qui utilisent
principalement la base de donne´es Pointing’04. Les lignes 1 et 2 de ce tableau correspondent
aux re´sultats obtenus par notre estimateur en conside´rant les parame`tres optimaux pour la
SP et les SF respectivement. Dans la ligne 3, nous rapportons le re´sultat de l’e´tude conduite
par Gourier et al. (2007) pour de´terminer la capacite´ de l’eˆtre humain a` estimer la pose de la
teˆte. Les estimateurs rapporte´s dans les lignes 3 et 4 correspondent a` des travaux de re´fe´rence
fre´quemment cite´s dans la litte´rature. Les re´sultats obtenus par SP-LPF sont meilleurs que
ceux des travaux de re´fe´rence. Dans la ligne 5, un estimateur combinant les SVM et SVR est
utilise´ sur des patchs de la teˆte extraits manuellement. Notre estimateur est plus performant
pour le yaw que ce dernier. Malheureusement, le SP-LPF ne permet pas d’obtenir de meilleurs
re´sultats que les estimateurs les plus re´cents correspondant aux lignes 6, 7 et 8 du tableau.
Cependant, les re´sultats restent tre`s acceptables en termes de MAE et temps d’exe´cution. Le
temps de traitement d’une image de la base de donne´es Pointing’04 n’est pas donne´ par toutes
les approches. Toutefois, dans Jain et Crowley (2013), ce temps est estime´ a` 108 ms alors que
notre approche permet un traitement en 70 ms, pour un seul angle de liberte´.
5.5.4 Estimation de la pose de la teˆte applique´e a` la se´quence du conducteur
Apre`s avoir valide´ notre estimateur de la pose de la teˆte sur la base de donne´es Pointing’04,
nous effectuons un test sur la se´quence vide´o du conducteur acquise dans une voiture par un
te´le´phone portable avec une came´ra de re´solution 1024 times768 pixels. La vide´o est compose´e
de 1416 frames, nous utilisons 946 pour l’apprentissage et 470 pour le test. Puisque nous estimons
la pose de la teˆte du conducteur, nous avons annote´ trois classes pour le pitch et trois classes
pour le yaw, comme indique´ dans la sous-section 5.4.1. Dans ce test, nous exprimons les re´sultats
par le CCR au lieu de la MAE, puisque nous ne disposons pas de mesures angulaires pre´cises.
La figure 5.6 et la figure 5.7 affichent respectivement l’e´tape d’acquisition et les e´chantillons des
diffe´rentes poses de la teˆte du conducteur.
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Dans le tableau 5.6 et le tableau 5.7, nous pre´sentons respectivement la matrice de confusion
pour le pitch et le yaw. Nous rappelons que la matrice de confusion indique le nombre de frames
correctement estime´s pour chaque classe de la pose de la teˆte (les cellules diagonales) en plus
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(c) Profil droit (Yaw) ; (d) Teˆte haute (Pitch) ; (e) Teˆte basse (Pitch)
des mauvaises classifications.
A` partir de ces deux tableaux et des formules pre´sente´es dans la sous-section 3.6.1, nous
obtenons :
– Pitch : CCR = 0.88 ; κ = 0.72
– Yaw : CCR = 0.86 ; κ = 0.74
Ces re´sultats sont acceptables et prouvent que SP-LPF est adapte´ a` l’estimation de la pose de la
teˆte du conducteur, et donc a` la de´tection de son inattention meˆme pour une se´quence soumise
a` des contraintes re´elles.
Tableau 5.6 – Matrice de confusion de SP-LPF pour la se´quence du conducteur selon le pitch
Re´elle/Estime´e Frontale Haute Basse
Frontale 318 16 12
Haute 8 38 4
Basse 13 2 59
Tableau 5.7 – Matrice de confusion de SP-LPF pour la se´quence du conducteur selon le yaw
Re´elle/Estime´e Frontale Gauche Droite
Frontale 252 21 27
Gauche 12 86 2
Droite 9 3 67
5.6 Conclusion
Dans ce chapitre, nous avons de´fini un estimateur de la pose de la teˆte base´ sur une transfor-
mation de l’image par une SP afin d’extraire des templates d’apparence pour chaque orientation
a` estimer. Ensuite, nous avons de´fini un apprentissage probabiliste qui permet d’apprendre les
parame`tres de la LPF afin d’e´tablir une correspondance entre les templates et les nouvelles
entre´es. Nous avons effectue´ des se´ries de tests sur la base publique Pointing’04 pour de´termi-
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ner les parame`tres optimaux de la SP et comparer SP-LPF a` des travaux existants utilisant la
meˆme base. Notre estimateur est plus performant que certaines approches de re´fe´rence, mais il
existe d’autres techniques qui donnent de meilleurs re´sultats. En analysant les re´sultats de la
comparaison, nous avons pense´ a` la conception d’une autre approche qui consiste a` fusionner
plusieurs descripteurs connus pour leur performance a` discriminer la pose de la teˆte. La fusion
de ces descripteurs nous permettra de construire des vecteurs caracte´ristiques plus robustes.
Par la suite, nous utilisons un apprentissage par deux SVM multi-classes afin de de´terminer la
classe d’appartenance des nouvelles entre´es. Dans le chapitre 6, nous pre´sentons cette approche
en de´tail.
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6.1 Introduction
D
ans ce chapitre, nous proposons un autre estimateur discret de la pose de la teˆte adapte´
a` l’e´tude de l’inattention chez le conducteur. En analysant les re´sultats pre´sente´s par le
tableau comparatif 5.5, nous avons remarque´ que certains descripteurs comme SIFT ou les SF
ainsi que les SVM, permettent d’obtenir de bons re´sultats. Dans la section 6.2, nous proposons
de fusionner plusieurs descripteurs performants pour construire un vecteur caracte´ristique plus
robuste pour discriminer la pose de la teˆte. Ensuite, pour de´terminer la pose d’une nouvelle
entre´e, nous utilisons des SVM multi-classes, de´crits par la section 6.3. Enfin, dans la section
6.4, nous pre´sentons des re´sultats expe´rimentaux pour valider cette approche pour l’estimation
de la pose de la teˆte.
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6.2 Vecteur caracte´ristique base´ sur la fusion de descripteurs
Nous pre´sentons dans la sous-section 6.2.1 les quatre descripteurs de l’image que nous es-
timons eˆtre les plus repre´sentatifs des variations de la pose de la teˆte. Ces descripteurs cor-
respondent aux SF, HOG, caracte´ristiques de Haar et Speeded-Up Robust Features (SURF).
Dans le chapitre 5, nous avons prouve´ l’efficacite´ des SP pour l’estimation de la pose de la teˆte.
Le HOG et les caracte´ristiques de Haar sont utilise´s par plusieurs estimateurs de la pose de
la teˆte (Murphy-Chutorian et Trivedi, 2009), mais aussi pour d’autres applications telles que
la de´tection des pie´tons. SURF est choisi pour sa rapidite´ et sa robustesse pour la de´tection
des objets. L’avantage de ces descripteurs est qu’ils sont tous invariants aux transformations de
l’image qui correspondent a` la rotation, le changement de l’e´chelle et la variation de l’e´clairage.
Ces proprie´te´s les rendent parfaitement adapte´s a` la construction des vecteurs caracte´ristiques
repre´sentant la pose de la teˆte. Puisque les vecteurs re´sultants de la combinaison des descrip-
teurs sont volumineux, nous de´finissons dans la sous-section 6.2.2 des techniques de se´lection
des variables qui permettent de re´duire la dimension de ces vecteurs en choisissant les attributs
les plus pertinents.
6.2.1 Descripteurs utilise´s
6.2.1.1 Filtres orientables
Les SF ont e´te´ pre´sente´s en de´tail dans la sous-section 5.2.1. Nous les utilisons dans cette
seconde approche puisque nous avons prouve´ leur robustesse pour l’estimation de la pose de la
teˆte dans le chapitre 5. Nous avons de´cide´ d’utiliser les SF au lieu de la SP afin de re´duire la
taille des vecteurs caracte´ristiques de la pose. Nous rappelons que la performance des SF de´pend
du nombre de filtres utilise´s nbfilt et du pas de l’orientation step (voir la sous-section 5.5.2).
6.2.1.2 Histogramme des Gradients Oriente´s (HOG)
Le concept du HOG a e´te´ introduit par Dalal et Triggs (2005). Le HOG conside`re que
l’apparence de l’objet et sa forme peuvent eˆtre repre´sente´es par la distribution des gradients
locaux de l’intensite´ ou par des directions du contour. Ce concept peut eˆtre imple´mente´ en
divisant l’image en petites re´gions (cellule) avec une taille pre´de´finie, adapte´e a` la taille et
la re´solution de l’objet a` repre´senter. Pour chaque cellule, les occurrences de l’orientation du
gradient pour tous les pixels sont cumule´es dans un histogramme local. Pour calculer le gradient,
l’image est convolue´e aux filtres Gx = (−1, 0, 1) et Gy = (−1, 0, 1)
T . L’e´quation 6.1 est utilise´e
pour calculer l’orientation OrG et la magnitude mgG du gradient de chaque pixel. Ix(x, y) et
Iy(x, y) correspondent au re´sultat du filtrage de l’image par Gx et Gy.
OrG = arctan(
Ix(x, y)
Iy(x, y)
)
mgG =
√
I2x(x, y) + I
2
y (x, y)
(6.1)
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Chaque histogramme d’orientation divise les angles du gradient en un nombre fixe d’intervalles
(bins). Chaque pixel de la cellule participe a` un vote. Ce vote est ponde´re´ par la magnitude du
gradient mgG a` l’emplacement du pixel, ce qui permet de fournir plus d’importance aux votes
des pixels du contour. La repre´sentation de l’image est forme´e par les histogrammes combine´s et
peut eˆtre ame´liore´e par la normalisation du contraste des re´ponses locales afin de re´duire les effets
de l’e´clairage. La normalisation est effectue´e par l’accumulation d’une mesure de l’histogramme
local (l’e´nergie) sur des groupes de cellules (blocs) et les re´sultats sont utilise´s pour normaliser
les cellules du bloc. Chaque cellule est pre´sente dans plusieurs blocs, mais ses normalisations
sont diffe´rentes car elles de´pendent du bloc. Par conse´quent, une cellule apparaˆıt plusieurs fois
dans le vecteur final avec diffe´rentes normalisations. Cette proprie´te´ semble introduire une re-
dondance, mais en re´alite´ elle contribue a` l’ame´lioration des performances. Les blocs normalise´s
correspondent au descripteur HOG.
La performance du HOG de´pend du nombre de cellules a` conside´rer par ligne et par colonne,
note´s respectivement nx et ny. Le nombre des bins utilise´s pour construire les intervalles des
angles du gradient, note´ bins, est aussi un parame`tre important. En plus de l’invariance du HOG
aux changements de l’orientation et de l’e´chelle, il est pratique pour repre´senter la pose de la
teˆte graˆce a` sa rapidite´ de calcul.
6.2.1.3 Caracte´ristiques de Haar
Les caracte´ristiques de Haar ont e´te´ propose´es par Papageorgiou et Poggio (2000) et corres-
pondent a` une repre´sentation dense base´e sur les ondelettes. La de´composition de Haar a` deux
dimensions d’une image de taille n2 consiste en n2 coefficients d’ondelettes de Haar distinctes.
La premie`re ondelette est l’intensite´ moyenne de tous les pixels de l’image. Les autres ondelettes
sont calcule´es par la diffe´rence des intensite´s moyennes des carre´es adjacents selon l’axe horizon-
tal, vertical ou diagonal. Les variations de contraste entre les pixels des groupes adjacents sont
utilise´s pour de´terminer les zones sombres et e´claire´es. La performance des caracte´ristiques de
Haar de´pend du nombre de coefficient n2, qui n’est autre que la taille de l’image.
6.2.1.4 Speeded-Up Robust Features (SURF)
SURF est un algorithme de repre´sentation et de comparaison des caracte´ristiques d’une
image, propose´ par Bay et al. (2008) et conside´re´ comme une ame´lioration de l’algorithme SIFT.
SURF est structure´ en trois e´tapes : la de´tection des points d’inte´reˆt, la construction du descrip-
teur pour chaque point et la correspondance des descripteurs. L’originalite´ du SURF consiste a`
acce´le´rer les ope´rations en utilisant des images inte´grales pour obtenir une imple´mentation ra-
pide de la convolution par les filtres. L’image inte´grale In(x, y) a` la position (x, y) correspond a`
la somme des intensite´s des pixels a` partir de l’origine de l’image jusqu’a` cette position. L’image
inte´grale peut eˆtre obtenue en un seul parcours en utilisant la relation de re´currence pre´sente´e
par l’e´quation 6.2.
s(x, y) = s(x, y − 1) + I(x, y)
In(x, y) = I(x− 1, y) + s(x, y)
(6.2)
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Pour l’e´tape de de´tection, les candidats pour les points d’inte´reˆt sont extraits par les maxima
locaux de l’ope´rateur Hessien. Un candidat est conside´re´ comme un point d’inte´reˆt si sa re´ponse
de´passe un seuil fixe. Pour un pixel X = (x, y) de l’image I, la matrice Hessienne H(X,σ) pour
le point X et l’e´chelle σ est donne´e par l’e´quation 6.3
H(X,σ) =
[
Lxx(X,σ) Lxy(X,σ)
Lxy(X,σ) Lyy(X,σ)
]
(6.3)
avec Lxx(X,σ) : la convolution de la de´rive´e de second ordre de la gaussienne
δ2
δx2
g(σ), avec
l’image I dans le point X. Les valeurs Lxy(X,σ) et Lyy(X,σ) sont obtenues de la meˆme fac¸on.
Les gaussiennes sont optimales pour l’analyse espace-e´chelle. Cependant, en pratique, elles
doivent eˆtre discre´tise´es (voir la figure 6.1), ce qui produit une perte d’information pour les
orientations de l’image modulo
π
4
. Ainsi, pour re´soudre ce proble`me, une approximation des
de´rive´es de second ordre de la gaussienne par des filtres carre´s est utilise´e (voir la figure 6.2).
W&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tise´es Lyy(X,σ) et Lxy(X,σ)
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X
h
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 Lyy(X,σ) et
Lxy(X,σ) par des filtres carre´s
La seconde e´tape consiste a` construire un descripteur pour le voisinage local de chaque point
d’inte´reˆt. Un descripteur de 64 e´le´ments est de´termine´ en utilisant une grille de localisation
spatiale correspondant a` un histogramme local des ondelettes de Haar.
La troisie`me e´tape permet une correspondance entre les descripteurs des deux images a`
comparer en utilisant une mise en correspondance exhaustive.
Pour construire notre estimateur de la pose de la teˆte, nous n’utilisons pas la version classique
du SURF, mais nous y apportons les modifications suivantes afin de l’adapter a` notre proble`me.
Apre`s l’extraction des descripteurs des points d’inte´reˆt, nous les trions selon leur orientation.
Ensuite, nous fixons le nombre final de descripteurs N que nous de´sirons obtenir et nous divisons
les descripteurs trie´s en N groupes. Chaque caracte´ristique SURF que nous utilisons pour la
formulation de notre proble`me est compose´e de 64 e´le´ments. Elle correspond a` la moyenne des
descripteurs d’un groupe. Ainsi, il est ne´cessaire de choisir judicieusement le nombre N afin de
conserver un bon compromis entre la performance et le temps de calcul.
6.2.2 Se´lection des variables
Nous avons choisi de repre´senter des caracte´ristiques aussi diverses et riches que possible
afin de prendre avantage de leur comple´mentarite´, mais nous n’ignorons pas la possibilite´ de
redondance de l’information. Le but de l’e´tape de se´lection des variables est de de´terminer un
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ensemble d’attributs qui soit compacte, significatif et consistant afin de faciliter la classification.
En utilisant les donne´es d’apprentissage, les techniques de se´lection des variables recherchent le
sous-ensemble qui permet la meilleure pre´diction parmi toutes les combinaisons possibles des
attributs. Ainsi, la se´lection des variables consiste a` effectuer deux taˆches en appliquant :
– Une me´thode de recherche qui ge´ne`re les sous-ensembles des variables et tente de trou-
ver un sous-ensemble optimal. Nous de´finissons dans ce qui suit quelques me´thodes de
recherche.
– Une me´thode d’e´valuation des attributs qui de´termine si un sous-ensemble est optimal et
retourne quelques mesures d’efficacite´ a` la me´thode de recherche. Nous pre´sentons dans
ce qui suit les techniques d’e´valuation des attributs les plus connues.
6.2.2.1 Me´thodes de recherche
– La me´thode BestFirst (BF) de´bute par un ensemble vide de variables et ge´ne`re tous
les singletons possibles. Le sous-ensemble posse´dant la plus grande e´valuation est choisi
et est e´tendu de la meˆme fac¸on par l’ajout de tous les singletons possibles. Si l’extension
d’un sous-ensemble ne produit pas d’ame´lioration, la recherche continue du second meilleur
sous-ensemble non e´tendu. L’algorithme retourne un ensemble de variables ordonne´es selon
leur pertinence et l’utilisateur choisi le nombre d’e´le´ments qui lui convient.
– La me´thode GreedyStepwise (GS) effectue une recherche gloutonne en avant ou en
arrie`re parmi l’espace des sous-ensembles des variables. L’algorithme peut de´buter par
aucune/toutes les variables et s’arreˆte quand l’ajout/suppression d’un attribut ne produit
pas d’ame´lioration. L’algorithme peut aussi produire une liste ordonne´e des variables en
traversant tout l’espace de recherche et en conservant l’ordre de se´lection des variables.
– La me´thode Ranker (Rk) ordonne les variables selon leur score d’e´valuation individuel
fourni par la me´thode d’e´valuation des attributs choisis. L’utilisateur doit spe´cifier le
nombre de variables dont il a besoin.
6.2.2.2 Me´thodes d’e´valuation des attributs
– La me´thode CorrelationFeatureSelection (CFS) e´value la performance d’un sous-
ensemble d’attributs en conside´rant la capacite´ de pre´diction individuelle de chaque e´le´-
ment ainsi que le degre´ de redondance entre ces e´le´ments. Les sous-ensembles fortement
corre´le´s a` la classe et disposant d’une faible inter-corre´lation posse`dent les meilleurs e´va-
luations. Cet e´valuateur peut eˆtre associe´ aux me´thodes de recherche BF ou GS.
– La me´thode GainRatio (GR) e´value la performance d’un attribut en mesurant le
rapport de gain par rapport a` la classe. Cet e´valuateur est associe´ a` la me´thode de recherche
Rk. L’e´valuation des attributs par la me´thode InformationsGain (IG) est similaire a`
celle propose´e par GR, mais au lieu de mesurer le rapport du gain, elle mesure le gain
d’information par rapport a` la classe.
– La me´thode OneRule (OneR) e´value la performance d’un attribut en utilisant le
classifieur simple OneR qui ge´ne`re une re`gle pour chaque variable. La me´thode de Rk est
associe´e a` cet e´valuateur.
– La me´thode ReliefF (RF) e´value la performance d’un attribut selon sa capacite´ a`
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distinguer entre les instances voisines. Cet e´valuateur est associe´ a` la me´thode de recherche
Rk.
Dans la section 6.4, nous e´valuerons ces techniques de se´lection des variables et la meilleure
sera retenue pour la construction du vecteur caracte´ristique de la pose de la teˆte. Ces vecteurs
serviront a` l’apprentissage des SVM multi-classes afin d’estimer la pose de la teˆte du conducteur
(voir la section 6.3).
6.3 Estimation de la pose de la teˆte du conducteur par des SVM multi-classes
Dans la sous-section 5.4.1, nous avons formule´ le proble`me de l’estimation de la pose de
la teˆte pour le conducteur et nous avons conclu que l’utilisation de trois poses pour le pitch
(frontale, haute et basse) et trois poses pour le yaw (frontale, gauche et droite) est suffisante pour
de´terminer le niveau d’attention. Dans la sous-section 5.4.2, nous avons effectue´ l’apprentissage
de deux fonctions de vraisemblance parame´triques l’une pour le pitch et l’autre pour le yaw,
puisque nous supposons que ces deux angles sont inde´pendants. Graˆce a` l’inde´pendance des
deux angles, nous pouvons effectuer l’apprentissage de deux SVM multi-classes, que nous notons
pitch-SVM et yaw-SVM, chacun de´die´ a` la classification de trois poses.
Le principe des SVM a e´te´ pre´sente´ dans la sous-section 2.2.1. Nous rappelons que le SVM
binaire permet d’optimiser un hyperplan se´parateur entre les exemples d’apprentissage positifs
et ne´gatifs. Pour les SVM multi-classes, le proble`me original doit eˆtre de´compose´ en se´ries de
proble`mes d’apprentissage binaires. Une solution standard est propose´e par l’approche « tous
contre un » (one-against-all) qui consiste a` construire un classifieur binaire pour chaque classe.
Une approche plus rapide et plus robuste pour un nombre re´duit de classes est propose´e par la
classification par pair (pairwise classification). La classification par pair transforme un proble`me
a` c classes en c(c−1)2 proble`mes binaires, chacun de´die´ a` la classification d’une paire de classes.
Ainsi, en utilisant cette approche, chacun de nos deux proble`mes a` trois classes est de´compose´
en trois sous-proble`mes binaires.
Apre`s l’apprentissage des deux SVM multi-classes en utilisant les vecteurs caracte´ristiques
de´finis par la section 6.2, nous effectuons les e´tapes suivantes lors de la pre´sentation d’une frame
du conducteur a` notre estimateur de la pose de la teˆte :
– Localiser le patch de la teˆte par une technique de segmentation de l’image en pixels peau
et non peau.
– Construire le vecteur caracte´ristique a` partir de la fusion des descripteurs et la se´lection des
variables pertinentes (voir la section 6.2). Les parame`tres des descripteurs et la technique
de se´lection des variables choisie seront de´termine´s par l’e´tude pre´sente´e dans la section
6.4.
– Estimer la pose de la teˆte par le classifieur pitch-SVM. Si la teˆte est baisse´e ou leve´e, nous
observons la dure´e pour laquelle une seule position est fixe´e et nous e´mettons une alarme
d’inattention quand cette dure´e est importante.
– Si la pose selon le pitch est frontale, nous estimons la pose de la teˆte en utilisant le
classifieur yaw-SVM. Si la teˆte est tourne´e a` gauche ou a` droite, nous observons la dure´e
pour laquelle une seule position est fixe´e et nous e´mettons une alarme d’inattention quand
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cette dure´e est importante.
6.4 Re´sultats expe´rimentaux
Comme nous l’avons pre´cise´ dans la section 5.5 de notre approche SP-LPF, nous avons besoin
d’utiliser la base de donne´es Pointing’04 pour de´terminer les parame`tres optimaux du syste`me
actuel (voir la sous-section 6.4.1) et comparer avec les techniques pre´sente´es dans la litte´rature
(voir la sous-section 6.4.2). Pour les tests effectue´s sur la base de donne´es Pointing’04, nous
utilisons les meˆmes ensembles que ceux de´finis pour l’approche pre´ce´dente, a` savoir 80% de la
base pour l’apprentissage (2232 images) et 20% pour le test (558 images). Ensuite, dans la sous-
section 6.4.3, nous testons l’approche actuelle, note´e Descriptors Fusion-SVM (DF-SVM), sur la
meˆme se´quence vide´o utilise´e pour valider SP-LPF (voir la sous-section 5.5.4).
6.4.1 Optimisation des parame`tres
Puisque le nombre de classes influence conside´rablement les re´sultats des SVM, nous avons
de´cide´ d’optimiser les parame`tres de DF-SVM en conside´rant la base de donne´es Pointing’04
avec la repre´sentation adapte´e a` l’estimation de la pose du conducteur, a` savoir trois poses pour
le pitch et trois poses pour le yaw. Les re´sultats seront pre´sente´s en termes de CCR, de coefficient
κ et de temps d’exe´cution moyen pour le traitement d’un degre´ de liberte´ d’une frame en ms,
note´ TE. Nous de´finissons les classes adapte´es a` l’estimation de la pose de la teˆte du conducteur
a` partir de la base de donne´es Pointing’04 comme suit :
– Pitch :
– teˆte baisse´e : {−90;−60;−30}
– teˆte frontale : {−15; 0;+15}
– teˆte haute : {+30;+60;+90}
– Yaw :
– profil gauche : {−90;−75;−60;−45;−30}
– teˆte frontale : {−15; 0;+15}
– profil droit : {+30;+45;+60;+75;+90}
• Optimisation des parame`tres des descripteurs
Nous avons effectue´ plusieurs se´ries de tests pour de´terminer les parame`tres optimaux pour
chaque descripteur en utilisant la proce´dure de´finie dans la section 6.3 et nous avons obtenu les
meilleurs re´sultats par les valeurs suivantes :
– SF : [taille SF = 450 (15× 15× 2)]
– Nombre de filtres = 2
– Patch de l’image = 15× 15
– Pas d’orientation = 50◦
– HOG : [taille HOG = 90 (3× 3× 10)]
– Nombre de cellule par ligne = 3
– Nombre de cellule par colonne = 3
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– Nombre de bins = 10
– SURF : [taille SURF = 256 (64× 4)]
– Dimension du descripteur= 64
– Nombre de descripteurs = 4
– Haar : [taille Haar = 1024 (32× 32)]
– Nombre d’ondelettes = 32
Nous avons aussi teste´ plusieurs noyaux pour les SVM et nous avons choisi le noyau RBF donne´
par l’e´quation 6.4 avec le parame`tre Γ = 0.15. Le terme ‖x − y‖22 correspond a` la distance
euclidienne carre´e.
K(x, y) = e−(Γ∗‖x−y‖
2
2) (6.4)
Tableau 6.1 – E´valuation des descripteurs sans utiliser la se´lection des variables
3-classes pitch-SVM 3-classes yaw-SVM
Descripteur CCR κ TE CCR κ TE
SF 87.2 0.80 42 94.3 0.91 30
HOG 85.6 0.77 10 94 0.90 10
SURF 83.8 0.75 40 93.7 0.90 40
Haar 85.9 0.78 200 93 0.89 200
(SF,HOG) 89.3 0.8 70 95.5 0.93 60
(SF,SURF) 89.0 0.83 130 95.3 0.92 120
(SF,Haar) 86.7 0.79 500 94.7 0.91 470
(HOG,Haar) 88.9 0.82 240 94.5 0.91 210
(HOG,SURF) 87.2 0.80 60 95 0.92 60
(SURF,Haar) 87.3 0.80 350 94.6 0.91 320
(SF,HOG,SURF) 89.1 0.83 150 95.5 0.93 110
(SF,HOG,Haar) 85.6 0.77 280 95.1 0.92 290
(SF,SURF,Haar) 77.9 0.64 530 92.3 0.88 480
(HOG,SURF,Haar) 87.8 0.81 190 95 0.92 170
(SF,HOG,SURF,Haar) 87.5 0.80 530 94.9 0.91 520
Dans le tableau 6.1, nous pre´sentons dans un premier temps les re´sultats des descripteurs e´va-
lue´s se´pare´ment, ensuite leurs combinaisons par paire et par trio et enfin l’association des quatre
descripteurs sans se´lection de variables. Nous remarquons que les SF fournissent le meilleur re´-
sultat lors de l’e´valuation individuelle des descripteurs. La meilleure combinaison par pair et par
trio correspondent respectivement aux vecteurs caracte´ristiques (SF,HOG) et (SF,HOG,SURF).
En ce qui concerne les temps de traitement d’une frame (TE), il est e´vident qu’il augmente en
fonction du nombre de descripteurs utilise´s. Toutefois, les caracte´ristiques de Haar sont les plus
couteuses en termes de temps de calcul a` cause de la taille importante de leur vecteur carac-
te´ristique. Quand nous combinons les quatre descripteurs, les re´sultats sont moins avantageux
que ceux de la meilleure combinaison par paire ou par trio. Ceci peut eˆtre explique´ par une
interaction entre les attributs du vecteur caracte´ristique global, qui produit des contradictions
au niveau de la prise de de´cision par les SVM multi-classes. Ce proble`me peut eˆtre re´solu par
l’e´tape de se´lection des variables qui nous permettra de conserver les attributs les plus pertinents
et de re´duire ainsi le temps de traitement.
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• Optimisation des parame`tres de la se´lection des variables
Tableau 6.2 – Performance de DF-SVM en variant les techniques de se´lection des variables
3-classes pitch-SVM 3-classes yaw-SVM
Descripteur Selec. var. CCR κ TE CCR κ TE
(SF,HOG,SURF) (CFS,BF,400/796) 89.2 0.83 80 95.5 0.93 70
(SF,HOG,SURF) (GR,Rk,400/796) 87.0 0.79 60 94.5 0.91 50
(SF,HOG,SURF) (IG,Rk,400/796) 86.5 0.79 50 94.5 0.91 50
(SF,HOG,SURF) (OneR,Rk,400/796) 86.4 0.79 40 94.6 0.91 40
(SF,HOG,SURF) (RF,Rk,400/796) 90.1 0.84 40 95.4 0.93 30
(SF,HOG,SURF,Haar) (RF,Rk,600/1820) 90.5 0.85 220 96.7 0.94 210
(SF,HOG,SURF,Haar) (RF,Rk,400/1820) 90.5 0.85 88 96.6 0.94 80
(SF,HOG,SURF,Haar) (RF,Rk,200/1820) 88.1 0.80 58 94.2 0.91 53
(SF,HOG,SURF,Haar) (RF,Rk,400/1820) 91.9 0.87 CV 96.4 0.94 CV
Dans le tableau 6.2, nous e´valuons les techniques de se´lection des variables pre´sente´es dans
la sous-section 6.2.2 sur les combinaisons (SF,HOG,SURF) et (SF,HOG,SURF,Haar), qui cor-
respondent a` la meilleure combinaison par trio et a` tous les descripteurs. En premier lieu, nous
pre´sentons les re´sultats de l’application des techniques de se´lection de variables (Selec. var.) sur
la combinaison (SF,HOG,SURF), en choisissant les 400 variables les plus pertinentes sur un
total de 796, ce qui correspond a` environ la moitie´ des attributs. D’apre`s le tableau, le meilleur
re´sultat de ce test est donne´e lorsque nous appliquons la me´thode d’e´valuation des attributs RF
associe´e a` la me´thode de recherche Rk. En second lieu, nous appliquons la me´thode RF associe´e
a` la me´thode Rk sur la combinaison de tous les descripteurs en variant le nombre de variables
pertinentes se´lectionne´es. La variation de ce parame`tre nous permettra de de´terminer le nombre
qui fournit un bon compromis entre le temps de traitement (TE), le CCR et le coefficient κ. Nous
choisissons d’utiliser 400 variables puisque ce nombre de caracte´ristiques pertinentes permet de
fournir un bon compromis entre l’efficacite´ et le temps d’exe´cution (80 ms au lieu de 430 ms pour
600 variables). Dans la dernie`re colonne du tableau contenant la mention « CV », nous affichons
le re´sultat de la se´lection de 400 variables pertinentes a` partir de la combinaison de tous les
descripteurs en utilisant la validation croise´e « Cross Validation » (CV) k-fold avec k = 10. La
validation croise´e re´ordonne la base de donne´es et la divise en 10 parties e´gales. Pour chaque
ite´ration, une partie est utilise´e pour le test et les 9 autres pour l’apprentissage du classifieur.
Tous les re´sultats sont collecte´s et moyenne´s a` la fin de la validation croise´e. L’utilisation de
cette proce´dure de validation permet d’estimer la fiabilite´ du syste`me en variant les e´chantillons.
Nous remarquons que le re´sultat obtenu par la validation croise´e ame´liore le test classique, ce qui
prouve que l’approche DF-SVM permet une bonne classification des poses meˆme en variant les
e´chantillons. Par la suite, nous nommons « vecteur caracte´ristique final », le vecteur compose´ de
la combinaison des quatre descripteurs a` laquelle nous appliquons la se´lection de 400 variables
par la me´thode RF associe´e a` la me´thode Rk.
Afin de visualiser les descripteurs les plus pertinents dans le vecteur caracte´ristique final,
nous pre´sentons les e´le´ments suivants dans le tableau 6.3 pour les angles pitch et yaw :
– Nb Att : nombre total des attributs du descripteur
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– Nb Slc : nombre des attributs se´lectionne´s a` partir du descripteur
– Pct Slc : pourcentage des attributs se´lectionne´s (Nb Slc) par rapport a` tous les e´le´ments
du descripteur
– Pct Dsc : pourcentage des attributs se´lectionne´s du descripteur par rapport a` tous les
e´le´ments du vecteur caracte´ristique final
Tableau 6.3 – Visualisation de la participation de chaque descripteur dans le vecteur caracte´ris-
tique final
3-classes pitch-SVM 3-classes yaw-SVM
Descripteur Nb Att Nb Slc Pct Slc Pct Dsc Nb Slc Pct Slc Pct Dsc
SF 450 263 58% 66% 275 61% 69%
HOG 90 62 68% 16% 70 78% 18%
SURF 256 0 0% 0% 11 4% 2%
Haar 1024 75 7% 18% 44 4% 11%
Si nous analysons la colonne Pct Slc, nous remarquons que plus de 50% des attributs des SF
et des HOG sont se´lectionne´s alors que moins de 10% des attributs Haar et SURF sont choisis.
De plus, l’analyse de la colonne Pct Dsc permet de de´duire que les attributs des SF sont les plus
pre´sents dans le vecteur caracte´ristique final avec un pourcentage supe´rieur a` 65%, alors que les
attributs de SURF sont inexistants pour le vecteur caracte´ristique du pitch et ne de´passent pas
les 2% pour le vecteur du yaw.
6.4.2 Comparaison
Tableau 6.4 – Comparaison de l’approche DF-SVM avec la litte´rature en termes de pitch-MAE
et yaw-MAE
Ligne Approche Pitch-MAE Yaw-MAE
1 DF-SVM 4.6◦ 6.1◦
2 SP-LPF 10.86◦ 7.52◦
3 SIFT + SVM + SVR (Ho et Chellappa, 2012) 5.84◦ 6.05◦
4 PLS noyau RBF (Al-Haj et al., 2012) 6.61◦ 6.56◦
5 SP + SVM (Jain et Crowley, 2013) 8◦ 6.9◦
6 SVM + SVR (LARR) (Guo et al., 2008) 7.69◦ 9.23◦
7 Performance humaine (Gourier et al., 2007) 11◦ 11.9◦
8 LAAM (Gourier et al., 2007) 15.9◦ 10.3◦
La majorite´ des approches teste´es sur la base de donne´es Pointing’04 adoptent sa repre´sen-
tation standard des poses, a` savoir 9 poses pour le pitch et 13 poses pour le yaw. Ainsi, nous
conside´rons cette repre´sentation pour l’estimation de la pose de la teˆte par DF-SVM afin d’ef-
fectuer une comparaison e´quitable. De plus, nous pre´sentons les re´sultats dans cette sous-section
en termes de MAE, puisqu’elle correspond a` la mesure la plus utilise´e dans la litte´rature.
Dans le tableau 6.4, nous reprenons les re´sultats des techniques pre´sente´es dans le tableau
5.5. Contrairement a` l’approche SP-LPF, nous pouvons de´duire de ce tableau que l’approche
DF-SVM pre´sente´e dans la premie`re ligne de´passe tous les autres estimateurs pre´sente´s dans la
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litte´rature.
Le temps de traitement d’une image de la base de donne´es Pointing’04 n’est fourni que par
Jain et Crowley (2013). Ce temps est estime´ a` 108 ms alors que notre approche permet un
traitement en 88 ms avec beaucoup plus de pre´cision, pour un seul angle de liberte´.
6.4.3 Estimation de la pose de la teˆte applique´e a` la se´quence du conducteur
Dans cette sous-section, nous validons l’approche DF-SVM sur la meˆme se´quence vide´o que
nous avons acquise pour valider l’approche SP-LPF (voir la sous-section 5.5.4). Nous rappelons
que cette se´quence est compose´e de 1416 frames (946 pour l’apprentissage et 470 pour le test).
Puisque nous e´tudions la pose de la teˆte du conducteur, nous avons annote´e cette se´quences par
trois classes pour le pitch et trois classes pour le yaw. Nous pre´sentons dans le tableau 6.5 et le
tableau 6.6 la matrice de confusion pour le pitch et le yaw respectivement.
Tableau 6.5 – Matrice de confusion de l’estimation de la pose de la teˆte selon le pitch en utilisant
l’approche DF-SVM pour la se´quence du conducteur
Re´elle/Estime´e Frontale Haute Basse
Frontale 341 3 2
Haute 2 47 1
Basse 3 1 70
Tableau 6.6 – Matrice de confusion de l’estimation de la pose de la teˆte selon le yaw en utilisant
l’approche DF-SVM pour la se´quence du conducteur
Re´elle/Estime´e Frontale Gauche Droite
Frontale 289 2 1
Gauche 2 97 1
Droite 0 3 76
A` partir de ces deux tableaux et des formules pre´sente´es dans la sous-section 3.6.1, nous
obtenons :
– Pitch : CCR = 0.97 ; κ = 0.93
– Yaw : CCR = 0.98 ; κ = 0.96
Ces re´sultats sont tre`s satisfaisants compare´s aux re´sultats fournis par le tableau 5.6 et le tableau
5.7 et prouvent que l’approche DF-SVM est plus adapte´e a` l’estimation de la pose de la teˆte du
conducteur que l’approche SP-LPF.
6.5 Conclusion
Dans ce chapitre, nous avons de´fini un estimateur de la pose de la teˆte base´ sur une combinai-
son de quatre descripteurs (SF,HOG,SURF,Haar) a` laquelle nous avons applique´ une technique
de se´lection des variables pertinentes. Ensuite, nous avons effectue´ l’apprentissage de deux clas-
sifieurs SVM multi-classes, chacun de´die´ a` estimer la pose selon un degre´ de liberte´ pre´cis (pitch
ou yaw). Nous avons re´alise´ des se´ries de tests sur la base de donne´es publique Pointing’04 pour
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de´terminer les parame`tres optimaux de chaque descripteur, des SVM et des techniques de se´lec-
tion des variables. Par la suite, nous avons compare´ notre approche avec des travaux existants
utilisant la meˆme base de donne´es. DF-SVM de´passe toutes les approches de la litte´rature et
aussi l’approche pre´ce´dente SP-LPF. De plus, le test effectue´ sur la se´quence vide´o du conducteur
a fourni un CCR supe´rieur a` 96% et un coefficient κ supe´rieur a` 0.93. Ces re´sultats prouvent
que DF-SVM est tre`s robuste pour l’estimation de la pose de la teˆte du conducteur meˆme quand
l’environnement de l’acquisition n’est pas controˆle´. Toutefois, nous tenons a` pre´ciser que l’ap-
proche SP-LPF posse`de un avantage qui s’illustre par sa rapidite´ de traitement. En effet, pour
un seul angle de liberte´, une meˆme image est traite´e par SP-LPF en 70 ms alors que DF-SVM
a besoin de 88 ms, et que la technique propose´e par Jain et Crowley (2013) ne´cessite 108 ms.
CONCLUSION ET PERSPECTIVES
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L’hypovigilance chez le conducteur est la cause principale des accidents sur la route. Elle
engendre plusieurs de´gaˆts mate´riels et humains chaque anne´e et partout dans le monde. Un grand
nombre de ces accidents peuvent eˆtre e´vite´s si le conducteur est averti de sa baisse de vigilance.
C’est dans cette optique que les syste`mes de surveillance de l’e´tat du conducteur ont e´te´ propose´.
Nous avons vu, dans le chapitre 1.5, qu’il existe divers types de syste`mes de´die´s a` la de´tection de
l’hypovigilance, selon le type du signal analyse´. Nous avons pu relever des syste`mes base´s sur les
signaux physiologiques (exemple : activite´ ce´re´brale), puis ceux analysant le comportement du
ve´hicule (exemple : la vitesse) et enfin ceux base´s sur l’e´tude des signaux physiques (exemple :
les yeux). Nous avons pu constater a` partir de ce meˆme chapitre, que plusieurs syste`mes base´s
sur le comportement du ve´hicule sont de´ja` commercialise´s sur des marques de haut de gamme.
Cependant, l’inconve´nient de ce genre de syste`mes est leur de´pendance au type du ve´hicule et
aux conditions de la route. Il est primordial d’e´largir l’inte´gration des syste`mes de surveillance de
l’e´tat du conducteur dans l’industrie automobile et de les rendre accessibles a` tous. L’e´tude des
signaux physiologiques reste tre`s intrusive par le fait qu’elle ne´cessite la mise en place de capteurs
directement lie´s au corps du conducteur. Ainsi, il est plus judicieux de s’inte´resser a` l’e´tude des
signaux physiques, qui se base sur l’analyse des changements affectant les caracte´ristiques faciales
et ne ne´cessite que des came´ras pour capter les informations sur le visage du conducteur.
L’objectif de cette the`se e´tait de proposer des techniques base´es sur le traitement de la
vide´o du conducteur afin de de´terminer son niveau de vigilance. Nous avons donc de´fini trois
niveaux d’hypovigilance, a` savoir la somnolence, la fatigue et l’inattention (voir chapitre 1). La
somnolence est l’e´tat le plus critique qui correspond a` une incapacite´ a` se maintenir e´veille´,
suivi par la fatigue qui est une baisse progressive des performance et l’inattention qui peut
eˆtre conside´re´e comme une distraction qui nous de´tourne de l’activite´ de conduite. Apre`s une
e´tude bibliographique approfondie, nous avons pu distinguer entre deux types d’approches pour
la surveillance de l’e´tat du conducteur selon les informations du visage a` analyser. Ainsi, nous
avons divise´ notre travail en deux parties. La partie Partie I permet d’analyser les caracte´ristiques
faciales a` l’inte´rieur du visage, qui correspondent aux yeux et a` la bouche afin d’e´tudier la
somnolence et la fatigue. Dans la partie Partie II, l’estimation de la pose de la teˆte est effectue´e
pour de´tecter l’inattention.
Dans la partie Partie I, le chapitre 2 a e´te´ consacre´ a` la pre´sentation d’un e´tat de l’art sur les
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diffe´rentes mesures de l’e´tat de l’œil et de la bouche pre´sentes dans la litte´rature. Ensuite, nous
avons propose´ dans le chapitre 3 une approche pour la de´tection de la somnolence a` partir de la
de´termination des pe´riodes de micro-sommeil. Nous avons utilise´ la CHT puisqu’elle permet de
de´tecter les cercles pre´sents dans une image afin de relever la pre´sence de l’iris et d’en de´duire
l’ouverture/fermeture de l’œil. Du fait que la CHT ope`re sur des images du contour, nous avons
propose´ un de´tecteur de contour original adapte´ a` la morphologie de l’œil pour permettre une
meilleure performance de la CHT. Dans ce meˆme chapitre, nous avons pre´sente´ une approche
de´die´e a` la de´tection de la fatigue a` partir du baˆillement en utilisant le meˆme concept que celui
propose´ pour la de´tection de la somnolence. En effet, puisque le baˆillement correspond a` une
grande ouverture de la bouche qui dure plus de deux secondes, nous appliquons la CHT a` un
de´tecteur de contour original que nous avons construit pour relever la grande ouverture de la
bouche. Les techniques que nous avons propose´es dans ce chapitre sont simples mais ne´anmoins
efficaces. En effet, nous avons effectue´ plusieurs tests sur 18 se´quences vide´os re´elles que nous
avons acquises (voir sous-section 3.6.2), puisqu’aucune base de donne´es n’est disponible pour
tester les approches conc¸ues pour la de´tection des micro-sommeils et du baˆillement. Ces tests
ont re´ve´le´ des CCR moyens supe´rieures a` 97% et un coefficient κ moyen supe´rieur a` 0.94 pour
l’analyse de l’e´tat de l’œil et de la bouche, lorsque les se´quences sont acquises sous la lumie`re
ambiante du jour. Quand l’acquisition se fait sous un e´clairage artificiel pendant la nuit, ces
valeurs sont re´duites a` 88% et a` 0.75 respectivement, mais restent tout de meˆme acceptables. Il
est toutefois ne´cessaire de pre´ciser qu’il est impossible d’e´tudier ces deux caracte´ristiques si le
visage n’est pas frontal a` la came´ra. Afin de surveiller l’e´tat du conducteur meˆme dans les cas
de non visibilite´ des caracte´ristiques faciales, il est primordial d’estimer la pose de la teˆte.
Dans la partie Partie II, le chapitre 4 a e´te´ e´labore´ pour pre´senter un e´tat de l’art sur les
techniques de l’estimation de la pose de la teˆte en ge´ne´ral, puis celles de´die´es a` de´tection de
l’inattention chez le conducteur. Nous avons retenu de cette e´tude que les transformations de
l’image base´es sur les orientations sont les plus adapte´es pour de´terminer les caracte´ristiques
spe´cifiques a` la pose. Nous avons donc propose´ deux estimateurs de la pose de la teˆte pouvant
eˆtre applique´s pour de´tecter l’inattention chez le conducteur. Le premier estimateur (voir cha-
pitre 5) est base´ sur les templates d’apparence construits par une transformation multi-e´chelle
et multi-orientation par SP avec comme technique de mise en correspondance, un apprentissage
probabiliste par la LPF. La LPF a e´te´ utilise´e pre´ce´demment pour le suivi d’objet, notamment
la teˆte (Toyama et Blake, 2002; Ricci et Odobez, 2009), mais n’a jamais e´te´ exploite´e pour l’es-
timation de la pose de la teˆte. Nous avons nomme´ ce premier estimateur SP-LPF. Le second
estimateur (voir chapitre 6), nomme´ DF-SVM, est base´ sur la classification et la fusion ine´dite de
plusieurs descripteurs de l’image permettant de relever les orientations de la pose de la teˆte. Nous
utilisons une classification par SVM multi-classes et une fusion de quatre descripteurs. Puisqu’il
n’existe aussi aucune base de donne´es pour la de´tection de l’inattention du conducteur, nous
avons choisi d’effectuer des se´ries de tests sur la base publique Pointing’04 pour de´terminer les
parame`tres optimaux des deux approches ainsi que pour les comparer avec des travaux existants
utilisant la meˆme base de donne´es. Nous avons acquis une se´quence de test pour valider ces ap-
proches pour l’estimation de la pose du conducteur et nous avons obtenus des CCR supe´rieurs a`
86% et 97% et un coefficient κ supe´rieur a` 0.93 et 0.72 pour SP-LPF et DF-SVM respectivement.
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Toutefois, nous tenons a` pre´ciser que SP-LPF posse`de un avantage qui s’illustre par sa rapidite´
de traitement. En effet, pour un seul angle de liberte´, une meˆme image est traite´e par cette
approche en 70 ms alors que l’approche DF-SVM a besoin de 88 ms.
Perspectives
Apre`s avoir analyse´ les me´thodes propose´es dans ce travail de the`se, nous pre´sentons les
perspectives envisageables de nos travaux de recherche. Les pistes a` explorer et les applications
sont nombreuses :
– Acque´rir et d’annoter une base de donne´es englobant les diffe´rents e´tats du conducteur.
Par la suite, nous pourrons tester l’ensemble du syste`me sur cette base de donne´es. L’ac-
quisition d’une base de donne´es que nous rendrons publique est tre`s important, puisque
cela permettra de fournir a` la communaute´ de recherche des donne´es preˆtes a` l’emploi et
propices a` de futures comparaisons entre diffe´rents syste`mes.
– Imple´menter le travail propose´ sur un syste`me embarque´ afin de re´duire le temps de calcul
et avoir une meilleure visualisation de son utilisation re´elle. Les e´quipements que nous
utiliserons devront eˆtre a` tre`s faibles couˆts pour garantir une accessibilite´ du syste`me a`
tous.
– Inte´grer un syste`me d’e´clairage infrarouge qui ne sera active´ que pendant la nuit afin
d’ame´liorer l’acquisition de la sce`ne. Il est a` noter que ce changement entrainera la ne´cessite´
d’adapter notre syste`me a` ce nouveau type d’e´clairage.
– Enrichir le syste`me en incluant une analyse de la direction du regard du conducteur pour
controˆler plus pre´cise´ment son centre d’inte´reˆt et le comparer avec les obstacles pre´sents
sur la route.
– Lorsque nous conduisons en e´tat d’hypovigilance, nous pre´sentons un danger pour soit
mais aussi pour les autres conducteurs et usagers de la route. Nous pourrons envisager
d’exploiter les re´seaux de capteurs sans fil pour tenir informe´ les conducteurs de l’e´tat de
vigilance de leurs voisins.
Pour conclure, il semble que le domaine de surveillance de l’e´tat du conducteur par des
came´ras reste toujours actif malgre´ le progre`s technique et la recherche avance´e des syste`mes de
vison par ordinateur.
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