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Classical Hamiltonian systems with conserved charges and those with con-
straints often describe dynamics on a pre-symplectic manifold. Here we show
that a pre-symplectic manifold is also the proper stage to describe autonomous
energy conserving Hamiltonian time crystals. We explain how the occurrence of
a time crystal relates to the wider concept of spontaneously broken symmetries;
in the case of a time crystal, the symmetry breaking takes place in a dynamical
context. We then analyze in detail two examples of time crystalline Hamiltonian
dynamics. The first example is a piecewise linear closed string, with dynamics
determined by a Lie-Poisson bracket and Hamiltonian that relates to membrane
stability. We explain how the Lie-Poisson brackets descents to a time crystalline
pre-symplectic bracket, and we show that the Hamiltonian dynamics supports
two phases; in one phase we have a time crystal and in the other phase time
crystals are absent. The second example is a discrete Hamiltonian variant of the
Q-ball Lagrangian of time dependent non-topological solitons. We explain how
a Q-ball becomes a time crystal, and we construct examples of time crystalline
Q-balls.
I. INTRODUCTION
A classical Hamiltonian time crystal is an autonomous, time periodic solution of Hamil-
ton’s equation that is simultaneously a local minimum of the energy. Accordingly a time
crystal spontaneously breaks the continuous time translation symmetry into discrete time
translations [1–3]. (For a review see e.g. [4, 5].) This symmetry breakdown is analogous
to the way how an ordinary crystalline material breaks the group of continuous spatial
translations into a discrete Bravais lattice.
There are numerous examples of periodically driven nonlinear oscillators, and many other
kind of open and non-equilibrium physical systems that display periodic time dependence.
However, these examples do not qualify as time crystals: The breakdown of time translation
symmetry is explicit and reflects verbatim the properties of the external forces and ambient
interactions. Thus far veritable time crystalline dynamics [4–12] has been experimentally
observed only in the context of certain externally driven non-equilibrium spin chains [13, 14].
In the known examples a spin chain is subjected to an extrinsic, periodic driving force. This
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prompts the spin chain to respond in a time periodic fashion, but now the response comes
with an intrinsic periodicity that is different from the period of the drive.
Whenever an energy conserving, isolated Hamiltonian system has been found to display
time periodic dynamics, such as in the case of a harmonic oscillator or the Kepler problem,
the motion can always be removed in a natural fashion, by a continuous deformation of the
system towards its lowest available energy state. Indeed, it is widely thought that in the
case of a closed autonomous Hamiltonian system, any kind of time crystalline dynamics is
excluded [15, 16]. This conclusion is grounded on the structure of the textbook Hamilton’s
equation
dqa
dt
= {qa, H} = ∂H
∂pa
dpa
dt
= {pa, H} = −∂H
∂qa
(1)
On a compact, closed manifold a minimum energy configuration is also a critical point of
the Hamiltonian H. Thus, at the energy minimum the right hand sides of (1) vanish, which
implies that the left hand sides must vanish as well. As a consequence a trajectory that is a
minimum of H must be time independent and one concludes that Hamilton’s equation (1)
can not support any time crystalline solution.
However, we have found that there is a systematic way to evade these Hamiltonian No-Go
arguments. This is exemplified by the following simple scenario: Suppose that h = h(x, y)
is a smooth real valued function defined on a compact closed manifold. For example we
may take the manifold to be the Riemann sphere i.e. the plane R2 plus a point at infinity.
Assume that the function has only non-degenerate maxima and minima on the sphere, these
are located at critical points ∂xh = ∂yh = 0. Now consider another smooth real valued
function g(x, y) and introduce a condition such as
g(x, y) = c (2)
Whenever c is a regular value of g the solution defines a curve on the sphere. Generically,
for a given value of c we do not expect that the curve passes through any of the critical
points of h(x, y). Thus, for a generic given c the minimal values that h(x, y) attains along
the curve g(x, y) = c are not among its critical points on the sphere. It is even possible that
this is the case for all those values of c that are allowed by the structure of g(x, y)
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Recently, explicit examples of classical Hamiltonian time crystals have been presented
[17]. The examples go around the No-Go arguments in the manner that we have outlined:
They are Hamiltonian systems with conserved quantities, but the numerical values of the
conserved charges are constrained. This causes the Hamiltonian system to become time
crystalline, with a spontaneously broken time translation symmetry. In particular, the
ensuing phase spaces are not symplectic manifolds. Instead, the time crystalline dynamics
takes place on a more general pre-symplectic manifold [18] where the No-Go arguments are
circumvented.
We start and trace the provenance of Hamiltonian time crystalline dynamics to the ge-
ometry of the phase space. We explain in a general context why pre-symplectic geometry is
necessary for the emergence of time crystalline dynamics, in the case of Hamilton’s equation
with conserved charges. We then construct in detail two examples of Hamiltonian time
crystals, both examples have their origin and motivation in familiar field theoretical models.
II. HAMILTONIAN TIME CRYSTALS
Hamilton’s equation describes energy conserving dynamics on a 2N dimensional sym-
plectic manifold M; for background on geometric mechanics see e.g. [18]. The manifold is
equipped with a closed and non-degenerate two-form
Ω = Ωabdφ
a ∧ dφb
dΩ = 0
(3)
where φa (a = 1, ..., 2N) are generic local coordinates onM. For pedagogy we prefer to use
local coordinate representation even though all our relations are coordinate independent.
Hamilton’s equation is
Ωab
dφb
dt
= ∂aH (4)
where the Hamiltonian H(φ) models the mechanical free energy, it is assumed to be a smooth
real valued function onM. The solutions φa(t) are non-intersecting trajectories onM, they
are uniquely specified by the initial values φa(0). The inverse of the matrix Ωab defines the
Poisson brackets
{φa, φb} = Ωab(φ) (5)
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so that (4) becomes
dφa
dt
= {φa, H} = Ωab∂bH (6)
Darboux theorem ensures that there is a local coordinate transformation on the manifold
M such that the φa become the (pa, qa) that are equipped with their canonical Poisson
brackets, and Hamilton’s equation (6) acquires the familiar form (1).
We define a time crystal to be a minimum energy solution of Hamilton’s equation (4),
(6) with a non-trivial t-dependence that we assume is periodic φa(t+ T ) = φa(t).
We search for time crystals in Hamiltonian systems with symmetries. Noether’s theorem
states that a symmetry gives rise to a conservation law and we denote the pertinent conserved
charges Gi(φ) (i = 1, ..., n ≤ N). Their Poisson brackets with the Hamiltonian H(φ) vanish,
{H,Gi} = dGi
dt
= 0
Furthermore, the Poisson brackets of the Gi closes with a Lie algebra structure
{Gi, Gj} = fijkGk (7)
of the symmetry group.
We assign numerical values Gi(φ(0)) = gi to the conserved charges. The gi are regular
values of the Gi(φ), they are determined in terms of the initial conditions φ
a(0) of Hamilton’s
equation. The level sets Gi(φ(0)) = gi foliate the symplectic manifold M, and we specify
them by conditions
Ggi (φ) = Gi(φ)− gi = 0 (8)
For each gi the condition (8) specifies a submanifold of M that we denote by Mg.
The Poisson brackets of (8) are
{Ggi ,Ggj } = fijk Ggk + fijkgk (9)
where the matrix
γij(g) = fij
kgk (10)
has a rank s ≤ n that in general depends on the values gi. Following Dirac [19] we regard
(8) as a combination of (n− s) first class conditions and s second class conditions. The first
class conditions correspond to those combinations of Gi(φ) that define the kernel of γij(g)
and the second class conditions span the image of γij(g).
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For each regular values gi in (8) we restrict the non-degenerate symplectic two-form (3)
to the corresponding submanifold Mg
Ω|Mg ≡ ωg = ωg(φ)abdφa ∧ dφb (11)
The two-form ωg is closed but in general the matrix ωgab is degenerate with a (n− s) dimen-
sional kernel. Accordingly, whenever n− s 6= 0 the submanifoldMg that we equip with the
closed two-form (11), is not a symplectic manifold but a pre-symplectic manifold. That is,
simply a manifold with a closed two-form.
In the following we assume that the physical circumstances are such that for all regular
values gi of interest in (8) we have n − s 6= 0 so that the corresponding manifolds Mg are
pre-symplectic. Since the No-Go arguments [15, 16] assume that Hamiltonian dynamics
takes place on a symplectic manifold, those arguments no longer apply. Thus, in the case
of a pre-symplectic manifold Mg the existence of a time crystalline solution to Hamilton’s
equation can not be excluded.
We note that there are many Hamiltonian dynamical systems with conserved charges.
However, not all of them can support a time crystal. The existence of a time crystal depends
on the way how the regular values gi in (8) are distributed into subsets {gi} ⊂ Rn. In general
there can be multiple disconnected subsets, and each connected component pertains to a
specific physical scenario. A necessary condition for a given subset {gi} to support time
crystalline dynamics is, that this subset can not be path connected to a stationary point of
the Hamiltonian with a lower energy, in a manner that is dictated by the specifics of the
physical scenario.[? ] The concrete examples that we present in the sequel, elucidate this
point.
To reveal the actual presence of a time crystal we need to locate the minimum value of
the Hamiltonian H(φ). Since the Gi(φ) are conserved it suffices to restrict the search of
the minimum to the submanifolds Mg of interest. For this we account for (8) in terms of
Lagrange multipliers λi and extend the Hamiltonian H(φ) into
H → Hλ = H + λi(Gi − gi) (12)
The Lagrange multiplier theorem [18] states that on a given submanifold (8) the minimum
value φacr of the Hamiltonian H(φ) coincides with a critical point (φ
a
cr, λ
i
cr) of the Hamiltonian
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function Hλ(φ). Thus the minimum value of H(φ) on Mg is obtained as a solution of
∂H
∂φa |φcr
= −λicr
∂Gi
∂φa |φcr
Gi(φcr) = gi
(13)
Accordingly, we search for a time crystal using the following steps:
• From the equations (13) we first solve for the minima φacr of H(φ) on the submanifolds
Mg of interest. Here the set of Mg includes all the level surfaces of the conserved charges
that correspond to the physical scenario.
• We then continue and solve (13) for the corresponding values λicr in terms of φacr.
Whenever λicr(φcr) 6= 0 the minimum energy solution φacr can be employed as an initial value
to a time crystalline solution of Hamilton’s equation (6). In the case of a time crystal,
Hamilton’s equation then becomes
dφa
dt
= −Ωabλicr
∂Gi
∂φb
6= 0
φa(0) = φacr
(14)
Note that the Lagrange multipliers λicr are t-independent, their values for all t are deter-
mined by (13) in terms of the initial values φacr. This follows immediately, since both H(φ)
and Gi(φ) are by construction t-independent along any Hamiltonian trajectory.
The emergence of a time crystal is a manifestation of the general phenomenon of spon-
taneous symmetry breaking: A time crystal describes a time dependent minimum energy
symmetry transformation of the Hamiltonian H(φ) that is generated by the linear combi-
nation
Gλ(φ) ≡ λicrGi(φ)
Thus a time crystal breaks the full symmetry group of conserved charges (7) into an abelian
U(1) symmetry transformation. We remark that in general the ensuing motion (14) is quasi-
periodic, but here we assume it to be periodic φa(t+T ) = φa(t) and the period T is specified
by λicr(φcr).
It is apparent that the present remarks are merely an invitation for a judicious mathe-
matical investigation, and we propose that the methods of equivariant Morse theory [20–22]
can be adopted to develop a mathematical framework for understanding Hamiltonian time
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crystals; we plan to return to this in a future research and we now proceed to exemplify
our general remarks by a detailed analysis of two examples where time crystalline dynamics
appears in a familiar physical context.
III. EXAMPLE 1: TIME CRYSTALS AND CLOSED DISCRETE STRINGS
In our first example we follow [17] and analyze time crystalline dynamics in the context
of a Hamiltonian system with time evolution determined by a Lie-Poisson bracket [18]. The
Hamiltonian function we use has been originally introduced in [23–25], in connection of
membrane stability analysis.
We start by explaining how the Lie-Poisson structure of [17] fits in our general framework:
A Lie-Poisson bracket commonly describes the way how a Poisson manifold, i.e. a manifold
that is equipped with a Poisson bracket, becomes foliated into symplectic leaves. Each leaf
is a symplectic manifold, it supports Hamiltonian dynamics that is restrained on the given
leaf.
We consider a four dimensional phase space with Darboux coordinates (q1, q2, p1, p2) that
we combine into complex coordinates
z1 =
1
2
(pi + iq1)/2
z2 =
1
2
(p2 + iq2)/2
(15)
with Poisson brackets
{zi, z?j } = iδij & {zi, zj} = {z?i , z?j } = 0 (16)
We introduce the Pauli matrices
σ1 =
0 1
1 0
 σ2 =
0 −i
i 0
 σ3 =
1 0
0 −1

to define a vector with three real components
na = −1
2
(z?1 , z
?
2)σ
a
z1
z2
 (17)
and so that
n · n = 1
4
(|z1|2 + |z2|2)2 = r4 (18)
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The na obey the SU(2) Lie-Poisson brackets
{na, nb} = abcnc (19)
and the length (18) is preserved by the action of the na
{na,n · n} = 0 (20)
The phase space (15) is a model space of SU(2) representations, and different values of r
correspond to different representations. We identify the symplectic structures of the SU(2)
coadjoint orbits in terms of local coordinatesz1
z2
 = r
cos θ2 ei(χ+φ)/2
sin θ
2
ei(χ−φ)/2
 (21)
This yields
n =

n1
n2
n3
 = r2

cosφ sin θ
sinφ sin θ
cos θ
 (22)
and for the symplectic two-form of (16) we get
Ω = idz?1 ∧ dz1 + idz?2 ∧ dz2 = rdχ ∧ dr + r cos θ dφ ∧ dr +
r2
2
dφ ∧ dcos θ
from which we read the following Poisson brackets
{r, χ} = 1
r
(23)
{cos θ, χ} = − 2
r2
cos θ (24)
{cos θ, φ} = 2
r2
(25)
{r, cos θ} = {r, φ} = {χ, φ} = 0 (26)
The coordinates in the r.h.s. of (21) are simply spherical coordinates on R4, the (θ, φ, χ)
are angular coordinates that describe the spheres S3 that foliate R4 with radii r2. The Hopf
map S3 → S2 identifies (θ, φ) as the latitude and longitude angles of a two-sphere, and χ is
the coordinate of the remaining S1. The two-spheres are the orbits of SU(2) representations,
and each two-sphere is equipped with a symplectic two-form that corresponds to the Poisson
bracket (25), with cos θ and φ a canonical pair.
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We proceed to describe a physical scenario where N such vectors ni appear as dynamical
degrees of freedom, each equipped with its own Lie-Poisson bracket (19) [17]. For this we
interpret the vectors as links that connect the N+1 vertices xi of a piecewise linear polygonal
string in R3
ni = xi+1 − xi (27)
Since
{ni,nk · nk} = 0 for all i, k
the lengths of the links remain intact during time evolution, whenever the Hamiltonian
function depends only on the vectors ni which we assume to be the case. For convenience
we set all the link lengths to have the equal value |ni| = 1.
With H(n) a Hamiltonian function, the Lie-Poisson bracket (19) yields the following
Hamilton’s equation
∂ni
∂t
= {ni, H(n)} = −ni × ∂H
∂ni
(28)
and we proceed to reveal its time crystalline dynamics.
To introduce the conserved charges (8) we consider the vector
G =
N∑
i=1
ni (29)
Its components obey the Poisson brackets
{Ga, Gb} = abcGc (30)
and we choose a Hamiltonian such that
{H(n),G} = 0 (31)
The G are the conserved charges of interest. The following is then an example of the
condition (8): We define the manifolds Mg by
Ga = ga ≡ (xaN+1 − xa1)
and the matrix γij in (10) is
γij ∼ abc(xcN+1 − xc1)
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We now specify the physical scenario that is of interest to us: We describe the dynamics
of a closed string, and for this we set xN+1 = x1. Thus (8) becomes
G =
N∑
i=1
ni = 0 (32)
The entire algebra (9) of the conserved charges is first class.
In line with our general formalism we introduce the Lagrange multiplier λ so that the
Hamiltonian (12) in the present case is
Hλ = H(n) + λ ·G
For a time crystal, the equation (14) yields us the following
∂ni
∂t
= −λcr × ni (33)
where the Lagrange multiplier λcr is evaluated at the minimum value of the Hamiltonian,
λcr = −∂H
∂ni |nmin
(34)
If a solution with λcr 6= 0 exist we have a time crystalline closed string that rotates as a
rigid body. The rotation axis points in the direction of λcr and the magnitude of the angular
velocity is given by the length |λcr|. Note that the r.h.s. involves the index i = 1, ..., N that
is absent in the l.h.s. Thus (34) is a very stiff condition on the shape of the time crystalline
closed string.
We proceed to analyze in detail two such time crystalline closed strings, with N = 3 and
N = 4 vertices. For the Hamiltonian function, we follow [23–25] and select
H = H1 + cH2 =
N∑
i=1
|ni × ni+1|2 + c
N∑
i=1
ni · (ni+1 × ni+2) with nN+i = ni (35)
A. Three-vertex model
For N = 3 the closed string constraint (29) states that the variables x1,x2,x3 are the
vertices of an equilateral triangle in R3. We can take x1,x2,x3 to lie on the xy-plane, with
sites |xi+1 − xi| = 1. With the initial choice
n1 = (1, 0, 0)
n2 = (−1
2
,
√
3
2
, 0)
n3 = (−1
2
,−
√
3
2
, 0)
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a direct substitution of (35) into (28) gives
∂ni
∂t
= −λcr × ni
where λcr coincides with the symmetry axis of the triangle,
λcr =
√
3
2
(0, 0, c)
Thus, whenever c 6= 0 we have a time crystal that describes an equilateral triangle that
rotates around its symmetry axis with an angular velocity that is linearly proportional to
the parameter c in (35). Note that for c = 0 only the first term in (35) is present. For this
c-value λ vanishes; there is no time crystal if only H1(n) is present.
The present example is a very simple realization of the general result (14), as the equi-
lateral triangle can not change its shape and the Hamiltonian (35) has only a single value
which is simultaneously the minimum and maximum of the available energy.
B. Four-vertex model
The Hamiltonian (35) can be readily extended to a closed string with more than N = 3
variables. As an example we consider a closed polygonal string with N = 4 vertices, and for
convenience we take |xi+1 − xi| = 1. Geometrically, we may view the xi as the vertices of a
tetrahedron in R3 with four equal length edges. Up to an additive constant the Hamiltonian
(35) is
H = H1 +H2 = −
4∑
i=1
(ni · ni+1)2 + cn1 · (n2 × n3) (with n5 = n1) (36)
To construct a time crystal, we first minimize the energy (36) on the constraint manifold
(29) for different parameter values c. Since the four edges have equal length, H is a function
of the following two conformational angles,
α = pi − arccos(n1 · n4) ∈ (0, pi]
β = pi − arccos
(
(n1 − n4) · (n3 − n2)
|n1 − n4||n3 − n2|
)
∈ (0, pi]
(37)
Here α is the bond angle ∠(x4x1x2) and β is the dihedral angle between the two planes
<x1x2x4> and <x2x3x4>. Accordingly, we proceed and express the Hamiltonian (36) in
12
a)
b)
c)
FIG. 1. Panel a) The minimum energy values of the angles (37) as a function of the parameter
c in (36). The asymptotic large-c values (α, β) = (arccos(1/3), pi/2) correspond to a tetragonal
disphenoid.Panel b) The angular velocity of the time crystal with Hamiltonian (36) as a function
of the parameter c. Panel c) The total energy H and the individual contributions H1 and H2 in
(36), as a function of parameter c for the time crystal.
terms of (37), and then search for the minimum of H(α, β) with different parameter values
c. For energy minimization we use a two dimensional adaptive grid algorithm.
We find that there is a critical value c = 4.0 with the following properties:
When c < 4.0 the minimum of H(α, β) is doubly degenerate, both (α, β) = (0, 0) and
(α, β) = (0, pi) are minima of the energy and at these minima we have H = H1 = H2 = 0.
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Geometrically, in both energy minima the four link vectors ni are all aligned with each other
in R3. In the case of (α, β) = (0, 0) the neighboring vectors n1 and n2 are mutually parallel
and opposite to the mutually parallel n3 and n4. In the case of (α, β) = (0, pi) the vectors
n1 and n3 are mutually parallel, and opposite to the direction of the mutually parallel n2
and n4. When we substitute in (28) we find no motion, neither of the two energy minima
corresponds to a time crystal and we conclude that for c < 4.0 there is no time crystal.
When c = 4.0 we observe an abrupt change in the values of (α, β). Figure 1 Panel a)
shows how the values of (α, β) jump from the c < 4.0 minimum energy values (α, β )=( 0, 0),
(0, pi) to (α, β)≈ (0.87, 2.18) radians for c = 4.0+, and Panel b) shows how the angular
velocity also changes abruptly. We observe a change in the shape of the minimum energy
polygonal string, for c < 4.0 the distances d13 = |x3−x1| and d24 = |x4−x2| have the values
d13 = 0 and d24 = 2, but for c = 4.0+ these values are d13 = d24 = 0.8.
When c > 4.0 we find that the minimum energy configuration is a time crystal, it rotates
with an angular velocity |ω| that increases when c increases; see Figure 1 Panel b). At the
same time, the total energy decreases as a function of c, as shown in Figure 1 Panel c).
Asymptotically, for large values of c, both the minimum value of the energy and the angular
velocity depend on c linearly. For the conformational angles the large-c limiting values are
(α, β) = (arccos(1/3), pi/2) and thus, in the large-c limit the four vertices x1, ...,x4 approach
the vertices of the space filling tetragonal disphenoid with d13 = d24 = 2/
√
3; see Figure 1
Panel a).
IV. EXAMPLE 2: TIME CRYSTALLINE Q-BALLS
Our second example is based on the Q-ball model of [26]; for surveys see [27, 28]. There
is one complex field ϕ(x, t) and the Hamiltonian form of the (relativistic) action is
∫
dtdDx
{
piϕ˙+ pi?ϕ˙? − pipi? − |∇ϕ|2 − U(|ϕ|)} = ∫ dtdDx {piϕ˙+ pi?ϕ˙? −H(pi, ϕ)} (38)
The non-vanishing Poisson brackets are
{ϕ(x), pi(y)} = {ϕ?(x), pi?(y)} = δ(x− y)
14
a) b) c) d)
!+
FIG. 2. The potential a) has a single global minimum, at the origin. The potential b) has a global
minimum at origin, and an additional local minimum at non-vanishing value ϕ+. The potential
c) has a local minimum at the origin, and a global minimum at a non-vanishing value of ϕ. The
potential d) has a local maximum at the origin, and a global minimum at a non-vanishing value
of ϕ. As shown in [26] a potential with the profile b) can support Q-balls in D = 3
There is also a conserved charge
Q = i
∫
dDx (piϕ− pi?ϕ?)
dQ
dt
= {Q,H} = 0
(39)
and we conclude from Hamilton’s equations
ϕ˙ = {ϕ,H} = pi (40)
p˙i = {pi,H} = ∇2ϕ− ∂U
∂ϕ
(41)
that whenever the charge (39) has a non-vanishing value q, the field ϕ must vary with time.
But not all q 6= 0 minimum energy configurations are Q-balls, or time crystals. For (38), (39)
to support a time crystalline Q-ball the potential U(ϕ) needs to be chosen in a particular
fashion.
In [26] a Q-ball potential with the following properties was introduced, in the case of
D = 3. There should be no spontaneous symmetry breaking, the origin ϕ0 = 0 should be
the global minimum of U(ϕ). In addition U(ϕ) should have a local minimum at ϕ+ 6= 0
and in the limit |ϕ| → ∞ the value of U(ϕ) should go to infinity. Accordingly, the profile
of U(ϕ) should resemble the potential b) in Figure 2. A Q-ball can then form, when for
small |x| the field ϕ(x, t) acquires a value close to ϕ+ and approaches the global minimum
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ϕ0 = 0 of U(ϕ) for large |x|. The Q-ball is a stable finite energy spherical domain wall that
separates the two ground states, it is a non-topological soliton that interpolates between the
ground state ϕ+ in its interior and the ground state ϕ0 in its exterior, with a profile and
time dependence specified by the details of the action.
We are interested in a time crystalline Q-ball. This is a Q-ball that is a minimum of the
Hamiltonian energy in (38) with charge q 6= 0. We search for it using the general formalism
of Section 2; from (38), (39) the Hamiltonian (12) is
Hλ =
∫
dDx
{
pipi? + |∇ϕ|2 + |ϕ|2 − |ϕ|4 + µ|ϕ|6}+ iλ{∫ dDx (piϕ− pi?ϕ?)− iq} (42)
where the Lagrange multiplier λ enforces the conserved charge (39) to have the prescribed
value q 6= 0. When picr, ϕcr, λcr solve the pertinent equation (13) so that picr, ϕcr minimize
the energy in (38) with a Q-ball like domain wall profile, so that λcr 6= 0, we have a time
crystalline Q-ball with time evolution given by (14),
ϕ˙ = iλcrϕ with ϕ(0,x) = ϕcr(x)
p˙i = −iλcrpi with pi(0,x) = picr(x)
(43)
To numerically construct explicit examples of time crystalline Q-balls, we introduce a
discrete variant of (42) on a one dimensional lattice with N sites: We discretize the gradient
and we redefine the variables so that we are left with the following version of (12)
Hλ = H + λ(Q− q)
=
N∑
k=1
{
pikpi
?
k − (ϕ?k+1ϕk + ϕk+1ϕ?k) + |ϕk|2 − |ϕk|4 + µ|ϕk|6
}
+ iλ{
N∑
k=1
(pikϕk − pi?kϕ?k) + iq}
(44)
where the second term emerges from the cross-term of the discretized gradient; we set
ϕN+1 = 0. We note that (44) has the two-fold reflection symmetry k → N + 1 − k that
corresponds to a lengthwise reflection of the chain. In a conceivable physical application,
the values (, µ) then characterize a particular physical environment and the values q of the
conserved charge specifies the presymplectic sliceMg in (8). Accordingly, we search for time
crystalline Q-balls with length N and characterized by the value of q, in the environment of
parameter values (, µ).
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The critical points (ϕk,cr, pik,cr, λcr) of (44) are solutions to the ensuing equations (13),
pik = iλϕ
?
k
(ϕk−1 + ϕk+1)− ϕk + 2|ϕk|2ϕk − 3µ|ϕk|4ϕk = −iλpi?k (ϕ0 = 0)
pikϕk − pi?kϕ?k = −iq
(45)
and we follow the steps of Section 2 to numerically search for a time crystalline Q-ball. We
use constrained nonlinear optimization algorithm [29] that we implement using MATLAB
to mimimize the energy
min
pik,ϕk∈R
{
N∑
k=1
pikpi
?
k − (ϕ?k+1ϕk + ϕk+1ϕ?k) + |ϕk|2 − |ϕk|4 + µ|ϕk|3
}
(46)
subject to the condition
N∑
k=1
(pikϕk − pi?kϕ?k) = −iq (47)
The minimization gives us critical values pik,cr and ϕk,cr. We ensure that these correspond
to a global, not just a local, minimum of energy (46) by using a large pool of randomly
generated initial values in the optimization algorithm. We then evaluate λcr from the first
equation (45),
λcr = i
pi?k,cr
ϕk,cr
(48)
For a time crystal λcr 6= 0 and in particular we verify that λcr has a value which is indepen-
dent of the index k which serves as a consistency check of our minimization result.
When the number of variables increases, constrained nonlinear optimization becomes
very quickly highly time consuming, thus we limit our search of time crystalline Q-balls to
a relatively small number of lattice sites N . The Figures 3 and 4 sketch out our results with
N = 5 and with fixed  = 1/8. We select µ ∈ [0.15, 2.5] and the conserved charge q ∈ [0, 4]
as we have found that in this range of (µ, q) values time crystalline Q-balls can be found.
For numerical simulation, we divide [µ, q] into a 100x100 lattice and for each pair (µ, q) we
perform 100 independent minimizations, starting from randomly chosen initial values. In
the Figures 3 and 4 we use
ρk =
√
ϕ?k,crϕk,cr k = 1, ..., 5 (49)
as the order parameter. For the corresponding momentum order parameters
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FIG. 3. Values of order parameter (49) for minimum energy configuration (46), (47) with different
representative parameter values (q, µ) for a chain with N = 5 sites and with  = 1/8. Panels I and
VI do not describe a Q-ball; there is no domain wall. Panels II-IV are time crystalline Q-balls with
two domain walls; the blue and red profiles in Panel III are reflection symmetric under k → 6− k.
In Panel V we have a pair of reflection symmetric single domain wall time crystalline Q-balls.
σk =
√
pi?k,crpik,cr k = 1, ..., 5
the results are very similar since according to (48) σk/ρk = |λcr| for all k.
Figure 3 panels I-VI show examples of the energy minima that we find, for different
parameter values. The six examples we depict are generic and chosen to describe what
we find in the range of parameters we investigate. The panels are ordered according to
increasing conserved charge value q.
• The Panel I characterizes the small-q and large-µ region. We propose that this config-
uration corresponds to a situation akin that shown in Figure 2 profile a): In terms of such
an effective potential energy interpretation, there is only the global minimum that is located
at ρ ≈ 0 (i.e. very small). In particular, there is no domain wall.
• The Panel II shows how the minimum energy configuration in Panel I evolves when we
increase the value of q, and lower the value of µ: The value of ρ3 at the center of the chain
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increases until it reaches ρ3 ≈ 0.7 as shown in the Panel II. In terms of Figure 2 we propose
the interpretation that the effective potential energy approaches a transition between the
profiles a) and b). That is, a local minimum emerges in the effective potential energy, near
ρ ≈ 0.7: The profile resembles a pair of domain walls, close to each other.
• In Panels III and IV we increase the value of q, with only small changes in µ. In both
Panels the ρ values move back and forth between ρ ≈ 0 and ρ ≈ 0.7, when we move along the
chain. Note that in Panel III the energy minimum has a two-fold degeneracy, corresponding
to the k → 5 + 1− k reflection symmetry of (46) while in Panel IV the reflection symmetry
becomes restored as the energy minimum is reflection symmetric. In terms of the effective
potential energy description of Figure 2 we propose that these Panels correspond to the case
b) with only a small energy difference between the two ground states: The profiles describe
two domain walls that move away from each other as q increases.
• In the Panel V we increase the value of q further while the value of µ is more or
less intact. The energy minimum interpolates between ρ ≈ 0 and ρ ≈ 0.7 and we observe
two-fold degeneracy due to reflection symmetry. In terms of the effective potential energy
description of Figure 2 we propose that this Panel corresponds to the case between b) and c)
with the qualitative feature of the Q-ball potential energy of [26–28]: Each of the degenerate
energy minima describes a single domain wall.
• Finally, Panel VI represents the region of large q but not so small µ values. Now ρ
appear to reside in the ground state with ρ ≈ 0.7. The energy minimum resembles the
scenario d) of Figure 2 and there is no domain wall.
The Figure 4 Panels a)-e) show the entire (q, µ)-landscape of ρk minimum energy solu-
tions, in the range of (q, µ) values that we have studied; the Panels show the landscape of
minimum energy ρk values both as a surface map and as a contour map. In each of the
individual Panels we have marked the six solutions that we have detailed in Figures 3.
The Panel f) of the Figure 4 shows the values of λcr(q, µ), evaluated from (48). The Panel
shows that each of the energy minima in Figures 3 have λcr 6= 0. Thus they are all time
dependent energy minima, each determines a time dependent, time crystalline symmetry
transformation (14) of the Hamiltonian, of the form
ϕk(t) = ϕk,cr(µ, q) e
iλcr(µ,q)t
pik(t) = pik,cr(µ, q) e
−iλcr(µ,q)t
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FIG. 4. The landscape of time crystalline Q-balls in terms of (q, µ). The Panels a)-e) show
the landscape for the five order parameters ρ1...ρ5, respectively. In each panel the ρk of the six
energy minima shown in Figures 3 are identified. The roughness of the landscape is due to the
k → 6 + 1 − k reflection symmetry: Due to this symmetry of (46), a time crystalline Q-ball
corresponds to a double degenerate ground state energy. The roughness arises since at each point
the landscape is constructed from a randomly chosen initial configuration, to display the double
degeneracy. Panel f) then shows the |λcr| values, evaluated from (48).
For each lattice site k this describes uniform rotation on the (ϕk, pik) plane with angular
velocity λcr(µ, q) independently of the k-value.
From Figures 3 and 4 we confirm that the energy minima shown in Panels I and VI of
Figure 3 have no domain walls. Thus they are not Q-balls, as defined in [26]. Accordingly
we do not consider them to be time crystals, either: These two Panels describe minimum
energy configurations with (essentially) uniform ρk-values, there is no interpolation between
different ground states as there is no domain wall. Thus we can smoothly deform them to
the ensuing ground state, with q = 0. From the point of view of our general formalism
in Section 2, in these two cases the corresponding orbit Mg is path connected to a time
independent minimum energy configuration with q = 0. Moreover, Figures 4 show that we
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can path connect these two energy minima to each other, continuously in the (q, µ) plane,
without encountering any domain wall region in between, by a uniform increase/decrease of
the ρk values.
The situation is different in the cases shown in Panels II-V of Figure 3. In each of these
Panels, the minimum energy configuration has a domain wall profile. Accordingly, in line
with [26] we interpret these four cases of energy minima as genuine time crystalline Q-balls.
Note that the example in Panel V is a time crystalline Q-ball with a single domain wall, in
line with the Q-ball constructed in [26]. The examples in Panels III and IV display time
crystalline Q-balls with a pair of domain walls, that move and come together as shown in
Panel II, when q decreases. We remark that both spherical and toroidal Q-balls have been
described in the literature [28].
More generally, we deduce that time crystalline Q-balls, i.e. energy minima with a
domain wall structure, exist for those (q, µ) values where the landscapes in Figures 4 exhibit
roughness: The roughness is due to the presence of domain walls, it denotes regions where
we find a doubly degenerate energy ground state. This is a consequence of the k → N +
1− k reflection symmetry of the Hamiltonian, the double degeneracy of the ground state is
necessary for a domain wall to be present.
V. CONCLUSIONS
We have shown, both using the general formalism of geometric mechanics and in terms
of explicit examples, that classical Hamiltonian time crystals do exist and can be found in
Hamiltonian systems with conserved charges. The No-Go arguments only apply on a phase
space with a symplectic structure, but in the case of a time crystal the phase space is pre-
symplectic. In particular, our general formalism establishes that a symmetry is necessary
for the existence of a time crystal. Thus the provenance of a Hamiltonian time crystal lies
in the general phenomenon of spontaneous symmetry breaking that now takes place in a
dynamical context.
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