ABSTRACT 5G is the next generation cellular network that aspires to achieve substantial improvement on quality of service, such as higher throughput and lower latency. Edge computing is an emerging technology that enables the evolution to 5G by bringing cloud capabilities near to the end users (or user equipment, UEs) in order to overcome the intrinsic problems of the traditional cloud, such as high latency and the lack of security. In this paper, we establish a taxonomy of edge computing in 5G, which gives an overview of existing state-of-the-art solutions of edge computing in 5G on the basis of objectives, computational platforms, attributes, 5G functions, performance measures, and roles. We also present other important aspects, including the key requirements for its successful deployment in 5G and the applications of edge computing in 5G. Then, we explore, highlight, and categorize recent advancements in edge computing for 5G. By doing so, we reveal the salient features of different edge computing paradigms for 5G. Finally, open research issues are outlined.
I. INTRODUCTION
Edge computing is a computational paradigm that enables edge servers in mini clouds (or edge clouds) to extend cloud capabilities at the edge of the network to perform computationally-intensive tasks and store a massive amount of data at close proximity to user equipment (UEs) [1] - [3] . Traditional cloud computing, which is a centralized computing paradigm that provides continuous access to highly capable data centers, has been adopted to allow UEs to offload computation and storage to the data centers [4] . This is because UEs have limited processing, computational, and storage capabilities. Nevertheless, edge computing is preferred to cater for the wireless communication requirements of next generation applications, such as augmented reality and virtual reality, which are interactive in nature. These highly interactive applications are computationally-intensive and have high quality of service (QoS) requirements, including low latency and high throughput (e.g, ultra reliable low latency communication (URLLC), tactile internet) [5] - [7] . Most importantly, these applications are expected to generate a massive amount of data up to 30.6 exabytes per month [8] . The limited capabilities of UEs warrants the need for edge computing to: a) receive and store a massive amount of real-time data, b) process, compute, and analyze the data,
The associate editor coordinating the review of this manuscript and approving it for publication was Junaid Shuja. and c) make and distribute decisions on mini clouds locally. Hence, edge servers in the mini clouds have the capabilities of a cloud but on a different scale, and they are located locally instead of remote data centers which may be far away from UEs [9] .
A. OUR CONTRIBUTIONS
This paper highlights recent advances of edge computing in 5G. Some analyses have been made on a particular computational platform of edge computing in 5G, particularly mobile edge computing (MEC) [10] , [11] . In addition [12] , [13] focuses on edge orchestration and its related issues in 5G environment and MEC architecture. In [14] a survey of edge computing, including its applications and key challenges, is presented from the perspective of vehicular networks. Our paper is first of its kind to present: a) a taxonomy of edge computing in 5G covering the objectives, computational platforms, attributes, the use of 5G functions, performance measures, and the role of edge computing; b) a review of state-of-the-art edge computing schemes in 5G; and c) open issues in this research topic. This topic is timely due to the recent advent of 5G, and the evolving roles of edge computing in the realization of 5G.
B. ORGANIZATION OF THIS PAPER
The rest of this paper is organized as follows: Section II presents an overview of 5G and edge computing, respectively, and answers a host of questions on the use of edge computing in 5G, including the time characteristics of data, the key requirements, and the applications of edge computing in 5G. Section III presents a taxonomy of edge computing in 5G. Section IV presents the state-of-the-art schemes for edge computing in 5G. Section V presents open research issues. Section VI concludes this paper.
II. BACKGROUND
This section presents an overview of 5G, the time characteristics of data, edge computing, as well as the key requirements and the applications of edge computing in 5G.
A. REQUIREMENTS OF 5G SYSTEMS
5G is foreseen as the next generation wireless cellular network to cater for the needs of next generation networks. 5G possesses three main characteristics unseen in previous generation networks. Firstly, a massive amount of data is generated. According to the International Telecommunication Union (ITU), there are more than 7.5 billion mobile devices around the world in 2017 [15] , and the number of mobile devices is expected to increase to 25 billion by 2020 [16] , contributing to ultra-dense networks. Consequently, there is an explosive growth in the amount of data from 16.5 exabytes in 2014 to an estimate of 500 exabytes in 2020 [17] , contributing to a growth rate of 30 times. Secondly, stringent QoS requirements are imposed to support highly interactive applications, requiring ultra-low latency and high throughput. Thirdly, heterogeneous environment must be supported to allow inter-operability of a diverse range of UEs (e.g., smart phones and tablets), QoS requirements (e.g., different levels of latency and throughput for multimedia applications), network types (e.g., IEEE 802.11 and Internet of things), and so on.
5G is comprised of three main new technologies to provide higher network capacity in order to support a higher number of UEs [18] . Firstly, mmWave communication, which uses high frequency bands (i.e., 30 GHz to 300 GHz [19] ), provides high bandwidth (i.e., at least 11 Gbps [20] ). Secondly, small cells deployment allows UEs to communicate using mmWave in order to reduce transmission range and interference. Thirdly, massive MIMO (multiple-input multipleoutput) allows base stations (BSs) to use a large number of antennas (e.g., up to 16 antennas per sector) to provide directional transmission (or beamforming) in order to reduce interference, allowing neighboring nodes to communicate simultaneously.
B. MAIN CHARACTERISTICS OF 5G DATA
Data can be categorized into three main categories according to its time characteristics as follows:
• Hard real-time data has a strict predefined latency. Applications, such as video steaming, gaming, and healthcare services, generate this kind of data.
• Soft real-time data has a predefined latency, yet it can tolerate some pre-defined and bounded latency.
Applications, such as intelligent traffic signal control system, generate this kind of data.
• Non-real-time data is not time-sensitive and can tolerate latency. Edge computing is envisioned to handle applications and services with hard real-time requirement using edge servers due to their close proximity to UEs leading to significant reduction in latency. For applications and services with soft-real time requirement, or bounded end-to-end delay, tasks are handled by edge servers if the response delay between UEs and the cloud is higher than the requirement; otherwise, the tasks can be offloaded to the cloud. For applications and services with non-real-time requirement, tasks can be offloaded to the cloud for load balancing.
C. SIGNIFICANCE OF EDGE COMPUTING
5G is foreseen to support highly interactive applications with low latency and high throughput requirements [21] . Edge computing adopts a decentralized model that brings cloud computing capabilities closer to UEs in order to reduce latency. Fig. 1 shows the cloud computing and edge computing models. Edge computing can either operate as a single computing platform, or a collaborative platform together with other components, including the cloud [22] . Edge computing is necessary as the traditional cloud computing model is not suitable for highly interactive applications that are computationally-intensive and have high QoS requirements, including low latency and high throughput. This is because cloud may be far away from UEs, which also increases FIGURE 1. Cloud computing and edge computing models. VOLUME 7, 2019 energy consumption. In other words, cloud servers are typically located at the core network, and edge servers of the mini clouds are located at the edge of the network [23] .
To understand the need of an edge computing, consider real-time packet delivery among self-driving cars that requires an end-to-end delay of less than 10 ms [24] . The minimum end-to-end delay for an access to cloud is greater than 80 ms [25] , [26] , which is intolerable. Edge computing fulfills the sub-millisecond requirement of 5G applications, and reduces energy consumption by around 30% to 40% [27] , which attributes to up to five times lesser energy consumption as compared to accessing the cloud [28] .
D. KEY REQUIREMENTS OF EDGE COMPUTING IN 5G
There are four key requirements for the successful deployment and operation of edge computing in 5G. While all the four key requirements are important, achieving a balanced trade-off among them must be considered depending on the applications.
Firstly, real-time interaction, which is the fundamental motivation for the use of edge computing over cloud computing, ensures low latency to support delay-sensitive applications and services (e.g. remote surgery, tactile internet, URLLC, unmanned vehicles [29] , [30] and vehicle accident prevention) in order to improve QoS. A diverse range of services, including decision making and data analysis, can be provided by edge servers in a real-time manner.
Secondly, local processing is feasible since data and user requests can be processed by edge servers, rather than the cloud. This means that, by reducing the traffic amount across the connection between a small cell and the core network: a) the bandwidth of the connection can be increased to prevent bottleneck; and b) the traffic amount in the core network is reduced.
Thirdly, high data rate is necessary to transmit the massive amount of data generated by a diverse range of applications (e.g., virtual reality and remote surgery) to edge clouds [31] . Edge servers, which can be embedded in the BSs, allow easy access to edge clouds without the need to access the core network. The use of mmWave frequency bands in a small cell provides a high data rate transmission.
Fourthly, high availability ensures the availability of the cloud services at the edge. Since edge computing pushes data and application logic to the edge clouds, the availability of the edge clouds is important.
E. APPLICATIONS OF EDGE COMPUTING IN 5G
Many applications of 5G are relying on edge computing for real-time interaction, local processing, high data rate, and high availability, including:
• Healthcare, such as remote surgery and diagnostics, as well as monitoring of patient vital signs and data. Doctors can use a remote platform to operate surgical tools in order to save life from a distance where they feel safe and comfortable.
• Entertainment and multimedia applications, such as streaming HDTV or 3D TV.
• Virtual reality, augmented reality, and mixed reality, such as streaming video contents to virtual reality glasses. The size of the glasses can be reduced by offloading computation from the glasses to edge servers.
• Tactile internet, which is the next evolution of Internet of things, provides an ultra-responsive and ultra-reliable network connectivity to ensure successful delivery of real-time control messages and physical tactile experiences remotely [32] , [33] .
• URLLC, which ensures high reliability between UEs specifically in M2M communications, supports low-latency transmissions of small payloads with very high reliability from a limited set of UEs, such as fire alarms [34] .
• Internet of things, such as smart appliances that connect devices (e.g., household appliances) to the internet.
• Factories of the future, such as smart machines, to improve safety and productivity. Operators can use a remote platform to operate heavy machines, particularly those located at hard-to-reach and unsafe places, from a safe and comfortable place.
• Emergency response, whereby different kinds of data and information about an event or incident are gathered from different sources at different times. The partially available data and information are used to make critical decisions, and they provide a more complete picture of the event as time goes by. Decisions made are shared with emergency response team (e.g., firefighters) in real time, even prior to their arrivals at the location of the event.
• Intelligent transportation system, whereby drivers can share or gather information from traffic information centers to avoid vehicles that are in danger, or stop abruptly, in a real-time manner in order to avoid accidents. In addition, unmanned vehicles can sense their surroundings and move safely in an autonomous manner. Fig. 2 shows a taxonomy of edge computing in 5G, covering objectives, computational platforms, attributes, the use of 5G functions, performance measures, and the roles of edge computing in 5G.
III. TAXONOMY

A. OBJECTIVES
There are five main objectives of edge computing in 5G as follows: O.1 Improving data management to handle a large amount of delay-sensitive data, which are generated by UEs, that needs to be handled locally in a real-time manner. For instance, the local UEs in a smart factory is expected to generate up to 1 petabyte of data daily [35] . Since accessing to cloud incurs high latency [36] , the data can be handled locally by edge servers. Such efficient data management is needed to support local functions (e.g., D2D) and real-time applications (e.g., remote surgery). O.2 Improving QoS to meet a diverse range of stringent QoS requirements in order to improve quality of experience (QoE) [37] . This helps to support next generation applications, including highly interactive applications and on-demand services. For instance, over-the-top (OTT) services enable online delivery of multimedia contents, which generally require low latency and high bandwidth, without the service providers being actively involved in the control and distribution of the content [38] . This service can promote new and personalized applications that allow service providers to customize QoS [39] . Service providers must have a holistic view of subscribers and customers, covering their contextual information, such as their preferences and interests. Subsequently, the information can be personalized for attracting potential customers and enhancing their QoE. O.3 Predicting network demand to estimate the required network resources to cater for the network (or user) demand in a local proximity, and subsequently to provide optimal resource allocation to handle the local network demand. An accurate prediction of network demand helps to decide whether a network demand should be handled locally at the edge or at the cloud, and so it provides an efficient allocation of resources (e.g., bandwidth). O. 4 Managing location awareness to enable the geographically distributed edge servers to infer their own locations and track the location of UEs to support location-based services. This enables location-based service providers to outsource services and data to edge clouds. For instance, mobile UEs can query and search for information about points of interest in local proximities given their geographical locations. The number of queries can be high, such as queries related to hospitals and medical advices during emergency response. O.5 Improving resource management to optimize network resource utilization for network performance enhancement due to the limited network resources available in the edge cloud as compared to the cloud. This is challenging as it is a multi-objective function that must cater to a diverse range of applications, as well as user requirements and demands, which vary as time goes by.
B. COMPUTATIONAL PLATFORMS
Different computational platforms provide varying computing capabilities (e.g., in terms of processing loads) with different characteristics (e.g., in terms of availability, the proximity from UEs, and the complexity of network infrastructure) to process data at different geographical locations. The computational platform can be used either individually or in combination based on the network scenarios and application/ service requirements. As an example for the computational platform used individually, applications and services with strict QoS requirements can use edge servers to process real-time data. As an example for the computational platform used in combination, healthcare applications and services with both real-time and non-real-time data can use edge servers to process real-time and lightweight data, and cloud to process heavyweight data. There are three main computational platforms in 5G as follows: C.1 Cloud computing gathers, processes, and stores a massive amount of network-wide data and information from UEs in the network. Subsequently, it sends back the data and information, or decisions, back to the UEs. While cloud can empower UEs with low computational and storage capabilities, it is not suitable to provide real-time services because cloud may be far away from UEs. C.2 Edge computing gathers, processes, and stores a massive amount of local data and information from UEs in a local area. Edge computing has close proximity to UEs, while cloud may be far away from UEs. Table 1 presents a comparison of three types of edge computing platforms as follows: C.2.1 Fog computing deploys local fog nodes which are local hardware devices, such as switches and routers, to provide local computation. According to the OpenFog Consortium, fog computing is ''a system-level horizontal architecture that distributes resources and services of computing, storage, control, and networking anywhere along the continuum from cloud to things'' [40] . Fog computing shares similar benefits to other edge computing variants (e.g., MEC) to provide low latency and real-time analytics; however, it has low storage capacity. C.2.2 MEC provides storage and computational capacities at the edge of the network, such as the radio access networks (RANs) and BSs, to improve context awareness and reduce latency. The MEC servers, which are usually co-located with multiple hosts (e.g., BSs), use a virtualized interface to access storage and computation facilities. A MEC orchestrator overlooks the MEC hosts by gathering and providing real-time information regarding the services offered by each host, the available resources (e.g., network capacity and load), the network topology (e.g., UEs connected to the servers including their location and networking information), as well as managing MEC applications. C.1 Hybrid combines cloud computing and edge computing so that they can cooperate. For instance, edge computing processes real-time data and makes real-time decisions, while cloud computing processes non-real-time data and makes non-real-time decisions. The hybrid infrastructure combines the advantages of both edge computing (i.e., real-time responses) and cloud computing (i.e., high computational and storage capabilities). Computation can be performed in different layers, particularly the cloud (or the upper) layer and the fog or the edge (or the bottom) layer. In general, real-time tasks are executed in the fog layer, and tasks requiring high computation are executed in the cloud layer. Compared to the traditional cloud, edge computing increases throughput and reduces latency, which are important to support delay-sensitive applications. Nevertheless, the hybrid platform is more complex compared to the separate cloud computing and edge computing platforms.
C. ATTRIBUTES
Edge computing has three main attributes as follows: T.1 Low latency and close proximity enables edge computing to reduce the response delay (or round-trip time) suffered by UEs while accessing the traditional cloud. There are three main components in a response delay: a) communication delay that depends on data rate; b) computational delay that depends on computational time; and c) propagation delay that depends on propagation distance. In general, in cloud computing, the end-to-end delay is greater than 80ms (or 160ms for response delay) [25] . This is not suitable for delay-sensitive applications, such as remote surgery and VR, that require tactile speed with a response delay of at most 1ms [41] . In edge computing, UEs experience reduced overall end-to-end delay and response delay due to their close proximity to edge servers. The strategic location of edge cloud reduces the communication and propagation delays. For instance, the propagation distance is reduced to tens of meters via D2D communication and in small cells, and it is generally limited within a kilometer from the UEs [42] . T.2 Location awareness enables edge servers to collect and process data generated by UEs on the basis of the geographical location of UEs. This allows location-based and personalized service provisioning to UEs, whereby edge servers can gather data generated by sources in its proximity without sending it to the cloud. T.3 Network context awareness enables edge servers to acquire network context information. This is because edge servers tend to possess network context information, particularly the real-time network conditions (e.g., traffic load in a network cell, and radio access network information) and UEs' information (e.g., allocated bandwidth and user location). The information allows edge servers to adapt and respond to the varying network conditions and UEs, and subsequently to optimize network resource utilization. This helps edge servers to handle a massive amount of traffic in order to improve network performance. Fine-granular information (e.g., precise individual resource reservation information) can also be used to provide specific services to traffic flows in order to cater for individual user requirements.
D. USE OF 5G FUNCTIONS
Five major enablers of edge computing in 5G are as follows: U.1 Software-defined network (SDN) defines a network architecture that separates a network into control and data planes to provide flexible and agile networks, which helps to simplify network management and deploy new services [43] . In general, the control plane handles policy on cloud, while the data plane forwards traffic according to decisions made by the control plane. Network functions (e.g., routing) that require real-time response can be handled by edge servers [44] . U.2 Network function virtualization (NFV) performs network functions (also known as virtual functions) in virtual machines on servers, which can handle a massive amount of data to provide flexible, automated, and scalable networks [45] , [46] . Network demands can be processed either at the cloud or at the edge, which prevent all data and information from being sent to the cloud. U.3 Massive MIMO deploys multiple antenna elements to increase an antenna array at transmitter and receiver. This is in accordance to the Shannon theorem [47] in which the signal-to-noise ratio increases without the need to increase the transmission power, leading to increased network capacity and energy efficiency. Using massive MIMO, multiple UEs can offload tasks to an edge server simultaneously to reduce latency and energy consumption [48] . U.4 Dynamic access to radio access technologies provide access to conventional access technologies, such as Wi-Fi, and new radio access technology (RAT) in 5G, such as NR [49] . 5G NR is a new standard that provides connection to a diverse range of devices for achieving low latency and scalable networks, which allow future extension to existing networks. U.5 D2D communication enables direct communication between neighboring UEs using ad-hoc links without passing through BSs, which improves system throughput, energy efficiency, and spectrum utilization [50] , [51] . UEs can offload tasks and computations to edge servers in order to empower UEs with computational capabilities. This feature of edge computing ensure successful D2D communication [52] , [53] .
E. ROLES OF EDGE COMPUTING IN 5G
There are six main roles of edge computing to support real-time and interactive applications and services as follows: R.1 Local storage. Edge computing offloads a massive amount of data from UEs to edge clouds. While edge servers offer distributed local storage for a significant amount of data, yet their storage is much lower than that in the cloud, which has virtually unlimited storage capacity. Examples of data being stored are computing strategies (e.g., computation offloading strategy [54] ), metadata (e.g., timestamps and geographical locations), and monitoring data. The edge server provides different types of storage strategies to support different kinds of data. For instance, ephemeral storage provides temporary data storage to a set of interconnected mobile devices [55] , [56] . R.2 Local computation. Edge computing offloads computation and process from less complex (e.g., smart phone) and highly complex (e.g., surgical tools and smart factories) UEs to edge clouds. While traditional cache and access technologies (e.g., IEEE 802.11) provide simple computation, the edge cloud is an intelligent computing system that provides local computation and data processing capabilities close to UEs in an independent and autonomous manner [57] . The outcomes of the computations and processes can be valuable inputs to other UEs, such as those in a smart factory. The advantage is that edge clouds perform small tasks and provide real-time responses locally, which help to reduce the cost and delay incurred to send the required data to the cloud. R.3 Local data analysis. Edge computing processes and performs critical and real-time data analysis on a massive amount of raw data gathered from different applications in close proximity to generate valuable information [58] . The capability to make data analysis locally reduces the latency required to send data to, as well as to wait for responses from, the cloud. Subsequently, the outcomes of the local data analysis are used for decision making [59] . R.4 Local decision making. Edge computing helps entities to make real-time decisions and corresponding actions in an automated manner based on well-processed data [60] . The capability to make decisions locally reduces involvement from more components and data or information exchange, leading to: a) improved system availability, particularly the cloud; and b) improved bandwidth availability. As an example, edge computing VOLUME 7, 2019 facilitates local decision making by automated factories. Multiple entities can make decisions in a collaborative manner. R.5 Local operation. Edge computing enables remote control and monitoring -particularly critical devices including those under unsafe environment -from a distance, or a more comfortable or safer place [61] . R.6 Local security enhancement. Edge computing serves as an additional layer between the cloud and connected devices in order to improve network security, including UEs with limited resources [62] . The edge clouds can serve as secured distributed platforms that provide security credentials management, malware detection, software patches distribution, and trustworthy communications, to detect, validate, and countermeasure attacks. The advantage is that, due to the close proximity of edge computing, malicious entities can be quickly detected and isolated, and real-time responses can be initiated to ameliorate the effects of the attacks. This helps to minimize service disruptions. In addition, the scalability and modularity nature, as well as the capabilities, of edge computing can facilitate the deployment of block chain [64] among UEs with limited capabilities.
F. PERFORMANCE MEASURES
There are three main performance measures as follows: P.1 Lower operational cost. Edge computing reduces the operational cost by providing local functions (R.1)-(R.5), instead of offloading (or sending) tasks and data to the cloud. This reduces offloading overhead (or reduces network resource consumption), such as bandwidth.
P.2 Higher QoS. Edge computing improves QoS by providing local functions (R.1)-(R.5)
. This reduces the amount of tasks and data offloaded to the cloud, and so it increases network performance (e.g., higher throughput and lower latency), which are important to delay-sensitive applications (e.g, remote surgery and online gaming). P.3 Energy efficiency reduces energy consumption by providing local functions (R.1)-(R.5). This reduces the amount of energy incurred to offload tasks and data to the cloud (i.e., the energy incurred in communication), and so it increases network lifetime.
IV. STATE OF THE ART
The state of the art of edge computing in 5G networks is presented according to the three categories, namely fogbased, MEC-based, and hybrid solutions. Table 2 presents a summary of qualitative comparison, which has been used in the literature [63] , among the existing schemes, covering their objectives, computational platforms, attributes, performance measures, and roles.
A. FOG BASED SOLUTIONS
In [65] , a cross-layer resource management scheme is presented between optical network and fog computing over fiber networks in order to incorporate delay requirements to edge servers. The proposed scheme achieves the objectives of improving QoS (O.2) and improving resource management (O.5) by providing local computation (R.2). The proposed scheme uses the hybrid computational platform (C.3), whereby the edge clouds perform real-time tasks and the cloud servers perform highly computational and resource-intensive tasks. 5G function, including SDN (U.1), is used. The proposed scheme has the attribute of low latency and close proximity (T.1). The services for different applications are performed in three layers (i.e., the cloud, fog, and UE layers). Highly computational and resource-intensive services are executed at the centralized cloud layer and real-time services are offloaded to the fog layer; while the UE layer performs functions locally at the UEs (or end devices), which have less computational power and storage due to their limitations. The proposed scheme has shown to provide higher QoS (P.2) (i.e., lower end-to-end delay).
In [66] , a comparison of energy efficiency between cloud computing and fog computing is made under different modulation schemes, including 64 quadrature amplitude modulation (QAM), 16 QAM, phase shift keying (PSK), and quadrature phase shift keying (QPSK), in 5G in order to propose an energy-efficient model to improve average throughput and energy consumption per user. The proposed scheme achieves the objectives of improving QoS (O.2) by providing local computation (R.2) and local operations (R.5). The proposed scheme uses edge computing (C.2), particularly fog computing, to analyze fog computing and its energy consumption as compared to cloud computing. 5G function, including dynamic access to RATs (U.4), is used. The proposed scheme has the attribute of low latency and close proximity (T.1). Different RATs (i.e., 3G, 4G, and 5G) serve a number of different UEs. An energy efficiency model is proposed based on throughput, energy consumption, and the energy consumption level under fog environment. The proposed scheme has shown to improve energy efficiency (P.3).
In [67] , an architecture that enables edge servers to provide caching, computing, and communications functions (also known as 3Cs) is proposed so that content and service providers can deploy their functions, services, and contents closed to UEs. The proposed architecture achieves the objectives of improving QoS (O.2) and improving resource management (O.5) by providing local storage (R.1) and local computation (R.2). The proposed architecture uses edge computing (C.2), particularly fog computing, to reduce processing delay. 5G functions, including SDN (U.1) and NFV (U.2), are used. The proposed architecture has the attributes of low latency and close proximity (T.1) and network context awareness (T.3) to acquire network information and traffic distribution. The architecture consists of: a) virtual fog (vFog) which is a framework that empowers UEs with 3Cs using NFV so that service provisioning becomes flexible; b) hyper fog which is a constellation of vFogs that allows data exchange and processing among the vFogs in order to provide resources from more than a single vFog; c) regular extreme node, which is a UE with processing and communication capabilities; and d) super extreme node is a UE with 3Cs that manage and manipulate the edge node of vFogs. In this architecture, a regular extreme node informs its corresponding super extreme node about its available resources, and then receive and execute networking tasks assigned by the super extreme node. The proposed architecture has shown to provide lower operational cost (P.1) and higher QoS (P.2) (i.e., lower decision making delay).
B. MEC BASED SOLUTIONS
In [68] , an architecture is presented to perform energy-aware offloading, whereby each mobile UE decides whether to perform or offload computational tasks to MEC server, in order to reduce energy consumption of MEC. The UEs are heterogeneous in nature as they have different communication and computing capabilities, and the energy consumption of the computational tasks at the mobile UEs is higher than that in the MEC server [69] . The proposed architecture achieves the objectives of improving data management (O.1) and improving QoS (O.2) by providing local computation (R.2) and local decision making (R.4). The proposed architecture uses edge computing (C.2) to perform energy-aware offloading. 5G function, including dynamic access to RATs (U.4), is used. The proposed architecture has the attribute of low latency and close proximity (T.1). There are three main steps. Firstly, mobile UEs are classified according to their energy consumption in computation and file transmission, and the transmission delay between the mobile UEs and the MEC. There are three main categories: a) type 1 UEs use MEC server for computation; b) type 2 UEs perform computation themselves; and c) type 3 UEs can choose to perform computation either at MEC servers or by themselves. Secondly, priorities are given to the different UEs based on their energy consumption, as well as available channels and their channel quality. In general, type 1 UEs enjoy higher priorities due to their limited computational capabilities and the need to offload computational tasks to the MEC server in order to satisfy the delay constraint. Thirdly, channels are allocated for UEs with different priorities. Since UEs with higher priorities are offloaded, there are lower number of UEs competing for channels. The proposed architecture has shown to provide higher energy efficiency (P.3).
In [12] , MEC services are autonomously created by the nearest edge server in order to provide mobile UEs with seamless QoE in video streaming. The proposed scheme achieves the objectives of improving QoS (O.2) and predicting network demand (O.3) by providing local storage (R.1), local computation (R.2), and local decision making (R.4). The proposed scheme uses edge computing (C.2) to perform uninterrupted video streaming. 5G function, including D2D communication (U.5), is used. The proposed scheme has the attributes of low latency and close proximity (T.1), location awareness (T.2), and network context awareness (T.3). The edge server receives all or part of a content (e.g., video) from the cloud, so that the content can be transmitted to UEs with reduced delay. Hence, the quality of the content is good as long as a UE is in the vicinity of the edge server. In general, the UEs receive contents from the edge server to reduce delay (and hence, higher quality streaming); however, if the contents are unavailable in the edge server, the UEs would receive contents from the cloud, which increases delay (and hence, lower quality streaming). There are two main mechanisms to ensure seamless content transmission. Firstly, migration enables seamless content transmission when a UE moves from the vicinity of an edge server to another. Secondly, handover enables seamless content transmission when a UE handover from a network provider to another, which reduces delay (and hence, higher quality streaming). The proposed scheme has shown to provide higher QoS (P.2) (i.e., lower end-to-end delay).
In [52] , a D2D architecture is proposed for a massive number of UEs to execute collaborative tasks in an energy-efficient manner. The proposed architecture achieves the objectives of improving QoS (O.2) and improving resource management (O.5) by providing local computation (R.2), local decision making (R.4), and local operation (R.5). The proposed architecture uses edge computing (C.2) to perform energy-efficient task offloading. 5G function, including D2D communication (U.5), is used. The proposed architecture has the attributes of low latency and close proximity (T.1), and network context awareness (T.3) to acquire network information and traffic distribution. The UEs are categorized based on their computational capacity and links (i.e., cellular and D2D links). The UEs use graph matching to determine whether to perform tasks locally or to offload them to the edge nodes via D2D in order to achieve energy efficiency. The graph matching algorithm, which represents nodes and links in a graph, has two main stages: a) prunes out nodes without tasks; and b) creates a sub-graph that consists of nodes with tasks (also called task nodes), replicates them, and connects them to edge nodes of the graph. A task node performs a task locally if it can be matched by its own replica, and it offloads the task to another node if it can be matched with the other node. The proposed architecture has shown to provide higher energy efficiency (P.3).
In [70] , a predictive and proactive caching approach is introduced in order to reduce peak traffic demands. The proposed scheme achieves the objectives of improving data management (O.1) and predicting network demand (O.3) by providing local storage (R.1) and local computation (R.2). The proposed scheme uses edge computing (C.2) to perform proactive caching at the edge of the network or at UEs. 5G function, including D2D communication (U.5), is used. The proposed scheme has the attributes of low latency and close proximity (T.1), and network context awareness (T.3) to acquire network information and traffic distribution. Popular contents are cached in edge servers, BSs, or UEs during off peak times.WThe popularity of a content is based on the UEs' behavior and the frequency of the BS requesting for the content. When a BS requests for a particular content, there are two possibilities: a) the content is available at an influential UE, who had possessed or processed the content in the past, and so the content is delivered from the influential UE to the BS via D2D; and b) the content is unavailable at any influential UEs, and so the content is delivered from the core network to the BS. The proposed scheme has shown to provide lower operational cost (P.1).
In [71] , an application-aware traffic redirection mechanism is proposed for MEC in order to reduce response time and bandwidth consumption. The proposed scheme achieves the objectives of improving data management (O.1) and improving QoS (O.2) by providing local computation (R.2), local decision making (R.4), and local operation (R.5). The proposed scheme uses edge computing (C.2). 5G functions, including dynamic access to RATs (U.4) and D2D communication (U.5), are used. The proposed scheme has the attributes of low latency and close proximity (T.1) and network context awareness (T.3) to acquire network information and traffic distribution (T.3). The MEC controller allows UEs to offload (or redirect) the traffic of an application to MEC at the edge of the network when the bandwidth requirement of the traffic exceeds a preset threshold. Subsequently, the UEs can access the application and its traffic. The proposed scheme has shown to provide lower operational cost (P.1) and higher QoS (P.2) (i.e., lower response time).
In [72] , a virtualized multi-access edge computing framework is proposed to increase available bandwidth and reduce end-to-end delay in an intelligent manner in Internet of things. The proposed framework achieves the objectives of improving data management (O.1) and improving QoS (O.2) by providing local computation (R.2), and local decision making (R.4). The proposed framework uses edge computing (C.2). 5G function, including NFV (U.2), is used. The proposed framework has the attributes of low latency and close proximity (T.1), and network context awareness (T.3) to acquire network information and traffic distribution. The proposed framework uses MEC to perform virtualized multi-access computing at the edge of the network. Hardware devices are disaggregated and virtualized into layers that provide different control functions (e.g., traffic offloading), services (e.g., computational and storage capabilities), and resources (e.g., computing and storage resources) using NFV. In addition, traffic offloading provides network traffic information, such as the number of packets, as well as the priority level and type of traffic, based on data flow. Traffic is prioritized and segregated into three categories, namely high-, medium-, and low-priority traffic, based on the packet flow rate and type of traffic, as well as the number of packets in the queue. Low-priority packets are dropped when signal strength is low and congestion occurs. The proposed framework has shown to provide lower operational cost (P.1) and higher QoS (P.2) (i.e., lower end-to-end delay).
In [73] , a fiber wireless (FiWi) access architecture is introduced to improve MEC services (e.g., traffic and network performance monitoring). The proposed architecture achieves the objectives of improving resource management (O.5) by providing local computation (R.2), local decision making (R.4), and local operation (R.5). The proposed scheme uses edge computing (C.2). 5G functions, including dynamic access to RATs (U.4) and D2D communication (U.5), are used. The proposed architecture has the attributes of low latency and close proximity (T.1) and network context awareness (T.3) to acquire network information and traffic distribution. In the proposed architecture, BSs serve as rational service centers that provide updated information (i.e., traffic demand and RAT) to backhaul in order to provide intelligent and energy-efficient schemes. MEC is operating over FiWi [74] , and ethernet is used to transfer traffic from RAN. The FiWi, along with ethernet, provides a framework for back-haul and broadband access. The proposed architecture has shown to provide higher QoS (P.2) (i.e., lower queuing delay in the data buffer) and lower energy consumption (P.3).
In [75] , a group of vehicular neighboring nodes (or VNG) is dynamically managed using SDN to improve control over network and its resources in vehicular networks. The proposed scheme achieves the objectives of improving data management (O.1), improving QoS (O.2), and improving resource management (O.5) by providing local computation (R.2), local decision making (R.4), and local operation (R.5). The proposed scheme uses edge computing (C.2). 5G function, including SDN (U.1), is used. The proposed architecture has the attributes of low latency and close proximity (T.1), and network context information and traffic distribution (T.3). The proposed scheme integrates SDN to MEC in order to strengthen network control (e.g., a unified network control of heterogeneous networks) at the edge of the network for achieving a flexible network control and management. Real-time instructions (e.g., safety messages) is passed from road side units to vehicles in order to monitor network states (i.e., the available resources of vehicles) in order to make effective decisions (i.e., road blocks and route changes). Using SDN, the edge of the network is segregated into three layers: a) the control plane enables the MEC to obtain the global knowledge of network states for making optimal decisions (i.e., network-level decisions for efficient networking and fault diagnosis) with lower response time; b) the social plane, which is abstracted for communication among VNGs, enables the SDN switch to separate and forward sociality flows, each of which consists of data packets that indicate the key features of a VNG (e.g., the strength of a relationship, contact time, contact frequency, and the contact method) among vehicles so that suitable vehicles can be selected to form strong and weak ties. As an example, two workmates from the same office leaving a parking area on a daily basis can form a strong tie. As another example, random vehicles on the road can form temporary weak ties; and c) the data plane provides data transmission. The proposed scheme has shown to provide higher QoS (P.2) (i.e., lower end-to-end delay).
In [76] , a non-standalone (i.e., disconnected from the Internet) MEC-based architecture is presented for mission-critical public safety services in order to achieve the delay requirement (i.e., less than 1 ms (ideal) or 10 ms (maximum) of round trip time) of 5G. The proposed architecture achieves the objective of improving QoS (O.2) by providing local computation (R.2), local decision making (R.4), and local operation (R.5). The proposed architecture uses edge computing (C.2). 5G functions, including SDN (U.1), NFV (U.2), and dynamic access to RATs (U.4), are used. The proposed architecture has the attribute of low latency and close proximity (T.1). MEC is used to provide a flexible architecture, whereby the user plane, which is the bottom layer, consists of UEs that can be grouped into virtual groups (or clusters) based on their ownership, as well as co-location and co-service relationships that define the relative location between a cluster and a service requested by the UEs. MEC is deployed close to the UEs, and the flexibility of the architecture allows the location and structure of the MEC to be customized and redefined as time goes by. The computational resources (e.g., servers, processors, and cloud), as well as radio interfaces and schemes (e.g., modulation schemes and TDMA) are distributed in different slices in network slicing, which enables virtualization by running multiple logical networks on a shared physical network infrastructure. The key benefit of network slicing is that it provides an end-to-end virtual network encompassing networking, computation, and storage functions. Urgent services (e.g., mission critical services) are executed in higher priority slices (e.g., real-time services such as life-saving services in e-health). Hence, additional resources are allocated to higher priority slices to serve the urgent services. The proposed architecture has shown to provide higher QoS (P.2) (i.e., lower end-to-end delay).
C. HYBRID SOLUTIONS
In [77] , a D2D-based mobile edge and fog computing architecture is introduced to enable collaborative computing, which performs tasks in more than a single computing platforms or paradigms, in order to enhance MEC. The proposed architecture achieves the objectives of improving data management (O.1) and improving QoS (O.2) by providing local storage (R.1), local computation (R.2), local data analysis (R.3), and local decision making (R.4). The proposed architecture uses hybrid computing (C.3) to exploit D2D communication in collaborative environment. 5G function, including D2D communication (U.5), is used. The proposed architecture has the attribute of low latency and close proximity (T.1). Each UE initiates a service request and send it to the nearest relay gateway, which has connection to the core network (or cloud). The service handler of a relay gateway, which has information about the available services, decides whether the requested service should be performed locally or forwarded to another relay gateway that can perform the service. The decision is based on the availability of the service (e.g., the processing, computational, and storage capabilities, as well as delay requirements) at the relay gateway and its neighboring gateways. The proposed architecture has shown to provide lower operational cost (P.1) and higher QoS (P.2) (i.e., lower end-to-end and round-trip delays).
In [78] , a context-aware, real-time collaborative architecture is proposed to manage heterogeneous resources (e.g., different storage and computational capabilities in different computational platforms/ layers) at the edge of the network. The proposed architecture achieves the objective of improving resource management (O.5) by providing local computation (R.2), local decision making (R.4), and local operation (R.5). The proposed architecture uses hybrid computing (C.3) to optimally distribute tasks among cloud, MEC, and mobile UEs. 5G function, including dynamic access to RATs (U.4), is used. The proposed architecture has the attributes of low latency and close proximity (T.1) and network context awareness (T.3). Tasks are split and offloaded among cloud, MEC, and mobile UEs based on the task requirements: a) UEs process tasks that require less processing and computational capabilities; b) MEC server processes delay-sensitive tasks; and c) cloud processes nondelay-sensitive tasks. Both MEC and cloud process tasks that require higher processing and computational capabilities. The proposed architecture has shown to provide lower operational cost (P.1) and higher QoS (P.2).
In [17] , a real-time, context-aware, service-composition, and collaborative architecture is proposed to deliver fast composite service, which is the consolidation of multiple services supported by the collaboration of different hardware (e.g., UEs, edge clouds, and cloud) and software with different capabilities. The proposed architecture achieves the objectives of improving data management (O.1) and improving QoS (O.2) by providing local computation (R.2), local data analysis (R.3), local decision making (R.4), and local operation (R.5). The proposed architecture uses hybrid computing (C.3) that enables collaboration among cloud, MEC, and UEs. 5G function, including dynamic access to RATs (U.4), is used. The proposed architecture has the attributes of low latency and close proximity (T.1) and network context awareness (T.3). Frequently accessed blocks, which are small units decomposed from a file, are stored (or cached) in MEC servers. Blocks requested by more than a single server are replicated and cached in other MEC servers based on file types and contents. This helps to reduce the end-to-end delay incurred to access the cloud. The proposed architecture has shown to provide lower operational cost (P.1) and higher QoS (P.2).
V. OPEN RESEARCH ISSUES
This section highlights the open research issues for a successful deployment of edge cloud in the 5G environment.
A. SERVICE ENHANCEMENT: QOE
QoE is a measure of the overall customer satisfaction level with a service provider. QoE is related to, but differs from, QoS, which embodies the notion that the hardware characteristics (e.g., the storage capacity and the number of processors in the servers [79] ) and software characteristics (e.g., the interface development) can be measured, improved, and guaranteed. The challenge is to achieve a balanced trade-off between: a) higher availability or seamless connectivity of an application, which can be provided by the cloud when a UE is out of the vicinity of the edge server; and b) higher QoE of the application, which can be provided by the edge cloud when the UEs are in the vicinity of the edge server, in order to reduce delay and jitter. Hence, collaborative computational approaches, such as hybrid computing (C.3), can be used. Edge computing can be used to maintain network or service states (e.g. the availability and cost of the links, as well as the way a switch forwards the traffic) for evolving applications (e.g., 4K video streaming [80] ) and offer proxying functionality on behalf of UEs. By maintaining the network states, the trade-off between the availability and QoE performance can be achieved with reduced signaling overhead incurred by network processes (e.g., handover). The signaling messages can also be aggregated to reduce signaling overhead. This leads to reduced network congestion, hence improving network scalability and network performance (e.g., higher throughput [81] ). Addressing this open issue can provide improvement in QoS (P.2).
B. STANDARDIZATION OF PROTOCOLS
Standardization of protocols requires standardizing bodies or organizations to provide a set of universally acceptable rules for edge computing in 5G environment. There are two main challenges. Firstly, it is difficult to agree upon a standard (e.g., the location and capabilities of the edge cloud) due to its flexibility and diversified customization by different vendors. Secondly, a large number of heterogeneous UEs use different interfaces to communicate with the edge cloud. Standardization effort, such as the initiative from the European Telecommunications Standards Institute (ETSI) [82] , has been put in place so that heterogeneous UEs can communicate with edge servers, and different layers and computation paradigms can collaborate among themselves, in a multi-vendor environment.
C. ADDRESSING HETEROGENEITY
Heterogeneity in communication (e.g., transmission range and data rate) and computing (e.g., hardware architecture and operating systems) technologies in edge computing for 5G has resulted in difficulties in developing a solution that is portable across different environment. Softwarebased (or programming-based) schemes may develop a programming-model for edge nodes to facilitate the execution of workloads simultaneously at multiple hardware levels [2] . However, a comprehensive distributed computing system must allow the different schemes to operate in a collaborative manner. Data and task-level parallelism splits workload into independent and smaller tasks that can be executed in parallel across different hardware and layers in edge clouds [12] . The proposed solutions enable heterogeneous UEs to communicate with edge servers.
D. SECURITY AND PRIVACY
While security and privacy is enhanced in edge computing as data do not travel across a network, there are two main problems that can increase network vulnerability at the edge of network. Firstly, the dynamic environment causes the data and network requirements of different network entities to vary rapidly. Secondly, the increasing number of devices communicating with each other must require a scalable solution. Hence, trust and security management must address the aforementioned problems in order to address network vulnerability; however, this may incur high complexity and cost. Enhancing security and privacy is significant due to the importance of the data (e.g., health information). There are two potential solutions. Firstly, applications running on edge cloud must be blind/ unaware to the raw information (or unprocessed data). So, the raw information (e.g., personal data including healthcare information) must be encrypted or processed. Secondly, raw information can be removed prior to reaching the edge cloud to ensure privacy [83] , [84] .
VI. CONCLUSION
In this paper, we present a review of the state-of-the art development in edge computing, including fog-based, MEC-based, and hybrid solutions, in 5G networks. A taxonomy is established in which the edge computing approaches are classified according to different characteristics (e.g, objectives, computational platforms, and attributes) and the features of edge computing are presented. The key requirements of edge computing are to provide real-time interaction, local processing, high data rate, and high availability. Edge computing improves network performance to support and deploy different scenarios, such as remote surgery. Open issues for the successful deployment of edge computing in 5G are identified, including service enhancement, standardization, as well as addressing heterogeneity and security vulnerabilities. A qualitative comparison among the existing schemes in the literature is presented, and it shows the research gaps in this topic whereby the missing ticks represent potential open issues that can be further investigated. Although the deployment of edge computing in 5G provides numerous benefits, the convergence of both edge computing and 5G brings about new issues that should be resolved in the near future.
