We study the orbits of isometries of L 1 [0, 1] . For a certain class of isometries we show that the set of functions f in L 1 [0, 1] for which the orbit of f under the isometry T is equivalent to the usual canonical basis {e 1 , e 2 , e 3 , . . .} of l
Introduction.
One of the fundamental problems in Operator Theory is the Invariant Subspace Problem, which asks whether every bounded linear operator on an infinite-dimensional Banach space admits a closed nontrivial invariant subspace. Recall that a subspace Y of X is invariant under T : X → X if T Y ⊂ Y . Most attempts so far have been made in the positive direction, that is, trying to prove that different classes of operators have nontrivial invariant subspaces. The study of invariant subspaces can be seen as a study of particular properties of orbits of operators in the following way: The orbit of an element x ∈ X under the operator T is the set of iterates {x, T x, T 2 x, . . .}. We say that a vector x 0 ∈ X is cyclic for T provided the closed linear span of its orbit is the whole space, that is, span{x 0 , T x 0 , T 2 x 0 , . . .} = X. The question of whether an operator T has nontrivial invariant subspaces is now equivalent to the question of whether all nonzero vectors x are cyclic for T .
In recent years there has been a growing interest in studying the behavior of orbits in more detail. We mention here B. Beauzamy's book [1] , the study of cyclic and hypercyclic operators, etc. In this paper we study the orbits of a class of isometries of L
Main theorem. By Lamperti [3] , every isometry of L . We will study the cases when the orbit of a function f in L 1 under the isometry T is equivalent to the usual canonical basis {e 1 , e 2 , e 3 , . . .} of l 1 . As we will see, there are essential differences depending on whether τ is measure preserving or not. Since |T k f (t)| = |f (τ k (t))| for all k ∈ N, where |h(t)| = 1, the above limit is zero for all functions from the orbit of f . Hence orb(T, f ) = {f, T f, T 2 f, . . .} is equi-integrable. The topological characterization of equi-integrability is the following:
A subset F of L
is equi-integrable if and only if it is relatively compact for σ(L , L ∞
). Hence, orb(T, f ) = {f, T f, T 2 f, . . .} is relatively weakly compact. Kadec and Pełczyński [2] showed that F ⊂ L 1 is relatively weakly compact if and only if no sequence of elements of F is equivalent to the unit vector basis of l 1 . Hence orb(T, f ) cannot span a subspace isomorphic to l 
where 1/2 ≤ λ < 1.
As one can see, the above isometry T is determined by a point transformation mapping τ of [0, 1] into [0, 1] where τ is not measure preserving. More precisely, it "squeezes" some intervals and "stretches" others. The following theorem will show that in this case the orbits under T are often l 1 -bases.
Theorem 2. Let T be as in (1) . 
such that f −s < ε. This form of a simple function assumes that the interval [0, 1] is divided into 2 n equal subintervals. Since the point transformation τ , where
determined by the isometry T in (1), is not measure preserving, in order to simplify further formulas and computations, we will use the nature of τ and divide the interval [0, 1] into unequal subintervals in the following way: the first half [0, 1/2] is divided by a refinement of the dissection
In this way we will have more subintervals than needed, but it will be easier to describe and understand how the point transformation τ works. Namely, τ will take each "big" interval
, directly to the left of it in a 1-1 fashion and the endpoints of one interval will be mapped to the endpoints of another interval. Each of the small subintervals will therefore be mapped 2 We will prove the equivalence to the canonical basis for the orbit of an arbitrary simple function assuming that the interval [0, 1] is subdivided as in (3) . Let a simple function s have a constant value s k on the kth subinterval of the division (3), 1 ≤ k ≤ (3n − 6)2 n−1 + 2. We apply the isometry T to this simple function m times, where m ∈ N. We will show that there are constants c 1 , c 2 > 0 such that 
In order to get the left hand inequality in (4), we need to write up the 
+m+3 terms similar to these four above. This sum is, of course, very lengthy, but if we use the triangle inequality |a| + |b| ≥ |b − a| to compare each pair of consecutive terms in this sum and pick only those terms that we get if we compare the areas of two consecutive rectangles whose base intervals have a common endpoint at
, then the sum we end up with will have a very simple structure. In particular, we get
where , where
Since we are proving a statement for a dense set of functions, we can always perturb the simple function s a little so that not all of the w i 's are zero. Thus, our final task is to estimate the sum S 1 + S 2 + S 3 . In order to do that, we need the following proposition which we feel is interesting in itself, and which shows that S 2 is small under some conditions. Let (α k ) be a sequence of complex numbers such that w, A i = 0 for all i = 0, 1, 2, . . . To prove the proposition, suppose that the first n numbers α 0 , α 1 , . . . , α n−1 can be written in the following form:
. .
Since y 1 , . . . , y n are distinct, the Vandermonde determinant of {1, y 1 , . . . , y n } is nonzero and therefore there are unique x 1 , . . . , x n solving the system (7).
By assumption, α 0 w 1 + α 1 w 2 + . . . + α n w n+1 = 0, so
. . , y n were exactly the n roots of the nth-degree polynomial
By (8) and (9) and by obvious induction we see that (α k ) can be written as a linear combination of n geometric progressions. . Depending on these geometric series, we consider three possible cases:
are all decreasing.
are all increasing.
are decreasing and some are increasing.
Before considering these cases, assume that we have already shown that there is a dense set of functions f for which there is a γ > 0 such that
|a k | for every m ∈ N and for every sequence of scalars (a k ) ∈ l 1 . We will now show that this set is also open. Indeed, if
.} is equivalent to the unit vector basis of l 1 . Thus, Theorem 2 will be proved once we show the existence of the above γ > 0 in all three different cases.
Case I. First we will consider the case when |y k | < 1 for all k = 1, 2, . . . , 3n − 5. Since the geometric progressions g 1 , . . . , g
are all decreasing, the following lemma will find a "universal block length" M for all those α i 's that are exact linear combinations of the geometric progressions
in such a way that the size of any M -block of α i 's is less than ), where g
are linearly independent and form a basis for a (3n − 5)-dimensional subspace of l 1 with basis constant K. Consequently, for any M ,
On the other hand,
If we choose M ∈ N so large that 1
Hence the desired M exists and this proves the lemma.
Let the α i 's, y i 's and M be as above. Divide the integers into blocks of length M and consider now any sequence (a k ) of complex numbers. Corresponding to each M -block of integers consider the block of consecutive a i 's with indices from the M -block of integers. Let A j be the block (a (j−1)M , . . . , a jM −1 ). We make the following
we say that the a i 's go down in the block A j+1 . Otherwise they go up in A j+1 .
We are looking for a γ > 0 such that
. In the case S 2 (a 0 , . . . , a m ) = 0, we get the lower estimate in the following way: S 1 (a 0 , . . . , a 3n−6 ) must attain its strictly positive minimum on this compact set. That is, there exists a δ 1 
for all m ∈ N and for all sequences (a k ) with S 2 ((a k )) = 0. If
i=0 |a i | = 1, one can use the homogeneity of the absolute value to finish the proof of Lemma 6. So, if Case I occurs and S 2 = 0, the equivalence from Theorem 2 is proved.
Remark. Notice that if S 2 = 0, then S 1 + S 2 = 0, and using the continuity of S 1 + S 2 on the compact subset of the unit sphere of C M , a lower estimate follows.
In the following we assume that S 2 = 0. Put
Lemma 7 will give us a partial estimate involving any three consecutive blocks. All blocks are put together in Subcases I.1 and I.2. Lemma 8 will state the final result in Case I.
So, we still assume that the vector w = (w 1 , . . . , w 3n−4 ) gives us 3n − 5 decreasing geometric progressions.
Lemma 7. There exists a γ 2 > 0, depending only on a given vector w,
Proof. Since the a i 's go up in the block A j+1 , we have 
taking γ 2 = ε 1 /3, we get the desired estimate.
We will now use Lemmas 6 and 7 to prove Lemma 8 and thus the equivalence from Theorem 2 in the case of decreasing geometric progressions.
Consider any sequence (a k ) of complex numbers in l 1 and divide (a k ) into blocks of length M as before. We now give a label to each block-either "d" if the a i 's go down in that block or "u" if the a i 's go up there.
Depending on the sequence (a k ), we need to consider the following two subcases:
Subcase I.1: There is no block with label "u". Then either Lemma 6 or the Remark following it gives us an estimate. Subcase I.2: There is a block with label "u". Then for each block with "u" consider the previous block and all consecutive blocks with "d" up to but not including the next "u"-block. Consider the blocks A j−1 , A j , . . . , A j+k , where A j−1 has either "u" or "d", A j has "u" and A j+1 , . . . A j+k all have "d". Then, by Lemmas 7 and 6 we have the following estimates:
If some blocks directly following A j all have "u" labels, say A j+1 , . . . , A j+s all have "u", then, first, Lemma 7 gives a lower estimate for each pair of consecutive blocks of them and since
with γ 2 = ε 1 /3, we have a lower estimate for (
. . , a (j+s)M −1 ).
Finally, suppose the a i 's go down in the first j blocks A 0 , A 1 , . . . , A j−1 , and go up in A j . That is, we now consider all blocks before the first "u". Then, by Lemmas 6 and 7 there are γ 3 > 0 and γ 2 > 0 such that , then there exists a γ > 0, depending only on those progressions, such that
Thus, the equivalence from Theorem 2 is proved assuming that Case I occurs.
Case II. All the previous lemmas work similarly in the case when |y k | > 1 for all k = 1, 2, . . . , 3n − 5. The length M of the blocks is determined by the following lemma, which we only state. , such that if , that is,
). We now fix a projection from the space of M -tuples (a 0 , . . .
+η, where η has the smallest possible norm. We also consider the projections P first and P last that project (a jM , . . . , a (j+1)M −1 ) onto span{g 1 , . . . , g l } and span{g l+1 , . . . , g 3n−5 } respectively. In Lemmas 11 through 16 we consider the sequences (a k ) that are exact linear combinations of geometric progressions g 1 , . . . , g
in each block. That is, in every block we have η = 0. The general case will be considered in Lemma 17.
Lemma 11. Given a 0 , . . . , a m and a block length M , if
, such that
Proof. Since
the lemma is proved.
Lemma 12. If
then there is at least one block A j 0 of the a k 's such that
Proof. If not, that is, when in all blocks we have
contradicting the hypothesis.
Lemma 13. The weight of the blocks with
The next lemma determines a new block length:
Lemma 14. There exist n 1 ∈ N and γ 5 > 0, depending only on
, such that if
Proof. If the first assertion does not hold, then the a k 's cannot be written as exact linear combinations of 3n − 5 geometric progressions. So, by a compactness argument as in Lemma 6, there is a γ 5 > 0 such that
Note that when (a k ) is close to span{g 1 , . . . , g 3n−5 }, the first assertion holds.
Call these new blocks B 1 , B 2 , B 3 , . . . Each of them has now the block length n 1 M .
and B j+1 ≥ 2 B j , then we say that they go up from the block B j . Otherwise they go down from B j .
We now consider blocks with the P last projections onto the subspace span{g l+1 , . . . , g 3n−5 } having norm greater than γ/10 of the sum of the a k 's in that block. It is enough to have a lower estimate of m k=0 |a k | in terms of the a k 's from the blocks with P last large, since, by Lemma 13, these blocks have big weight. Under each of these blocks we write "u" if the a k 's go up from that block, and "d" otherwise. Labeling only the blocks with , such that for any sequence (a k ) ∈ l 1 and for any m ∈ N we have 
Proof. The case η = 0 is covered by previous lemmas. Let S 1 , S 2 , and S 3 denote the sums in the case of η = 0, and let γ * > 0 be such that
is far from being a linear combination of 3n − 5 geometric progressions and the estimate follows using a compactness argument.
Thus, the stated equivalence is also proved assuming Case III occurs. 
Hence no lower estimate exists. But we can always change those "bad" simple functions by some ε > 0 and so the result still holds for a dense set of functions in L 
for any m ∈ N and (a k ) ∈ l
1
. Thus, we have to estimate the sum S 1 +S 2 +S 3 . The rest of the proof is similar to that of Theorem 2. The last inequality with γ = 1/ 1/f proves the sufficiency part of the theorem. Suppose now f (z) =
