The Bochner identities for the K\"ahlerian gradients by Homma, Yasushi
ar
X
iv
:m
at
h/
02
07
03
1v
1 
 [m
ath
.D
G]
  3
 Ju
l 2
00
2 The Bochner identities for the Ka¨hlerian
gradients
Yasushi Homma ∗
Abstract
We discuss algebraic properties for the symbols of geometric first
order differential operators on almost Hermitian manifolds and Ka¨hler
manifolds. Through study on the universal enveloping algebra and
higher Casimir elements, we know algebraic relations for the symbols
like the Clifford algebra. From the relations, we have all the Bochner
identities for the operators. As applications, we have vanishing theo-
rems, the Bochner-Weitzenbo¨ck formula, and eigenvalue estimates for
the operators on Ka¨hler manifolds.
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1 Introduction
In Riemannian and spin geometry, geometric first order differential operators
defined from the Riemannian metric g (and spin structure) are important
to research the structure of underlying manifold. The Dirac operator, the
twistor operator, the exterior derivative, the interior derivative, and the con-
formal Killing operator are basic examples of geometric first order differential
operators. These operators are known as conformally covariant first order
differential operators, that is, under conformal deformation of the Rieman-
nian metric, g 7→ g′ = e2σ(x)g, these operators are covariant. For example,
the Dirac operator D changes as
D 7→ D′ = e(−n−12 −1)σDen−12 σ.
Here, the constant n−1
2
on this equation is called the conformal weight, which
depends on the highest weight of representation of Spin(n). From the work
of H. D. Fegan in [Fe], all the conformally covariant first order differential
operators are realized as components of the covariant derivative ∇ on associ-
ated vector bundles as follows. LetM be a Riemannian manifold and SO(M)
be the orthonormal frame bundle of M . The Levi-Civita connection induces
the covariant derivative ∇ on the associated bundle Sρ := SO(M) ×ρ Vρ,
where (πρ, Vρ) is an irreducible unitary representation of SO(n) with highest
weight ρ. Then we have a first order differential operator defined by
Dρλ : Γ(Sρ)
∇−→ Γ(Sρ ⊗ T ∗(M)) Πλ−→ Γ(Sλ), (1.1)
where Πλ is orthogonal projection onto irreducible component Sλ of Sρ ⊗
T ∗(M). We call these operators the generalized gradients or the Stein-Weiss
gradients (cf. [SW]). We know that the gradients have conformal covariance,
Dρλ 7→ D′ρλ = e−(m(ρ,λ)+1)σDρλem(ρ,λ)σ (1.2)
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under conformal deformation. The constant m(ρ, λ) is the conformal weight
depending on highest weights ρ and λ. Similaly, we have first order dif-
ferential operators on spin manifolds. For example, we consider the spinor
representation of Spin(n) and have the Dirac operator and the twistor oper-
ator on the spinor bundle.
In recent research for the gradients by T. Branson et al., we find out that
the conformal weights are essential tool to investigate local properties of the
gradients such as the Bochner identities, vanishing theorem, eigenvalue esti-
mate, ellipticity, the Kato inequalities etc. (see [Br2], [BH1], [BH2], [CGH],
[H2]). In particular, some known results for the Dirac operator and the
Laplace-Beltrami operator on differential forms can be obtained easily. The
understanding of the gradients gives some new directions for global analysis
and harmonic analysis as well as Riemannian and spin geometry. (see [Br1],
[Br3], [Br4], [Bu], [H1], [H3]).
In this paper, we change structure group SO(n) or Spin(n) into the uni-
tary group U(m). It means that we discuss the gradients on almost Hermitian
manifolds. Let M be an almost Hermitian manifold with real dimension 2m
and U(M) be the principal bundle of unitary frames of M . Fix a connec-
tion on U(M), and we have a covariant derivative ∇ on the vector bundle
Sρ = U(M) ×ρ Vρ, where (πρ, Vρ) is an irreducible unitary representation of
U(m). The covariant derivative splits as ∇ = ∇1,0 + ∇0,1 with respect to
almost complex structure. We decompose ∇1,0 and ∇0,1 further and have a
set of first order differential operators as follows:
Dρλ′ : Γ(Sρ)
∇1,0−−→ Γ(Sρ ⊗ Λ1,0(M)) Πλ′−−→ Γ(Sλ′),
Dρλ′′ : Γ(Sρ)
∇0,1−−→ Γ(Sρ ⊗ Λ0,1(M)) Πλ′′−−→ Γ(Sλ′′).
(1.3)
We call these operators the Ka¨hlerian gradients, which are the U(m)-invariant
first order differential operators. Here, “U(m)-invariant” means that, if we
have a diffeomorphism of M preserving the Hermitian structure and the
connection, then the operator is invariant. Moreover. we know that these
operators also have conformal covariance under conformal deformation (see
theorem 7.5).
Our aim is to give all the Bochner identities for the Ka¨hlerian gradients
(cf. [Br2], [CGH], [H2] for the Riemannian case). Since the Bochner identities
follow from local calculus of the operators, we discuss algebraic structure
of the principal symbols of the operators like the Clifford algebra for the
Dirac operator. We call the symbols the Clifford homomorphisms, which are
generalization of the Clifford multiplication on spinor spaces. The method
to give the Bochner identities is as follows:
3
1. We introduce the (1, 0)- and (0, 1)-conformal weights, which are Ka¨hlerian
analogue of the conformal weights in the Riemannian case.
2. By using the conformal weights, we relate the Clifford homomorphisms
to the universal enveloping algebra U(gl(m,C)) = U(u(m) ⊗ C) (in
theorem 4.5).
3. Through investigation of U(gl(m,C)), we have algebraic relations for
the Clifford homomorphisms (in theorem 5.3 and corollary 5.5).
4. We lift the algebraic relations to the Bochner identities for the Ka¨hlerian
gradients (in theorem 8.5).
We conclude that, in Ka¨hler geometry, the (0, 1) and (1, 0)-conformal weights
are essential for local calculus of the Ka¨hlerian gradients. Because many
geometric operators in Ka¨hler and spin Ka¨hler geometry are realized as the
Ka¨hlerian gradients, our Bochner identities have a lot of applications to such
geometry. Some vanishing theorems, the Bochner-Weitzenbo¨ck formula, and
estimates of eigenvalues are presented in this paper. We especially study
about the case of the Dolbeault-Dirac operator and the Dirac operator.
This paper is organized as follows. In section 2 and 3, we prepare the
representations, enveloping algebra, and (higher) Casimir elements of the uni-
tary group or its Lie algebra. We introduce the (1, 0)- and (0, 1)-conformal
weights, which appear naturally on spectral resolution of the Casimir ele-
ments. In section 4 and 5, we introduce the notion of the Clifford homo-
morphisms as principal symbols of the Ka¨hlerian gradients, and investigate
algebraic structure of the Clifford homomorphisms. In section 6, the spinors
and the Clifford multiplications are given as an example. In section 7, we
define the Ka¨hlerian gradients and show their conformal covariance. In sec-
tion 8, we gain the Bochner identities for the Ka¨hlerian gradients. In the
last section, some applications of the Bochner identities are presented. We
know that many results in Ka¨hler and spin Ka¨hler geometry follows from our
Bochner identities.
2 Representations of U(m)
In this section, we give a short review to representation theory for uni-
tary groups and their Lie algebras. Let V be a 2m-dimensional real vector
space with almost complex structure J and inner product g(·, ·) such that
g(Ju, Jv) = g(u, v) for any u, v ∈ V . The complexification V ⊗C of V splits
into the direct sum of the (1, 0)-part V 1.0 and the (0, 1)-part V 0,1 with respect
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to J . We know that V is isomorphic to V 1,0 as a complex vector space and
V 0,1 is complex conjugate to V 1,0, namely, V 1,0 = V 0,1. These m-dimensional
complex vector spaces have natural Hermitian inner products as
(u, v) := g(u, v¯) for u, v in V 1,0,
(u¯, v¯) := g(u¯, v) for u¯, v¯ in V 0,1,
where the inner product g(·, ·) on V is extended complex linearly to the com-
plex inner product on V ⊗C. With these Hermitian inner products, we have
isomorphisms V 1,0 ≃ (V 0,1)∗ and V 0,1 ≃ (V 1,0)∗. Let e1, Je1, · · · , em, Jem be
an orthonormal basis of V . Then Hermitian bases for V 1,0 and V 0,1 are{
ǫk :=
1√
2
(ek −
√−1Jek) ∈ V 1,0,
ǫ¯k :=
1√
2
(ek +
√−1Jek) ∈ V 0,1
(2.1)
for k = 1, · · ·m. To simplify explanations, we set V := R2m, V 1,0 := Cm,
V 0,1 := Cm, and choose the standard orthonormal basis of R2m.
Let U(m) be the unitary group on Cm, and u(m) be its Lie algebra.
The complexification of u(m) is the complex Lie algebra gl(m,C) of m ×m
matrices with real structure Z → −tZ¯ . For k, l = 1, · · · , m, we define a
matrix ekl to be 1 in the (k, l)-th place and 0 elsewhere. Then {ekl}1≤k,l≤m
constitute a basis of gl(m,C) and satisfy
[eij, ekl] = δjkeil − δliekj for any i, j, k, l. (2.2)
We choose h = spanR{
√−1ekk|1 ≤ k ≤ m} as a cartan subalgebra, which
is a maximal abelian subalgebra of u(m). On a finite-dimensional unitary
representation (π, V ) of u(m), we can decompose the representation space
into simultaneous eigenspaces called weight spaces with respect to h. For
each weight space, we have an m-dimensional vector λ = (λ1, · · · , λm) such
that λk is the eigenvalue of ekk. This λ is called the weight of weight space,
and each component λk is an integer. Now, for an irreducible representation
(π, V ), we order the weights lexicographically, and get the highest one ρ. The
highest weight ρ satisfies the dominant integral condition,
ρ = (ρ1, · · · , ρm) ∈ Zm and ρ1 ≥ · · · ≥ ρm−1 ≥ ρm. (2.3)
Conversely, for a vector ρ with dominant integral condition, we have an ir-
reducible unitary representation of u(m) with highest weight ρ. Moreover,
there is one-to-one correspondence between the finite-dimensional represen-
tations of U(m) and its infinitesimal ones of u(m). So we denote by (πρ, Vρ)
an irreducible unitary representation of U(m) or u(m) with highest weight
ρ.
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Let us see some irreducible U(m)-modules. When writing weights, we
denote a string of p k’s for k in Z by kp. For example, (1p, 0m−p) is the
weight whose first p components are 1 and others are 0.
Example 2.1. The natural representation of U(m) on V 1,0 = Cm has the
highest weight (1, 0m−1). The conjugate representation on V 0,1 = Cm or
the contragredient representation (V 1,0)∗ ≃ V 0,1 has the highest weight
(0m−1,−1).
Example 2.2. The p-th exterior tensor product representation on ΛpV 1,0 =
ΛpCm has the highest weight (1p, 0m−p). Its conjugate representation on
ΛpV 0,1 = ΛpCm has the highest weight (0m−p, (−1)p). The p-th symmetric
tensor product representation on Sp(Cm) has the highest weight (p, 0m−1).
Example 2.3. The contragredient representation (πtρ, Vtρ) of (πρ, Vρ) has the
highest weight tρ = (−ρm,−ρm−1, · · · ,−ρ1).
3 Casimir elements for U(m)
The unitary representations of u(m) correspond to the complex represen-
tations of gl(m,C) and of the universal enveloping algebra U(gl(m,C)).
So we denote the extension of the representation (πρ, Vρ) to gl(m,C) and
U(gl(m,C)) by the same notation (πρ, Vρ).
The universal enveloping algebra U(gl(m,C)) of gl(m,C) is the quotient
algebra of the tensor algebra T (gl(m,C)) by the two-sided ideal generated
by all (X ⊗ Y − Y ⊗ X − [X, Y ]) for X, Y in gl(m,C). When we define
UN (gl(m,C)) to be the image of
∑N
r=0⊗rgl(m,C), we know that the al-
gebra U(gl(m,C)) has a filtered algebra structure. If an element z is in
U q(gl(m,C)), but is not in U q−1(gl(m,C)), then the degree of z is said to be
q.
We shall discuss the center Z and the (higher) Casimir elements of U(gl(m,C)).
For every non-negative integer q, we define an element eqkl with degree q by
eqkl :=
{∑
1≤i1,i2,···iq−1≤m eki1ei1i2 · · · eiq−1l, for q ≥ 1,
δkl for q = 0.
(3.1)
Lemma 3.1. The elements {eqkl|q ∈ Z≥0, k, l = 1, · · · , m} satisfy
[eij , e
q
kl] = δjke
q
il − δileqkj, (3.2)∑
1≤i≤m
epkie
q
il = e
p+q
kl . (3.3)
6
Proof. The second equation is clear. Let us prove the first equation. The
equation (3.2) is trivial for q = 0, 1. For the general case, we consider the
adjoint representation of gl(m,C) on U(gl(m,C)) and use the equation (2.2).

From (3.2), the trace cq :=
∑
k e
q
kk is a Casimir element with degree q, that
is, cq is in Z∩U q(gl(m,C)). The following fact for cq is well-known (see [Z]).
Proposition 3.2 ([Z]). Let cq be the Casimir element defined by cq :=
∑
1≤k≤m e
q
kk
for q in Z≥0. On irreducible U(m)-module Vρ with highest weight ρ =
(ρ1, · · · , ρm), the Casimir element cq is constant as follows:
πρ(cq) =
m∑
i=1
wq−iγ−i, (3.4)
where
w−i := ρ
i + (m− i), γ−i :=
∏
j 6=i
(
1− 1
w−i − w−j
)
(3.5)
for 1 ≤ i ≤ m.
We call the above constant w−i the (0, 1)-conformal weight associated to
ρ.
The Casimir elements with the first few degree have simple descriptions.
1. The 0-th Casimir element is c0 =
∑
k δkk = m. So we have πρ(c0) = m
for any ρ.
2. The first Casimir element is c1 =
∑
k ekk. So we have πρ(c1) =
∑
i ρ
i.
3. The second Casimir element is the usual Casimir element c2 =
∑
kl eklelk.
Then we show that
πρ(c2) =
∑
k,l
πρ(ekl)πρ(elk) =
∑
i
ρi(ρi +m− 2i+ 1). (3.6)
We shall introduce new Casimir elements. The Lie algebra gl(m,C) has
the involution
gl(m,C) ∋ Z 7→ Z˜ := −tZ ∈ gl(m,C)
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such that [˜Z,W ] = [Z˜, W˜ ]. This involution naturally extends to an algebraic
automorphism of U(gl(m,C)),
U q(gl(m,C)) ∋ ω = Z1 · · ·Zq
7→ ω˜ = (−1)q tZ1 · · · tZq ∈ U q(gl(m,C)). (3.7)
We remark that this involution preserves the center Z, namely, Z˜ = Z. So c˜q
is also a Casimir element. To investigate such Casimir elements, we consider
e˜qkl := e˜
q
kl,
e˜qkl = (−1)q
∑
1≤i1,··· ,iq−1≤m
ei1kei2i1 · · · eliq−1 ∈ U q(gl(m,C)). (3.8)
The involutions of (3.2) and (3.3) lead us to the next lemma.
Lemma 3.3. The elements {e˜qkl|q ∈ Z≥0, k, l = 1, · · · , m} satisfy
[eij , e˜
q
kl] = δjle˜
q
ki − δike˜qjl, (3.9)∑
i
e˜pkie˜
q
il = e˜
p+q
kl . (3.10)
We calculate the eigenvalue of c˜q =
∑
e˜qkk on irreducible U(m)-module
Vρ. It is from the definition of c˜q that
πρ(c˜q) = (−1)q
∑
1≤i1,··· ,iq−1,k≤m
πρ(ei1k)πρ(ei2i1) · · ·πρ(ekiq−1)
=
∑
1≤i1,··· ,iq−1,k≤m
πtρ(eki1)πtρ(ei1i2) · · ·πtρ(eiq−1k)
= πtρ(cq),
where πtρ is the contragredient representation of πρ whose highest weight is
tρ = (−ρm, · · · ,−ρ1). So we have
πρ(c˜q) = πtρ(cq) =
∑
i
(tw−i)
q tγ−i.
Here,
tw−i := (
tρ)i + (m− i) = −ρm−i+1 + (m− i), tγ−i :=
∏
j 6=i
(
1− 1
tw−i − tw−j
)
.
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When we set
w+i := −ρi + i− 1, γ+i :=
∏
j 6=i
(
1− 1
w+i − w+j
)
(3.11)
for i = 1, · · ·m, we show that∑i(tw−i)qtγ−i =∑i wq+iγ+i. Hence, we conclude
that
Proposition 3.4. The Casimir element c˜q is the following constant on ir-
reducible U(m)-module Vρ:
πρ(c˜q) =
∑
i
wq+iγ+i, (3.12)
where w+i and γ+i are given by (3.11).
We call the constant w+i the (1, 0)-conformal weight associated to ρ.
4 Clifford homomorphisms for U(m)
In this section, we define a generalization of the Clifford multiplication cor-
responding to the symbols of the Ka¨hlerian gradients. First, we consider the
irreducible unitary representation (πρ, Vρ) and the tensor product represen-
tation (πρ ⊗ πµ1 , Vρ ⊗ Cm). Here, {µi}mi=1 is the standard basis of Zm,
µi := (0i−1, 1, 0m−i) = (0, · · · , 0︸ ︷︷ ︸
i−1
, 1, 0, · · · , 0︸ ︷︷ ︸
m−i
) ∈ Zm. (4.1)
By using the tensor product decomposition rules (so-called the Littlewood-
Richardson rules) in [Ko], [Z], we show that highest weights of the irreducible
components of Vρ ⊗ Cm are
{ρ+ µi| ρ+ µi is dominant integral, 1 ≤ i ≤ m}.
When ρ+µi does not satisfy the dominant integral condition, we set Vρ+µi :=
{0}. Thus, we have the decomposition
Vρ ⊗ Cm =
∑
1≤i≤m
Vρ+µi . (4.2)
Next, we consider the tensor product representation (πρ ⊗ π−µm , Vρ ⊗ Cm).
Then highest weights of irreducible components of Vρ ⊗ Cm are
{ρ− µi| ρ− µi is dominant integral, 1 ≤ i ≤ m}.
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So we set Vρ−µi := {0} for ρ − µi without dominant integral condition and
have the irreducible decomposition
Vρ ⊗ Cm =
∑
1≤i≤m
Vρ−µi . (4.3)
The following is the definition of the Clifford homomorphism introduced by
the author in [H1], [H2], which is a generalization of the Clifford multiplica-
tions on spinor space.
Definition 4.1. 1. Let Π+i be the orthogonal projection from Vρ ⊗ Cm
onto Vρ+µi . For u in C
m, we define the linear mapping p+i(u) from Vρ
to Vρ+µi by
p+i(u) : Vρ ∋ φ 7→ Π+i(φ⊗ u) ∈ Vρ+µi . (4.4)
We denote by p+i(u)
∗ the adjoint of p+i(u) such that (p+i(u)φ, ψ) =
(φ, p+i(u)
∗ψ) for φ in Vρ and ψ in Vρ+µi .
2. Let Π−i be the orthogonal projection from Vρ ⊗ Cm onto Vρ−µi . For u¯
in Cm, we define the linear mapping
p−i(u¯) : Vρ ∋ φ 7→ Π−i(φ⊗ u¯) ∈ Vρ−µi , (4.5)
and denote its adjoint by p−i(u¯)∗.
We call p±i and p∗±i the Clifford homomorphisms. We sometimes denote
p±i by p
ρ
ρ±µi to clarify considered representation spaces.
Remark 4.1. Because multiplicity of each irreducible component is one, the
orthogonal projection Π±i is well-defined. But, when we realize the represen-
tation spaces concretely, the Clifford homomorphisms have an ambiguity of
complex number a with |a| = 1. For example, we consider the decomposition
Cm ⊗ Cm = V(0m) ⊕ V(1,0m−2,−1). For ǫk ⊗ ǫ¯l in Cm ⊗ Cm, we have
ǫk ⊗ ǫ¯l = δkl
n
∑
ǫi ⊗ ǫ¯i + (−δkl
n
∑
ǫi ⊗ ǫ¯i + ǫk ⊗ ǫ¯l) ∈ V(0m) ⊕ V(1,0m−2,−1).
In this case, the Clifford homomorphism p−1(ǫ¯l) is just the interior product
i(ǫ¯l),
i(ǫ¯l) : C
m ∋ ǫk 7→ δkl ∈ C,
where we use the identification
V(0m) ∋
1
n
∑
ǫ¯i ⊗ ǫi 7→ 1 ∈ C.
If we choose another identification preserving inner product, 1
n
∑
ǫ¯i ⊗ ǫi 7→
e−iθ, then the Clifford homomorphism is realized as e−iθi(ǫ¯k).
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We shall provide some basic properties of the Clifford homomorphisms.
First, we have
Proposition 4.2. The Clifford homomorphisms satisfy that, for g in U(m)
and u in Cm,
p+i(gu) = πρ+µi(g)p+i(u)πρ(g
−1) : Vρ → Vρ+µi ,
p+i(gu)
∗ = πρ(g)p+i(u)
∗πρ+µi(g
−1) : Vρ+µi → Vρ,
p−i(gu) = πρ−µi(g)p−i(u¯)πρ(g
−1) : Vρ → Vρ−µi ,
p−i(gu)
∗ = πρ(g)p−i(u¯)
∗πρ−µi(g
−1) : Vρ−µi → Vρ.
(4.6)
Here, gu means the natural representation πµ1(g)u.
Proof. Considering the action of g to φ⊗ u in Vρ ⊗ Cm, we have∑
i
πρ+µi(g)p+i(u)φ = πρ⊗πµ1(g)(φ⊗u) = πρ(g)φ⊗gu =
∑
i
p+i(gu)πρ(g)φ.
Then we have πρ+µi(g)p+i(u) = p+i(gu)πρ(g) for any i. 
Next, we show some algebraic relations of the Clifford homomorphisms.
Lemma 4.3. Let {ǫk}k be a unitary basis of Cm and {ǫ¯k}k be a dual basis
of Cm given in (2.1). Then∑
1≤i≤m
p+i(ǫk)
∗p+i(ǫl) = δkl,
∑
1≤i≤m
p−i(ǫ¯k)
∗p−i(ǫ¯l) = δkl (4.7)
for any k, l.
Proof. From the definition of the Clifford homomorphisms, we show that
δkl(φ, ψ) = (φ⊗ǫl, ψ⊗ǫk) =
∑
i
(p+i(ǫl)φ, p+i(ǫk)ψ) =
∑
i
(p+i(ǫk)
∗p+i(ǫl)φ, ψ)
for any φ, ψ in Vρ. Then we have proved the lemma. 
To get more relations, we make use of the conformal weights w±i in (3.5) and
(3.11). Let us consider the tensor product representation (πρ⊗π−µm , Vρ⊗Cm)
and define the operator Ĉ− on Vρ ⊗ Cm by
Ĉ− : = πρ ⊗ π−µm(c2)− πρ(c2)⊗ id− id⊗ π−µm(c2)
= 2
∑
k,l
πρ(ekl)⊗ π−µm(elk), (4.8)
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where c2 is the Casimir element with degree 2. This operator Ĉ− acts as a
constant on each irreducible component Vρ−µi . In fact, it follows from (3.6)
that
Ĉ− = −2w−i = −2(ρi +m− i) on Vρ−µi.
So we have
Ĉ−(φ⊗ ǫ¯k) = Ĉ−(
∑
i
p−i(ǫ¯k)φ) =
∑
i
−2w−ip−i(ǫ¯k)φ.
On the other hand, we have
Ĉ−(φ⊗ ǫ¯k) = 2
∑
s,t
πρ(est)φ⊗ π−µm(ets)ǫ¯k = −2
∑
l
p−i(ǫ¯s)πρ(esk)φ
for any φ in Vρ. Then we conclude that
w−ip−i(ǫ¯k) =
∑
p−i(ǫ¯l)πρ(elk) : Vρ → Vρ−µi .
Similarly, we consider the tensor product representation (πρ ⊗ πµ1 , Vρ ⊗Cm)
and the operator
Ĉ+ := πρ ⊗ πµ1(c2)− πρ(c2)⊗ id− id⊗ πµ1(c2). (4.9)
In this case, we have
w+ip+i(ǫk) = −
∑
p+i(ǫl)πρ(ekl) : Vρ → Vρ+µi .
Lemma 4.4. Let w+i (resp. w−i) be the (1, 0)-conformal weight (resp. the
(0, 1)-conformal weight) associated to ρ. Then the Clifford homomorphisms
p±i satisfy that
w+ip+i(ǫk) = −
∑
p+i(ǫl)πρ(ekl) : Vρ → Vρ+µi , (4.10)
w−ip−i(ǫ¯k) =
∑
p−i(ǫ¯l)πρ(elk) : Vρ → Vρ−µi . (4.11)
From this lemma, we can relate the Clifford homomorphisms to the en-
veloping algebra.
Theorem 4.5. Let w±i be the conformal weight, and {eqkl, e˜qkl}k,l,q be ele-
ments in U(gl(m,C)) given in (3.1) and (3.8). Then the Clifford homomor-
phisms satisfy that∑
1≤i≤m
wq+ip+i(ǫk)
∗p+i(ǫl) = πρ(e˜
q
kl) ∈ End(Vρ), (4.12)∑
1≤i≤m
wq−ip−i(ǫ¯k)
∗p−i(ǫ¯l) = πρ(e
q
kl) ∈ End(Vρ), (4.13)
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for q in Z≥0 and k, l = 1, · · · , m. Furthermore, we take the trace of the above
equations and have ∑
i,k
wq+ip+i(ǫk)
∗p+i(ǫk) = πρ(c˜q), (4.14)∑
i,k
wq−ip−i(ǫ¯k)
∗p−i(ǫ¯k) = πρ(cq). (4.15)
Proof. We use the equation (4.10) q-times and have
wq+ip+i(ǫl) = (−1)q
∑
i1,··· ,iq
p+i(ǫi1)πρ(ei2i1)πρ(ei3i2) · · ·πρ(eliq).
We multiply p+i(ǫk)
∗ on both sides and take the sum for i. Then we have
from (4.7)∑
i
wq+ip+i(ǫk)
∗p+i(ǫl) = (−1)q
∑
i1,··· ,iq−1
πρ(ei1k)πρ(ei2i1) · · ·πρ(eliq−1)
= πρ(e˜
q
kl).

This theorem means that p+i(ǫk)
∗p+i(ǫl) can be expressed as a linear combi-
nation of {e˜qkl}q. We take a matrix expression of (4.12),
w0+1 w
0
+2 · · · w0+m
w1+1 w
1
+2 · · · w1+m
· · · · · ·
wm−1+1 w
m−1
+2 · · · wm−1+m


p+1(ǫk)
∗p+1(ǫl)
p+2(ǫk)
∗p+2(ǫl)
· · ·
p+m(ǫk)
∗p+m(ǫl)
 =

πρ(e˜
0
kl)
πρ(e˜
1
kl)
· · ·
πρ(e˜
m−1
kl )
 .
Because the (1, 0)-conformal weights are different from each other, the above
Vandermonde matrix has the inverse matrix whose (i, j)-th component is
(−1)m−j Sm−j(w+1, · · · , ŵ+i, · · · , w+m)∏
j 6=i(w+i − w+j)
. (4.16)
Here, Sj(x1, · · · , xˆi, · · · , xm) is the j-th fundamental symmetric polynomial
of {x1, · · · , xm} \ {xi}.
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Corollary 4.6. The Clifford homomorphisms are expressed as linear combi-
nations of {eqkl}m−1q=0 and {e˜qkl}m−1q=0 .
p+i(ǫk)
∗p+i(ǫl) =
∑
1≤j≤m
(−1)m−j Sm−j(w+1, · · · , ŵ+i, · · · , w+m)∏
j 6=i(w+i − w+j)
πρ(e˜
j−1
kl ),
(4.17)
p−i(ǫ¯k)
∗p−i(ǫ¯l) =
∑
1≤j≤m
(−1)m−j Sm−j(w−1, · · · , ŵ−i, · · · , w−m)∏
j 6=i(w−i − w−j)
πρ(e
j−1
kl ).
(4.18)
We take the trace of these equations and have∑
k
p+i(ǫk)
∗p+i(ǫk) = γ+i, (4.19)∑
k
p−i(ǫ¯k)
∗p−i(ǫ¯k) = γ−i. (4.20)
Remark 4.2. When ρ± µi is not dominant integral, we can show that γ±i is
zero.
From this corollary, our interest is to find out relations between eqkl and
e˜qkl, which are given in the next section.
Let us discuss relations between the orthogonal projection Π±i and the
Clifford homomorphisms in the rest of this section.
Proposition 4.7. We consider the orthogonal projection
Π+i : Vρ ⊗ Cm → Vρ+µi ⊂ Vρ ⊗ Cm.
This projection is given by
Π+i(φ⊗ u) =
∑
k
p+i(ǫk)
∗p+i(u)φ⊗ ǫk ∈ Vρ+µi ⊂ Vρ ⊗ Cm (4.21)
for φ in Vρ and u in C
m.
Proof. There is an embedding Θ+i from Vρ+µi into Vρ ⊗ Cm,
Θ+i : Vρ+µi ∋ φ 7→ Θ+i(φ) =
∑
k
p+i(ǫk)
∗φ⊗ ǫk ∈ Vρ ⊗ Cm.
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We know that Θ+i does not depend the choice of unitary basis and is U(m)-
equivariant. For u =
∑
ulǫl in C
m, we have
φ⊗ u =
∑
l
ulφ⊗ ǫl
=
∑
l
ul
∑
k
δklφ⊗ ǫk
=
∑
l
ul
∑
k
∑
i
p+i(ǫk)
∗p+i(ǫl)φ⊗ ǫk
=
∑
i
∑
k
p+i(ǫk)
∗p+i(u)φ⊗ ǫk =
∑
i
Θ+i(p+i(u)φ).
Then we have proved the proposition. 
Lemma 4.8. Suppose that ρ+ µi is dominant integral, and we have∑
k
p+i(ǫk)p+i(ǫk)
∗ = id : Vρ+µi → Vρ+µi. (4.22)
Proof. We can show that
∑
k p+i(ǫk)p+i(ǫk)
∗ is a U(m)-equivariant endomor-
phism of Vρ+µi , and hence, is constant. We calculate the constant.
(p+i(u)ψ, p+i(v)φ)
=
∑
k,l
(p+i(ǫk)
∗p+i(u)ψ ⊗ ǫk, p+i(ǫl)∗p+i(v)ψ ⊗ ǫl)
=
∑
k,l
(p+i(ǫl)p+i(ǫk)
∗p+i(u)ψ, p+i(v)φ)δkl
=(
∑
k
p+i(ǫk)p+i(ǫk)
∗p+i(u)ψ, p+i(v)φ)
=
∑
k
p+i(ǫk)p+i(ǫk)
∗(p+i(u)ψ, p+i(v)φ)
for any φ, ψ in Vρ+µi and u, v in C
m. So we have
∑
k p+i(ǫk)p+i(ǫk)
∗ = 1. 
When ρ + µi is dominant integral, namely Vρ+µi 6= {0}, we have the
Clifford homomorphism pρρ+µi(u)
∗ = p+i(u)∗ : Vρ+µi → Vρ. But, there is
another Clifford homomorphism pρ+µiρ (u¯) : Vρ+µi → Vρ. Then we show that
Proposition 4.9. The Clifford homomorphism pρρ+µi(u)
∗ : Vρ+µi → Vρ and
pρ+µiρ (u¯) : Vρ+µi → Vρ are related as follows:
pρ+µiρ (u¯) =
1√
γ+i
pρρ+µi(u)
∗ : Vρ+µi → Vρ. (4.23)
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Similarly, we have
pρ−µiρ (u) =
1√
γ−i
pρρ−µi(u¯)
∗ : Vρ−µi → Vρ. (4.24)
Here, there is ambiguity of complex number with norm 1 on each equation.
Proof. We have an embedding from Vρ+µi to Vρ ⊗ Cm,
Θ′+i : Vρ+µi ∋ φ 7→ Θ′+i(φ) =
∑
pρ+µiρ (ǫ¯k)φ⊗ ǫk ∈ Vρ ⊗ Cm.
It is from Schur’s lemma that there is a complex number a such that Θ′+i =
aΘ+i, that is, ∑
pρ+µiρ (ǫ¯k)φ⊗ ǫk = a
∑
pρρ+µi(ǫk)
∗φ⊗ ǫk
for any φ in Vρ+µi . Then we have p
ρ+µi
ρ (u¯) = ap
ρ
ρ+µi(u)
∗. Furthermore, we
know that
γ+i =
∑
k
pρρ+µi(ǫk)
∗pρρ+µi(ǫk) = |a|−2
∑
pρ+µiρ (ǫ¯k)p
ρ+µi
ρ (ǫ¯k)
∗ = |a|−2.
Thus, it holds that pρ+µiρ (u¯) =
e
√−1θ
√
γ+i
pρρ+µi(u)
∗. The ambiguity e
√−1θis due to
the discussion in Remark 4.1. 
5 Algebraic relations for Clifford homomor-
phisms
In this section, we have further relations for the Clifford homomorphisms.
From theorem 4.5 or corollary 4.6, our problem reduces to construct relations
between {eqkl}q and {e˜qkl}q.
It follows from lemma 3.1 and 3.3 that∑
eqileki = e
q+1
kl −meqkl + δklcq,∑
e˜qile˜ki = e˜
q+1
kl −me˜qkl + δklc˜q.
(5.1)
The next lemma allows us to represent e˜qkl as a linear combination of {eplk}p
whose coefficients are polynomials of the Casimir elements.
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Lemma 5.1. Let eqkl and e˜
q
lk be the elements in U(gl(m,C)) defined in (3.1)
and (3.8). There exists a set of polynomials {bq,p(c)|0 ≤ p ≤ q} of Casimir
elements c = (c0, c1, · · · ) such that
e˜qkl =
q∑
p=0
bq,p(c)e
p
lk (5.2)
for any k, l.
Proof. We prove the lemma by an induction for q. When q is 0 and 1, the
lemma is trivial. We assume that the lemma holds for non-negative integers
≤ q. Then, for any k, l,
e˜q+1kl =
∑
i
e˜qkie˜il = −
∑
i
e˜qkieli = −
∑
i
q∑
p=0
bq,pe
p
ikeli
=−
q∑
p=0
bq,p(e
p+1
lk −meplk + δlkcp) (by (5.1))
=− bq,qeq+1lk +
q∑
p=1
(mbq,p − bq,p−1)eplk + (mbq,0 −
q∑
p=0
bq,pcp)δlk
=
q+1∑
p=0
bq+1,pe
p
lk.
Thus there exists a set of polynomials {bq,p}q,p of the Casimir elements, which
are defined inductively. 
In the above proof, we have a recursion formula for {bq,p}q,p. Since it is a
little difficult to solve the recursion formula, we consider the equation
q∑
p=0
(
q
p
)
(−m)q−pe˜pkl =
q∑
p=0
aq,p(c)e
p
lk, (5.3)
and a recursion formula for {aq,p}q,p.
Lemma 5.2. Let aq,p(c) be a polynomial of the Casimir elements c = (c0, c1, · · · )
satisfying (5.3). Then {aq,p}0≤p≤q are given inductively by the recursion for-
mula
aq,p = (−1)paq−p,0, aq,q = (−1)q, aq,0 = −
q−1∑
p=0
ap,0xq−p, (5.4)
where we set xp := (−1)p−1cp−1 for p = 1, 2, · · · .
17
Proof.
q+1∑
p=0
(
q + 1
p
)
(−m)q+1−pe˜pkl =
q+1∑
p=0
((
q
p
)
+
(
q
p− 1
))
e˜pkl(−m)q+1−p
=−m
q∑
p=0
aq,pe
p
lk +
∑
i
q+1∑
p=1
(
q
p− 1
)
e˜p−1ki e˜
1
il(−m)q+1−p
=−m
q∑
p=0
aq,pe
p
lk +
∑
i
q∑
p=0
aq,pe
p
ik(−eli)
=−m
q∑
p=0
aq,pe
p
lk +
q∑
p=0
aq,p(−ep+1lk +meplk − δlkcp)
=−
q+1∑
p=1
aq,p−1e
p
lk − (
q∑
p=0
aq,pcp)δlk =
q+1∑
p=0
aq+1,pe
p
lk.
Then we have a recursion formula of {aq,p}0≤p≤q,
aq,p = −aq−1,p−1, a0,0 = 1, aq,0 = −
q−1∑
p=0
aq−1,pcp.
This formula is equivalent to (5.4). 
To give the solution of (5.4), we prepare a generating function of valuable z
whose coefficients are polynomials of x = (x1, x2, · · · ). We define a generating
function K(z) by
K(z) :=
∞∑
n=0
Kn(x)z
n =
1
1 + x1z1 + x2z2 + · · · . (5.5)
Here, each coefficient of z is
Kn(x) =
∑
i1+2i2+···+nin=n
(i1 + i2 + · · ·+ in)!
i1!i2! · · · in! (−x1)
i1 · · · (−xn)in (5.6)
(see [MS]). We know that the first few terms are
K0(x) = 1, K1(x) = −x1, K2(x) = x21 − x2, K3(x) = −x31 + 2x1x2 − x3,
and Kn(x) satisfies
Kn(x1,−x2, x3,−x4 · · · ) = (−1)nKn(−x). (5.7)
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Let us give a recursion formula of {Kn(x)}n. Because of the definition of
K(z), we have
1 = (
∞∑
i=0
xiz
i)(
∞∑
j=0
Kj(x)z
j) =
∞∑
q=0
(
q∑
p=0
Kp(x)xq−p)z
q.
Compare the coefficients of zn, and we have
K0(x) = 1, Kq(x) = −
q−1∑
p=0
Kp(x)xq−p. (5.8)
This is just the recursion formula (5.4) of {ap,0}p≥0. Then we conclude that
aq,p = (−1)paq−p,0 = (−1)pKq−p(c0,−c1, c2, · · · ) = (−1)qKq−p(−c).
Thus, we have the following theorem.
Theorem 5.3. Let {epkl}p and {e˜pkl}p be the elements of U(gl(m,C)) given
in (3.1) and (3.8). Then it holds that
q∑
p=0
(
q
p
)
(−m)q−pe˜pkl = (−1)q
q∑
p=0
Kq−p(−c)eplk, (5.9)
where
Kn(−c) =
∑
i1+2i2+···+nin=n
(i1 + i2 + · · ·+ in)!
i1!i2! · · · in! c
i1
0 · · · cinn−1. (5.10)
We take the involution of the above relation and have
q∑
p=0
(
q
p
)
(−m)q−pepkl = (−1)q
q∑
p=0
Kq−p(−c˜)e˜plk. (5.11)
Taking the trace of (5.9), we have a relation between the Casimir elements
{cp}p and {c˜p}p.
Corollary 5.4. The Casimir elements {cp}p and {c˜p}p are related to each
other as follows:
q∑
p=0
(
q
p
)
(−m)q−pc˜p = (−1)qKq+1(−c),
q∑
p=0
(
q
p
)
(−m)q−pcp = (−1)qKq+1(−c˜).
(5.12)
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The above theorem induces relations for the Clifford homomorphisms.
Corollary 5.5. The Clifford homomorphisms p±i and p∗±i satisfy that∑
1≤i≤m
(w+i −m)qp+i(ǫk)∗p+i(ǫl)
=(−1)q
∑
1≤i≤m
(
q∑
p=0
πρ(Kq−p(−c))wp−i)p−i(ǫ¯l)∗p−i(ǫ¯k),∑
1≤i≤m
(w−i −m)qp−i(ǫ¯k)∗p−i(ǫ¯l)
=(−1)q
∑
1≤i≤m
(
q∑
p=0
πρ(Kq−p(−c˜))wp+i)p+i(ǫl)∗p+i(ǫk)
(5.13)
on irreducible U(m)-module Vρ with highest weight ρ.
Remark 5.1. This corollary says that p+i(ǫk)
∗p+i(ǫl) is a linear combination
of {p−i(ǫ¯l)∗p−i(ǫ¯k)}mi=1. Moreover, we remark that, if there are N irreducible
components in Vρ ⊗ Cm, then we have N components in Vρ ⊗ Cm, and vice
versa. So, if there are 2N Clifford homomorphisms on Vρ, then at most N
relations make sense in (5.13).
It follows from (5.12) that c˜q is a polynomial of {cp}p. Similarly, we can
express e˜qkl as a linear combination of {eplk}p whose coefficients are polynomials
of {cp}p. The following corollary is the answer to the recursion formula for
{bq,p}q,p in lemma 5.1.
Corollary 5.6. We can express e˜qkl and c˜q with {eplk}p and {cp}p as follows:
e˜qkl = (−1)q
q∑
p=0
{
q∑
s=p
(
q
s
)
(−m)q−sKs−p(−c)}eplk, (5.14)
c˜q = (−1)q
q∑
p=0
(
q
p
)
(−m)q−pKp+1(−c). (5.15)
6 Example: spinors and Clifford multiplica-
tions
We shall discuss spinors as an example and show that the Clifford homomor-
phisms on spinor space are the usual Clifford multiplications. Let R2m ≃ Cm
be the Euclidean space with standard complex structure J and Λ0,p be the
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space of (0, p)-forms. This space Λ0,p = Λp(Cm)∗ is irreducible U(m)-module
with highest weight ρ = (1p, 0m−p), and is isomorphic to Λp(Cm). The direct
sum
∑
Λ0,p is known as the spinor space associated to Cm.
We have four Clifford homomorphisms from Vρ = Λ
0,p to other U(m)-
modules,
p+1(ǫk) : Λ
0,p → Vρ+µ1 ,
p+(p+1)(ǫk) : Λ
0,p → Vρ+µp+1 = Λ0,p+1,
p−m(ǫ¯k) : Λ
0,p → Vρ−µm ,
p−p(ǫ¯k) : Λ
0,p → Vρ−µp = Λ0,p−1.
The conformal weights and γ±i associated to each Clifford homomorphism
are
w+1 = −1, γ+1 = p(m+ 1)
p+ 1
,
w+(p+1) = p, γ+(p+1) =
m− p
p+ 1
,
w−m = 0, γ−m =
(m+ 1)(m− p)
m− p+ 1 ,
w−p = m− p+ 1, γ−p = p
m− p+ 1 .
From theorem 4.5, it holds that
p+1(ǫk)
∗p+1(ǫl) + pp+1(ǫk)
∗pp+1(ǫl) = δkl,
p−m(ǫ¯l)
∗p−m(ǫ¯k) + p−p(ǫ¯l)
∗p−p(ǫ¯k) = δkl,
−p+1(ǫk)∗p+1(ǫl) + pp+(p+1)(ǫk)∗p+(p+1)(ǫl) = −πρ(elk),
(m− p+ 1)p−p(ǫ¯k)∗p−p(ǫ¯l) = πρ(ekl).
Here, we remark that other relations reduce to these equations. From the
above equations, we have
(p+ 1)p+(p+1)(ǫk)
∗p+(p+1)(ǫl) + (m− p+ 1)p−p(ǫ¯l)∗p−p(ǫ¯k) = δkl. (6.1)
We shall prove that this relation coincides with usual Clifford relation. We
set, for any p,
−ǫ¯k· := i(ǫ¯k) =
√
m− p+ 1 p−p(ǫ¯k) : Λ0,p → Λ0,p−1,
ǫk· := ǫk∧ =
√
p+ 1 p+(p+1)(ǫk) : Λ
0,p → Λ0,p+1.
(6.2)
It follows from (4.23) and (4.24) that we have
(ǫ¯k)
∗ = −ǫk, (ǫk)∗ = −ǫ¯k.
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Thus, the equation (6.1) means usual Clifford relation ǫk ǫ¯l + ǫ¯lǫk = −δkl.
Furthermore, we have
−ǫk ǫ¯l = πρ(ekl) (6.3)
on each U(m)-module Λ0,p.
Remark 6.1. How can we get other Clifford relations ǫkǫl + ǫlǫk = 0 and
ǫ¯k ǫ¯l + ǫ¯lǫ¯k = 0 ? We consider the orthogonal projection from Λ
0,p ⊗ S2(Cm)
onto Λ0,p+2. By using the tensor product decomposition rule, we have
Λ0,p ⊗ S2(Cm) = Vρ+2µ1 ⊕ Vρ+µ1+µp+1 .
So Λ0,p+2 does not appear as an irreducible component of Λ0,p ⊗ S2(Cm).
Thus, we have the relation ǫkǫl + ǫlǫk = 0 for k, l = 1, · · · , m.
Let us show an explicit formula of the orthogonal projection Π±i, which
is useful to construct (Ka¨hlerian) twistor spinors. Considering the projection
formula (4.21), we have
φ⊗ ǫk
=
∑
l
p+(p+1)(ǫl)
∗p+(p+1)(ǫk)φ⊗ ǫl + p+1(ǫl)∗p+1(ǫk)φ⊗ ǫl
=− 1
p+ 1
∑
l
ǫ¯l · ǫk · φ⊗ ǫl + (φ⊗ ǫk + 1
p+ 1
∑
l
ǫ¯l · ǫk · ψ ⊗ ǫl)
(6.4)
for φ in Λ0,p. Similarly, we have
φ⊗ ǫ¯k = − 1
m− p+ 1
∑
l
ǫl · ǫ¯k · φ⊗ ǫ¯l + (φ⊗ ǫ¯k + 1
m− p+ 1
∑
l
ǫl · ǫ¯k · φ⊗ ǫ¯l).
(6.5)
7 The Ka¨hlerian gradients and their confor-
mal covariance
In this section, we shall define the Ka¨hlerian gradients on almost Hermitian
manifolds, and show their conformal covariance.
Let M be a real 2m-dimensional almost Hermitian manifold with almost
complex structure J and Hermitian metric g. Here, a Riemannian metric g
is called Hermitian metric if g is compatible with J . The complexification
of the tangent bundle splits into the direct sum of the (1, 0)-tangent bundle
T 1,0(M) and the (0, 1)-tangent bundle T 0,1(M) with respect to J , where
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each bundle is equipped with Hermitian metric. Since the almost Hermitian
structure gives a reduction to U(m) of the structure group of frame bundle
on M , we have a principal bundle U(M) with structure group U(m) which
is a bundle of the unitary frames on M .
Let (πρ, Vρ) be an irreducible unitary representation of U(m) with highest
weight ρ and Sρ be the associated bundle U(M) ×ρ Vρ whose fiber metric
is induced from the inner product on Vρ. We fix a connection ω on U(M),
namely, a linear connection compatible with g and J . This connection gives
a covariant derivative ∇ preserving the metric on Sρ,
∇ : Γ(Sρ)→ Γ(Sρ ⊗ T ∗(M)) = Γ(Sρ ⊗ (T ∗(M)⊗ C)). (7.1)
The complexified cotangent bundle T ∗(M)⊗ C splits as Λ1,0(M)⊕ Λ0,1(M)
and hence the connection ∇ also splits as ∇1,0 +∇0,1. Regard Λ1,0(M) and
Λ0,1(M) as T 0,1(M) and T 1,0(M) by g, and we have descriptions of ∇1,0 and
∇0,1 as follows:
∇1,0φ =
∑
1≤k≤m
∇ǫkφ⊗ ǫ¯k ∈ Γ(Sρ ⊗ T 0,1(M)),
∇0,1φ =
∑
1≤k≤m
∇ǫ¯kφ⊗ ǫk ∈ Γ(Sρ ⊗ T 1,0(M))
(7.2)
for φ in Γ(Sρ). Here, {ek, Jek}mk=1 is a local orthonormal frame of T (M), and
{ǫk, ǫ¯k}mk=1 are local unitary frames of T 1,0(M) and T 0,1(M) given as
ǫk =
1√
2
(ek −
√−1Jek), ǫ¯k = 1√
2
(ek +
√−1Jek). (7.3)
We have already seen the decomposition Vρ ⊗ Cm =
∑
Vρ+µi and Vρ ⊗
Cm =
∑
Vρ−µi in section 4. Hence, the tensor product bundle Sρ ⊗ T 1,0(M)
and Sρ ⊗ T 0,1(M) are decomposed as
Sρ ⊗ Λ0,1(M) = Sρ ⊗ T 1,0(M) =
∑
i
Sρ+µi ,
Sρ ⊗ Λ1,0(M) = Sρ ⊗ T 0,1(M) =
∑
i
Sρ−µi .
(7.4)
Here, when ρ± µi is not dominant integral, we put Sρ±µi := M × {0}.
Definition 7.1. Let Sρ, Sρ±µi , ∇1,0, and ∇0,1 be as above. We define a set
of first order differential operators {D±i}mi=1 to be
D+i : Γ(Sρ)
∇0,1−−→ Γ(Sρ ⊗ Λ0,1(M)) ≃−→ Γ(Sρ ⊗ T 1,0(M)) Π+i−−→ Γ(Sρ+µi),
D−i : Γ(Sρ)
∇1,0−−→ Γ(Sρ ⊗ Λ1,0(M)) ≃−→ Γ(Sρ ⊗ T 0,1(M)) Π−i−−→ Γ(Sρ−µi),
(7.5)
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where Π±i is the orthogonal projection to Sρ±µi defined fiberwise. We call
these operators the Ka¨hlerian gradients associated to ρ.
Remark 7.1. If we consider a diffeomorphism φ : M 7→ M ′ preserving al-
most Hermitian structure and connection, then φ(D±i) = D′±i. Thus, the
Ka¨hlerian gradients are the U(m)-invariant first order differential operators.
To give a formula of D±i, we lift the Clifford homomorphisms to bun-
dle homomorphisms. Since T 1,0(M) and Sρ are vector bundle associated to
U(M), we define the Clifford (bundle) homomorphisms from Sρ to Sρ+µi by
(T 1,0(M))x × (Sρ)x ∋ [p, u]× [p, φ] 7→ [p, p+i(u)φ] ∈ (Sρ+µi)x,
where x is in M and p is in U(M). We know from proposition 4.2 that
this map is well-defined. Thus, we have bundle homomorphisms p+i(X) ∈
Γ(Hom(Sρ,Sρ+µi)) and p−i(X) ∈ Γ(Hom(Sρ,Sρ−µi)) for eachX in Γ(T 1,0(M)).
Proposition 7.2. Let D±i be the Ka¨hlerian gradient and p±i be the Clifford
homomorphism. Then
D+i =
∑
p+i(ǫk)∇ǫ¯k : Γ(Sρ)→ Γ(Sρ+µi),
D−i =
∑
p−i(ǫ¯k)∇ǫk : Γ(Sρ)→ Γ(Sρ−µi).
(7.6)
The following results in the theory of the Dirac operator can be general-
ized to the ones for D±i:
1. The Dirac operator D satisfies [D, f ] = D ◦ f − fD = gradf · for f in
C∞(M). Here, gradf · is the Clifford multiplication of gradient vector
field of f .
2. The connection on spinor bundle S(M) is compatible with the Levi-
Civita connection, that is, ∇V (W · φ) =W · (∇V φ) + (∇VW ) · φ for φ
in Γ(S(M)) and V,W in Γ(T (M)).
3. The Dirac operator has a conformal covariance.
First, we easily show from the above proposition that
Proposition 7.3. Let f be a smooth function on M . Then
[D+i, f ] = p+i((gradf)
1,0), [D−i, f ] = p−i((gradf)
0,1), (7.7)
where (gradf)1,0 and (gradf)0,1 are the (1, 0)- and (0, 1)-part of gradient vec-
tor field of f .
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Next, we shall prove that the covariant derivative ∇ on Sρ is compatible
with the ones on T 1,0(M) and T 0,1(M). We take a local unitary frame {ǫk}k
and the connection ω on U(M). The covariant derivative ∇ on T 1,0(M) is
expressed as
∇V ǫl =
∑
k
ωkl (V )ǫk =
∑
k
g(∇V ǫk, ǫ¯l)ǫk,
where (ωkl )k,l is a local connection 1-form of ω with respect to {ǫk}k. Since
the frame {ǫk}k induces a local unitary frame {sα}dimVρα=1 of Sρ, the covariant
derivative ∇ on Sρ is expressed as
∇V sα =
∑
ωkl (V )πρ(ekl)sα.
Here, ekl is a local section of U(M) ×Ad gl(m,C) corresponding to a local
section ǫk ⊗ ǫ¯l of T 1,0(M) ⊗ T 0,1(M). From this local expression of ∇, we
have
Proposition 7.4. The Clifford homomorphisms p+i(X) and p−i(X) for X
in Γ(T 1,0(X)) satisfy that
∇V (p+i(X)φ) = p+i(∇VX)φ+ p+i(X)∇V φ,
∇V (p−i(X)φ) = p+i(∇VX)φ+ p+i(X)∇V φ.
(7.8)
for φ in Γ(Sρ) and V in Γ(T (M)).
Proof. We take local frames {ǫk}k of T 1,0(M) and {sα}α of Sρ as above. Then
p+i(∇V ǫk)sα + p+i(ǫk)∇V sα
=
∑
l
ωlk(V )p+i(ǫl)sα +
∑
ωst (V )p+i(ǫk)πρ(est)sα
=
∑
l
ωlk(V )p+i(ǫl)sα +
∑
ωst (V )(−δktp+i(ǫs) + πρ+µi(est)p+i(ǫk))sα
=
∑
l
ωlk(V )p+i(ǫl)sα −
∑
ωsk(V )p+i(ǫs)sα +
∑
ωst (V )πρ+µi(est)p+i(ǫk)sα
=∇V (p+i(ǫk)sα),
where we use the infinitesimal expression of the equation (4.6),
δktp+i(ǫs) = πρ+µi(est)p+i(ǫk)− p+i(ǫk)πρ(est).

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In the rest of this section, we prove a conformal covariance of D±i. The
method is same to the conformal covariance of the Dirac operator (cf. [LM]).
The connection on U(M) in our definition of D±i may be arbitrary. But we
should choose more geometric connections on U(M) as follows:
1. The Hermitian connection ωh when J is integrable.
2. The u(m)-component ωu of the Levi-Civita connection ωg with respect
to g.
The first connection ωh is unique connection such that ∇hg = 0, ∇hJ = 0,
and the (1, 1)-part of torsion tensor vanishs. We define the second connection
ωu more precisely. We take the Levi-Civita connection ωg, whose connection
1-form is so(2m)-valued. Considering the inclusion u(m) ⊂ so(2m), we can
take the u(m)-component ωu of ωg, which is a connection on U(M) (see
[KN]). Such a connection is given by
∇uVW = ∇gVW −
1
2
J(∇gV J)(W ) =
1
2
(∇gVW − J(∇gV (JW ))) (7.9)
for V and W in Γ(T (M)).
Proof. For V in T (M), the projections to (1, 0)- and (0, 1)-part are
π1,0(V ) =
1
2
(1−√−1J)V ∈ T 1,0(M), π0,1(V ) = 1
2
(1 +
√−1J)V ∈ T 0,1(M).
Then the u(m)-component ωu of the Levi-Civita connection is
∇uVW = π1,0∇gV π1,0W + π0,1∇gV π0,1W
=
1
2
(∇gVW − J(∇gV (JW )))
= ∇gVW −
1
2
J(∇gV J)(W ).

We can easily show that this covariant derivative ∇u preserves g and J and
gives a connection ωu onU(M). But, the torsion tensor of ωu does not always
vanish. In fact, the torsion tensor is a (1, 1)-tensor. We know that an almost
Hermitian manifold M is a Ka¨hler manifold if and only if ωu = ωh = ωg.
Let us consider a conformal deformation of Hermitian metric, g 7→ g′ =
e2σ(x)g for σ(x) in C∞(M). The metric g′ is also a Hermitian metric on M .
This deformation induces a principal bundle isomorphism
Ψ : U(M) ∋ p = (ǫ1, · · · , ǫm) 7→ p′ = e−σ(x)(ǫ1, · · · , ǫm) ∈ U′(M),
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and a bundle isomorphism
ψρ : Sρ = U(M)×ρ Vρ ∋ [p, φ] 7→ [p′, φ] ∈ U′(M)×ρ Vρ = S′ρ.
Then the operators D±i and D′±i on Sρ and S
′
ρ are related as follows:
Theorem 7.5. 1. Let M be a Hermitian manifold with Hermitian metric
g. The Ka¨hlerian gradients {D±i}i associated to the Hermitian connec-
tion have conformal covariance,
D′±i = e
(±πρ(c1)−1)σψρ±µi ◦D±i ◦ (e±πρ(c1)σψρ)−1. (7.10)
Here, c1 is the Casimir element with degree 1.
2. Let M be an almost Hermitian manifold with Hermitian metric g. The
operators {D±i}i associated to the u(m)-component of the Levi-Civita
connection have conformal covariance,
D′±i = e
(−w±i−1)σψρ±µi ◦D±i ◦ (e−w±iσψρ)−1. (7.11)
Here, w±i is the conformal weight associated to ρ.
Remark 7.2. 1. This theorem provides the reason why we call w±i the
conformal weight.
2. When dimkerD±i is finite, dim kerD±i is a conformal invariant of M .
Proof. First, we shall prove the conformal covariance (7.10). We set hkl¯ :=
g(ǫk, ǫ¯l) and H := (hkl¯)kl, then a local connection 1-from of ω
h is given by
H−1∂H = (hks¯∂hsl¯)kl.
Under the conformal deformation g 7→ g′ = e2σg, we have
ω′kl (V ) = g
′(∇′V ǫ′k, ǫ¯′j)
= g′(∇V ǫ′k + ((V −
√−1JV )σ)ǫ′k, ǫ′l)
= −√−1(JV σ)δkl + ωkl (V ),
and
∇′V ψρ(sα) =
∑
ω′kl (V )πρ(e
′
kl)ψρ(sα)
= ψρ{
∑
(ωkl (V )−
√−1(JV σ)δkl)πρ(ekl)sα}
= ψρ{∇V sα −
√−1πρ(c1)(JV σ)sα}
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on each associated bundle. Then, for φ in Γ(Sρ),
D′+iψρ(φ) =
∑
k
p+i(ǫ
′
k)∇′ǫ¯′
k
ψρ(φ)
= e−σψρ+µi{
∑
k
p+i(ǫk)(∇ǫ¯k − πρ(c1)(ǫ¯kσ))φ}
= e−σψρ+µi{D+iφ− πρ(c1)p+i((gradσ)1,0)φ}.
It follows from this equation and (7.7) that
D′±i = e
(±πρ(c1)−1)σψρ±µi ◦D±i ◦ (e±πρ(c1)σψρ)−1.
Next, we shall prove the conformal covariance (7.11). The Levi-Civita con-
nection changes under the conformal deformation g 7→ g′ = e2σg as
∇g′VW = ∇gVW + (V σ)W + (Wσ)V − g(V,W )σ.
So the local connection 1-from of the u(m)-component changes as
ω′kl (V ) = ω
k
l (V ) + (ǫlσ)g(V, ǫ¯k)− (ǫ¯kσ)g(V, ǫl),
and the covariant derivative on each associated bundle does as
∇′V ψρ(sα) = ψρ{∇V sα+
∑
(ǫlσ)g(V, ǫ¯k)πρ(ekl)sα−
∑
(ǫ¯kσ)g(V, ǫl)πρ(ekl)sα}.
Then, from (4.10), we have
D′+iψρ(φ) = e
−σψρ+µi{
∑
k
p+i(ǫk)(∇ǫ¯k −
∑
i
(ǫ¯lσ)πρ(elk))φ}
= e−σψρ+µi{D+iφ+ w+ip+i((gradσ)1,0)φ}
Then we have the conformal covariance (7.11). Similarly we can prove the
conformal invariance for D−i. 
Example 7.1. We consider a Riemannian surface M whose Riemannian
metric is always a Ka¨hler metric. The irreducible representations of U(1)
are parametrized by l in Z. For each irreducible representation (πl, Vl) , we
have the conformal weight w±1 = ∓l. On the other hands, we know that
the Casimir operator πl(c1) is l on Vl. Thus, the conformal covariance (7.10)
coincides with (7.11) on Riemannian surfaces.
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8 The Bochner identities on Ka¨hler mani-
folds
In this section, we extend the relations for the Clifford homomorphisms to
the (generalized) Bochner identities for the Ka¨hlerian gradients on Ka¨hler
manifolds. From now on, we assume that M is a Ka¨hler manifold with
Ka¨hler metric g, and the connection on U(M) is the Levi-Civita connection.
We define a second order differential operator ∇2V,W on Sρ for vector fields
V and W by
∇2V,W := ∇V∇W −∇∇VW : Γ(Sρ)→ Γ(Sρ). (8.1)
We denote the formal adjoint operator of ∇ by ∇∗. Then the connection
Laplacian is given by
∇∗∇ = −
∑
k
(∇2ek,ek +∇2Jek,Jek) = −
∑
∇2ǫ¯k,ǫk −
∑
∇2ǫk,ǫ¯k . (8.2)
Thus the connection Laplacian splits into the sum of ∇1,0∗∇1,0 and ∇0,1∗∇0,1,
∇1,0∗∇1,0 = −
∑
∇2ǫ¯k,ǫk , ∇0,1∗∇0,1 = −
∑
∇2ǫk,ǫ¯k . (8.3)
On the other hand, the difference between ∇1,0∗∇1,0 and ∇0,1∗∇0,1 gives
a bundle endomorphism of Sρ depending on the curvature. Furthermore,
we show that some linear combinations of {D±i}i are also bundle endomor-
phisms on Sρ depending on the curvature. So, for a while, we discuss such
endomorphisms.
The curvature RT on tangent bundle of T (M) is given by
RT (V,W ) := ∇2V,W −∇2W,V for V,W in T (M). (8.4)
On Ka¨hler manifolds, this curvature tensor RT satisfies JRT (V,W ) = RT (V,W )J
and RT (JV, JW ) = RT (V,W ). So, RT is an u(m)-valued (1, 1)-form and
leads to the curvature on T 1,0(M) and T 0,1(M). For example, the curvature
on T 1,0(M) is
RT 1,0(V,W ) =
∑
g(RT (V,W )ǫl, ǫ¯k)ǫk ⊗ ǫ¯l
=
∑
g(RT (V,W )ǫl, ǫ¯k)ekl,
(8.5)
where g is extended complex linearly to a complex metric on T (M)⊗ C.
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Contracting components of RT , we have the Ricci curvature Ric and the
scalar curvature κ,
Ric(V,W ) =
√−1g(
∑
RT (ǫk, ǫ¯k)V, JW ), (8.6)
κ = 2
∑
g(RT (ǫk, ǫ¯k)ǫl, ǫ¯l). (8.7)
Let Rρ be the curvature of ∇ on Sρ,
Rρ(V,W ) := ∇V∇W −∇W∇V −∇[V,W ] = ∇2V,W −∇2W,V . (8.8)
Since the derivative ∇ on Sρ is induced from the Levi-Civita connection, we
have a formula of Rρ,
Rρ(V,W ) =
∑
g(RT (V,W )ǫl, ǫ¯k)πρ(ekl). (8.9)
We shall contract the curvature Rρ by the action of the enveloping algebra
bundle on M and give some bundle endomorphisms of Sρ. We define the
enveloping algebra bundle U(gl(m,C)) on M to be
U(gl(m,C)) := U(M)×Ad U(gl(m,C)). (8.10)
Here, Ad is the adjoint representation of U(m) on U(gl(m,C)). Each fiber
of U(gl(m,C)) has an algebra structure isomorphic to U(gl(m,C)), and each
associated bundle Sρ is a bundle of U(gl(m,C))-module.
Definition 8.1. Let Rρ be the curvature of ∇ on Sρ. We define a set of
bundle endomorphisms {Rqρ, R˜qρ}q≥0 depending on Rρ by
Rqρ :=
∑
kl
πρ(e
q
lk)Rρ(ǫk, ǫ¯l) ∈ Γ(End(Sρ)), (8.11)
R˜qρ :=
∑
kl
πρ(e˜
q
kl)Rρ(ǫk, ǫ¯l) ∈ Γ(End(Sρ)), (8.12)
where eqkl and e˜
q
kl are local sections of U(gl(m,C)) corresponding to (3.1) and
(3.8). We call these bundle endomorphisms the curvature endomorphisms on
Sρ.
The curvature endomorphisms have real eigenvalues on each point. In
fact, we have
Proposition 8.2. The curvature endomorphisms Rqρ and R˜
q
ρ are self adjoint
bundle endomorphisms, that is,
(Rqρφ1, φ2)x = (φ1, R
q
ρφ2)x, (R˜
q
ρφ1, φ2)x = (φ1, R˜
q
ρφ2)x (8.13)
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for x in M and φ1, φ2 in (Sρ)x. Furthermore, it holds that
q∑
p=0
(
q
p
)
(−m)q−pR˜pρ = (−1)q
q∑
p=0
πρ(Kq−p(−c))Rqρ. (8.14)
The curvature endomorphism Rqρ is called positive (resp. negative) if all the
eigenvalues of (Rqρ)x is positive (resp. negative) for any x in M .
Proof. From the definition of Rqρ, we have
Rqρ =
∑
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k)πρ(e
q
ji)πρ(ekl) =
∑
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k)πρ(e
q
jiekl).
Then
Rqρ
=
∑
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k)πρ(e
q
jiekl)
=
∑
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k)(πρ(ekle
q
ji)− δljπρ(eqki) + δkiπρ(eqjl)) (by (3.2))
=
∑
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k)πρ(ekle
q
ji)− g(RT (ǫi, ǫ¯j)ǫj , ǫ¯k)πρ(eqki) + g(RT (ǫi, ǫ¯j)ǫl, ǫ¯i)πρ(eqjl)
=
∑
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k)πρ(ekle
q
ji)− g(RT (ǫl, ǫ¯l)ǫi, ǫ¯k)πρ(eqki) + g(RT (ǫi, ǫ¯i)ǫl, ǫ¯j)πρ(eqjl)
=
∑
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k)πρ(ekl)πρ(e
q
ji),
where we use the Bianchi’s identities for RT . Then we have
(Rqρ)
∗ =
∑
g(R(ǫ¯i, ǫj)ǫ¯l, ǫk)πρ(ekl)
∗πρ(eiq−1i)
∗ · · ·πρ(eji1)∗
=
∑
g(R(ǫj, ǫ¯i)ǫk, ǫ¯l)πρ(elk)πρ(eiiq−1) · · ·πρ(ei1j)
=
∑
g(R(ǫi, ǫ¯j)ǫl, ǫ¯k)πρ(ekl)πρ(ejiq−1) · · ·πρ(ei1i) = Rqρ.
The second assertion can be proved by using theorem 5.3. 
Example 8.1. In the case of q = 0, the curvature endomorphisms R0ρ and
R˜0ρ become
R0ρ = R˜
0
ρ =
∑
Rρ(ǫk, ǫ¯k) =
∑
i,j
g(
∑
k
RT (ǫk, ǫ¯k)ǫj , ǫ¯i)πρ(eij). (8.15)
This is the so-called mean curvature on Sρ. We show that, ifM is a Ricci-flat
Ka¨hler manifold, then R0ρ = R˜
0
ρ = 0.
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Example 8.2. If M is a Ka¨hler manifold of constant holomorphic sectional
curvature= r, then RT on T (M) satisfies
g(RT (ǫi, ǫ¯j)ǫl, ǫ¯k) =
r
2
(δklδij + δljδki).
The curvature endomorphism Rqρ is also constant for any q, which is given
by
Rqρ =
r
2
πρ(cqc1 + cq+1). (8.16)
Example 8.3. We think of the curvature endomorphisms on the spinor bun-
dle
∑
Λ0,p(M), where Λ0,p(M) is SΛ0,p with Λ
0,p := (1p, 0m−p). It is from (6.3)
that the 0-th curvature endomorphism is
R0Λ0,p =
∑
g(RT (ǫk, ǫ¯k)ǫj, ǫ¯i)πΛ0,p(eij) = −
∑
g(RT (ǫk, ǫ¯k)ǫj , ǫ¯i)ǫi · ǫ¯j · .
In particular, we have
RΛ0,m =
∑
g(RT (ǫk, ǫ¯k)ǫj , ǫ¯i)δij =
κ
2
.
We calculate the first curvature endomorphism R1Λ0,p . From the definition of
R1Λ0,p , we have
R1Λ0,p =
∑
g(RT (ǫk, ǫ¯l)ǫj , ǫ¯i)πΛ0,p(elk)πΛ0,p(eij)
=
∑
g(RT (ǫk, ǫ¯l)ǫj , ǫ¯i)ǫl · ǫ¯k · ǫi · ǫ¯j · .
Then the Bianchi’s identity and the Clifford algebra relations lead us to
R1Λ0,p = R
0
Λ0,p . Thus, we conclude that
R1Λ0,p = R
0
Λ0,p =

0 for p = 0,
κ/2 for p = m,∑−g(RT (ǫk, ǫ¯k)ǫj , ǫ¯i)ǫi · ǫ¯j · otherwise. (8.17)
The curvature endomorphisms R1Λ0,p and R
0
Λ0,p depend on the Ricci curvature
of M . The Ricci curvature is called positive if Ric(V, V ) > 0 for any real
vector field V 6= 0, or Ric(X, X¯) > 0 for any (1, 0)-vector field X 6= 0.
Then we show that, if the Ricci tensor is positive (resp. negative), then
R1Λ0,p = R
0
Λ0,p is positive (resp. negative) except p = 0. In fact, we take
eigenbasis {(ǫk)x}mk=1 of Ricx such that
Ric((ǫk)x, (ǫ¯l)x) = Ric((ek)x, (el)x) = Ric(Jx(ek)x, Jx(el)x) = λkδkl.
Then the eigenvalues of (R0Λ0,p)x are {λi1 + · · ·+ λip |1 ≤ i1 < · · · < ip ≤ m}.
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We consider the formal adjoint operator of D±i, whose principal symbol
is the Clifford homomorphism −p∗±i.
Proposition 8.3. We denote by D∗±i the formal adjoint operator of D±i such
that ∫
M
(D±iφ, ψ)dx =
∫
M
(φ,D∗±iψ)dx (8.18)
for all compactly supported φ in Γ(Sρ) and ψ in Γ(Sρ±i). Then D∗±i is ex-
pressed as follows.
D∗+i = −
∑
p+i(ǫk)
∗∇ǫk : Γ(Sρ+µi)→ Γ(Sρ), (8.19)
D∗−i = −
∑
p−i(ǫ¯k)
∗∇ǫ¯k : Γ(Sρ−µi)→ Γ(Sρ). (8.20)
Proof. We fix x in M and choose a local Hermitian frame {ǫk}k in a neigh-
borhood of x such that (∇ǫk)x = 0 for any k. Then, at x,
(D+iφ, ψ) =
∑
(p+i(ǫk)∇ǫ¯kφ, ψ) =
∑
(∇ǫ¯kφ, p+i(ǫk)∗ψ)
=
∑
{ǫ¯k(φ, p+i(ǫk)∗ψ)− (φ, p+i(∇ǫ¯kǫk)∗ψ)− (φ, p+i(ǫk)∗∇ǫkψ)}
=
∑
ǫ¯k(φ, p+i(ǫk)
∗ψ) + (φ,−
∑
p+i(ǫk)
∗∇ǫkψ)
=div(X¯) + (φ,−
∑
p+i(ǫk)
∗∇ǫkψ),
where X¯ is (0, 1)-vector field defined by the condition that g(X¯, Y ) = (φ, p+i(Y )
∗ψ)
for any (1, 0)-vector Y . We show that, on Ka¨hler manifolds, the divergence of
(0, 1)-vector field X¯ (resp. (1, 0)-vector field X) is div(X¯) =
∑
g(∇ǫ¯kX¯, ǫk)
(resp div(X) =
∑
g(∇ǫkX, ǫ¯k)). So we have proved the proposition. 
Lemma 8.4. The second order differential operators {D∗±iD±i}i satisfy that∑
1≤i≤m
wq+iD
∗
+iD+i = −
∑
πρ(e˜
q
kl)∇2ǫk,ǫ¯l, (8.21)∑
1≤i≤m
wq−iD
∗
−iD−i = −
∑
πρ(e
q
kl)∇2ǫ¯k,ǫl. (8.22)
Proof. This lemma is easily shown from (4.12) and (4.13):∑
wq+iD
∗
+iD+i =−
∑
wq+ip+i(ǫk)
∗∇ǫkp+i(ǫl)∇ǫ¯l
=−
∑
wq+ip+i(ǫk)
∗p+i(ǫl)∇ǫk∇ǫ¯l
=−
∑
wq+ip+i(ǫk)
∗p+i(ǫl)(∇ǫk∇ǫ¯l −∇∇ǫk ǫ¯l)
=−
∑
wq+ip+i(ǫk)
∗p+i(ǫl)∇2ǫk,ǫ¯l = −
∑
πρ(e˜
q
kl)∇2ǫk,ǫ¯l.

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We are ready for the Bochner identities for the Ka¨hlerian gradients.
Theorem 8.5 (The Bochner identities). We consider the Ka¨hlerian gra-
dients D±i : Γ(Sρ) → Γ(Sρ±µi) and their formal adjoint operators D∗±i :
Γ(Sρ±µi) → Γ(Sρ) on a Ka¨hler manifold M . Then the operators satisfy the
following identities:
1. (in the case of degree 0)∑
1≤i≤m
D∗−iD−i = ∇1,0∗∇1,0,
∑
1≤i≤m
D∗+iD+i = ∇0,1∗∇0,1, (8.23)∑
1≤i≤m
D∗−iD−i +D
∗
+iD+i = ∇1,0∗∇1,0 +∇0,1∗∇0,1 = ∇∗∇, (8.24)∑
1≤i≤m
D∗−iD−i −D∗+iD+i = ∇1,0∗∇1,0 −∇0,1∗∇0,1 = R0ρ. (8.25)
In particular, if M is a Ricci-flat Ka¨hler manifold, then∑
1≤i≤m
D∗−iD−i =
∑
1≤i≤m
D∗+iD+i. (8.26)
2. (in the case of degree 1)∑
1≤i≤m
w−iD
∗
−iD−i + w+iD
∗
+iD+i = R
1
ρ. (8.27)
3. (in the case of degree q)∑
0≤p≤q
(
q
p
)
(−m)q−pRpρ = (−1)q+1
∑
1≤i≤m
(
∑
0≤p≤q
πρ(Kq−p(−c˜))wp+i)D∗+iD+i
+
∑
1≤i≤m
(w−i −m)qD∗−iD−i. (8.28)
In particular, D∗−iD−i is expressed as a linear combination of {D∗+jD+j}mj=1
and {Rqρ}m−1q=0 .
Remark 8.1. It follows from the discussion in remark 5.1 that, if there are 2N
Ka¨hlerian gradients on Sρ, then at most N identities in (8.28) make sense.
The identities with degree q ≥ N reduces to the ones for 0 ≤ q ≤ N − 1. We
can also have∑
0≤p≤q
(
q
p
)
(−m)q−pR˜pρ
=(−1)q+1
∑
1≤i≤m
(
∑
0≤p≤q
πρ(Kq−p(−c))wp−i)D∗−iD−i +
∑
1≤i≤m
(w+i −m)qD∗+iD+i
for any q. But, these identities reduce to (8.28).
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Proof. We have known the relations (5.13) for principal symbols of the Ka¨hlerian
gradients, namely, the Clifford homomorphisms. Then∑
p
(
q
p
)
(−m)q−pRpρ
=
∑
p,k,l
(
q
p
)
(−m)q−pπρ(eplk)(∇2ǫk,ǫ¯l −∇2ǫ¯l,ǫk)
=
∑
k,l,i
(w−i −m)qp−i(ǫ¯l)∗p−i(ǫ¯k)∇2ǫk,ǫ¯l +
∑
i
(w−i −m)qD∗−iD−i
=
∑
k,l,i,p
(−1)qπρ(Kq−p(−c˜))wp+ip+i(ǫk)∗p+i(ǫl)∇2ǫk,ǫ¯l +
∑
i
(w−i −m)qD∗−iD−i
=
∑
i
(w−i −m)qD∗−iD−i + (−1)q+1
∑
i,p
πρ(Kq−p(−c˜))wp+iD∗+iD+i.

We sometimes deal with a vector bundle Sρ⊗E, where E is a Hermitian
holomorphic vector bundle on M with Hermitian connection ∇E. The Clif-
ford homomorphisms and the Ka¨hlerian gradients can be defined on Sρ ⊗E
like the twisted Dirac operator. The Clifford homomorphisms on Sρ⊗E are
given by
p+i(X)⊗ id : Sρ ⊗ E → Sρ+µi ⊗ E, p+i(X¯)⊗ id : Sρ ⊗ E → Sρ−µi ⊗ E,
and the operators are
DE+i :=
∑
k
(p+i(ǫk)⊗ id)(∇ǫ¯k ⊗ id + id⊗∇Eǫ¯k), (8.29)
DE−i :=
∑
k
(p−i(ǫ¯k)⊗ id)(∇ǫk ⊗ id + id⊗∇Eǫk). (8.30)
We call these operators the twisted Ka¨hlerian gradients on twisted associated
bundle. To provide the Bochner identities, we consider curvature endomor-
phisms on Sρ ⊗E depending on the curvature for E. We take the curvature
RE of ∇E and define curvature endomorphisms RqE by
R
q
E :=
∑
πρ(e
q
lk)⊗RE(ǫk, ǫ¯l) ∈ Γ(End(Sρ ⊗ E)). (8.31)
In particular, R0E depends on the mean curvature of ∇E , that is,
R0E = id⊗
∑
RE(ǫk, ǫ¯k). (8.32)
Then we have the Bochner identities for the twisted Ka¨hlerian gradients.
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Corollary 8.6. The twisted Ka¨hlerian gradients DE±i and (D
E
±i)
∗ satisfy∑
0≤p≤q
(
q
p
)
(−m)q−p(Rpρ +RpE)
= (−1)q+1
∑
1≤i≤m
(
∑
0≤p≤q
πρ(Kq−p(−c˜))wp+i)(DE+i)∗DE+i+
∑
1≤i≤m
(w−i−m)q(DE−i)∗DE−i
(8.33)
for any q in Z≥0. Here, Rqρ := R
q
ρ ⊗ id depends on the curvature for Sρ, and
R
q
E does on the curvature for E.
9 Some applications
Some applications are presented in this section, where we assume that M is
a closed Ka¨hler manifold.
9.1 Holomorphic sections and anti-holomorphic sec-
tions
We discuss holomorphic structure on Sρ. Let GLC(M) be the principal
bundle of holomorphic frames of Ka¨hler manifold M whose structure group
is GL(m,C). Since there is one-to-one correspondence between the complex
representations of GL(m,C) and the unitary representations of U(m), the
vector bundle Sρ associated to U(M) is also associated to GLC(M),
Sρ = U(M)×ρ Vρ = GLC(M)×ρ Vρ.
Thus, we know that the vector bundle Sρ has a holomorphic Hermitian struc-
ture. A point to notice in holomorphic category is that we can not use a
Hermitian frame, but a holomorphic frame. So the covariant derivative is
expressed as
∇1,0φ =
∑
∇∂/∂ziφ⊗ dzi, ∇0,1φ =
∑
∇∂/∂z¯iφ⊗ dz¯i,
and D±i is
D−i =
∑
p−i(dz
i)∇∂/∂zi, D+i =
∑
p+i(dz¯i)∇∂/∂z¯i.
The holomorphic and anti-holomorphic sections of Sρ are characterized as
ker∇0,1 = {holomorphic sections of Sρ},
ker∇1,0 = {anti-holomorphic sections of Sρ}.
(9.1)
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Proposition 9.1. 1. The holomorphic (anti-holomorphic) sections of Sρ
on a closed Ka¨hler manifold is characterized as an intersection of ker-
nels of the Ka¨hlerian gradients.
H0(M,Sρ) = {holomorphic sections of Sρ} =
⋂
1≤i≤m
kerD+i,
{anti-holomorphic sections of Sρ} =
⋂
1≤i≤m
kerD−i.
(9.2)
Furthermore, a holomorphic section φ of Sρ satisfies
Rqρ(φ) =
∑
i
wq−iD
∗
−iD−iφ, (9.3)
and an anti-holomorphic section φ does
R˜qρ(φ) =
∑
i
wq+iD
∗
+iD+iφ. (9.4)
2. On a closed Ricci-flat Ka¨hler manifold,
{holomorphic sections of Sρ}
={anti-holomorphic sections of Sρ}
={parallel sections of Sρ}.
(9.5)
3. If the Ricci curvature is non-positive and negative at some point, and
πρ(c1) =
∑
ρi is positive, then H0(M,Sρ) = {0}. On the other hand,
if the Ricci curvature is non-negative and positive at some point, and
πρ(c1) =
∑
ρi is negative, then H0(M,Sρ) = {0}.
Proof. The first and second assertions follow from the Bochner identities
in theorem 8.5. If we assume that the Ricci curvature is non-positive and
negative at some point, and πρ(c1) =
∑
ρi is positive, then we show from
(8.15) that R0ρ is non-positive and negative at some point. For a holomorphic
section φ of Sρ, we have
0 ≤
∑
‖D−iφ‖2 =
∫
M
(R0ρφ, φ)dx ≤ 0
So we know that φ is parallel. Since R0ρ is negative at some point, φ is zero
section. 
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Example 9.1 (holomorphic vector fields). The holomorphic vector fields
are holomorphic sections of T 1,0(M) = Sµ1 , where µ1 is (1, 0m−1). So, if the
Ricci curvature is non-positive and negative at some point, thenH0(M,T 1,0(M)) =
{0}.
Example 9.2 (holomorphic differential forms). The holomorphic q-forms
are holomorphic sections of Λq,0(M) = Sρ, where ρ is (0m−q, (−1)q). So, if the
Ricci curvature is non-negative and positive at some point, thenH0(M,Λq,0(M)) =
H0(M,Ωq) = Hq,0 = {0} for q ≥ 1.
Example 9.3 (holomorphic sections on CPm). LetM be a closed Ka¨hler
manifold of constant holomorphic sectional curvature = r > 0, which can be
identified with the complex projective space CPm (see [KN]). We take a
non-zero holomorphic section φ of Sρ. Then it is from (9.3) and (8.16) that
r
2
πρ(cqc1 + cq+1)φ =
∑
wq−iD
∗
−iD−iφ.
Then we have
D∗−iD−iφ =
r
2
γ−i(w−i + πρ(c1))φ =
r
2
γ−i(w−i +
∑
ρi)φ.
Thus non-zero holomorphic sections of Sρ on CP
m are eigensections for
D∗−iD−i with eigenvalue rγ−i(w−i +
∑
ρi)/2 .
9.2 The Bochner-Weitzenbo¨ck formula
We discuss the (generalized) Bochner-Weitzenbo¨ck formula for the Ka¨hlerian
gradients. We know that there always exist Sρ+µ1 and Sρ−µm in the decom-
position Sρ⊗T 1,0(M) =
∑
Sρ+µi and Sρ⊗T 0,1(M) =
∑
Sρ−µi . So we always
have the operators
D+1 : Γ(Sρ)→ Γ(Sρ+µ1), (9.6)
D−m : Γ(Sρ)→ Γ(Sρ−µm). (9.7)
We call D+1 the top operator and D−m the bottom operator. If we cancel the
top and bottom operators from the Bochner identities with degree 0 and 1,
we have the Bochner-Weitzenbo¨ck formula and a vanishing theorem for the
Ka¨hlerian gradients.
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Proposition 9.2. Let Sρ be the associated bundle with rank ≥ 2. Then the
Ka¨hlerian gradients D±i and D∗±i associated to ρ satisfy that∑
1≤i≤m−1
2(w−m − w−i)
w+1 + w−m
D∗−iD−i +
∑
2≤i≤m
2(w+1 − w+i)
w+1 + w−m
D∗+iD+i
= ∇∗∇− 2
w+1 + w−m
R1ρ −
w+1 − w−m
w+1 + w−m
R0ρ. (9.8)
If the curvature endomorphism
− 2
w+1 + w−m
R1ρ −
w+1 − w−m
w+1 + w−m
R0ρ
is non-negative and positive at some point, then⋂
1≤i≤m−1
kerD−i ∩
⋂
2≤i≤m
kerD+i = {0}.
We rewrite (9.8) with ρ = (ρ1, · · · , ρm) and have
∑
1≤i≤m−1
2(ρi − ρm +m− i)
ρ1 − ρm D
∗
−iD−i +
∑
2≤i≤m
2(ρ1 − ρi + i− 1)
ρ1 − ρm D
∗
+iD+i
= ∇∗∇+ 2
ρ1 − ρmR
1
ρ −
ρ1 + ρm
ρ1 − ρmR
0
ρ. (9.9)
Since ρ1 ≥ · · · ≥ ρm, the left hand side on (9.8) gives a non-negative operator.
When the rank of Sρ is 1, the representation (πρ, Vρ) is a one-dimensional
representation of U(m) whose highest weight is ρ = (km) for a k in Z. In
this case, the above corollary is not valid because of ρ1 = ρm. So we have to
assume that the rank of Sρ is more than 1 in the above proposition.
We discuss the case that the highest weight ρ is (km) for k ∈ Z. We denote
the canonical line bundle Λm,0(M) ofM by K, which is the associated bundle
S((−1)m). So the line bundle S(km) is isomorphic to K
−k := (K∗)k = (K¯)k.
On this line bundle, we have two operators
D−m : Γ(K
−k)→ Γ(K−k⊗Λ1,0(M)), D+1 = ∂¯ : Γ(K−k)→ Γ(K−k⊗Λ0,1(M)).
There are two identities for these operators,
D∗−mD−m +D
∗
+1D+1 = ∇∗∇, D∗−mD−m −D∗+1D+1 =
k
2
κ.
Because of D+1 = ∂¯, it holds that 2∂¯
∗∂¯ = ∇∗∇− kκ/2.
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9.3 The Dolbeault-Dirac operator
On a Ka¨hler manifold M , there is a natural spin-c structure and the spinor
bundle
∑
Λ0,p(M). From local calculations for spinors in section 6, we can
have some properties of the Dolbeault-Dirac operator on
∑
Λ0,p(M).
On each vector bundle SΛ0,p = Λ
0,p(M), we have four operators,
D−m :Γ(Λ
0,p(M))→ Γ(SΛ0,p−µm),
D−p :Γ(Λ
0,p(M))→ Γ(SΛ0,p−µp) = Γ(Λ0,p−1(M)),
D+1 :Γ(Λ
0,p(M))→ Γ(SΛ0,p+µ1),
D+(p+1) :Γ(Λ
0,p(M))→ Γ(SΛ0,p+µp+1) = Γ(Λ0,p+1(M)).
(9.10)
Here, we know that√
m− p+ 1D−p = −
∑
ǫ¯k · ∇ǫk = −∂¯∗, (9.11)√
p + 1D+(p+1) =
∑
ǫk∇ǫ¯k = ∂¯. (9.12)
The first order differential operator
√
2(∂¯ + ∂¯∗) on
∑
Λ0,p(M) is called the
Dolbeault-Dirac operator.
It is from the Bochner identities and (8.17) that
D∗−mD−m +D
∗
−pD−p +D
∗
+1D+1 +D
∗
+(p+1)D+(p+1) = ∇∗∇,
D∗−mD−m +D
∗
−pD−p −D∗+1D+1 −D∗+(p+1)D+(p+1) = R0Λ0,p ,
(m− p+ 1)D∗−pD−p −D∗+1D+1 + pD∗+(p+1)D+(p+1) = R1Λ0,p = R0Λ0,p .
(9.13)
Then we have the Bochner-Weitzenbo¨ck formula
2(m− p+ 1)D∗−pD−p + 2(p+ 1)D∗+(p+1)D+(p+1)
=∇∗∇ +R0Λ0,p = 2(∂¯∂¯∗ + ∂¯∗∂¯).
(9.14)
On the other hand, because of ∇1,0 = ∂ on Λ0,p(M), we have
D−m +D−p = ∂. (9.15)
The following proposition is well-known in Ka¨hler geometry.
Proposition 9.3. 1. If the Ricci curvature ofM is non-negative and pos-
itive at some point, then
dimH0,p = dimker ∂¯|Λ0,p ∩ ker ∂¯∗|Λ0,p = 0 (9.16)
for p = 1, · · · , m.
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2. A harmonic (0, p)-form φ satisfies
∂φ = 0, ∇∗∇φ = RΛ0,pφ. (9.17)
3. A holomorphic (0, p)-form φ satisfies
∂∗∂φ = ∂¯∂¯∗φ = −R0Λ0,pφ, (9.18)
where we say that φ is holomorphic if ∇0,1φ = 0.
4. If Ric ≥ c > 0, then every eigenvalue of 2(∂¯∂¯∗ + ∂¯∗∂¯) on Λ0,p(M)
satisfies
λ ≥ 2pc. (9.19)
Proof. If the Ricci curvature Ric is non-negative and positive at some point,
then R0Λ0.p is non-negative and positive at some point. The equation (9.16)
follows from the Bochner-Weitzenbo¨ck formula (9.14). The second and third
claims follow from (9.13). We shall prove the fourth claim. It follows from
(9.13) that, for a (0, p)-eigenform φ with eigenvalue λ,
λ‖φ‖2 =2(m− p+ 1)‖D−pφ‖2 + 2(p+ 1)‖D+(p+1)φ‖2
≥2(m− p+ 1)‖D−pφ‖2 + 2p‖D+(p+1)φ‖2
=2‖D+1φ‖2 + 2
∫
M
(R0Λ0,pφ, φ)
≥2
∫
M
(R0Λ0,pφ, φ) ≥ 2cp‖φ‖2.
We know that, if the equality sign holds on (9.19), then φ is holomorphic. 
9.4 The Dirac operator
We discuss the Dirac operator on a spin Ka¨hler manifold. A Ka¨hler manifold
M has a spin structure if and only if there exists a holomorphic square root
L :=
√
K of the canonical line bundle K = Λm,0(M). The spinor bundle on
a spin Ka¨hler manifold is S =
∑
Λ0,p(M) ⊗ L = ∑Λ0,p(M) ⊗ √K. It is
well-known that there is an anti-linear bundle isomorphism
j : Λ0,p(M)⊗ L ∋ ψ 7→ j(ψ) ∈ Λ0,m−p(M)⊗ L = Λ0,p(M)⊗ L (9.20)
such that j is parallel, and commute or anti-commute with Clifford multipli-
cations of real vectors, and j2 = (−1)m(m+1)/2 (cf. [K4]).
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On this spinor bundle, we have four operators,
DL−m :Γ(Λ
0,p(M)⊗ L)→ Γ(SΛ0,p−µm ⊗ L),
DL−p :Γ(Λ
0,p(M)⊗ L)→ Γ(Λ0,p−1(M)⊗ L),
DL+1 :Γ(Λ
0,p(M)⊗ L)→ Γ(SΛ0,p+µ1 ⊗ L),
DL+(p+1) :Γ(Λ
0,p(M)⊗ L)→ Γ(Λ0,p+1(M)⊗ L).
(9.21)
Here, we remark that, with respect to j, the operators DL−m, D
L
+1, D
L
−p, and
DL+(p+1) on Λ
0,p(M) ⊗ L correspond to DL+1, DL−m, DL+(m−p+1), and DL−(m−p)
on Λ0,m−p(M)⊗ L, respectively.
Now, we calculate the curvature endomorphisms R0L and R
1
L. The curva-
ture of L is
RL(ǫk, ǫ¯l) = R√Λm,0(ǫk, ǫ¯l) =
1
2
RΛm,0(ǫk, ǫ¯l) = −1
2
∑
g(RT (ǫi, ǫ¯i)ǫk, ǫ¯l).
Then we have
R0L = id⊗
∑
RL(ǫk, ǫ¯k) = id⊗ 1
2
R0Λm,0 = −
1
4
κ,
R1L =
∑
πΛ0,p(ekl)⊗ RL(ǫl, ǫ¯k) = −1
2
R1Λ0,p = −
1
2
R0Λ0,p .
It is from the Bochner identities that
(DL−m)
∗DL−m + (D
L
−p)
∗DL−p + (D
L
+1)
∗DL+1 + (D
L)∗+(p+1)D
L
+(p+1) = ∇∗∇,
(DL−m)
∗DL−m + (D
L
−p)
∗DL−p − (DL+1)∗DL+1 − (DL)∗+(p+1)DL+(p+1)
= R0Λ0,p +R
0
L = R
0
Λ0,p −
1
4
κ,
(m− p+ 1)(DL−p)∗DL−p − (DL+1)∗DL+1 + p(DL+(p+1))∗DL+(p+1)
= R1Λ0,p +R
1
L =
1
2
R0Λ0,p .
(9.22)
The Bochner-Weitzenbo¨ck formula gives the Lichnerowicz formula for the
Dirac operator D :=
√
2(∂¯L + ∂¯
∗
L),
2(m− p+ 1)(DL−p)∗DL−p + 2(p+ 1)(DL+(p+1))∗DL+(p+1)
=∇∗∇ + 1
4
κ = 2(∂¯L∂¯
∗
L + ∂¯
∗
L∂¯L) = D
2
(9.23)
on Λ0,p(M)⊗ L for any p.
The Bochner identities are applied to the following proposition shown by
K. D. Kirchberg in [K4].
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Proposition 9.4 ([K4]). 1. A holomorphic spinor φ of Λ0,p(M)⊗L sat-
isfies that
∂¯L∂¯
∗
Lφ =
1
2
R0Λ0,pφ. (9.24)
2. If R0Λ0,p − κ/4 is non-positive and negative at some point, there is no
holomorphic spinor of Λ0,p(M)⊗ L.
3. Let M be a closed spin Ka¨hler-Einstein manifold. If κ > 0 and p ≤
m/2, then there is no holomorphic spinor of Λ0,p(M)⊗ L.
Proof. The first and second assertions easily follow from (9.22). We shall
prove the third one. We have known that R0Λ0,m =
1
2
κ, where κ is constant
on a spin Ka¨hler-Einstein manifold. So we have
R0Λ0,p −
1
4
κ = R0Λ0,p −
1
2
R0Λ0,m = (
p
2m
− 1
4
)κ.
If κ > 0 and p < m/2, then R0Λ0,p−κ/4 is negative and there is no holomorphic
spinor. In the case that κ > 0 and p = m/2, we know that a holomorphic
spinor is parallel spinor. Since the Ricci curvature is zero on a spin manifold
with parallel spinor, we have a contradiction to κ > 0. 
We investigate the operators DL−m and D
L
+1. These operators are known
as the Ka¨hlerian twistor operators on M . It follows from (6.4) that
∇0,1φ
=
∑
∇ǫ¯kφ⊗ ǫk
=− 1
p+ 1
∑
ǫ¯i · ǫk · ∇ǫ¯kφ⊗ ǫi + (
∑
∇ǫ¯kφ⊗ ǫk +
1
p+ 1
∑
ǫ¯i · ǫk · ∇ǫ¯kφ⊗ ǫi)
=− 1
p+ 1
∑
ǫ¯i · ∂¯Lφ⊗ ǫi +
∑
(∇ǫ¯iφ+
1
p+ 1
∑
ǫ¯i · ∂¯Lφ)⊗ ǫi.
Similarly, we show from (6.5) that
∇1,0φ = − 1
m− p+ 1
∑
ǫi · ∂¯∗Lφ⊗ ǫ¯i +
∑
(∇ǫiφ+
1
m− p+ 1
∑
ǫi · ∂¯∗Lφ)⊗ ǫ¯i.
Proposition 9.5. Let φ be a spinor in Γ(Λ0,p(M)⊗ L). Then,
φ ∈ kerDL−m ⇐⇒ ∇X¯φ+
1
p+ 1
X¯ · ∂¯Lφ = 0 for any X in Γ(T 1,0(M)),
(9.25)
φ ∈ kerDL+1 ⇐⇒ ∇Xφ+
1
m− p+ 1X · ∂¯
∗
Lφ = 0 for any X in Γ(T
1,0(M)).
(9.26)
43
The spinor φ is called a (Ka¨hlerian) twistor spinor if φ is in kerDL−m ∩
kerDL+1.
In [K1] and [K2], K. D. Kirchberg has given an estimate for the eigenvalues
of D2 on a spin Ka¨hler manifold. We shall give an another proof of the
estimate by using our Bochner identities. It is from the Bochner identities
(9.22) on the spinor bundle that
2∂¯∗L∂¯L = (D
L
−m)
∗DL−m +
1
4
κ for p = 0,
2∂¯L∂¯
∗
L = (D
L
+1)
∗DL+1 +
1
4
κ for p = m,
2m−2p+1
2m−2p+22∂¯L∂¯
∗
L +
2p+1
2p+2
2∂¯∗L∂¯L = (D
L
−m)
∗DL−m + (D
L
+1)
∗DL+1 +
1
4
κ otherwise.
(9.27)
If we use only these equations, then we have the Friedrich’s eigenvalue esti-
mate of the Dirac operator, that is, λ2 ≥ 1
4
2m
2m−1 minx κ(x). To more sharp
estimate on a spin Ka¨hler manifold, we need the Hodge-de Rham-Kodaira
decomposition for L,
Γ(Λ0,p(M)⊗ L) = H0,p(L)⊕ ∂¯LΓ(Λ0,p(M)⊗ L)⊕ ∂¯∗LΓ(Λ0,p(M)⊗ L).
(9.28)
This decomposition gives the following well-known fact.
Lemma 9.6. Let λ 6= 0 be an eigenvalue of the Dirac operator D = √2(∂¯L+
∂¯∗L) and Eλ be the eigenspace with eigenvalue λ. Then there is a decomposi-
tion Eλ =
∑m−1
p=0 E
p
λ such that any spinor Ψp in E
p
λ is given by
Ψp = ψp + ψp+1 ∈ Γ(Λ0,p(M)⊗ L)⊕ Γ(Λ0,p+1(M)⊗ L),√
2∂¯Lψp = λψp+1,
√
2∂¯∗Lψp+1 = λψp, ∂¯
∗
Lψp = 0, ∂¯Lψp+1 = 0.
(9.29)
Proof. Let η be an eigenspinor with eigenvalue λ 6= 0 for the Dirac operator
D. We decompose η as
η =
m∑
p=0
ηp, ηp ∈ Γ(Λ0,p(M)⊗ L).
Since D(λ−2Dηp) = ηp, we have
ηp = ∂¯Lφp,p−1 + ∂¯
∗
Lφp,p+1,
where we set
φp,p−1 := 2λ
−2∂¯∗Lηp ∈ Γ(Λ0,p−1(M)⊗L), φp,p+1 := 2λ−2∂¯Lηp ∈ Γ(Λ0,p+1(M)⊗L)
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and remark that φ0,−1 = φm,m+1 = 0. Since η =
∑
ηp is the eigenspinor with
eigenvalue λ, it holds that
√
2∂¯L∂¯
∗
Lφp−1,p +
√
2∂¯∗L∂¯Lφp+1,p = λ(∂¯Lφp,p−1 + ∂¯
∗
Lφp,p+1)
for p = 0, · · · , m. We use the Hodge-de Rham-Kodaira decomposition on
this equation and have
√
2∂¯∗L∂¯Lφp+1,p = λ∂¯
∗
Lφp,p+1,
√
2∂¯L∂¯
∗
Lφp,p+1 = λ∂¯Lφp+1,p
for p = 0, · · · , m. Define
Ψp := ∂¯
∗
Lφp,p+1 + ∂¯Lφp+1,p for p = 0, · · · , m− 1,
and each Ψp is an eigenspinor of the Dirac operator with eigenvalue λ and
η =
∑m−1
p=0 Ψp. 
By this lemma, we consider only the eigenspinor Ψp = ψp + ψp+1 satisfying
the condition (9.29). First, we apply the identity (9.27) to ψp and have
2p+ 1
2(p+ 1)
λ2‖ψp‖2 = ‖DL−mψp‖2 + ‖DL+1ψp‖2 +
1
4
∫
M
(κ(x)ψp, ψp)dx
≥ 1
4
∫
M
(κ(x)ψp, ψp)dx ≥ κ0
4
‖ψp‖2,
where κ0 = minx∈M κ(x). So the eigenvalue λ has a lower bound depending
on the scalar curvature κ,
λ2 ≥ 2p+ 2
2p+ 1
κ0
4
.
On the other hand, we apply the same identity (9.27) to ψp+1 and have
2m− 2(p+ 1) + 1
2(m− (p+ 1) + 1)λ
2‖ψp+1‖2
=‖DL−mψp+1‖2 + ‖DL+1ψp+1‖2 +
1
4
∫
M
(κ(x)ψp+1, ψp+1)dx ≥ κ0
4
‖ψp+1‖2.
Then the eigenvalue λ has another lower bound,
λ2 ≥ 2m− 2p
2m− 2p− 1
κ0
4
.
Thus, the eigenspinor Ψp with nonzero eigenvalue λ has a lower bound
λ2 ≥ κ0
4
max{2p+ 2
2p+ 1
,
2m− 2p
2m− 2p− 1}. (9.30)
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Since this estimate holds for p = 0, · · · , m − 1, we conclude that non-zero
eigenvalue λ for the Dirac operator satisfies
λ2 ≥ κ0
4
min
0≤p≤m−1
max{2p+ 2
2p+ 1
,
2m− 2p
2m− 2p− 1}.
In the case that m is even, we have
λ2 ≥ κ0
4
m
m− 1 .
Furthermore, we know that, if the equality sign holds on this inequality, then
there exists a spinor ψm/2−1 in Γ(Λ0,m/2−1(M)⊗ L) such that
ψm/2−1 ∈ kerDL−m ∩ kerDL+1 ∩ ker ∂¯∗L, (9.31)
or a spinor φm/2+1 in Γ(Λ
0,m/2+1(M)⊗ L) such that
ψm/2+1 ∈ kerDL−m ∩ kerDL+1 ∩ ker ∂¯L. (9.32)
We show that, if a spinor ψm/2−1 satisfying (9.31), then j(ψm/2−1) is a spinor
satisfying (9.32).
In the case that m is odd, we have
λ2 ≥ κ0
4
m+ 1
m
.
If the equality sign holds on this inequality, then there exists a spinor ψm/2−1/2
in Γ(Λ0,m/2−1/2(M)⊗ L) such that
ψm/2−1/2 ∈ kerDL−m ∩ kerDL+1 ∩ ker ∂¯∗L,
or a spinor ψm/2+1/2 in Γ(Λ
0,m/2+1/2(M)⊗ L) such that
ψm/2+1/2 ∈ kerDL−m ∩ kerDL+1 ∩ ker ∂¯L.
Proposition 9.7 ([K1], [K2]). Every eigenvalue of the Dirac operator on
a closed spin Ka¨hler manifold with positive scalar curvature satisfies{
λ2 ≥ κ0
4
m
m−1 for m =even,
λ2 ≥ κ0
4
m+1
m
for m =odd,
(9.33)
where κ0 = minx κ(x). If the equality sign holds on the above inequality, then
the scalar curvature is constant and there exists a twistor spinor ψ such that{
ψ ∈ Γ(Λ0,m/2+1(M)⊗ L) for m =even,
ψ ∈ Γ(Λ0,m/2+1/2(M)⊗ L) for m =odd, (9.34)
and
ψ ∈ kerDL−m ∩ kerDL+1 ∩ ker ∂¯L. (9.35)
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