ABSTRACT: This paper proposes a new index to extract forward-looking information from security prices and infer market participants' expectations of future earnings. The index, called market-adapted earnings ͑MAE͒, utilizes stock returns and fundamental accounting signals to estimate market expectations of future earnings at the firm level. MAE outperforms time-series models ͑e.g., random-walk͒ in predicting future earnings. Results demonstrate the usefulness of MAE for firms that have no analyst following.
I. INTRODUCTION
T he prices-lead-earnings stream of research suggests that security prices reflect a richer information set than historical earnings because prices reflect all information available to market participants ͑Beaver et al. 1980, hereafter BLM͒. Several studies examine the information content of security prices with respect to future earnings ͑e.g., BLM; Collins et al. 1987; Ayers and Freeman 2000͒ . However, as Kothari ͑2001, 148͒ argues, "researchers have found it difficult to harness the information in prices at the firm level to make an economically important improvement." This challenge motivates us to develop an improved proxy for the market expectations of future earnings.
To construct an improved proxy, we employ a new method to extract information from security prices at the firm level. Similarly to BLM, we utilize information in security prices to infer expected future earnings. However, our model differs from BLM in two ways: we allow for ͑1͒ a nonlinear returns-earnings relationship and ͑2͒ multiple accounting signals. Because of the nonlinearity and the multivariate setting, neither BLM's grouping technique nor reverse regression ͑e.g., Beaver et al. 1987͒ can be used. As a result, we apply the recently developed Single-Index Model ͑SIM͒, which is a semiparametric model ͑see, e.g., Horowitz 1998͒ that provides an approach for efficient estimation in a multi-dimensional environment without assuming a linear returns-earnings relationship.
Using SIM, we construct an index, called market-adapted earnings ͑MAE͒, which incorporates information from stock returns together with multiple accounting signals to estimate market expectations of future earnings change. Unlike the equal-weight index proposed by Lev and Thiagarajan ͑1993, 210͒, MAE places unequal market-based weights on fundamental accounting signals. Hence, we expect MAE to provide better predictions, especially because it also incorporates information from both stock returns and fundamental accounting signals through a nonlinear link function. To this end, we use MAE to forecast one-year-ahead earnings change and examine whether it improves the prediction of future earnings.
Based on a sample of 636 firms from 1992-2001, we find that MAE results in more accurate earnings forecasts than either the random-walk model or an accounting-based model ͑Abarbanell and Bushee 1997; Lev and Thiagarajan 1993͒ . Specifically, the median absolute forecast error of MAE is 20.9 percent ͑17.0 percent͒ lower than the median absolute forecast error of the randomwalk ͑accounting-based͒ model. In addition, the prediction accuracy of MAE over the time-series models increases as the information environment becomes richer ͑i.e., the number of analysts covering a firm increases͒.
How do MAE predictions compare to analysts' forecasts? We find that the median absolute forecast error of analysts' forecasts is 21.0 percent lower than that of MAE, which is expected because analysts utilize a larger information set than MAE ͑e.g., Fried and Givoly 1982; O'Brien 1988͒ . Furthermore, the analysts' advantage over MAE increases when more information is available. However, financial analysts do not supply one-year-ahead earnings forecasts for all firms; only less than half of the Compustat universe is covered by the Institutional Brokers' Estimate System ͑I/B/E/S͒.
For firms with no analyst coverage, the median absolute forecast error for MAE is 14.4 percent ͑12.0 percent͒ lower than that for random-walk ͑accounting-based͒ model. Furthermore, MAE predicts 55.2 percent ͑53.6 percent͒ observations more accurately than the random-walk ͑accounting-based͒ model. Thus, MAE outperforms both the random-walk and accounting-based models. The above findings demonstrate the usefulness of MAE for an accurate earnings prediction when no analyst following is available.
In sum, this study contributes to the literature in three ways. First, we show that researchers can benefit from improved estimation of market expectations of future earnings for the sizable class of firms without analyst coverage by extracting forward-looking information from stock prices. Second, we introduce the SIM methodology that is shown to be a useful tool for extracting information from security prices. Third, we demonstrate that the accuracy of earnings prediction increases as the information set is more comprehensive.
The paper continues as follows. Section II reviews the relevant literature. Section III presents our research design, describes the SIM methodology, and displays results from SIM estimations. Section IV compares the prediction accuracy of market-adapted earnings with analysts' forecast as well as both the random-walk and accounting-based models. Section V demonstrates the benefit of MAE for firms without analyst coverage. Section VI concludes.
II. LITERATURE REVIEW Prices-Lead-Earnings
The concept of prices leading earnings was introduced by BLM, which is based on the premise that security prices reflect a richer information set than do the time-series of earnings.
1
Insofar as current price is the capitalized present value of a firm's expected future earnings, security prices contain useful information for the prediction of future earnings growth. BLM assume that earnings follow a compound stochastic process, and they infer market participants' expectations regarding future earnings from observed changes in security prices. They assess the distribution of future earnings conditionally on known prices and earnings, and they expand the information set underlying inferred earnings expectations from known earnings to known prices and earnings. Furthermore, BLM provide evidence that price-based forecasts are slightly more accurate than the random-walk model with a drift.
2
BLM use a grouping method, which diversifies away the measurement error in earnings. Because grouping entails loss of estimation efficiency, Beaver et al. ͑1987͒ introduce a reverse regression to exploit information contained in prices. Notably, the reverse regression places the measurement error in the disturbance term, rather than in the explanatory variable.
3 Using another approach involving simultaneous equations, Beaver et al. ͑1997͒ provide evidence that earnings and prices are endogenously determined.
To examine the availability of rich information as a driver for prices leading earnings, Freeman ͑1987͒ shows that the security prices of large firms anticipate accounting earnings earlier than those of small firms. In the same line, Collins et al. ͑1987͒ use firm size as a proxy for the richness of the information environment and examine its relationship to the predictive power of price-based earnings forecasts. They find that price-based earnings forecasts reduce forecast error when compared with time-series models for large firms, but increase forecast error for small firms. Later, Ayers and Freeman ͑2000, 2003͒ indicate that large firms' prices also have a longer lead than small firms' prices with respect to industry-wide earnings, and they provide evidence that price leads increase as analysts' coverage and institutional ownership increase. 4 Moreover, Kothari and Sloan ͑1992͒ provide evidence that price-based earnings forecasts are informative in longhorizon settings. Table 1 summarizes pertinent dimensions of the above studies. In sum, this line of research indicates that using the prices-lead-earnings framework results in a marginal predictive advantage over random-walk ͑with or without drift͒ for predicting one-year-ahead earnings, which raises questions regarding our ability to exploit information incorporated in prices. To address this problem, we propose a new methodology for utilizing information incorporated in security prices and focus on retrieving forward-looking information with respect to one-year-ahead earnings.
Fundamental Analysis
The second line of research linked to this study is the fundamental analysis literature, which uses financial ratios as leading indicators of future performance. This line of research exploits 1 See Brown ͑1993͒ for a literature review on time-series models for earnings forecasting. 2 BLM report that the mean absolute error of price-based forecasts is 1.8 percent lower than the mean absolute error of a random-walk with drift forecasting model ͑see BLM, Although the fundamental analysis literature ͑see Table 1͒ generally supports the ability of fundamental ratios to forecast future earnings, the lure of above-normal returns based on fundamental analysis demonstrates that the information contained in these signals is not fully incorporated into prices ͑e.g., Ou and Penman 1989a; Abarbanell and Bushee 1998; Rajgopal et al. 2003͒ . Hence, several studies employ ratios that combine information from both security prices and earnings; for instance, Penman ͑1998͒, and Fama and French ͑2000͒ use price-earnings or priceto-book ratios to predict earnings. In this paper, we examine whether the information incorporated in stock returns and accounting signals, when taken together, can improve the prediction of future earnings.
III. RESEARCH DESIGN
This study utilizes information incorporated in stock returns and accounting signals for estimating earnings components that are expected to persist. The logic of our model stems from BLM ͑1980, 4͒, who characterize future earnings as resulting from a combination of two processes:
͑1͒ Value-relevant earnings: a process reflecting the impact on earnings of events that affect security prices, i.e., have a valuation implication. ͑2͒ Noise in earnings: a process capturing value-irrelevant events resulting in an earnings component with no effect on security prices, i.e., uncorrelated with stock prices or returns. This process includes earnings components that are not expected to persist.
To show that reported earnings do not follow a random-walk process, BLM use the information incorporated in security prices. They introduce a first-order moving average of the first differences in earnings and predict a linear relationship between the percentage change in price and the percentage change in earnings. Our basic motivation is similar to BLM ͑1980, 23͒: "viewing earnings as a compound process … provides a basis for forecasting earnings." However, our prediction model differs from BLM since we not only relax the linearity assumption and allow for a nonlinear returns-earnings relationship, but also incorporate multiple accounting signals.
In the context of nonlinearity, Freeman and Tse ͑1992͒, Cheng et al. ͑1992͒, Das and Lev ͑1994͒, and Beneish and Harvey ͑1998͒ report on the S-shaped returns-earnings relationship. The economic rationale underlying the S-shape is that the market does not expect extreme earnings changes to be permanent, and the S-shape is interpreted as reflecting small abnormal returns to extreme earnings changes. Das and Lev ͑1994͒ adopt a nonparametric estimation procedure, locally weighted regression, to demonstrate the superior prediction power of out-of-sample stock returns over a linear specification. Following earlier research, they suggest differential earnings persistence as a source of nonlinearity.
In the context of multiple accounting signals, Lev and Thiagarajan ͑1993͒ report significant associations of multiple fundamental signals with ͑1͒ stock returns, and ͑2͒ the expected direction of future earnings change. Keeping prediction in mind, these associations may impede a linear regression of future earnings changes on a set of current fundamental accounting variables and stock returns due to multicollinearity.
In sum, Das and Lev ͑1994͒ use earnings as the only explanatory variable ͑at the exclusion of supplementary signals 5 ͒ in a nonparametric model to study nonlinearity, whereas the fundamental analysis studies formulate linear parametric models to incorporate multiple signals ͑at the exclusion of nonlinearity͒. To combine both the nonlinearity and multiple signals in a common framework, we propose semiparametric SIM to predict future earnings.
Single-Index Model (SIM)
SIM is a semiparametric model for estimating a conditional mean function in a multi-signal setting.
6 Let R it be stock return of firm i at year t, and let S it be a 1 ϫ k random vector of realized accounting signals ͑k = 5, reported earnings change and four supplementary fundamental accounting signals͒. In SIM, the conditional mean function is E͓R it ͉ S it ͔ = G͑S it ␤ t ͒, where ␤ t is an unknown k ϫ 1 constant vector, ␤ t = ͑␤ 0t , ␤ 1t , ␤ 2t , ␤ 3t , ␤ 4t ͒Ј in our case, and G͑.͒ is an unknown link function, whose specific functional form is determined by the data, rather than being assumed by researchers. For the sake of identification, we let ␤ 0t = 1 ͑see Horowitz 1998, 15͒, which does not affect the prediction ͑more on this issue in the following subsection͒. In addition, G͑.͒ is assumed to be a differentiable function on the support of S␤, where the scalar index S␤ is the market-adapted earnings, MAE. Thus the single-index model is given by the cross-sectional regression model:
where MAE it is given by:
Using stock returns, earnings change and four supplementary accounting signals, we estimate MAE it to obtain the relative weights ␤ jt . Consequently, the estimated MAE it combines the earnings change and the four supplementary accounting signals with their corresponding estimated ␤ jt as follows:
The form of MAE it is similar to Abarbanell and Bushee's ͑1997, 5͒ earnings forecast model in its linear structure. Linear indexes for earnings predictions have been widely employed in the fundamental analysis literature ͑e.g., Lev and Thiagarajan 1993; Penman 1998͒ . The function G͑.͒, as well as the vector ␤, are estimated endogenously by using information on both stock returns and fundamental accounting signals. In other words, the information content of stock returns is used to estimate the link function G͑.͒ and the market-based ␤-coefficients. We achieve an efficient estimation of the index MAE it without assuming a linear ͑or even pre-specifying a nonlinear͒ relationship between earnings and stock returns. The estimated ␤ jt are obtained from Li's ͑1991͒ Sliced Inverse Regression method as described in Naik and Tsai ͑2001͒. It enables us to extract linear combinations of explanatory variables without a pre-specified parametric model. The Appendix presents a detailed description of the estimation procedure.
SIM retains the desirable features of linear models, such as simplicity and interpretability of results, yet incorporates nonlinearity via the link function G͑.͒. Furthermore, SIM possesses the following four advantages: ͑4͒ SIM avoids the curse of dimensionality because the index combines the variables in S. Therefore, SIM allows for the estimation of G͑.͒ with the same degree of precision that it would have if a one-dimensional index were observed ͑Horowitz 1998, 6͒. As a result, SIM uses a reasonable sample size to achieve efficient computations.
Market-Adapted Earnings to Forecast Future Earnings
To estimate market expectations of future earnings, we construct MAÊ it * , which transforms
MAÊ it in Equation ͑2͒
as follows:
where ⌬E it and MAE it are the mean current earnings change and the mean MAÊ it , respectively. This transformation ensures that the mean value of the scaled MAÊ it * equals the mean value of reported earnings changes, ⌬E it . In other words, the sum of noise components in ⌬E it across all firms is zero.
This transformation achieves two goals. First, the ratio in the parenthesis of Equation ͑3͒ is unit-free ͑i.e., dimensionless͒. Consequently, we can set any nonzero value for the coefficient of ⌬E it in Equation ͑2͒ ͑i.e., ␤ 0t other than 1͒ and obtain the same values for the scaled MAÊ it * . Hence the assumption ␤ 0t = 1 does not affect MAÊ it * . Second, to forecast future earnings change, we multiply that ratio by ⌬E it . Note that both MAÊ it * and MAE it contain information not only from accounting signals, but also from stock returns. Thus, the prediction procedure is well identified. We will employ MAÊ it * as our proxy for predicting future earnings change ⌬E i,t+1 .
Another property of MAÊ it * is that it is equivalent to a random-walk when the link function G͑.͒ is linear with no supplementary accounting signals, i.e., Equation ͑1a͒ becomes R it = ␣ t + ␤ 0t ⌬E it + it . To see this point, we express Equation ͑3͒ as follows:
Hence, the resulting MAÊ it * in this case is reduced to ⌬E it . To gain insight into the potential advantage of our proposed earnings prediction model, we compare incremental predictive accuracy of the proposed model with the three benchmarks: ͑1͒ the classical random-walk; ͑2͒ the earnings forecast model of Abarbanell and Bushee ͑1997͒, which is based on Lev and Thiagarajan's ͑1993͒ fundamental accounting signals and reports significant relationships between most accounting signals and future earnings change; ͑3͒ the analysts' earnings forecasts for firms with analyst following.
Data
In the context of fundamental information analysis, Lev and Thiagarajan ͑1993͒ select 12 accounting signals of which five ͑gross margin, inventory, sales and administrative expenses, accounts receivable, and capital expenditures͒ are significant at the 5 percent confidence level ͑see their Table 2͒ . Our preliminary analysis shows that gross margin, inventory, sales, and administrative expenses are significant, accounts receivable is marginally significant, and capital expenditures is insignificant. As a result, we chose the first four signals, which focus on the four key firm activities: profitability of sales, logistic operations, marketing and administration, and management of clientele. An advantage of excluding insignificant variables is that it enhances the precision of estimated parameters ͑Greene 2003, 151͒.
To measure the four accounting signals, we follow Lev and Thiagarajan ͑1993͒, who attach "good" or "bad" signs to accounting indicators of future economic performance based on analysts' interpretations, such that larger values indicate bad news. For instance, we compute the annual percentage change in inventory minus the percentage change in sales for each firm-year in the sample. Table 2 presents the definitions for the four signals. In addition to the above accounting signals, we use earnings per share before extraordinary items and discontinued operations ͑Compustat #58͒, as a measure of the reported earnings, E t , deflated by share price at the beginning of the fiscal year. Changes in reported earnings, ⌬E t , are 8 Additional discussion and references are in Lev and Thiagarajan ͑1993, 192͒. measured by the annual change in reported earnings deflated by share price at the beginning of fiscal year. 9 We also note that good news in each of the supplementary non-earnings signals is expressed by negative values and so the coefficients ␤ 1t ,...,␤ 4t are expected to have negative values.
To measure the stock returns, we obtain information from Compustat annual files and the Center for Research in Security Prices ͑CRSP͒ monthly files. Annual abnormal return, R it , is measured by the accumulated raw stock returns over the 12 months ͑from three months after the fiscal year begins until three months after the fiscal year-ends͒ minus the CRSP equally weighted monthly returns accumulated for the same period ͑see Das and Lev 1994͒.
To allow for intertemporal analysis, we follow Das and Lev's ͑1994, 360͒ approach to construct a constant-firm sample. As a result, the sample consists of firms that have complete data on Compustat and CRSP files for returns, earnings and the four accounting signals described in Table  2 for the 11-year period from 1990 to 2000, resulting in 636 firms. 10 The variables are adjusted for splits and dividends; high and low 1 percent of the variables are winsorized.
Estimating SIM
We estimate the following cross-sectional SIM model:
where Table 3 presents the estimates of the regression coefficients and t-statistics. The average estimated effects across years for changes in inventory valuation, changes in gross margins, changes in SG&A, and changes in accounts receivable are −0.361 ͑−2.30͒, −1.062 ͑−3.20͒, 9 Kothari ͑1992͒ demonstrates that the error-in-variables problem in a price-earnings regression is mitigated when earnings are deflated by share price and prices are assumed to lead earnings. 10 This restriction may introduce a survivorship bias in our analysis ͑see also Das and Lev 1994͒. −1.167 ͑−3.49͒, and −0.271 ͑−1.34͒, respectively, where t-statistics are given in parentheses. In addition, the estimated coefficients ͑t-values͒ for the pooled sample are −0.344 ͑−7.59͒, −0.670 ͑−8.64͒, −0.939 ͑−10.76͒, and −0.278 ͑−4.65͒, respectively, and these effects are all significant.
11
The above significant and negative ␤ coefficients demonstrate that market participants consider the first three fundamental accounting signals in forming their perceptions on future earnings, while results on accounts receivable are mixed. The findings also shed light on the relative weight of each signal as assigned by market participants in forming their expectations on future earnings. Specifically, the estimated weight assigned to news, as signaled through changes in gross margins and SG&A, is about three times greater than the weight assigned to news signaled through changes in the value of inventory. Consistent with the earlier studies, the estimated function G͑.͒ plotted in Figure 1 shows an S-shaped relationship between stock returns and MAE it .
To gain further insights into both the nonlinearity and the supplementary accounting signals, we compare the SIM model with two models previously explored in the literature: the LT model and the DL model.
The LT Model-fundamental accounting signals ͑Lev and Thiagarajan 1993͒:
The DL Model-nonlinearity ͑Das and Lev 1994͒:
11 The t-statistics in Table 3 R it ϭ annual abnormal return, calculated by accumulating raw stock returns over the 12 months ͑from three months after the fiscal year begins until three months after the fiscal year ends minus the CRSP equally weighted monthly return accumulated for the same period͒; and ⌬E it ϭ annual change in earnings deflated by beginning of fiscal year share price.
⌬INV, ⌬GM, ⌬SGA, ⌬REC are defined in Table 1. Because the LT model follows the linear specification with supplementary accounting signals, we compare it with SIM to infer the net contribution of nonlinearity in improving the Lev and Thiagarajan ͑1993͒ specification. Similarly, because the DL model emphasizes the nonlinear link between returns and earnings, but ignores supplementary accounting signals, we compare it with SIM to infer the net contribution from introducing supplementary accounting signals. Table 4 presents the results of these comparisons. Specifically, on average, the explanatory power of the SIM model measured by adjusted R 2 is 40.5 percent greater than that of the DL model, and 58.9 percent greater than that of the LT model. In addition, the SIM model has a greater explanatory power for 9 of the 11 years compared with the DL model and for all 11 years compared with the LT model. This improvement in explanatory power due to the SIM model ranges between 2.9 percent and 156.1 percent for the LT comparison and between −29.7 percent and 264.1 percent for the DL comparison. These results are consistent with Lev and Thiagarajan ͑1993, Tables 2 and 3͒ and Das  and Lev ͑1994, Table 1͒ , who also report considerable intertemporal variation.
FIGURE 1 Relationship between Abnormal Returns and Market-Adapted Earnings
The figure plots function G͑.͒ and shows an S-shaped relationship between stock returns and MAE, 6360 firm-year observations, 1990-2000.
a The upper and lower 1 percent of the observations are truncated.
We next test the economic significance of the incremental explanatory power of supplementary accounting signals. To this end, we compare the nonlinear DL model with the SIM model using an F * -test. 12 The second column of Table 5 reports F * -statistics for testing the null hypothesis ͑the DL model is the appropriate specification͒ against the alternative hypothesis ͑SIM is better specified͒. The F * -statistics for the 9 out of 11 years reject the null at the ␣ = 0.05 level. In addition, the third column of Table 5 reports Smirnov statistics for testing the null hypothesis ͑the 12 For simplicity, we followed the classical methodology to approximate an F-statistic and used F* = ͓͑͑SSE 1 − SSE͒ / k͔͒ / ͓SSE / ͑N − k − 1͔͒, where N = number of observations, SSE ͑SSE 1 ͒ = residual sum of squares for the fivevariable model ͑earnings-only sample͒, and k = 4, the number of additional variables ͑Kmenta 1986, 417͒. We also computed the degrees of freedom for the appropriate matrices and used Cleveland and Devlin's ͑1988͒ approximation for an F-statistic. Similar results hold for both tests. Variable Definitions: R it ϭ annual abnormal return, calculated by accumulating raw stock returns over the 12 months ͑from three months after the fiscal year begins until three months after the fiscal year ends minus the CRSP equally weighted monthly return accumulated for the same period͒; and ⌬E it ϭ annual change in earnings, deflated by beginning of fiscal year share price.
Year
⌬INV, ⌬GM, ⌬SGA, ⌬REC are defined in Table 1 . a For simplicity, we followed the classical methodology to approximate an F*-statistic and used F* = ͓͑SSE 1 − SSE͒ / ͑k͒SSE / ͑N − k − 1͔͒, where N = number of observations, SSE͑SSE 1 ͒ = residual sum of squares for the fivevariable model ͑earnings-only sample͒, and k = 4, the number of additional variables ͑Kmenta 1986, 417͒. We also computed the degrees of freedom for the appropriate matrices and used Cleveland and Devlin's ͑1988͒ approximation for an F-statistic. Similar results hold for both tests. b The two sample Smirnov tests ͑also called the Kolmogorov-Smirnov test͒ follow Lindgren ͑1968, 494͒. c The residual sum of squares for the SIM is higher than for the DL Model, suggesting that the DL Model has better explanatory power than the SIM for 1995 and 1996.
(continued on next page) specification of the DL model and SIM are equivalent͒ against the alternative hypothesis ͑they are different͒. Smirnov statistics for the 8 out of 11 years are significant at the ␣ = 0.05 level, thus rejecting the null hypothesis. The above evidence demonstrates that, beyond nonlinearity, the supplementary accounting signals contain meaningful information. We further test the incremental explanatory power of nonlinearity given multiple accounting variables. We use F-statistics to test for the null hypothesis ͑i.e., the LT model is the appropriate specification͒ against the alternative hypothesis ͑i.e., SIM is better specified͒. The fourth column of Table 5 reports F-statistics, which are significant for 9 of the 11 years, suggesting that we can reject the null at the ␣ = 0.05 level. The fifth column reports a Smirnov statistic for testing the null hypothesis ͑the specifications of the LT model and SIM are equivalent͒ against the alternative ͑i.e., they are different͒. Smirnov statistics for 10 of the 11 years are significant at the ␣ = 0.05 level and. Hence. we reject the null hypothesis. Consequently, this evidence indicates that, beyond multiple accounting signals, nonlinearity provides meaningful information.
To assess robustness, we replicate the above analyses by using eight supplementary signals in Lev and Thiagarajan ͑1993͒-that is, including four additional signals ͑changes in capital expenditures, effective tax rate, order backlog, and labor force͒-and by using the sampling criteria used by Abarbanell and Bushee ͑1997͒. We find that three of the four additional signals are insignificant ͑only order backlog was significant͒. In addition, across 11 years, we find that on average the explanatory power of the SIM model as measured by adjusted R 2 is 30.3 percent greater than that of the DL model, and 41.4 percent greater than that of the LT model. In sum, the evidence suggests that both nonlinearity and supplementary accounting signals contribute to the improved specification of SIM. We next examine the predictive power of market-adapted earnings.
IV. OUT-OF-SAMPLE EARNINGS PREDICTION
In this section, we compare one-year-ahead forecasts from the market-adapted earnings, MAE * , with those obtained from the random-walk model and the accounting-based model ͑ABM͒ proposed by Abarbanell and Bushee ͑1997͒.
The ABM Model-accounting-based model ͑Abarbanell and Bushee 1997͒
To study out-of-sample earnings prediction, we first estimate the regression coefficients based on the accounting information reported for fiscal years t and t − 1. Next, we use the estimated model coefficients to forecast earnings change in t + 1 for each firm i, based on its accounting signals reported for the fiscal year t. Accordingly, we need two years of data for out-of-sample forecasts.
In ABM, the average estimated effects across years for changes in inventory valuation, changes in gross margins, changes in SG&A, and changes in accounts receivable are −0.040 ͑−1.880͒, −0.016 ͑−2.240͒, −0.045 ͑−2.051͒, −0.068 ͑−0.283͒, respectively, where t-statistics are
TABLE 5 (continued)
Cell entries in column 2 ͑4͒ report an F* ͑F͒-statistic that tests for the null hypothesis that the DL ͑LT͒ model is the appropriate specification, against the alternative that the SIM is better specified. Numbers in parentheses represent the corresponding p-values. A significant F-statistic implies a rejection of the null. Cell entries in column 3 ͑5͒ report a Smirnov statistic that tests for the null hypothesis that the specification of the DL ͑LT͒ model and the SIM are equivalent estimations, against the alternative that they are different estimations. Numbers in parentheses represent the corresponding p-values. A significant Smirnov statistic implies a rejection of the null.
given in parentheses. Note that these four estimated effects in ABM differ significantly from the corresponding estimated coefficients in SIM ͑see the first row of Table 3͒ , leading to different forecasting performance.
To compare prediction accuracy across MAE * , random-walk and ABM models, we analyze the sample from 1992 to 2001. Using MAE * to predict out-of-sample earnings change, we employ information observed in year t to forecast earnings change in year t + 1. The incremental out-ofsample earnings prediction power of MAE * over the two benchmark models is evaluated based on the potential increase in predictive accuracy. The absolute percentage forecast error is defined as the percentage difference between actual and forecasted earnings divided by the actual earnings ͑firm subscript suppressed͒:
This measure of earnings forecast error has been used in earlier studies ͑e.g., BLM; Collins et al. 1987; Elgers and Murray 1992͒ . Table 6 presents the absolute earnings forecast errors obtained from the three models. Because percentage forecast errors can become quite large when scaled by relatively small actual earnings values, as in Collins et al. ͑1987͒, we report the median rather than the mean. Table 6 shows that the median MAE * forecast error is smaller than the median random-walk forecast errors in nine out of the ten years. For the pooled sample, the median MAE * forecast error is 0.273, which is 20.9 percent lower than the median random-walk forecast error, 0.345. Furthermore, 56.1 percent of the pooled sample observations have a lower absolute earnings forecast error for MAE * than that for the random-walk model ͑t-statistic = 9.781͒. 13 Hence MAE * outperforms the random-walk model.
Similarly, Table 6 shows that MAE * yields lower forecast errors than the ABM. The median MAE * forecast error is smaller than the median forecast error of the ABM in nine out of the ten years. For the pooled sample, the median MAE * forecast error is 0.273, which is 17.0 percent lower than the median ABM forecast error, 0.329. In addition, 57.7 percent of the pooled sample observations have a lower absolute earnings forecast error for MAE * than that for the ABM ͑t-statistic = 12.328͒. Hence MAE * outperforms the accounting-based model.
Across the three models, the evidence indicates that employing the SIM model to extract forward-looking information from stock returns results in a higher level of accuracy than either the random-walk or the ABM models. In other words, the accuracy of earnings forecasts enhances when we utilize information contained in stock returns. 14 In the rest of this section, we compare the performance of MAE * with analysts' earnings forecasts; in the subsequent section, we present results when no analyst coverage is available. To this end, we obtain analysts' consensus earnings forecasts from I/B/E/S. Specifically, we use the consensus forecasts of annual earnings announced in the fourth month after the start of the fiscal year to keep a contemporaneous analysis with no timing advantage. Firm-years observations with a Absolute earnings forecast error is the absolute value of the percentage difference between actual and forecasted earnings divided by actual earnings. b The difference in absolute earnings forecast errors is computed for all observations in each year and the median is reported. c Percent of firm-year observations with absolute earnings forecast error lower for market-adapted earnings than for the alternative model. Numbers in parentheses are t-statistics for testing the null hypothesis that the probability of a lower error is 0.5 using a normal approximation of the binomial probabilities.
analyst coverage comprise 66.2 percent of our sample ͑4213 out of 6360͒. The analyst earnings forecast error is computed using Equation ͑4͒, where firms' actual earnings are obtained from I/B/E/S for comparability with the forecast ͑see Richardson et al. 2004, 896͒ . Table 7 presents the comparative results for observations with analyst coverage-see the first row. The median absolute forecast error of MAE * is 21.0 percent higher than that for the analysts' forecasts. Moreover, analysts forecasts have smaller error than MAE * on 53.2 percent ͑=100 − 46.8͒ of the observations ͑t-statistic = −4.128͒. This finding indicates that analysts provide investors with more accurate earnings forecasts than MAE * , and it is consistent with the extant literature ͑e.g., Fried and Givoly 1982; Brown et al. 1987; Banker and Chen 2006͒ .
Furthermore, we examine the analysts' advantage over MAE * in low versus high information environments as measured by the number of analysts covering each firm ͑see the second and third rows in Table 7͒ . In high ͑low͒ coverage, analysts' forecasts outperform MAE * by 22.2 percent ͑16.6 percent͒. Analysts do better than MAE * because their forecasts are based on all available information, not just financial variables. In contrast, in low information environment, the performance of both analysts and MAE * degrades because fundamentals are likely to be more volatile. Overall, analysts' incremental usefulness over MAE * is more pronounced in richinformation environments. a Absolute earnings forecast error is the absolute value of the percentage difference between actual and forecasted earnings divided by actual earnings. b The difference in absolute earnings forecast errors is computed for all observations in each year and the median is reported. c Percent of firm-year observations with absolute earnings forecast error lower for market-adapted earnings than that for the alternative model. Numbers in parentheses are t-statistics for testing the null hypothesis that the probability of a lower error is 0.5 using a normal approximation of the binomial probabilities. d Analyst coverage is high when the number of analysts is equal to or above its median ͑=8͒.
Finally, we assess the relative advantage of MAE * over the random-walk and accountingbased earnings forecasts as the richness of the information environment varies. We expect a higher relative advantage of MAE * over the random-walk and the accounting-based earnings forecasts when more information is available. Table 8 shows that MAE * improves the random-walk model ͑ABM͒ by 26.1 percent ͑20.6 percent͒ under high coverage and by 10.4 percent ͑10.7 percent͒ under low coverage. Thus the incremental advantage of MAE * over both the random-walk and ABM models is higher in richer information environments ͑i.e., high coverage͒ because it extracts information from stock prices, which incorporate more information in richer information environments. The next section examines whether MAE * offers better predictions for firms with no analyst coverage.
V. FIRMS WITH NO ANALYST COVERAGE
When analysts' forecasts are not available, researchers use potentially inferior proxies for market expectations of future earnings. As in the previous section, we compare the predictive performance of MAE * with that of the random-walk and ABM models for firms with no analyst coverage. Results reported in the first row of Table 8 indicate that MAE * outperforms both the random-walk and ABM models. Specifically, the median MAE * absolute forecast error is 14.4 percent ͑12.0 percent͒ lower than the median random-walk ͑ABM͒ absolute forecast error. In addition, MAE * outperforms the random-walk model ͑ABM͒ on 55.2 percent ͑53.6 percent͒ of the observations ͑t-statistic is 2.796 ͑3.324͒͒.
15
The reason for the superiority of MAE * over accounting-based earnings forecasts for the firms with no analyst coverage is due to its ability to exploit information contained in stock prices. In other words, MAE * yields improved price-based forecasts over accounting-based forecasts because it utilizes a richer information set. Thus MAE * is of most useful when analysts' earnings forecasts are not available, because investors and researchers cannot benefit from alternative earnings forecasts.
VI. SUMMARY
Understanding how market participants form earnings expectations has long been a subject of interest to accounting researchers. This paper introduces a new estimation approach, SIM regression, for extracting forward-looking information from stock returns. We propose and estimate market-adapted earnings, which estimates market expectations of future earnings conditioned on stock returns and multiple accounting signals. We demonstrate an economically meaningful predictive advantage of MAE * over both the random-walk model and ABM. In particular, MAE * is shown to be useful for a class of firms with no analyst following. Hence, researchers can employ market-adapted earnings as a proxy for market expectations of future earnings for firms with no analyst coverage. 15 As a robustness check, we replicate the analysis using a less restrictive sample. Specifically, we utilize all firm-year observations with available data for our variables from Compustat and CRSP. To avoid the small deflator problem, we consider stock prices to be at least five dollars ͑e.g., Lim 2001͒, obtaining 29,498 observations for 5,033 firms. The less restrictive sample consists of 15,195 observations with no analyst coverage ͑51.5 percent of the sample observations in contrast with 33.8 percent in the constant-firms sample͒. Results ͑not reported here͒ indicate that MAE* is more accurate than the random-walk model ͑ABM͒ by 8.6 percent ͑8.0 percent͒ under no analyst coverage. Furthermore, the absolute forecast error for MAE* is lower among 54.2 percent ͑54.0 percent͒ of the observations than that for the random-walk model ͑ABM͒ with t-statistic = 10.354 ͑9.861͒. Thus, in the less restrictive sample, these findings confirm the predictive advantage of MAE* over both the random-walk model and ABM. We thank an anonymous referee for suggesting this analysis. Let the vector X i contain the five regressors ⌬E i , ⌬INV i , ⌬GM i , ⌬SGA i , and ⌬REC i . We first compute the usual covariance matrix:
where X i Ј denotes a row for the ith firm, and X contains the means of the five variables across all N firms. Next, we create a matrix ͑R, X͒ and sort it by the increasing values of R i . We partition the sorted ͑R, X͒ matrix into H groups or slices, and we denote each sub-matrix of regressors in slice h by X h , where h = 1,...,H. Slicing captures the nonlinearity of the link function G͑.͒ without the need to know its exact shape, thus mitigating the risk of specification error ͑see Duan and Li 1991͒.
We compute the sample means of the regressors for each group X h across the respective firms in the slice h and denote them by X h . The weighted average across all H slices yields the covariance matrix:
where p h is the proportion of firms in slice h. Then, to estimate ␤, we extract the principal eigenvector ␥ of the generalized eigenvalue decomposition problem:
where is the largest eigenvalue. We also obtain the standard errors of ␤ ͑see Chen and Li 1998, 297͒ by taking the squared root of the diagonal of the matrix:
Using these estimated parameters and their standard errors, we can thus compute the t-values to determine the significant effects at the 95 percent confidence level. Finally, we normalize the first element of ␤ to unity and construct the Single Index z i = X i Ј␤ to estimate the unknown function Ĝ by applying the standard local polynomial regression to the model R i = G͑z i ͒ + i ͑see Simonoff 1996; Das and Lev 1994͒ . The local polynomial regression requires a selection of a bandwidth parameter, which is set to unity. For software, see note at: http://recanati.tau.ac.il/គUploads/20SIM.pdf.
