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1. Introduction. In this paper, we consider a nite di erence approximation scheme for the solution of the nonlinear parabolic di erential equation @p @t ? r (K(p)rp) = f(t; x) in (0; T] ; (1) p(0; x) = p 0 (x) in ; (2) ?(K(p)rp) = g on (0; T] ?; (3) where is a rectangular domain in IR d (d = 2 or 3) with boundary ?, is the outward, unit, normal vector on ?, and K : IR ! IR d d is a symmetric, positive de nite second order diagonal tensor. We also assume that there exist positive constants K and K such that for z 2 IR d , K kzk 2 z t K(x; s)z K kzk 2 ; for x 2 and s 2 IR; (4) and that each element of K is twice continuously di erentiable in space and time with derivatives up to second order bounded above by K .
Equation (1) arises in many applications. Our particular interest is to view (1) as a simpli cation of Richard's equation, a nonlinear parabolic equation arising in the modeling of ow through porous media. using a nite di erence scheme taking advantage of superconvergent node points, we are able to show superconvergence of the ux and the pressure in certain discrete H 1 and L 2 norms.
This paper is organized into ve sections. We establish notation and some basic approximation results in Section 2. The coarse grid scheme in presented in Section 3 along with optimal order error estimates. The ne grid scheme with error estimates is presented in Section 4. In Section 5 we give conclusions, remarks and extensions of this work.
2. Notation and Approximation Results. In this section we de ne some notation. Let 0 = t 0 < t 1 < < t N = T be a given sequence, t n = t n ? t n?1 , t = max n t n , and for = (t; :), let n = (t n ; :) and d t n = n ? n?1 t n Let (:; :) denote the L 2 ( ) inner product, scalar and vector. Let V = H( ; div) = fv 2 (L 2 ( )) d : r v 2 L 2 ( )g and W = L 2 ( ). We denote the subspaces of V containing functions with normal traces weakly equal to 0 and g n as V 0 and V n , respectively.
We will consider two quasi-uniform triangulations of , a coarse triangulation with mesh size H denoted by T H , and a re nement of this triangulation with mesh size h denoted by T h .
Both of these triangulations will consist of rectangles in two dimension or bricks in three dimensions. We consider the lowest order Raviart-Thomas-Nedelec space on rectangles, 
For any 2 L 2 ( ) we let^ k denote the L 2 projection of onto W k , i.e. ( ; w) = (^ k ; w); 8w 2 W k : (6) This L 2 projection operator has the following approximation property for 2 H j ( ), k^ k ? k Ck k j k j ; 0 j 1;
for k = h or H.
Associated with the RTN mixed nite element spaces is the projection operator :
(H 1 ( )) d ! V k , such that (r q; w) = (r q; w); 8w 2 W k ; (8) kq ? qk Ckqk 1 k; (9) kr (q ? q)k Ckr qk 1 k: (10) We will use the estimate 5] k u n ? u n k TM + k ũ n ?ũ n k TM Ck 2 ; (11) where, again, we let k = h or H.
We will also make use of the following lemma proven in Arbogast, 
k @ @y ( q) y k 0;E k @q y @y k 0;E :
In the following arguments, C will represent a generic constant independent of H; h and t. We will use the standard inequality, ab 2 a 2 + 1 2 b 2 a; b; 2 IR; > 0:
3. A Coarse Grid Nonlinear Finite Di erence Scheme. In this section we develop and give convergence estimates for a nonlinear cell-centered nite di erence scheme on the coarse grid. For simplicity we consider two dimensions and note that extensions to three dimensions are straightforward.
3.1. De nition of the Scheme. The variational formulation for (1) at time t n is to nd (p n ;ũ n ; u n ) 2 (W V V n ) satisfying (p n t ; w) + (r u n ; w) = (f n ; w); 8w 2 W;
(ũ n ; v) = (p n ; r v); 8v 2 V 0 ;
We choose cell-centered nite di erence approximations P n H 2 W H ;Ũ n H 2 V H and U n H 2 V n H to the functions p(t n ; :);ũ(t n ; :) and u(t n ; :), respectively, for each n = 1; : : :; N, satisfying (d t P n H ; w) + (r U n H ; w) = (f n ; w); 8w 2 W H ;
and we take P 0 H =p H (t 0 ; :): This scheme is based on an expansion of the standard mixed nite element method that was formulated for linear elliptic problems in 1].
We de ne P H (p) from the values of p ij for i = 1; : : :;N x and j = 1; : : :;N y as follows. For points (x; y) such that x i x x i+1 ; i 2 f1; : : :;N x g and y j y y j+1 ; j 2 f1; : : :;N y g, we take P H (p)(x; y) to be the bilinear interpolant, If a uniform mesh is used and K is a diagonal tensor, equations (18)- (20) reduce to a standard nonlinear nite di erence procedure. Denoting P n H by P n , we have in the interior of :
+(K 11 (P H (P n )) i?1=2j+1=2 + K 11 (P H (P n )) i?1=2j?1=2 )(P n ij ? P n i?1j ) +(K 22 (P H (P n )) i+1=2j+1=2 + K 22 (P H (P n )) i?1=2j+1=2 )(P n ij ? P n ij+1 )
+(K 22 (P H (P n )) i+1=2j?1=2 + K 22 (P H (P n )) i?1=2j?1=2 )(P n ij ? P n ij?1 )] + H 2 t P n ij :
Existence and uniqueness of a solution to this discrete nonlinear problem is given in the following theorem. Proof. We are seeking a unique solution to the nonlinear equation F(P n ) = 0, where F(P n ) = b n +P n + t H 2 A(P n )P n . Here, b n is a vector whose entry corresponding to grid cell (x i ; y j ) is ? t H 2 R ij f n ij ?P n?1 ij , P is a vector whose ijth entry corresponds to the value of the scalar variable P n ij and A is a matrix function of P n given by the stencil above. By Theorem 5.4.5 of Ortega and Reinbolt 7], if F is continuously di erentiable and uniformly monotone on IR n , then a unique solution to F(P n ) = 0 exists. It is easily veri ed that the F de ned above is continuously di erentiable. In order to prove that F is uniformly monotonic we note that uniform monotoncity is equivalent to positive de niteness of the Jacobian, J = F 0 , and that a real matrix J is positive de nite if and only if its symmetric part, (J + J T )=2, is positive de nite 2, Lemma 3.1]. Furthermore, we know that if a matrix is stricly diagonal dominant with positive diagonal entries, then the eigenvalues of the matrix have positive real parts 2, Theorem 4.9]. Now, J = I + t H 2 A(P n ) + t H 2 A 0 (P n )P n . 
In order to prove this theorem, we will rst prove two preliminary lemmas. 
and there exists a constant C independent of H such that for all i; j, jP ;n i;j ? p n i;j j CH 2 ;
jW ;n i;j ? p n t;i;j j CH 2 ;
jŨ ;n x;i+1=2j ?ũ n x;i+1=2j j + jŨ ;n y;ij+1=2 ?ũ n y;ij+1=2 j CH 2 ;
(32) jZ ;n x;i+1=2j ?ũ n t;x;i+1=2j j + jZ ;n y;ij+1=2 ?ũ n t;y;ij+1=2 j CH 2 ;
jZ ;n x;i+1=2j ? u n t;x;i+1=2j j + jZ ;n y;ij+1=2 ? u n t;y;ij+1=2 j CH 2 :
Proof. Arbogast, Wheeler and Yotov 1] present a lemma which gives the desired P ;n andŨ ;n above. In order to derive (31) and (33), we apply a lemma due to Weiser and
Wheeler 9] to the solution pair (ũ n t ; p n t ) satisfying the elliptic problem r ũ n t = F n ; in ; u n t = ?rp n t ; in ; p n t = G n @p @t n j @ ; on @ ;
where F n = f n t +p n tt . This result gives a W ;n satisfying (31) and through (28),Z ;n satis es Since u n t = K(p n )ũ n t + K(p n ) tũ n , Taylor's theorem gives for i = 1; : : :;N x ? 1, u n t;x;i+1=2j = 1 2 K 11 (p n ) i+1=2j+1=2 + K 11 (p n ) i+1=2j?1=2 ]ũ n t;x;i+1=2j + 1 2 K 11 (p n ) t;i+1=2j+1=2 + K 11 (p n ) t;i+1=2j?1=2 ]ũ n x;i+1=2j + O(H 2 ): Therefore, jZ ;n x;i+1=2j ? u n t;x;i+1=2j j CjZ ;n x;i+1=2j ?ũ n t;x;i+1=2j j + O(H 2 ): In a similar manner we can bound jZ ;n y;ij+1=2 ? u n t;y;ij+1=2 j, and (34) follows.
We can now extend a corollary from Arbogast, Wheeler and Yotov 1] to give: For thẽ U ;n ; P ;n ; Z ;n ;Z ;n and W ;n in Lemma 3. In order to derive (26), we subtract (41)- (42) 
Let satisfy the auxilliary problem with n 2 L 2 ( ) ?r K(P H (p n?1 ))r n = n ; ; 
We also have by integration by parts, (43) and (45) ?(d t u n ? d t U n H ; r n ) = ?(d t u n ? d t U n H ; r n ? r n ) ? (d t u n ? d t U n H ; r n ) = ?(d t u n ? d t U n H ; r n ? r n ) + (r (d t u n ? d t U n H ); n ?^ n H ):
Furthermore, we can write
Using (5) gives 
As done above and noting that K has bounded second derivatives, jE TM (d t U n H ; r n )j C(kd t U n H ? d t u n k 0 + kd t u n k 1 H)k n k 2 H; 
where C in the second and third inequalities depends on K .
Combining (54) with (55)- (63), applying approximation properties of the L 2 and projections, using Lemma 3.5, and equations (24) and (11) 
The proof is completed by applying the initial conditions on P 0 H and P 0 H , Theorem 3.3 and the triangle inequality.
4. Fine Grid Linear Scheme. We now consider a linear cell-centered nite di erence scheme on the ne grid where we make use of the nonlinear solution on the coarse grid.
We solve the following problem for P n h 2 W h ;Ũ n h 2 V h and U n h 2 V n H at each n = 1; : : :; N, ( Proof. By Taylor's theorem we have that the two point extrapolation for the boundary points described above is O(H 2 ) accurate. Thus, since bilinear interpolation is also O(H 2 ) accurate, the lemma is proven.
We now prove the following theorem about the convergence of the above linear nite di erence scheme, Theorem 4.2. Let P n h ;Ũ n h and U n h ; n = 1; : : :; N be de ned as in (75) 
Proof. By Section 3 we can de ne P n h 2 W h ;Ũ n h 2 V h and U n h 2 V n h at each n = 1; : : :; N satisfying equations (21)- (23) and Theorem 3.3 on the ne grid.
Let n = P n h ? P n h ; n =Ũ n h ?Ũ n h ; n = U n h ? U n h and n = P n h ? p n . As done in Theorem 3.6, we subtract (d t P n h ; w) + (r U n h ; w) from both sides of equation (75) Applying Theorem 3.3 and the triangle inequality give the desired result.
5. Conclusions. We have presented and derived error estimates for a two level nite di erence scheme for nonlinear parabolic equations. Through the use of the P h ; P H and Q H operators, we have taken advantage of superconvergent node points and have shown optimal order convergence in both H 1 and L 2 for the coarse and ne grids.
We remark that we have only considered the case of Neumann boundary conditons and a diagonal tensor K. The expanded mixed method employed here was developed in order to handle a full symmetric tensor for K. However, in the case of a full tensor, convergence may be lost on the boundary. In this case we can show a coarse grid estimate of H r + t and a ne grid estimate of h r + H 2r?d=2 + t, where r = 2 if K is diagonal and no Dirichlet conditions are enforced, r = 3=2 if K is diagonal or the grids are generated by a C 2 map, and r = 1 otherwise for 2 dimensions and no convergence otherwise for 3 dimensions.
These estimates for a full tensor use the inverse estimate and may be improved through the derivation of explicit L 1 estimates. The loss of convergence due to the boundary is shown for the expanded mixed method in 1].
The two level scheme described above could be extended by adding more levels and expanding about the next coarser solution in the nonlinear term at each new level. This corresponds to adding more Newton-like iterations with each iteration taking place on the next ner grid. We are currently investigating this possibility. Computational results for the scheme described here are also in progress.
