FILE S1 SUPPLEMENTARY METHODS: THE INFORMATION CRITERION BASED STATISTICS

The Log10 Bayes factor
The Bayes factor is used for comparing a discrete set of models. However, for the problem of testing a random effect, the two models we compare are the null model, with all groups pooled (κ = 0) and the QTL model, with a random-effect parameter for every haplotype pair, where κ indexes a continuous family of models. In this case the Bayes factor has been shown to be highly sensitive to the number of groups in the data and also to the variance κσ 2 of the group means in the prior [Gelman et al 2004] . Hence we approximate the true Bayes factor by focusing on κ rather than the individual effects Tk.
There is a well-known approximation to the Bayes factor which can be calculated using the Bayesian Information Criterion (BIC) [Raftery 1986 ], such that, in our situation, BFapprox = exp{-( BICnull -BICQTL )/2}, where BICnull = -2 log Lnull ( y | µnull*, (σ 2 )null*, X ) + 2 log( N ), BICQTL = -2 log L( y | T*, µ*, (σ 2 )*, κ*, X ) + ( K + 3 )log( N ), and K is the number of haplotype pair effect parameters T. Bayes factors greater than 1 favour the QTL model over the null model. T*, µ*, (σ 2 )* and κ* are posterior point estimates of the model parameters, such as means or modes.
The BIC is known to suffer from a loss of power when there are many parameters in the model, due to an overly severe penalty function. Since it is likely for multi-allelic loci that the number of haplotype pairs K will be large enough to affect the power, we wish to focus on the locus proportion of variance parameter κ. In terms of deciding whether or not a given genetic locus affects the phenotype it is κ which is of most interest, rather than the individual effect parameters T. Therefore we calculate a modified form of the BIC, following the method for calculating the true Bayes factor, and use this modified form to calculate the approximate Bayes factor. We calculate a 'marginal likelihood' by integrating the likelihood of the data over T with respect to their Bayesian priors:
Then the BIC for the QTL model becomes BICQTL = -2 log Lmarg ( y | µQTL*, (σ 2 )QTL*, κ*, X ) + 3 log( N ), now apparently with only three model parameters. (The null model BIC remains unchanged.)
The difference in DIC The expected predictive deviance [Akaike 1974] has been suggested as a criterion of model fit with best out-of-sample predictive power and for normal models it can be approximately estimated by the Deviance Information Criterion (DIC) [Gelman et al 2004 , Spiegelhalter et al 2002 . Positive values of DICdiff = ( DICnull -DICQTL ) favour the QTL model. The DIC is calculated as DIC = pD +  D( T, µ, σ 2 , κ ) using the Deviance D( T, µ, σ 2 , κ ) = -2 log L( y| T, µ, σ 2 , κ ) and the quantity pD = (  D( T, µ, σ 2 , κ ) -D( T*, µ*, (σ 2 )*, κ* ) ), where  D is the average of the Deviance, taken over all draws from the joint posterior distribution. T*, µ*, (σ 2 )* and κ* are plug-in estimates of the parameters, which along with estimates xn*, n = 1, 2, …, N are required to compute the DIC. The DIC is not invariant to the choice of plug-in estimates [Spiegelhalter et al 2002] , so some care was taken in choosing which estimates to use. The effect parameters T and the phenotypic mean µ have Normal posterior distributions, which are symmetric, so the posterior sample means were used as T* and µ*. For κ* we used the estimate of the posterior mode, as calculated above. The posterior distribution of σ 2 is also asymmetric, so the posterior mode was used as (σ 2 )*. The mode was estimated similarly to the mode of κ, but using a Gamma distribution instead of a Beta.
The form of the plug-in estimates xn*, n = 1, 2, …, N is unclear. However, a simple re-arrangement of the likelihood expression avoids this problem. The full model likelihood L( y | T, µ, σ 2 , κ, X ) can be re-written as
Now, instead of needing plug-in estimates xn*, we need Nk* and  yk • *, k=1, …, K. The  yk • are averages of Normally distributed random variables which are i.i.d. when X is known, so we assume that they also follow a Normal distribution with unknown mean and variance. The Nk , k=1, …, K follow a Multinomial distribution, so each Nk has a marginal Binomial distribution. Hence if the data sample has enough individuals to allow a large-sample approximation, the marginal distribution of each Nk should follow a Normal distribution, which is symmetric. Hence the sample means of Nk , k = 1, 2, …, K were used, where the average was taken over the haplotype pair probabilities pn , n = 1, 2, …, N. Given our assumptions, these correspond to posterior sample means for a binomial or multinomial distribution.
FILE S2 SUPPLEMENTARY RESULTS
Results for known haplotypes
The power of the two information criterion based statistics was virtually identical to that of the other two statistics ( Figure   S1 ). Both logBF and DICdiff suffered from the same rare haplotype effect as described for mode(κ), logBF more than the other two. FIGURE S1.-Power of all four statistics when haplotypes are known, as a function of the QTL effect size, measured as the percentage of the total phenotypic variance. The four statistics are logBF (pink), mode(κ) (black), DICdiff (light blue) and the log p-value of the F test (dark blue).
The accuracy of the haplotype effect estimates, as estimated by the mean squared error (MSE) from the simulated values, was much better for the Bayesian model than for the regression. The MSEs of the regression estimates were independent of QTL effect size and QTL allele frequency ( Figure S2 ). The Bayesian MSEs were independent of QTL allele frequency, except for the rare single haplotype effect, but increased slightly with increasing QTL effect size, levelling off for QTL accounting for more than 6-7% of the phenotypic variance ( Figure S3) . Figures S2 and S3 show data from a marker interval with very balanced counts of the different haplotypes and hence do not show the rare haplotype effect. The relationship between the Bayesian MSEs and the QTL effect size reflects the bounding effect of the Bayesian prior. The haplotype effect estimates are bounded and restricted to a range of sensible values near the true value. The QTL effect is naturally bounded below at zero, so for small QTL effects, the effect estimates are more tightly restricted by this extra bound than the effects for larger QTL, where the bounds imposed by the prior are reached before the bound imposed by zero. The regression MSEs do not show this effect because the errors for small QTL are caused mostly by over-estimates rather than under-estimates.
The regression allows much larger errors in the estimates than the Bayesian model. FIGURE S2. -Boxplots of mean squared errors (MSEs) of regression estimates of haplotype effects as a function of A. the effect of the QTL effect size, measured as the percentage of the phenotypic variance due to the QTL, for a QTL allele carried on four of the 19 haplotypes and B. the effect of the QTL allele frequency for a 4% QTL. (Note log scale of y axes.) The box (or box-and-whisker) plots show the spread of the distribution of points generated by the simulation for the different entropy levels. The box shows the central 50% of the distribution, between the 25% and 75% quartiles, with the middle bar representing the median or 50% quartile. The whiskers extend to the furthest data point which is no more than 1.5 times the length of the box away from the box. Data points further away are plotted individually. FIGURE S3.-Boxplots of mean squared errors (MSEs) of Bayesian estimates of haplotype effects as a function of A. the effect of the QTL effect size, measured as the percentage of the phenotypic variance due to the QTL, for a QTL allele carried on four of the 19 haplotypes and B. the effect of the QTL allele frequency for a 4% QTL. The box (or box-and-whisker) plots show the spread of the distribution of points generated by the simulation for the different entropy levels. The box shows the central 50% of the distribution, between the 25% and 75% quartiles, with the middle bar representing the median or 50% quartile. The whiskers extend to the furthest data point which is no more than 1.5 times the length of the box away from the box. Data points further away are plotted individually.
Behaviour of logBF and DICdiff for inferred haplotypes
The power and type I error rates were calculated using the significance thresholds calculated when haplotypes are known. At the nominal 5% significance level logBF was increasingly conservative as  H increases. Also, DICdiff was extremely and increasingly anti-conservative at the 5% level, which meant it was invalid as a test statistic. The effect of the entropy,  H on the distributions of the Bayesian statistics affected the likelihood-based statistics logBF and DICdiff in particular, through the plug-in parameter and data estimates. Figure S4 shows the effect of increasing uncertainty in haplotype assignment on the null distributions of the three Bayesian statistics and also of pDqtl, the dimensionality parameter of the QTL model DIC. FIGURE S4.-Effect of increasing entropy in haplotype assignment on the null distribution of logBF (A, B), mode(κ) (C, D), DICdiff (E, F) and the dimensionality parameter of the QTL model DIC, pDqtl (G, H). The box (or box-and-whisker) plots show the spread of the distribution of points generated by the simulation for the different entropy levels. The box shows the central 50% of the distribution, between the 25% and 75% quartiles, with the middle bar representing the median or 50% quartile. The whiskers extend to the furthest data point which is no more than 1.5 times the length of the box away from the box. Data points further away are plotted individually.
The comparison of the null distributions of mode(κ) for known and inferred data shows the effect of properly taking into account the uncertainty in individuals' haplotypes ( Figure S4, C and D) . Whichever 'true' haplotypes were selected to simulate the phenotype, the proportion of correct draws will inevitably be lower at high entropy loci. Incorrect haplotype inferences lead to incorrect parameter estimates, such that the individual haplotype estimates are closer to the overall mean than their 'true' values, leading to shrinkage in the estimated proportion of the variance due to the locus, κ.
This also caused an increase in the values of DICdiff in the null distribution as entropy increased ( Figure S4, F) , via the decrease in the dimensionality parameter pD (Figure S4, H) . As entropy increases, the estimated number of distinct parameters in the model decreases, under-penalizing the likelihood. This led to higher values of the likelihoods for the QTL model, increasing DICdiff in favour of the QTL model. The mean of null distribution of the deviance was not affected by entropy, although the variance did decrease as the locus entropy increased (data not shown). Hence the decrease in the mean of the null distribution of pD was due to the plug-in likelihood, which was also affected by the plug-in estimates for the data, in particular. This can be most clearly seen in the null distribution of logBF, the ratio of penalized plug-in likelihoods. LogBF was affected by the fall in the plug-in estimates of mode(κ) as entropy increased but also by the change in the plug-in estimates of the group phenotype means yk . (Figure S5 ). FIGURE S5.-Effect of increasing entropy in haplotype assignment on the relationship between logBF and mode(κ). Figure S5 shows how the relationship between logBF and the effect size κ changed as the locus entropy increased. The reduction in false positives for logBF as entropy increased was not simply because of the lower values of κ. An additional effect was caused by the plug-in estimates of the phenotype means for the haplotype pair groups, which converged towards the overall phenotype mean faster than the mode of κ decreased to zero as the locus entropy increased. The estimates of the group phenotype means were also affected by properly taking into account the uncertainty in the haplotypes. The Bayesian model accounts for this uncertainty in the estimate of κ, but the plug-in likelihood does not. Hence the type I error rate for mode(κ) became less conservative than logBF as locus entropy increased. Figure S6 shows the power of logBF relative to mode(κ) and F log p-value when haplotypes are inferred, while figure S7 shows the power with adjusted thresholds. FIGURE S6.-Power when haplotypes are inferred, as a function of the haplotype entropy at a locus. Results are presented for a range of QTL effect sizes as a percentage of the total phenotypic variance, for the nominal 5% (A-E) and genome-wide 0.08% (F-J) significance thresholds. Power was calculated from 1,000 simulated data sets at each locus. The statistics are mode(κ) (red), logBF (light blue), and the log p-value of the F test (dark blue). FIGURE S7.-Power when haplotypes are inferred, where the significance threshold was adjusted with increasing entropy to maintain the size of the test. Results are presented for a range of QTL effect sizes as a percentage of the total phenotypic variance, for the nominal 5% (A-E) and genome-wide 0.08% (F-J) significance thresholds. Power was calculated from 1,000 simulated data sets at each locus. The statistics are mode(κ) (red), logBF (light blue), DICdiff (green) and the log p-value of the F test (dark blue).
Real Data Analysis without Cousin Lines
We include plots of the same real data presented in the main paper, re-analyzed with the cousin lines excluded from the data. This reduced the sample size to about two thirds of that for the original analysis. Figures S8 and S9 show that removal of the cousin lines made no difference to the results, as expected from the linkage disequilibrium (LD) analysis of these data.
