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Abstract
We find new classes of exact solutions of the initial momentum con-
straint for vacuum Einstein’s equations. Considered data are either invari-
ant under a continuous symmetry or they are assumed to have the exterior
curvature tensor of a simple form. In general the mean curvature H is non-
constant and g is not conformally flat. In the generic case with the symmetry
we obtain general solution in an explicit form. In other cases solutions are
given up to quadrature. We also find a class of explicit solutions without
symmetries which generalizes data induced by the Kerr metric or other met-
rics related to the Ernst equation. The conformal method of Lichnerowicz,
Choquet-Bruhat and York is used to prove solvability of the Hamiltonian
constraint if H vanishes. Existence of marginally outer trapped surfaces in
initial manifold is discussed.
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1 Introduction
Initial data for the vacuum Einstein equations consists of a 3-dimensional mani-
fold S together with a Riemannian metric gij and a symmetric tensor Kij . They
have to satisfy the following constraint equations
∇i
(
Kij − gijH) = 0 (1)
R +H2 −KijKij = 0, (2)
1
where ∇i are covariant derivatives, R is the Ricci scalar of gij and H = Kii.
Tensors gij and Kij are interpreted, respectively, as the induced metric and the
external curvature of S embedded in 4-dimensional spacetimeM with metric g(4)
gijdx
idxj = e∗g(4) , 2Kijdx
idxj = e∗Lkg
(4) (3)
(Lk is the Lie derivative along the future unit normal vector of S and e
∗ denotes
the pullback under an embedding e : S →M).
In order to analyze constraints (1) and (2) one can employ the method, orig-
inated by Arnowitt, Deser and Misner [1], of transverse-traceless (TT) decom-
position of Kij into its trace, a longitudinal part and a divergence free traceless
tensor [2]. Combining this decomposition with a conformal transformation of
the initial data yields a system of differential equations equivalent to (1) and (2).
The main advantage of this approach (known as the conformal method) is that
in the new system one can distinguish dynamical variables from free functions
(note that system (1)–(2) is under-determined). In this approach initial data sets
with the vanishing mean curvature H are constructed by means of the conformal
transformation
g′ij = ψ
4gij , K
′
ij = ψ
−2Kij , ψ > 0 . (4)
If H = 0 and tensor Kij satisfies the momentum constraint (1) then this trans-
formation yields another traceless (H ′ = 0) solution of this constraint. The new
fields satisfy the Hamiltonian constraint (2) iff
△ ψ = 1
8
Rψ − 1
8
KijK
ijψ−7 , (5)
where∇i denotes the covariant derivative and△ is the covariant Laplace operator
for metric gij . The pair (g
′
ij, K
′
ij) constitutes unconstrained initial data for the
vacuum Einstein equations.
All known exact solutions of the constraint equations are based on the above
scheme. Among them there are solutions of Brill and Lindquist [3], Bowen and
York [4] and Brandt and Brugmann [5]. In all of them metric gij is flat, hence the
momentum constraint can be easily solved. In general, equation (5) is not solvable
analytically. The existence of its solutions was determined in cases where (S, gij)
is closed [6, 7], asymptotically flat [8–10] or asymptotically hyperbolic [11, 12].
Also particular results are known for (S, gij) asymptotically flat with an interior
boundary [10, 13]. A detailed discussion of the problem can be found in [14].
In this paper we construct new solutions of the momentum constraint with
constant or non-constant mean curvature without assuming that the initial metric
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is conformally flat. For brevity we write (1) in the form
∇iT ij = 0 (6)
where T ij = Kij − Hgij . In Section 2 we assume that data are preserved by
a continuous symmetry (which is the Killing symmetry of the corresponding 4-
dimensional metric). In generic case all the solutions of the momentum constraint
are found explicitly. They depend on 6 free functions (including 3 degrees of
freedom of the metric tensor), which cannot be gauged away. They generalize
solutions found in [15,16] and contain data induced by the Kerr metric (and other
stationary axially symmetric metrics) what is not possible in the case of confor-
mally flat initial metrics [17]. In Section 3 we consider non-symmetric data but
we make an algebraic assumption about Tij . We obtain a particular class of so-
lutions which depend on 3 free functions of 3 coordinates (the same number as
in the case of the flat metric). It also contains data for axially symmetric vacuum
metrics related to solutions of the Ernst equation.
In principle, free functions in the data can be used to fulfill the Hamiltonian
constraint. We shortly discuss this possibility in the begining of Section 4, how-
ever we don’t have rigorous results in this direction. If T ii = 0 then H = 0 and
one can use the conformal method to construct implicitly data which satisfy all
initial constraints (in practical applications the Hamiltonian constraint has to be
solved numerically). In Section 4 we prove the existence of solutions of the Lich-
nerowicz equation (5) following results of Maxwell [10] for asymptotically flat
data. Maxwell’s approach for manifolds with a boundary is used in Section 5 in
order to construct initial data with marginally outer trapped surfaces.
2 Symmetric solutions of the momentum constraint
In this section we assume that initial data is preserved by a vector field v. This
field extends to the Killing vector of the corresponding 4-dimensional metric g(4).
A class of data of this kind was constructed in [15,16] with the exterior curvature
equivalent to (8) and (36). Its generalization was recently considered in [18].
The following propositions describe general solution of the momentum con-
straint with the symmetry v. We use nonholonomic basis written in coordinates
xi = xa, ϕ, with a = 1, 2, such that v = ∂ϕ.
Proposition 2.1. Let
g = gabdx
adxb + α2(dϕ+ βadx
a)2 (7)
3
and components of metric and the exterior curvature be independent of ϕ. Then
• In the basis θa = dxa, θ3 = dϕ+ βadxa the momentum constraint is equiv-
alent to an explicit formula for T a3
T a3 = α
−1ηabω,b (8)
and equation
(αT ba )|b = T
3
3 α,a + λω,a , λ = η
abβa,b , (9)
where the covariant derivative |b and the Levi-Civita tensor η
ab correspond
to gab and ω is a function of x
a.
• In complex coordinates xa = ζ, ζ¯ such that g = γ2dζdζ¯ +α2(θ3)2 equation
(9) reads
2(αTζ¯ζ¯),ζ = γ
2T 33 α,ζ¯ − γ2(αT ζζ ),ζ¯ + γ2λω,ζ¯ . (10)
Given functions α, λ, γ, ω, T 33 and T
ζ
ζ equation (10) defines αTζ¯ ζ¯ as an
integral.
Proof. Metric (7) is the most general metric with a single continuous symmetry
∂ϕ. If data are independent of ϕ then in the basis θ
a = dxa, θ3 = dϕ+ βadx
a the
momentum constraint∇jT j3 = 0 takes very simple form
(α
√
|g˜|T a3 ),a = 0 , (11)
where |g˜| = det gab. General solution of (11) is given by (8). Substituting it into
∇jT ja = 0 yields equation (9).
In dimension 2 one can always find coordinates xa = x, y such that
gab = γ
2δab . (12)
In this case a complex combination of equations (9) written in complex coordi-
nates ζ = x+ iy, ζ¯ = x− iy yields equation (10). The assumption of analyticity
allows to integrate the r. h. s. of (10) over ζ . Note that Tζ¯ ζ¯ is a complex function
and T ζζ is real. For non-analytic fields one can use the formula
2αTζ¯ζ¯ = −
1
4π
∫
d2x′
F (x′a)
(ξ¯′ − ξ¯) + h(ξ¯) (13)
where F denotes the rhs of (10).
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An advantage of formula (10) is that it treats all cases on equal footing. How-
ever, in order to obtain a more explicit description of solutions it is useful to
consider separately the cases α = const and α 6= const.
Proposition 2.2. If α 6= const then
• Tensor T ab uniquely corresponds to functions T a, T 0 such that
T ab = ηaT b + ζaηbT cξc + ξ
aξbT 0 (14)
T a = T abηb , T
0 = ξaT
abξb , (15)
where
ξb =
α,b
▽α
, ηa = ηabξb , ▽α = (α
,cα,c)
1
2 . (16)
• If functions α and ▽α are independent then equation (9) determines T 0 and
T 33 in terms of other data
ακT 0 = (αT a)|a + αξbT
bξa|a − ληaω,a (17)
(▽α)T 33 = (αT
0ξb + αξaT
aηb)|b − αηbξb|aT a − λξaω,a , (18)
where
κ = ηbcα,b(▽α),c(▽α)
−2 . (19)
• If functions α and∇α are dependent then equation (9) is equivalent to (18)
and the equation
(αηbT
bηa)|a = −(αξbT bξa)|a − αξbT bξa|a + ληaω,a (20)
which yields an integral expression for one of the functions ηbT
b, ξbT
b or ω.
Proof. Vectors ξa and ηa form an orthonormal basis on surfaces ϕ = const. If T a
and T 0 are defined by (15) then (14) can be easily proved by taking contractions
of T ab with ηa and ξa. Similar contractions of equation (9) lead, respectively, to
ηa(αT ba )|b = λη
aω,a (21)
and
ξa(αT ba )|b = (∇α)T 33 + λξaω,a . (22)
Substituting (14) into (21) and (22) yields (17) and (18). Since α,cα,c 6= 0 equation
(18) can be treated as a definition of T 33 . If functions α and ▽α are independent
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then κ 6= 0 and (17) defines T 0. If they are dependent then κ = 0 and equation
(17), with T a decomposed in the basis (ξa, ηa), reduces to equation (20). In order
to show that the latter equation can be easily integrated let us choose coordinates
xa = x, y such that α = y and
g = γ2dx2 + σ2dy2 + y2(dϕ+ βadx
a)2 . (23)
Then ξaT
a = σγT xy, ηaT
a = γ2T xx and equation (20) reads
y
(
σT xx
)
,x
= −γ−1(yσγT yx ),y + σλω,x . (24)
Equation (24) is equivalent to an integral expression for T xx, T xy or ω. Alterna-
tively one can derive from it an explicit expression for σ or γ in terms of other
variables.
The most general symmetric data satisfying the momentum constraint are
given by (7), (8), (17) and (18). They depend on 9 functions of 2 coordinates.
Three of them can be fixed by means of a transformation of coordinates xa and
a shift of ϕ. Thus, there are 6 functions which cannot be gauged away. Their
number decreases to 5 if the Hamiltonian constraint is imposed.
Now, let us assume that α=const. Without a loss of generality one can set
α = 1. Function T 33 is arbitrary since now it is not present in (9). Since α,a = 0
there is no hint how to choose coordinates x, y in order to represent solutions
of equation (9) in a simple way. The following proposition shows how it can be
done. We omit the proof which is straightforward.
Proposition 2.3. If α = 1 then in coordinates such that
g = dx2 + σ2dy2 + (dϕ+ βadx
a)2 (25)
equation (9) is equivalent to
σT yy ,y = −(σ3T xy),x + λσω,y (26)
and
(σT xx ),x = σ,xT
y
y − (σT xy),y + λσω,x . (27)
Equation (26) defines T yy and, consecutively, equation (27) defines T
x
x .
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Formulas (8), (17) and (18) allow to obtain generic solutions of the momentum
constraint in an explicit way. Irrespectively of that one can find particularly simple
solutions of (9) making an ansatz. For instance, let T 33=0, αT aa=const and
g = σ2(dx2 + dy2) + α2dϕ2 . (28)
Then equation (9) reads
(ασ4T˜ ab),b = 0 , (29)
where T˜ ba is the traceless part of T
b
a . It follows from (29) that there is a function
f such that
αTab = f,ab + cgab , f,xx + f,yy = 0 , c = const . (30)
One can slightly generalize these solutions assuming
αTab = f,ab + h(σ)δab , (31)
f,xx + f,yy = 2σ
3h,σ , (32)
where h is a function of σ. These data can be also obtained from (10) under the
assumption that αT ζζ is a function of σ. Note that for a nontrivial dependence of
the r. h. s. of (32) on σ this equation can be considered as a definition of σ in
terms of the function f .
Other simple solutions of (9) with α 6=const can be obtained if T 33 = 0 and
±αT ab has the form of the energy-momentum tensor of a scalar field f with a
potential V (f)
± αTab = f,af,b − (1
2
f ,cf,c + V )gab . (33)
In this case equation (9) is satisfied provided that the scalar field equation f
|a
|a =
V,f is fulfilled. For metric gab of the form (28) this equation reads
f,aa = σ
2V,f . (34)
If V,f 6=0 equation (34) defines σ in terms of f . If V,f =0 then f = Re h(ζ),
where h is a holomorphic function of ζ=x + iy. In both cases the data can be
also obtained from (10) under the assumption that αT ζζ is a function of f and
αTζ¯ζ¯ = ±(f,ζ¯)2.
Formulas (31)-(32) or (33)-(34) define also particular solutions of the momen-
tum constraint if α=const. In this case the function T 33 can be arbitrary.
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Corollary 1. Simple solutions of equation (9) are given by (28) and (31)-(32) or
(33)-(34). If α 6=const then T 33 = 0.
In order to solve the Hamiltonian constraint by means of the conformal method
it is important to have asymptotically flat solutions of the momentum constraint
withH = 0. Then, by means of a conformal transformation one can obtain either
α = 1 or (α 6= const, κ 6= 0) or (α 6= const, κ = 0). In all these cases condition
H = 0 imposes an extra constraint on the free functions. The simplest situation
is for α = 1 since then one can adjust T 33 to get T
i
i = 0. In order to obtain
an asymptotically flat metric another conformal transformation is necessary. For
instance, one can multiply metric (25) by e2x and interpret ex as a distance from
the symmetry axis. The new metric is asymptotically flat if σex → 1 for ex →∞
or y → ∞. Vanishing of the new tensor T ′ij at infinity can be assured by an
appropriate condition on T xy and ω.
If α 6= const then conditionH = 0 is equivalent to
T 33 + T
0 + ηaT
a = 0 . (35)
If α and ▽α are independent then this equation becomes a second order linear
equation for one of the functions T a. This is more complicated situation than in
the case α = 1, however, now one can expect that the data are asymptotically
flat without a necessity of a conformal transformation. If α 6= const and κ =
0 then condition (35) can be treated as an equation for T 0. If metric is in the
form (23) then this equation leads to an expression for (y2σ−1γT 0),y hence T
0
can be determined. Metric (23) may be asymptotically flat without performing a
conformal transformation. For instance, it is sufficient that σ → 1 and γ → 1 if
x2 + y2 →∞.
Equation (9) is trivially satisfied andH = 0 if
T ab = T 33 = 0 , λ = 0 . (36)
In this case the symmetry vector ∂ϕ is nontwisting and we can change the coor-
dinate ϕ to obtain βa = 0 in metric (7). Condition (36) is realized on constant
time surfaces in the Kerr metric and in other stationary axially symmetric metrics
defined by solutions of the Ernst equation [19]. Indeed, these metrics read
g(4) = gABdx
AdxB + gabdx
adxb, (37)
where xA = t, ϕ and the metric components depend only on xa = r, θ. On the
surface t =const metric (37) takes the form (7). Since k = kA∂A formula (3)
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yields the exterior curvature tensor of the form uadx
adϕ, where ua are functions
of xa. Thus, Kab = K33 = 0, hence also H = 0 and condition (36) follows. If
the vacuum Einstein equations are satisfied components Ka3 must have form (8).
For instance, in the case of the Kerr metric one obtains
g = ρ2∆−1dr2 + ρ2dθ2 + ρ−2Σ2 sin2 θdϕ2 (38)
and (8) with
ω = 4aMρ−2[2(r2 + a2) + (r2 − a2) sin2 θ] cos θ , (39)
where
ρ2 = r2+a2 cos2 θ , ∆ = r2−2Mr+a2 , Σ2 = (r2+a2)2−a2∆sin2 θ . (40)
Metric (38) tends to the flat metric if r →∞ and function ω satisfies
ω → 4aM(2 + sin2 θ) cos θ if r →∞ . (41)
Condition (41) assures fast vanishing of tensor T ij when r increases. It can be
used to define the Kerr-like asymptotical behaviour of the initial data.
If ∂ϕ is interpreted as the axial symmetry then initial data should be regular
on the symmetry axis. Hence, in spherical like coordinates r, θ, ϕ metric should
behave like
g ⋍ grrdr
2 + gθθ(dθ
2 + sin2 θdϕ2) if sin θ → 0 , (42)
where grr and gθθ are positive functions. A more general expression is allowed in
the case of the exterior curvature. In particular, ω should satisfy
ω,r ∼ sin4 θ , ω,θ ∼ sin3 θ if sin θ→ 0 . (43)
Obviously, conditions (42) and (43) are satisfied by the Kerr data.
In general, symmetric data undergoing condition (36) are not related to sta-
tionary axially symmetric metrics of the form (37). Note that these metrics are
fully determined by the complex Ernst potential which has to satisfy the Ernst
equation. Hence, the corresponding initial data on t =const is also determined
by this potential. Generic axially symmetric data satisfying (36) do not share this
property.
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3 Nonsymmetric solutions of the momentum con-
straint
Tensor T ij can be written in the form
T ij = ρu(ivj) + pgij, (44)
where vectors u = ui∂i and v = v
i∂i are real or complex conjugated, u = v¯. To
this end we define p as a real solution of the equation
det (T ij − pgij) = 0. (45)
Since (45) is a third order polynomial equation for p it admits one or three real
solutions. If p is one of them tensor T ij−pgij has the signature 0,±1,±1. Hence,
decomposition (44) follows (not uniquely if there are 3 different real solutions of
(45)). Vectors u and v are orthogonal to the eigenvector e = ei∂i corresponding to
p. One can rescale them in order to obtain ρ = ±1 but we keep ρ in general form
for a later convenience.
The momentum constraint can be explicitly solved under particular assump-
tions on decomposition (44) . In this section we assume that the eigenvector e
is twist free. In this case there exists a function f such that ei ∼ f,i and u and
v are tangent to surfaces f =const. If they are real we can choose coordinates
xi = x, y, z such that u ∼ ∂x, f = y and vector v is spanned by ∂x and ∂z. If u
and v are linearly independent we can still change coordinate x to obtain v ∼ ∂z .
Hence, without loss of generality, we can assume
u = ∂x, v = ∂z (46)
or
v = u = ∂z . (47)
If vectors u and v are complex we obtain (46) with complex coordinates x, z such
that x = z¯.
Under assumption (46) or (47) solutions of the momentum constraint can be
expressed in terms of free functions and integrals over them. In this section we
will present only a family of solutions which can be written in a relatively simple
way. In general they have no symmetry, however, they contain a subclass of data
obtained in Section 2.
In order to describe solutions satisfying (46) let us first introduce some nota-
tion.
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Definition 3.1. Given functions β and γ such that matrix γ,AB is nondegenerate
we define γAB, |γ˜| and βA by
γAB = γ,CDσ
C
Aσ
D
B , |γ˜| = (det γ,AB)
1
2 , γACβ
C = β,Cσ
C
A , (48)
where xA = x, z and σAB=diag(1,−1).
This notation helps to describe the following class of solutions of the momen-
tum constraint.
Proposition 3.2. The momentum constraint is satisfied by
g = (αρ|γ˜|)− 25 [α2dy2 + γAB(dxA + βAdy)(dxB + βBdy)] (49)
T ij = ρδ(ix δ
j)
z + pg
ij (50)
provided that γ,AB has the Euclidean signature and functions γ, β, p, α > 0,
ρ > 0 satisfy either
p = p(gxz) , ρ = 2
dp
dgxz
(51)
or
p = const , γ,xz = c(αρ|γ˜|) 25 , c = const . (52)
All coordinates and functions are either real or x = z¯ and β is purely imaginary
while other functions are real. Three of the functions are arbitrary up to positivity
conditions.
Proof. In the case (46) the momentum constraint reads
(ρ|g|gix),z + (ρ|g|giz),x = |g|(ρgxz,i − 2p,i) . (53)
In order to simplify (53) we assume that the r. h. s. of (53) vanishes
2p,i = ρgxz,i . (54)
In this case it follows from (53) that there exist functions γi such that
ρ|g|gix = γi,x , ρ|g|giz = −γi,z . (55)
These equations are compatible iff γz,x = −γx,z, hence there exists a function γ
such that γx = γ,x and γz = −γ,z. Substituting these expressions into (55) and
denoting γy by β yields
ρ|g|g = α2dy2 + γAB(dxA + βAdy)(dxB + βBdy) , (56)
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where γAB and β
A are given by Definition 2.2. Function α can be arbitrary posi-
tive since gyy is not present in (53). From (56) one can calculate det gij and obtain
metric in the form (49). Still equation (54) has to be satisfied. If gxz 6=const it
yields (51). If gxz=const one obtains (52).
In the case (51) functions α, β and γ are arbitrary up to α > 0 and positivity
of γ,AB. It is also true in the case (52) with c 6=0 since then ρ can be expressed
in terms of other functions. In the case (52) with c=0 function γ splits into the
sum of functions of 2 variables but then α, β and ρ are arbitrary. Thus, in each
case there are 3 functions of 3 coordinates which are arbitrary up to conditions of
positivity.
In order to prepare ground for studies of the Hamiltonian constraint let us
identify solutions from Proposition 3.2 with H = 0. If H = 0 and γ,xz 6= 0 we
can apply a conformal transformation to obtain
|γ˜|2α2 = |γ,xz|5 (57)
ρ = 1 , p =
1
3
sgn(γ,xz) . (58)
Metric and T ij now read
g =
(γ,xz)
4
|γ˜|2 dy
2 + |γ,xz|−1γAB(dxA + βAdy)(dxB + βBdy)) (59)
T ij = δ(ix δ
j)
z +
1
3
sgn(γ,xz)g
ij . (60)
If γ,xz = p = 0 then by means of a conformal transformation one obtains
T ij = (αfh)−1δ(ix δ
j)
z (61)
and
g = α2dy2 + f 2(x, y)(dx+ β,xdy)
2 + h2(y, z)(dz − β,zdy)2 . (62)
Here f and h are functions of 2 coordinates as indicated. A change of coordinates
x and z allows to transform f and h to any pair of nonzero functions of this type,
e.g. to constant functions. However, it is convenient to keep them arbitrary until
conditions of asymptotical flatness are imposed.
Corollary 2. The momentum constraint with H = 0 is satisfied by data given
by (59)-(60) or (61)-(62), where γAB and β
A are related to functions β and γ
according to Definition 2.2. Functions f and h can be transformed to f = h = 1.
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Data (61)-(62) include (up to conformal transformations) a subclass of invari-
ant data satisfying condition (36). For them z = ϕ and T ij ∼ δ(ix δj)z in coordinates
xi such that ω = F (y). Metric (7) is conformally equivalent to metric of the form
(62) with α,z = β,z = h,z = 0.
Thanks to this property one can deduce conditions which assure asymptotical
flatness of data (61)-(62)
f 2 =
sin y
x2
, h2 = sin3 y (63)
α2 → sin y , β,x → 0 , β,z → 0 if x→∞ . (64)
Under condition (63) the conformal transformation (4) with ψ2 = xα−1 yields
T ij =
α˜2
x4
δ(ix δ
j)
z (65)
and
g = x2dy2 + α˜(dx+ β,xdy)
2 + x2α˜ sin2 y(dz − β,zdy)2 , (66)
where α˜ = α2/ sin y. Conditions (64) can be replaced by
α˜→ 1 , β → 0 if x→∞ . (67)
It is clear from the above assumptions that, asymptotically, x, y, z become spheri-
cal coordinates r, θ, ϕ of the flat metric. Data given by (65) and (66) generalize the
Kerr data. They contain 2 free functions (α˜ and β) of 3 coordinates. In general,
these data have no symmetries. They are asymptotically flat under conditions (67)
provided that derivatives of α˜ and β vanish sufficiently fast.
Now, we turn to initial data obeying condition (47).
Proposition 3.3. The momentum constraint is satisfied by the data given by
± T ij = δizδjz + (c+
1
2
β|g˜|− 23 )gij (68)
g = β|g˜|− 23 (dz + βadxa)2 + gabdxadxb (69)
or
± T ij = β|g˜|−1δizδjz + cgij (70)
g = (dz + βadx
a)2 + gabdx
adxb , (71)
where βa,z = β,z = 0, β > 0, c = const, metric gab has the Euclidean signature
and |g˜| denotes det gab. Function β can be transformed to 1.
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Proof. In case (47) the momentum constraint reads
(ρ|g|giz),z = 1
2
ρ|g|gzz,i− |g|p,i (72)
where |g| = (det gij)1/2. It can be solved in full generality in terms of integrals.
In order to obtain simpler solutions we first assume
p = const+
1
2
ρgzz , ρ = ±1 . (73)
In this case it follows from (72) that
g = |g|−1β3(dz + βadxa)2 + gabdxadxb , βa,z = β,z = 0 . (74)
Taking determinant of this metric yields
|g| = β2|g˜|− 23 . (75)
From (74) and (75) one obtains metric in the form (69). Equation (68) follows
from (73) and (69).
If we assume p = const it is convenient to work with the unit vector v = ∂z .
Then gzz = 1 and from (72) one obtains gaz,z = 0 and ρ
√|g| = β(xa). Hence,
expressions (70) and (71) follow.
In solutions described by this proposition components of the metric gab cannot
be in general gauged away since coordinate transformations are strongly restricted
by the form of T ij . One can accommodate β in det gab by a change of coordinates
xa. We keep arbitrary β since then the asymptotical flatness conditions are sim-
pler.
Data with H = 0 are present in both classes of solutions presented in Propo-
sition 3.3. They are jointly given by
Corollary 3. The data
T ij = c(δizδ
j
z −
1
3
gij) (76)
g = (dz + βadx
a)2 + gabdx
adxb , (77)
where c = const and βa,z = (det gab),z = 0, satisfy the momentum constraint and
H = 0.
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Above solutions can be asymptotically flat. For instance, let z = ln r, βa = 0
and xa = θ, ϕ be spherical angles. If
det gab = sin
2 θ (78)
and
gabdx
adxb → dθ2 + sin2 θdϕ2 if r →∞ (79)
then conformal transformation (4) with ψ2 = r yields asymptotically flat metric.
4 Hamiltonian constraint
In this section and in the next one we will apply the Lichnerowicz-Choquet-
Bruhat-York conformal method to solutions of the momentum constraint from
Sections 2 and 3. Before we do it let us shortly discuss how to exploit free func-
tions in these solutions in order to solve the Hamiltonian constraint if H 6= 0. For
instance, this can be easily done for solutions with gϕϕ = 1 described by Proposi-
tion 2.3. Then the function T ϕϕ is not involved in the momentum constraint and it
can be defined by the following equation equivalent to (2)
(T ϕϕ − T aa )2 = 2R + 3(T aa )2 − 2TabT ab − 4TaϕT aϕ , (80)
provided that the r. h. s. of (80) is nonnegative. Unfortunately, since H 6= 0 and
conformal transformations are not allowed, initial metric cannot be asymptotically
flat in this case. Another simple example concerns solutions described in the last
point of Proposition 2.2. Now, the Hamiltonian constraint can be considered as an
ordinary differential equation for the function T 0. In coordinates (23) it reads
γ−1(γT 0),y = F ± 2y−1(G + T 0ηaT a) 12 , (81)
where F and G are expressions independent of T 0
F = (γ−1γ,y + y
−1)ηaT
a − (βγ)−1(β2laT a),x (82)
G =
1
2
R− (laT a)2 − TaϕT aϕ . (83)
Unfortunately, we are not able to prove existence of global solutions of equation
(81). If they exist one can obtain asymptotically flat data in this case (β and γ
should tend to 1 at infinity).
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From now on we will assume that H = 0 and we focus on asymptotically
flat data. In this case the conformal method is effective if one can show that the
Lichnerowicz equation (5) has a solutionψ which is positive everywhere and tends
to 1 at infinity. Our considerations are mainly based on the existence theorems
of Maxwell [10] (note that the exterior curvature in [10] has the opposite sign
with respect to that defined by (3)).They are applicable if components of seed
data and the exterior curvature belong to appropriate weighted Sobolev spaces
W k,pδ . Metric doesn’t have to be conformally flat. Existence and uniqueness of ψ
depends crucially on the positivity of the Yamabe type invariant
λg := inff∈C∞c
∫
S
(8|∇f |2 +Rf 2)dvg
‖f‖2L6
> 0 , (84)
where dvg (also present in the norm of f ) is the volume element corresponding to
seed metric g.
In order to formulate the results of Maxwell we define asymptotically flat ini-
tial data in the following way.
Definition 4.1. Let an initial surface S be a union of a compact set and so-called
asymptotically flat ends, which are diffeomorphic to a completion E of a ball in
R3. We say that data (g,K) are asymptotically flat of class W k,pδ if the following
conditions are satisfied
g ∈ W k,ploc (S) , (gij − δij) ∈ W k,pδ (E) , Kij ∈ W k−1,pδ−1 (S) (85)
where k ≥ 2, kp > 3, δ < 0 and indices i, j correspond to the Cartesian coordi-
nates of E.
For instance, conditions (85) are satisfied, with δ > −ǫ and arbitrary p, if g
andK are fields of class Ck and Ck−1, respectively, and they satisfy the following
conditions which are often used in relativity
gij = δij + 0k(r
−ǫ) , Kij = 0k−1(r
−1−ǫ) . (86)
Here ǫ is a positive constant, r is the radial distance in R3 and we write f =
0k(r
−ǫ) if derivatives of f of order n ≤ k fall off as r−n−ǫ when r → ∞. Note
that conditions (85) with δ < −1/2 or (86) with ǫ > 1/2 are sufficient to define
the ADM energy-momentum [20].
The existence theorem of Maxwell can be formulated in the following form
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Theorem 4.2 (Maxwell). Let (S, g) be a complete Riemannian manifold without
boundary and let (g,K) be a traceless (H=0) solution of the momentum con-
straint which is asymptotically flat of class W k,pδ . Then there exists a solution of
the Lichnerowicz equation (5) such that ψ > 0 and (ψ − 1) ∈ W k,pδ if and only if
λg > 0. If it exists it is unique and the conformally transformed data (4) satisfy
all constraint equations and are asymptotically flat of classW k,pδ .
A direct verification of condition (84) is rather difficult. We will show that it
can be replaced by a simpler condition if the Euclidean type Sobolev inequality is
satisfied on S. Let us decompose the Ricci scalar of g into a positive and negative
part
R = R+ +R− , (87)
where R− = 0 at points where R ≥ 0 and R+ = 0 if R ≤ 0.
Proposition 4.3. If the Sobolev inequality
‖f‖L6 ≤ A‖∇f‖L2 , A = const > 0 (88)
is satisfied and
‖R−‖L3/2 <
8
A2
(89)
then λg > 0.
Proof. From the Ho¨lder inequality one obtains∫
S
|R−|f 2dvg ≤ ‖R−‖L3/2‖f‖2L6 . (90)
Since R ≥ R− inequality (90) leads to∫
S
Rf 2dvg ≥ −‖R−‖L3/2‖f‖2L6 . (91)
From (91) and (88) it follows that∫
S
(8|∇f |2 +Rf 2)dvg ≥ ( 8
A2
− ‖R−‖L3/2)‖f‖2L6 . (92)
Hence,
λg ≥ ( 8
A2
− ‖R−‖L3/2) (93)
and λg is positive if (89) is satisfied.
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In the 3-dimensional flat Euclidean space the Sobolev inequality (88) is satis-
fied and R = 0, hence condition (89) is void. Similar situation occurs if (S, g) is
complete and asymptotically flat and R ≥ 0 [21]. Condition R ≥ 0 is necessarily
satisfied if g is induced by a solution of the Einstein equations and H=0 on the
initial surface. This property follows from the Hamiltonian constraint which is
one of the Einstein equations. For instance, let g be the metric induced by the
Kerr solution on the surface t=const. If g together with a traceless tensor K, dif-
ferent from that for the Kerr data, satisfy the momentum constraint one can apply
theorem 4.2 without bothering about condition (84).
In what follows we show how to generate axially symmetric initial data given
a seed metric g on S such that the Sobolev inequality (88) is satisfied.
Theorem 4.4. Consider axially symmetric metric
g(u) = α2dϕ2 + e2ugabdx
adxb (94)
related to a complete and asymptotically flat metric g = g(0) of class W k,pδ . As-
sume that (S, g) admits the Sobolev inequality (88) and that u satisfies
‖(R− 2∆˜u)−‖L3/2 <
8
A
, (95)
where the Ricci scalarR and the norm refer to g and ∆˜ is the covariant Laplacian
of metric gabdx
adxb.
If axialy symmetric data (g(u), K) with H = 0 satisfy the momentum con-
straint and are asymptotically flat of classW k,pδ then there exist conformal data of
the same class which satisfy all the constraint equations.
Proof. Equation (5) corresponding to (94) takes the form
△(u) ψ = 1
8
e−2u(R − 2△˜u)ψ − 1
8
KijKijψ
−7 (96)
with the covariant Laplacian △(u) defined by g(u). If ψ doesn’t depend on ϕ
equation (96) is equivalent to
△ ψ = 1
8
(R− 2△˜u)ψ − 1
8
e2uKijKijψ
−7 , (97)
where △ is the Laplacian corresponding to the seed metric g. Let us consider
equation (97) without assuming the axial symmetry of ψ. Inspection of the proof
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of Theorem 1 in [10] shows that this theorem is still valid if R is replaced by an-
other function from the same Sobolev space. Equation (97) has a unique solution
ψ since (95) implies
λ(u) := inff∈C∞c (S)
∫
S
(8|∇f |2 + (R− 2∆˜u)f 2)dvg
‖f‖2L6
> 0 , (98)
where the measure in the integral and the norm correspond to the metric g. The
function ψ cannot depend on ϕ since otherwise ψ with shifted coordinate ϕ would
be another solution of equation (97). It follows that ψ satisfies also equation (96).
In order to prove that there is no other solutions of this equation let us make the
conformal transformation (4). Then the Hamiltonian constraint (2) is satisfied by
new (primed) fields, hence R′ ≥ 0. If ψ was not the unique solution of (96)
there must be a positive function ξ (a ratio of two solutions of (96)) which is not
identically 1 but tends to 1 at infinity and satisfies
△′ ξ = 1
8
R′(ξ − 1
ξ7
) . (99)
If we multiply (99) by (ξ − ξ−7) and integrate it over S we obtain∫
S
(1 +
7
ξ8
)(∇′ξ)2dvg + 1
8
∫
S
R′(ξ − 1
ξ7
)2dvg = 0 . (100)
Since both integrated expressions are nonnegative they have to vanish. Taking into
account the asymptotic behavior of ξ we obtain ξ = 1 everywhere on S. Thus, ψ
defined originally as a solution of (97) is also a unique solution of equation (96).
Note that condition (95) is satisfied if
‖(∆˜u)+‖L3/2 <
4
A
. (101)
If the l. h. s. of (101) is finite one can achieve (101) via transformation u → Cu
with a suitably small value of constant C. If u = 0 condition (101) is trivially
satisfied and the only problem is to solve the momentum constraint with respect
to K (see Proposition 2.1). For instance, one can take the Kerr initial metric (38)
and K given by (8) and (36) with any ω satisfying asymptotic condition (41).
19
5 Hamiltonian constraint and horizons
From the point of view of the black hole theory it is important that initial data
admit a surface S0 which can be considered as a black hole horizon. Conditions
on S0 are usually formulated in terms of functions θ± defined on S0 by
θ± = H −K(n, n)± 2h , 2h = ni|i , (102)
where n is the unit normal of S0 oriented outsideS0. From the 4-dimensional point
of view, θ± are expansions of null geodesics emerging from S0 in the direction k±
n, respectively. In order to interpret S0 as a black hole horizon condition θ+ = 0 is
commonly assumed. Then S0 is called marginally outer trapped surface (MOTS).
Unfortunately, in general, Theorem 4.2 does not allow to control existence of
MOTS or other trapped surfaces for final initial data, even if data (g,K) admit
such a surface.
There is an exception to this rule if g has a Z2 symmetry preserving S0 and if
equation
Kijn
inj = 0 (103)
is satisfied on S0. Then, from the uniqueness assured by Theorem 4.2 solution ψ
is also Z2 symmetric, hence its normal derivative vanishes on S0. All components
of the exterior curvature of S0 embedded in S vanish for both metrics g and g
′.
Hence, θ+ = θ− = 0 for the ultimate initial data.
An example of this type is again provided by the Kerr metric. In this case the
surface t =const crosses the bifurcation surface (the Einstein-Rosen bridge) and
on its other side the Boyer-Lindquist radial coordinate r grows again up to infinity.
Thus, r is not a global coordinate on S. A better coordinate r˜ is related to r by
r = M +
√
M2 − a2 cosh r˜ , r˜ ∈ [−∞,∞] . (104)
Metric (38) is symmetric with respect to r˜ → −r˜ and the exterior curvature of
the surface r˜ = 0 vanishes. One can modify this metric according to Theorem 4.4
with u and ω being even functions of r˜. The corresponding conformal factorψ will
be also Z2 symmetric and the surface r˜ = 0 will have vanishing null expansions
θ± with respect tvo the conformally transformed data.
A construction of initial data with MOTS is given in [10]. In this approach
S has an inner boundary S0 and equation (5) is supplemented by the boundary
condition
ni∂iψ +
1
2
hψ − 1
4
K(n, n)ψ−3 = 0 (105)
20
(we recall that we use fields Kij and h which differ by sign from fields Kij and h
in [10]). Condition (105) guarantees that θ+ = 0 upon the conformal transforma-
tion (4). Unfortunately, the key existence theorem in [10] (Theorem 1) refers to
properties of conformally equivalent data satisfying R = 0. Since these data are
not known explicitly, it is highly nontrivial to satisfy assumptions of this theorem
unless condition (103) is satisfied. In the latter case applying Theorem 1 from [10]
to the data obtained by means of Corollary 1 from [10] yields
Theorem 5.1 (Maxwell). Let (S, g) be a Riemannian manifold with an inner
boundary S0 and (g,K) be a traceless solution of the momentum constraint which
is asymptotically flat of classW k,pδ . If K(n, n) = 0 and
λg := inff∈C∞c
∫
S
(8|∇f |2 +Rf 2)dvg −
∫
S0
hf 2dsg
‖f‖2L6
> 0 (106)
then equation (5) with the boundary condition
ni∂iψ +
1
2
hψ = 0 (107)
possesses a solution ψ > 0. The conformally transformed data (4) satisfy all the
constraint equations and are asymptotically flat of class W k,pδ . The boundary S0
is a marginally outer trapped surface with θ+ = θ− = 0.
As in preceding section we are going to replace condition (106) by a simpler
one under the assumption that the Sobolev inequality (88) is satisfied. For in-
stance, it follows from Proposition 4.3 that λg > 0 if h ≤ 0 and (89) is satisfied.
In order to find less restrictive conditions let us introduce a compact Riemannian
submanifold S ′ ⊂ S with a boundary containing S0. The following identities are
satisfied on S ′ [22, 23]
||f ||L2(S′) ≤ B||f ||L6(S′) (108)
||f ||L4(∂S′) ≤ C||∇f ||L2(S′) +D||f ||L2(S′) , (109)
where B, C, D are positive constants which depend on a choice of S ′.
Proposition 5.2. Let the flat Sobolev inequality (88) be satisfied on S. Then there
is a constant E such that inequality
A2||R−||L 32 (S) + E
2||h+||L2(S0) ≤ 8 (110)
implies (106).
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Proof. Since ||f ||L4(S0) ≤ ||f ||L4(∂S′) and || · ||Lp(S′) ≤ || · ||Lp(S) it follows from
(108) and (109) that
||f ||L4(S0) ≤ C||∇f ||L2(S) +BD||f ||L6(S) (111)
and consecutively
||f ||2L4(S0) ≤ 2C2||∇f ||2L2(S) + 2B2D2||f ||2L6(S) . (112)
Let us decompose R and h into positive and negative parts following (87). From
h ≤ h+ and the Ho¨lder inequality on S0 one obtains
−
∫
S0
hf 2dsg ≥ −||h+||L2(S0)||f ||2L4(S0) . (113)
It follows from (112), (113) and (91) that∫
S
(8|∇f |2 +Rf 2)dvg −
∫
S0
hf 2dsg ≥ (8− 2C2||h+||L2(S0))||∇f ||2L2(S) (114)
−(‖R−‖L 32 (S) + 2B
2D2||h+||L2(S0))||f ||2L6(S) .
Condition (106) is satisfied if the r. h. s. of (114) is greater or equal to λ′||f ||2L6(S),
where λ′ is a positive constant. The latter condition takes the form
(8−2C2||h+||L2(S0))||∇f ||2L2(S) ≥ (λ′+‖R−‖L 32 (S)+2B
2D2||h+||L2(S0))||f ||2L6(S) .
(115)
The Sobolev inequality (88) implies (115) with some λ′ > 0 provided that the
norms of R− and h+ satisfy (110) with
E2 = 2C2 + 2A2B2D2 . (116)
Now, we will apply Theorem 5.1 and Proposition 5.2 to axially symmetric
data from Section 2. If condition (36) is satisfied and S0 is axially symmetric then
the normal vector n has no axial component and K(n, n) = 0. Moreover one can
choose a conformal representative of metric such that equation (5) takes the form
characteristic for the flat metric. This property facilitates a possible way to prove
the Sobolev inequality (88) and simplifies condition (110).
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Theorem 5.3. Let S be a connected unbounded subset of the Euclidean space R3
with an axially symmetric compact boundary S0 such that the Sobolev inequality
(88) is satisfied. Let u and ω be functions of r and θ and
g(u) = r2 sin2 θdϕ2 + e2u(dr2 + r2dθ2) (117)
Ka3 = r−3ηabω,b sin
−3 θ , K33 = Kab = 0 (118)
be asymptotically flat data of classW k,pδ . Let
4A2||(△˜u)+||L 32 (S) + E
2||h(0)+ ||L2(S0) ≤ 8 (119)
where ∆˜ is the Laplacian of the metric dr2 + r2dθ2, the norms correspond to flat
metric, h(0) is the mean curvature of S0 with respect to flat metric and E is given
by (116).
Then there exist conformally equivalent data which satisfy all the constraint
equations and are asymptotically flat of class W k,pδ . The boundary S0 is MOTS
with θ+ = θ− = 0.
Proof. It is easy to show that equation (5) for data (117)-(118) is equivalent to
△ ψ = −1
4
(△˜u)ψ − 1
8
r−4 sin−4 θ(ω,aω,a)ψ
−7 (120)
with the flat Laplacian ∆. Let n˜i be the normal vector of S0 with unit length with
respect to flat metric g(0). Boundary condition (107) takes the form
n˜i∂iψ +
1
2
h(0)ψ = 0 , 2h(0) = n˜i|i (121)
where n˜i|i is defined by means of g
(0). From Theorem 5.1 equation (120) and
condition (121) have a unique solution ψ if
λ(0)g := inff∈C∞c (S)
∫
S
(8|∇f |2 − 2f 2∆˜u)dv − ∫
S0
h(0)f 2ds
‖f‖2L6
> 0 (122)
where the integrals and the norm are defined by means of g(0). According to
Proposition 5.2, assumption (119) implies (122), so ψ exists. Following the proof
of Theorem 4.4 one can show that ψ doesn’t depend on ϕ and it is also a unique
solution of equation (5) with condition (107), both corresponding to metric (117)
(note that equation (100) is still true since the normal derivative of ψ′ on S0 has to
vanish).
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Locally every metric (7) can be conformally transformed to the form (117). In
the case of the initial Kerr metric one can simply substitute (104) and r˜ = ln r′
into (38). Then a conformal transformation leads to (117) with r′ instead of r.
The Kerr horizon corresponds to r′ = 1. In this case the initial surface S is given
by R3 with a removed ball. We prove in Appendix that for such S the Sobolev
inequality (88) is satisfied. Thus, Theorem 5.3 gives tools to generalize the Kerr
initial data.
A drawback of the approach with an internal boundary is that, in general,
we cannot control prolongation of initial data throughout the boundary. Even
if the metric g before the conformal transformation can be continued to another
asymptotically flat region it is not known whether the conformal factor ψ can be.
This is because Theorem 5.1 can be applied to the exterior and interior regions
independently but it says nothing about values of ψ on the boundary surface.
If S0 is the 2-dimensional sphere a particular continuation is provided by the
Bowen-York puncture method [4]. Let us consider metric (117) with boundary at
r = 1. If
u,r = 0 , ψ,r +
1
2
ψ = 0 (123)
at r = 1, then this boundary has the vanishing exterior curvature tensor corre-
sponding to the final metric
g′ = ψ4g . (124)
One can continue g′ through the surface r = 1 putting g′(1/r) = g′(r). An
equivalent method is first to make the coordinate transformation r = exp r˜ and
then to assume that g′(−r˜) = g′(r˜). We can complete so defined metric by the
exterior curvature (118) with ω being an even function of r˜. In this way one
obtains initial data with 2 asymptotically flat ends. These data are also available
by use of Theorem 4.4 with g given by e.g. the initial Schwarzschild metric, but
then the Sobolev inequality (88) is more difficult to prove.
6 Summary
We have been studying solutions of the vacuum constraints in general relativity
such that, in general, the initial metric g is not conformally flat and the mean exte-
rior curvature is not constant. Section 2 concerns with the momentum constraint
for data with a continuous symmetry. If the length α of the symmetry vector and
function α,bα
,b are independent then all solutions are given explicitly (Proposition
2.2). In other cases solutions are given partly explicitly and partly in terms of
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integrals (Propositions 2.1, 2.2 and 2.3). Several simple families of solutions are
presented. For instance, condition (36) defines a class of solutions which contains
data for stationary axially symmetric metrics and also for nonstationary solutions.
Among them there are solutions which are asymptotically flat.
Data without symmetries are investigated in Section 3 under assumption (44)
about algebraic structure of the exterior curvature tensor. Special solutions of the
momentum constraint are described by Propositions 3.2 and 3.3. Among them
there are asymptotically flat data with H = 0 (see Corollaries 2 and 3 and here-
after). These solutions are nonsymmetric generalization of the class of axially
symmetric data which contains the Kerr initial data.
In order to prove solvability of the Hamiltonian constraint for asymptotically
flat data (Section 4) we assumeH = 0 and use the results of Maxwell [10] on the
conformal method of Lichnerowicz, Choquet-Bruhat and York. We show that the
crucial inequality (84) follows from a simpler one if the flat Sobolev inequality is
satisfied (Proposition 4.3). More definite results are obtained if data are axially
symmetric (Theorem 4.4).
In order to encode marginally trapped surfaces into initial data (Section 5)
we follow again the approach of Maxwell. Now the initial surface has an inner
boundary which is supposed to become a marginally outer trapped surface after
the conformal transformation solving the Hamiltonian constraint. We show again
that the most important condition (106) follows from a simpler one (Proposition
5.2) and we present a version of the existence theorem for a particular class of
axially symmetric data (Theorem 5.3).
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104838 of Ministry of Science and Higher Education of Poland.
Appendix
It is known [23] that
|u|L6(R3) ≤ A|∇u|L2(R3) (125)
for every u ∈ C1c (R3). LetM = R3 \ B, where B = B(0, b) is an open ball of a
radius b with a center at 0. Given u ∈ C1c (M) and a parameter α ≥ 1 we define
the following function uα in the ball
uα(r, θ, φ) = u(r
−αbα+1, θ, φ) ,
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where r, θ and ϕ are the spherical coordinates of R3. In order to obtain inequality
of type (125) inM we first prove the following estimation.
Lemma 6.1.
‖∇uα‖2L2(B) ≤ α‖∇u‖2L2(M). (126)
Proof. The reasoning is purely computational. Denote by d2Ω the standard vol-
ume form on the unit sphere . Now
‖∇uα‖2L2(B) =
∫ b
0
dr
∫
S2
r2d2Ω
(∣∣∣∣∂uα∂r
∣∣∣∣2 + 1r2
∣∣∣∣∂uα∂θ
∣∣∣∣2 + 1r2 sin2 θ
∣∣∣∣∂uα∂φ
∣∣∣∣2
)
=
∫ b
0
dr
∫
S2
r2d2Ω
((
∂u(s, θ, φ)
∂s
∂s
∂r
)2
+
1
r2
(
∂u(s, θ, φ)
∂θ
)2
+
1
r2 sin2 θ
(
∂u(s, θ, φ)
∂φ
)2)
,
where s = b( b
r
)α.
Changing the variables r 7→ s we get
r = b(
b
s
)1/α ,
∂s
∂r
= (−α)( b
r
)α+1 = (−α)(s
b
)1+1/α , dr = − 1
α
(
b
s
)1+1/αds .
Consequently
‖∇uα‖2L2(B) =∫ ∞
b
ds
1
α
(
b
s
)1+1/α
∫
S2
d2Ω
(∣∣∣∣∂u∂s
∣∣∣∣2 α2s2 + ∣∣∣∣∂u∂θ
∣∣∣∣2 + 1sin2 θ
∣∣∣∣∂u∂φ
∣∣∣∣2
)
=
α
∫ ∞
b
ds(
b
s
)1+1/α
∫
S2
s2d2Ω
(∣∣∣∣∂u∂s
∣∣∣∣2 + 1α2s2
∣∣∣∣∂u∂θ
∣∣∣∣2 + 1α2s2 sin2 θ
∣∣∣∣∂u∂φ
∣∣∣∣2
)
.
Since s ≥ b and α ≥ 1, the latter expression is not greater than
α
∫ ∞
b
ds
∫
S2
s2d2Ω
(∣∣∣∣∂u∂s
∣∣∣∣2 + 1s2
∣∣∣∣∂u∂θ
∣∣∣∣2 + 1s2 sin2 θ
∣∣∣∣∂u∂φ
∣∣∣∣2
)
= α‖∇u‖2L2(M).
Theorem 6.2. For u ∈ C1c (M), whereM = R3\B(0, 1), the following inequality
holds
‖u‖L6(M) ≤ 2(2 +
√
2)A‖∇u‖L2(M),
where A is the constant in the Sobolev inequality (125) in R3.
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Proof. Let us consider the following prolongation u˜ of u:
u˜(r, θ, φ) =
{
u(r, θ, φ) for r ≥ b
3u1(r, θ, φ)− 2u2(r, θ, φ) for r < b
.
It is easy to check that u˜ is a well defined function of class C1c (R
3) such that
u˜
∣∣
M
= u. Moreover,
‖∇u˜‖L2(R3) =‖∇u˜‖L2(M) + ‖∇u˜‖L2(B) =
‖∇u‖L2(M) + ‖3∇u1 − 2∇u2‖L2(B) ≤
‖∇u‖L2(M) + 3‖∇u1‖L2(B) + 2‖∇u2‖L2(B) ≤
2(2 +
√
2)‖∇u‖L2(M).
where Lemma 5.1 was used in the last estimation. From this and (125) one obtains
‖u‖L6(M) ≤ ‖u˜‖L6(R3) ≤ A‖∇u˜‖L2(R3) ≤ 2(2 +
√
2)A‖∇u‖L2(M) . (127)
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