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Density and spin modes in imbalanced normal Fermi gases
from collisionless to hydrodynamic regime
Masato Narushima, Shohei Watabe, and Tetsuro Nikuni
Tokyo University of Science, 1-3 Kagurazaka, Shinjuku-ku, Tokyo, 162-9601, Japan
We study mass and population imbalance effect on density (in-phase) and spin (out-of-phase)
collective modes in a two-component normal Fermi gas. By calculating eigenmodes of the lin-
earized Boltzmann equation as well as the density/spin dynamic structure factor, we show that
mass and population imbalance effects offer a variety of collective mode crossover behaviors from
collisionless to hydrodynamic regimes. The mass imbalance effect shifts the crossover regime to the
higher-temperature, and a significant peak of the spin dynamic structure factor emerges only in
the collisionless regime. This is in contrast to the case of mass and population balanced normal
Fermi gases, where the spin dynamic response is always absent. Although the population imbalance
effect does not shift the crossover regime, the spin dynamic structure factor survives both in the
collisionless and hydrodynamic regimes.
I. INTRODUCTION
Collective modes in quantum many-body systems have
received much attention because of observation of many-
body quantum statistical nature, not only in superfluid
states [1–7] but also in normal states [5, 8, 9]. In a Fermi
system, collective modes in two regimes—the collision-
less regime and the hydrodynamic regime—have been
a central issue in liquid helium 3He [10, 11], neutron
stars [12, 13] as well as quantum gases [2, 3, 5, 14]. In
particular, the zero sound—the in-phase (density) sound
mode in a collisionless regime—and the first sound—
the density sound mode in a hydrodynamic regime—
have been intensively and extensively investigated in two-
component simple normal Fermi systems [10, 12, 15–18],
dipolar Fermi gases [19], polarized Fermi-liquid films [20],
as well as Fermi gases with arbitrary spin [21].
Ultracold quantum gases, in particular, offer a promi-
nent playground to selectively study mass and popula-
tion imbalance effects. Fermi-Fermi mixtures, 6Li and
40K, are realized and their interaction strength are con-
trolled by Feshbach resonance [22–24]. Furthermore, not
only have the density mode but also the spin mode been
also a central issue to study in this field. Possibility
of the out-of-phase (spin) modes has been theoretically
discussed at unitarity [25], and normal polarized Fermi
gases [26, 27]; spin drag [28], spin-seebeck effect [29], as
well as spin diffusion [30] also have been explored. Uni-
versal nature of spin transport phenomena [31, 32], and
spin transport in polaronic Fermi gases [33] have been
experimentally studied, where the spin-diffusion is sup-
pressed in the low-temperature regime [31, 33]. However,
mass and population imbalance effect on the collisionless
and hydrodynamic density modes as well as on those spin
modes is an open issue at finite temperatures.
In this paper, we study mass and population imbalance
effects on the in-phase and out-of-phase collective modes
in a two-component normal Fermi gas, focusing on the
crossover from the low-temperature collisionless regime
to the high-temprature hydrodynamic regime. We find
that mass and population imbalance effects not only shift
eigenfrequency of collective modes qualitatively, but also
drastically change the spin mode properties. In mass
imbalanced gases, the crossover regime is shifted to the
higher-temperature, and only in the collisionless regime,
a significant peak emerges in the spin response function.
This is in stark contrast to the case of balanced normal
Fermi gases, where the spin dynamic structure factor is
absent at all temperatures. Although population imbal-
ance effect does not shift the crossover regime, the spin
response function survives both in the collisionless and
hydrodynamic regimes.
II. LINEARIZED BOLTZMANN EQUATION
AND MOMENT EQUATION
We derive a moment equation from a linearized Boltz-
mann equation for a two-component mass and popula-
tion imbalanced normal Fermi gas by extending formu-
lation for a mass and population balanced normal Fermi
case [17, 18]. Let σ =↑ or ↓ be a pseudo-spin describing
each component of the Fermi gas with an atomic mass
mσ. The Boltzmann equation for a distribution function
fσ(p, r, t) is given by
∂fσ(p, r, t)
∂t
+
1
mσ
p · ∇rfσ(p, r, t)
−∇rUσ(r, t) · ∇pfσ(p, r, t) = I[fσ], (1)
where I[fσ] is a collision integral term, and Uσ(r, t) ≡
gn−σ(r, t) + Uext,σ(r, t) is the sum of the mean-field in-
teraction potential with a coupling strength g and an
external perturbation potential Uext,σ. Here, nσ(r, t) =∫
dp
(2π~)3
fσ(p, r, t) is a local density of the pseudo-spin
σ-component.
In order to investigate the small amplitude oscilla-
tions around the static equilibrium, it is convenient to
write the distribution function as fσ(p, r, t) ≡ f
0
σ(p) +
δfσ(p, r, t) ≡ f
0
σ(p) +
∂f0σ
∂ǫ0σ
νσ(p, r, t), where f
0
σ(p) is the
2static equilibrium value. Using the above expression in
the Boltzmann equation (1) and linearizing it in νσ, we
obtain the linearized Boltzmann equation
∂f0σ
∂ǫ0σ
{
∂νσ(p, r, t)
∂t
+
1
mσ
p · ∇νσ(p, r, t)
−
1
mσ
p · ∇
[
gδn−σ(r, t) + Uext,σ(r, t)
]}
=−
1
τ
∂f0σ
∂ǫ0σ
[νσ(p, r, t) − ν˜σ(p, r, t)], (2)
where we have introduced the density fluctuation
δnσ(r, t) ≡
∫
dp
(2π~)3
δfσ(p, r, t). In the right hand side
of Eq. (2), we have adopted a relaxation time approxi-
mation, where we employ the mean-collision time as the
relaxation time τ that characterizes the time when the
gas relaxes to the local equilibrium f˜σ, the detail of which
is summarized in Appendix A. Here,
∂f0σ
∂ǫ0σ
ν˜σ(p, r, t) ≡
f˜σ(p, r, t)−f
0
σ(p, r, t) ≡ δf˜σ(p, r, t) is the linearized form
of the local equilibrium distribution function. The local
equilibrium distribution function that satisfies I[f˜σ] = 0
is given by
f˜σ(p) =
1
exp
[
β˜σ(p−mσv˜σ)2/(2mσ)
]
z˜−1σ + 1
, (3)
where the local temperature 1/β˜σ ≡ kBT˜σ ≡ θ˜σ, the lo-
cal velocity v˜σ, and the local fugacity z˜σ ≡ exp[β˜σ(µ˜σ −
gn˜−σ)] with the local density n˜σ and the local chemi-
cal potential µ˜σ all depend on the position and time.
Expanding Eq. (3) with respect to small fluctuations
δθ˜ ≡ θ˜ − θ0, δµ˜σ ≡ µ˜σ − µ
0
σ, as well as δv˜ = v˜ − v
0 = v˜
around those static equilibrium quantities θ0 = kBT
0,
µ0σ, and v
0
σ = 0, we find the linearized form of the local
equilibrium distribution function as
δf˜σ(p, r, t) =
∂f0σ
∂ǫ0σ
[a˜σ(r, t) + b˜σ(r, t) · p+ c˜σ(r, t)p
2],
(4)
where the parameters a˜σ, b˜σ, c˜σ are related to the local
quantities through (notify that a tilde is used for a local
equilibrium quantity in this paper, and here after, in a
quantity with the tilde, we will not explicitly write the
(r, t)-dependence as well as the (q, ω)-dependence in their
Fourier-space)
a˜σ ≡− β
0
σ(g n
0
−σ − µ
0
σ)δθ˜σ − δµ˜σ + gδn˜−σ, (5)
b˜σ ≡− δv˜σ, (6)
c˜σ ≡−
β0σ
2mσ
δθ˜σ. (7)
We consider an external potential that excites modes of
frequency ω and wavevector q, namely Uext,σ(r, t) =
Uext,σ(q, ω)e
i(q·r−ωt). In this case, the plane-
wave solution of Eq. (7) given by νσ(p, r, t) =
νσ(p,q, ω) exp [i(q · r− ωt)] gives
∂f0σ
∂ǫ0σ
{(
ω −
p · q
mσ
)
νσ(p) +
p · q
mσ
[
gδn−σ + Uext,σ
]}
= −
i
τ
∂f0σ
∂ǫ0σ
[
νσ −
(
a˜σ + b˜σ · p+ c˜σp
2
)]
. (8)
This linearized Boltzmann equation can be solved by
introducing spherical harmonics
νσ(p) ≡
∞∑
l=0
l∑
m=−l
νmσ,l(p)P
m
l (cos θ)e
imφ. (9)
Since we are considering an isotropic (s-wave) interaction
and ordinary density/spin modes, we take the mode m =
0, and omit the index m = 0 hereafter. By multiplying
pnPl′(cos θ)/(2π~)
3 and integrating over p, we obtain the
moment equation
ω〈pnνσ,l〉 −
l
2l − 1
q
mσ
〈pn+1νσ,l−1〉 −
l+ 1
2l+ 3
q
mσ
〈pn+1νσ,l+1〉
+
q
mσ
Wσ,n+1δl,1
(
g〈ν−σ,0〉+ Uext,σ
)
=−
i
τ
[
〈pnνσ,l〉 − (CN,σ〈νσ,0〉+ CN,−σ〈ν−σ,0〉)δl,0
− CP,σ(〈pν↑,1〉+ 〈pν↓,1〉)δl,1
− CE,σ
(
〈p2ν↑,0〉
m↑
+
〈p2ν↓,0〉
m↓
)
δl,0
]
, (10)
where we have defined
〈pnνσ,l〉 ≡
∫
dp
(2π~)3
∂f0σ
∂ǫ0σ
pnνσ,l(p), (11)
Wσ,n ≡
∫
dp
(2π~)3
∂f0σ
∂ǫ0σ
pn, (12)
CN,σ ≡
Wσ,n
Wσ,0
+
1
m2σΦ
(
Wσ,nW
2
σ,2
W 2σ,0
−
Wσ,n+2Wσ,2
Wσ,0
)
,
(13)
CN,−σ ≡
1
mσm−σΦ
(
Wσ,nWσ,2W−σ,2
Wσ,0W−σ,0
−
Wσ,n+2W−σ,2
W−σ,0
)
,
(14)
CP,σ ≡
Wσ,n+1
(
∑
σWσ,2)
, (15)
CE,σ ≡
1
mσΦ
(
Wσ,n+2 −
Wσ,2Wσ,n
Wσ,0
)
, (16)
Φ ≡
∑ 1
m2σ
(
Wσ,4 −
W 2σ,2
Wσ,0
)
. (17)
Note that the density fluctuation is given by δnσ = 〈νσ,0〉,
and the coefficients a˜σ, b˜σ ≡ |b˜σ|, and c˜σ have been de-
termined by the conservation law of number of particles,
3momentum, as well as energy, the condition of which is
summarized in Appendix B. These conservation laws are
required for the collision integrals. As a consequence,
the other moments, such as the spin current, are not
conserved by the collision.
If we solve (10) with Uext,σ = 0, the moment equation
(10) can be regarded as an eigenvalue equation, which
provides eigenmode frequencies ω as well as eigenvectors
〈pnνσ,l〉. The eigenfrequencies in the hydrodynamic and
collisionless limits are discussed in Appendices C and D,
respectively. If we solve (10) with Uext,σ 6= 0, the mo-
ment equation (10) can be regarded as simultaneous lin-
ear equations, which provides 〈pnνσ,l〉 as a function of
ω.
The density (in-phase) mode is characterized by the
sum of each density fluctuation, δn = δn↑ + δn↓, which
can be simply excited by an in-phase external perturba-
tion (Uext,↑, Uext,↓) = (1, 1)U
d
ext. Since the density fluctu-
ation in the σ-component is given by the zeroth moment
δnσ = 〈νσ,0〉, the density response function χd(q, ω) is
then obtained from the zeroth moment, given by
χd(q, ω) ≡
〈ν↑,0(q, ω)〉+ 〈ν↓,0(q, ω)〉
Udext(q, ω)
. (18)
On the other hand, the spin (out-of-phase) mode is
characterized by the difference of each density fluctua-
tion, δs = δn↑ − δn↓, which can be simply excited by
an out-of-phase external perturbation (Uext,↑, Uext,↓) =
(1,−1)U sext. The spin response function χs(q, ω) is now
related to the moment as
χs(q, ω) ≡
〈ν↑,0(q, ω)〉 − 〈ν↓,0(q, ω)〉
U sext(q, ω)
. (19)
Using these response functions, we calculate the density
and spin dynamic structure factor
Sd,s(q, ω) = −
1
π
1
1− exp(−β~ω)
Imχd,s(q, ω). (20)
III. RESULTS
An eigenvalue obtained from our moment method (10)
clearly shows the crossover from the collisionless zero
sound mode to the hydrodynamic first sound mode both
in the mass imbalanced case rm ≡ m↓/m↑ 6= 1 and in the
population imbalance case rN ≡ N↓/N↑ 6= 1 (Fig. 1). In
this paper, we always take the pseudo-spin ↑-component
as the majority component of the population or the heav-
ier mass component, which provides 0 < rm,N ≤ 1. The
normalization is also performed by using quantities in the
majority component, such as the Fermi energy EF,↑ and
the Fermi temperature TF,↑. In the low (high) tempera-
ture regime, frequency and damping rate of a eigenvalue
excellently reproduce those obtained from equations in
the collisionless (hydrodynamic) regime (D4) and (D5)
((C8), (C9) and (C10)).
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FIG. 1. Temperature dependence of the frequency Ω and the
damping rate Γ in the density collective mode. The frequency
Ω (a) and the damping rate Γ (b) in a mass imbalanced gas.
The frequency Ω (c) and the damping rate Γ (d) in a popu-
lation imbalanced gas. We have used g = 15ǫF,↑V/N↑, and
q = 0.05kF,↑, where kF,↑ is the Fermi wavenumber of the ma-
jority component.
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FIG. 2. Mass imbalance dependence of the frequency Ω (a)
and the damping rate Γ (b) in the density collective mode,
with g = 15ǫF,↑V/N↑ and q = 0.05kF,↑.
Difference between mass imbalance effect and popula-
tion imbalance effect is clearly seen if we change imbal-
ance parameters rm,N (Figs. 2 and 3). As mass imbalance
effect is stronger with rm decreasing, the sound speed be-
comes faster in all the temperature regimes, which may
be consistent with the form (C13), and the damping rate
grows in the crossover and the hydrodynamic regime.
The crossover region is shifted to higher temperatures
due to the mass imbalance effect. Since the zero sound
collective mode can appear in the very low temperature
regime, which is hard to reach, the mass imbalance effect
may be one of useful routes to study the collisionless zero
sound mode.
On the other hand, as population imbalance effect is
stronger with rN decreasing, the sound speed becomes
slower in all the temperature regimes, which may be con-
sistent with the form (C13) with the weightW↓,n possibly
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FIG. 3. Population imbalance dependence of the frequency
Ω (a) and the damping rate Γ (b) in the density collective
mode, with g = 15ǫF,↑V/N↑ and q = 0.05kF,↑.
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FIG. 4. Mass and population imbalance dependence of the
mean-collision time with g = 15ǫF,↑V/N↑.
decreasing, and the damping rate grows also in all tem-
perature regimes. The crossover region is not shifted to
higher temperatures by the population imbalance effect,
which is stark contract with the mass imbalance case.
This contrast is caused by the difference between imbal-
ance effects on the relaxation time (Fig. 4). The mass,
rather than population, imbalance effect drastically en-
hances the mean-collision time, although the population
imbalance effect also quantitatively modifies the mean-
collision time. This mass imbalance effect provides the
shift of the crossover regime to higher temperatures.
The mass and population imbalance effect is also
clearly appears in the spin dynamic structure factor,
rather than the density dynamic structure factor (Fig. 5).
In the density dynamic structure factor Sd, quantitative
difference alone appears among a balanced gas, a mass
imbalanced gas and a population imbalance gas. In the
density dynamic structure factor Sd, pronounced peaks
emerge in the collisionless regime as well as in the hydro-
dynamic regime, the positions of which are quantitatively
changed by imbalance effect as shown in Figs. 2 and 3. In
the hydrodynamic regime, the peak strength in mass and
population imbalanced gases becomes weaker than that
in the balanced case. In the crossover regime, strength
of the peak becomes weak and wide because of the large
damping rate.
In the spin dynamic structure factor Ss, qualitative dif-
ference can be clearly seen among a balanced gas, a mass
imbalanced gas as well as a population imbalanced gas.
Since the relaxation to the local equilibrium is strongly
suppressed in the low temperature collisionless regime,
the out-of-phase spin mode is expected to occur. Indeed,
although in a balanced gas any structures of Ss can not
be seen because density fluctuations in each pseudo-spin
component are exactly canceled out each other, those
can be seen both in mass and population imbalanced
gases. In the hydrodynamic regime, the qualitative dif-
ference can be seen between the mass and population
imbalanced gasses. In a mass imbalanced but population
balanced gas, the spin dynamic structure factor does not
hold any peak in the hydrodynamic regime. In this hy-
drodynamic limit, the main contribution for a collective
mode is given by thermodynamic quantities: number of
particles for each spin component, the total energy, and
the velocity. Since the number of particles for each com-
ponent is balanced, the spin response is suppressed in a
mass imbalanced but population balanced gas as shown
in Fig. 5. We note that, because of the non-conservation
of the spin current by the collision, the distinct peak
for the spin diffusion mode emerges in the spin dynamic
structure factor at ω = 0. In a mass balanced but popu-
lation imbalanced gas, the spin dynamic structure factor
can hold a peak structure in the hydrodynamic regime.
Since each component has different strength of density
fluctuations in a population imbalanced gas, spin dy-
namic structure factor may revival in the hydrodynamic
regime. If we assume the case where the population im-
balance is very large, one may expect that the density and
spin response functions behave similarly, the tendency of
which is clearly seen in panels (c) and (f) in Fig. 5.
In Figs. 1-5, we have chosen a large coupling constant
g = 15ǫF,↑V/N↑, for the purpose of illustration of the
mass and population imbalance effects on the eigenvalue
in the moment equation. In the large coupling constant
case, we can easily extract the eigenvalue of the collec-
tive mode, since it is well separated from the eigenvalues
of the single particle excitations forming continuum [18].
In the small coupling constant case, the eigenvalue of
the zero sound becomes close to the continuum, and the
eigenvalue of the collective mode in the crossover regime
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FIG. 5. Temperature and frequency dependence of the density dynamic structure factor in a population balanced gas (a), a
mass imbalanced gas (b) and a population imbalanced gas (c). The spin dynamic structure factor in a population balanced gas
(d), a mass imbalanced gas (e) and a population imbalanced gas (f). We have used g = 15ǫF,↑V/N↑, and q = 0.05kF,↑.
is positioned in the continuum [17]. However, if we cal-
culate the dynamic structure factor, the structure of the
collective mode can be clearly seen. In Fig. 6, we cal-
culated the temperature and frequency dependence of
the density dynamic structure factor and the spin dy-
namic structure factor in a mass imbalanced 6Li and 40K
fermionic mixture in the smaller coupling constant case.
The structure of the density and spin dynamic structure
factors with the smaller coupling constant (Fig. 6) are
qualitatively the same as those with the large coupling
constant in (b) and (e) of Fig. 5. In this sense, our re-
sults using the large coupling constant are useful for a
qualitative illustration of physics, even for a weaker in-
teraction case. We note that the weaker coupling case is
also studied for a balanced Fermi gas in Ref. [18], and
the significant sharp peak, which reflects the zero sound,
emerges slightly above the continuum in the low temper-
ature region.
Recently, a homogeneous atomic Fermi gases are real-
ized in a uniform potential [34]. If red and blue detuned
localized potential is selectively applied to each compo-
nent, similarly to the experiment for the density sound
propagation [1, 2, 4], in-phase and out-of-phase fluctua-
tion may be excited, and rich imbalance effect might be
observed. Mass and population imbalance effect on spin
sound mode unveiled in this paper is an interesting and
challenging problem in an imbalanced two-component
normal Fermi gas. We note that it is also an interesting
issue to unveiled the population and mass imbalanced ef-
fect on the collective modes of the trapped Fermi gases,
such as the breathing mode, and the quadrupole mode.
We summarize other interesting subjects for future
studies. We have used the simplified contact interaction
for the large coupling constant. In order to study the
strong coupling case quantitatively, we should extend our
moment method to include the momentum-dependent
cross section used in Ref. [35], which is valid for the uni-
tarity regime. Other prospective studies include the more
generalized extension of the moment method to include
the higher Landau parameters and the spin Landau pa-
rameters. In the repulsive contact interaction used in
this study, we can find that the spin Landau parameter
is negative, which can be easily checked by the Hartree-
Fock approximation [36]. It provides the absence of the
spin zero sound in the balanced gas. We also note that,
because of the s-wave contact interaction, the transverse
zero sound is also absent in our calculation. Exploring
the above mentioned possibilities for variant Fermi gasses
is an interesting issue.
In the mean-field theory for the large repulsive cou-
6pling constant case, the Stoner instability for the fer-
romagnetism may be considered [37], which can be dis-
cussed in the random phase approximation at T = 0. As
discussed in Ref. [17], our moment method in the colli-
sionless limit can reproduce the results given by the ran-
dom phase approximation in the long-wavelength regime.
In this sense, it may be possible to discuss the so-called
Stoner instability in the strong repulsive interaction case
in the moment method. On the other hand, we focus on
the nonzero temperature case and the beyond mean-field
effect is included through the relaxation time approxi-
mation in our theory. The response function with this
approximation at nonzero temperature always has the
imaginary part and does not diverge unlike the case of
the Stoner instability in our calculation. Within our the-
oretical framework, we do not found the signature of the
instability, but found that of the collective mode in the
density and spin response function. In ultracold atomic
gases, the basic Stoner model cannot be realized, because
of the decay into bound pairs in a lower branch [38, 39],
where the order of the decay rate is 0.1EF/~ [39]. Al-
though it prevents the study of equilibrium phases and
hydrodynamics of Fermi gases with very large repulsive
interaction, it may provide the possibility to study the
collisionless zero sound in the strongly repulsive Fermi
gas, if we control the collective mode frequency to be rel-
atively large compared with the decay rate into bound
pairs, as shown in Fig. 6 for the zero sound collisionless
regime. The study for finding the parameters for realiz-
ing the collective mode in the experiment with both weak
and strong repulsive interaction cases is a remaining im-
portant issue.
The other prospective studies are to understand the so-
lution of the moment method more clearly. Our method
is constructed to satisfy the conservation laws of the num-
ber of particles, momentum and energy. However, the
relation to the sum-rule for the dynamic structure fac-
tor is not clear. Furthermore, it is an open and compli-
cated problem to understand meaning of all the eigen-
modes only from the structure of the eigenvectors. This
is the reason we focus on the eigenvalues and the response
functions obtained from δn↑ ± δn↓. To understand the
structure of the eigenvectors in the moment method pro-
vides deeper understanding of the excitations given by
the Boltzmann equation.
IV. CONCLUSIONS
We have studied mass and population imbalance effect
on density (in-phase) and spin (out-of-phase) collective
modes in a two-component normal Fermi gas. We derived
a moment equation for a mass and population imbalanced
Fermi gas from the linearized Boltzmann equation. This
moment equation can provide not only frequency and
damping rate of the collective mode, but also the den-
sity/spin dynamic structure factor. We have shown that
imbalance effect offer rich crossover behavior from colli-
(a) (b)
Ω/ǫF,↑ Ω/ǫF,↑
T/TF,↑ T/TF,↑
SdǫF,↑/N↑ SsǫF,↑/N↑
FIG. 6. Temperature and frequency dependence of the den-
sity dynamic structure factor (a) and the spin dynamic struc-
ture factor (b) in a mass imbalanced 6Li and 40K fermionic
mixture. We have used g = 5ǫF,↑V/N↑, and q = 0.05kF,↑.
sionless to hydrodynamic regimes. The mass imbalance
effect increases a collective mode frequency, and shifts
the crossover regime to higher temperature regimes be-
cause of enhancement of the mean-collision time. On
the other hand, the population imbalance effect decreases
a collective mode frequency and enhances the damping
rate; however, the crossover regime does not drastically
change as in the case in the mass imbalanced gas. The
spin dynamic structure factor shows a variety of behav-
iors: for a mass and population imbalanced gas, a pro-
nounced peak emerges in the collisionless regime, which
is not seen in a balanced gas at all temperatures. Since
the strength of the density fluctuation is different be-
tween two-components in a population imbalanced gas,
a weak structure emerges in the hydrodynamic regime
in the population imbalanced gas, which is contrast with
the mass imbalanced gas.
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Appendix A: relaxation time
The mean-collision time τ , which is employed as the
relaxation time in this paper, is given by
7Ntot
V
1
τ
≡
2πg2
~
∫
dp1
(2π~)3
∫
dp2
(2π~)3
∫
dp3
(2π~)3
∫
dp4δ(p1 + p2 − p3 − p4)δ
(
p21
2m↑
+
p22
2m↓
−
p23
2m↓
−
p24
2m↑
)
× [1− f˜↑(1)][1− f˜↓(2)]f˜↓(3)f˜↑(4), (A1)
where we used a convention fσ(i) ≡ fσ(pi, r, t). From
this collision integral term I[f˜σ], one can find that the
spin current is not conserved. Once we introduce the
total mass M ≡ m↑ + m↓, the reduced mass mre ≡
m↑m↓/M , momenta of the center of mass P and P
′, as
well as those of the relative motion p and p′, the mean-
collision time is reduced into
Ntot
V
1
τ
=
mreg
2
(2π)5~10
∫ ∞
0
P 2dP
∫ pi
0
dθP sin θP (A2)
×
∫
p3dp
∫ 1
−1
dy
∫ 1
−1
dy′F. (A3)
Here, we have used relations
p1 =
m↑
M
P + p, p2 =
m↓
M
P − p, (A4)
p3 =
m↓
M
P ′ − p′, p4 =
m↑
M
P ′ + p′, (A5)
the momentum conservation law of center of mass P =
P′, as well as the energy conservation law of the relative
motion p2/(2mre) = p
′2/(2mre). We have also intro-
duced the polar coordinate in the momentum space, and
defined y and y′ by P·p ≡ Ppy as well as P′ ·p′ ≡ P ′p′y′.
The function F is then given by
F ≡
1
4
1
cosh(A) + cosh(By + C)
1
cosh(A) + cosh(By′ + C)
,
(A6)
where
A ≡
β˜
2
(
P 2
2M
+
p2
2mre
− µ˜conv↑ − µ˜
conv
↓
)
, (A7)
B ≡
β˜
M
Pp, (A8)
C ≡
β˜
2
(
m↑ −m↓
M
P 2
2M
−
m↑ −m↓
M
p2
2mre
− µ˜conv↑ + µ˜
conv
↓
)
,
(A9)
with µ˜convσ ≡ µ˜σ − gn˜−σ. The integral with respect to y
is analytically preformed as follows:
1
2
∫ 1
−1
dy
cosh(A) + cosh(By + C)
(A10)
=
1
B sinhA
ln
[
cosh (A+B) + coshC
cosh (A−B) + coshC
]
, (A11)
which is also the case for the integral with respect to y′.
As a result, the relaxation time, defined by the mean-
collision time, reads
Ntot
V
1
τ
=
g2mreM
2
16π5~10
(kB T˜ )
2
∫ ∞
0
dP
∫ ∞
0
dpp
×
{
1
sinhA
ln
[
cosh (A+ B) + coshC
cosh (A− B) + coshC
]}2
.
(A12)
In the high temperature regime, the Fermi distribution
function reduces to the Maxwell-Boltzmann distribution
function. In this case, the function F reads
F ≃z˜↑z˜↓ exp
[
−β˜
(
P 2
2M
+
p2
2mre
)]
. (A13)
As a result, we have the following form for the relaxation
time:
Ntot
V
1
τ
≃
g2m3reM
3/2
23/2π9/2~10
z˜↑z˜↓(kB T˜ )
7/2. (A14)
If the form (A14) does not reproduce well the tempera-
ture dependence of (A12) in numerical calculations, one
needs the higher order fugacity expansion.
Appendix B: conservation laws in moment equation
In this appendix, we summarize the way to determine
the coefficients a˜σ, b˜σ ≡ |b˜σ|, and c˜σ in Eq. (8). These
coefficients are determined by the conservation law of
number of particles, momentum, as well as energy, the
condition of which are respectively given by
〈νσ,0〉 − aσWσ,0 − cσWσ,2 = 0, (B1)∑
σ
(
〈pνσ,1〉 − bσWσ,2
)
= 0, (B2)
∑
σ
1
mσ
(
〈p2νσ,0〉 − aσWσ,2 − cσWσ,4
)
= 0. (B3)
Because of local equilibrium conditions δθ˜σ = δθ˜, δv˜σ =
δv˜ as well as a static equilibrium condition β0σ = β
0, we
have also employed conditions b˜↑ = b˜↓ ≡ b˜ as well as
m↑c˜↑ = m↓c˜↓. Using these conditions, we have deter-
8mined the coefficients
a˜σ =
1
Wσ,0
〈νσ,0〉 (B4)
−
1
mσΦ
Wσ,2
Wσ,0
∑
σ′
1
mσ′
(
〈p2νσ′,0〉 −
Wσ′,2
Wσ′,0
〈νσ′,0〉
)
,
b˜ =
∑
σ〈pνσ,1〉∑
σWσ,2
, (B5)
c˜σ =
1
mσΦ
∑
σ′
1
mσ′
(
〈p2νσ′,0〉 −
Wσ′,2
Wσ′,0
〈νσ′,0〉
)
. (B6)
As a result, we obtain the moment equation (10).
Appendix C: first sound
In this Appendix, we discuss collective modes in the
hydrodynamic regime, assuming Uext,σ = 0. Using the
expression (4), we find that the density fluctuation is
given in the form
δnσ(q, ω) =a˜σWσ,0 + c˜σWσ,2
+
∫
dp
(2π~)3
∂f0σ
∂ǫ0σ
δνσ(p,q, ω), (C1)
where δν(p,q, ω) ≡ νσ(p,q, ω) − ν˜σ(p,q, ω) represents
the deviation from the local equilibrium. We here con-
sider the approximation form of δνσ in the hydrodynamic
regime by using the facts that the deviation from the lo-
cal equilibrium is very small, and the relaxation time is
short in that regime. By expanding δνσ with the param-
eter τ small in the hydrodynamic regime, and applying
the expanded form of δνσ to (8), we find the lowest order
solution of δνσ with respect to τ given in the form
δνσ(p,q, ω) =iτ
[(
ω −
p · q
mσ
)
(a˜σ + b˜ · p+ c˜σp
2)
+
p · q
mσ
g (a˜−σW−σ,0 + c˜−σW−σ,2)
]
,
(C2)
where we have also used the local equilibrium condition
b˜↑ = b˜↓. We eliminate ω-dependence from (C2) by using
the lowest-order hydrodynamic equations with respect to
τ . As a result, we have a form of the fluctuation δνσ,
given by
δνσ(p,q, ω) =iτ
[
p · q
2m2σ
β0(p2 − Jσ)δθ˜
+
(
−
δv˜ · q
3mσ
p2 +
p · q
mσ
δv˜ · p
)]
, (C3)
where
Jσ ≡
1∑
σ′ Wσ′,2
[
m2σ
∑
σ′
Wσ′,4
m2σ′
−
gmσ
m−σ
W−σ,2(Wσ,2 −W−σ,2)
]
, (C4)
and we have used the relation m↑c˜↑ = m↓c˜↓. The form
(C3) satisfies the conservation laws∫
dp
(2π~)3
∂f0σ
∂ǫ0σ
δνσ(p,q, ω) = 0, (C5)
∑
σ
∫
dp
(2π~)3
∂f0σ
∂ǫ0σ
pδνσ(p,q, ω) = 0, (C6)
∑
σ
∫
dp
(2π~)3
∂f0σ
∂ǫ0σ
p2
mσ
δνσ(p,q, ω) = 0. (C7)
We then derive the hydrodynamic equation by using
the form νσ(p) = a˜σ + b˜ · p + c˜σp
2 + δνσ(p), which of
density, momentum, as well as energy are respectively
given by
ωa˜σWσ,0 + ωc˜σWσ,2 −
b˜ · q
3mσ
Wσ,2 + iτ c˜σ
q2
3
Gσ = 0, (C8)
1
3
∑
σ
[
ωWσ,2b˜+
q
mσ
(−a˜σWσ,2 − c˜σWσ,4 + ga˜−σW−σ,0Wσ,2 + gc˜−σWσ,2W−σ,2)
]
−
1
3
iωqτ
∑
σ
mσ c˜σGσ + iτ
∑
σ
Wσ,4
15m2σ
[
q2b˜+
1
3
q(b˜ · q)
]
= 0, (C9)
∑
σ
1
mσ
[
ωa˜σWσ,2 + ωc˜σWσ,4 −
b˜ · q
3mσ
Wσ,4 + iτ
q2
6m2σ
(Wσ,6 −Wσ,4Jσ)c˜σ
]
= 0, (C10)
where Gσ ≡ (Wσ,4 −Wσ,2Jσ)/m
2
σ. The coefficients a˜σ, b˜, and c˜σ are related to the hydrodynamic variables: the
9density fluctuation δn˜σ = a˜σWσ,0 + c˜σWσ,2, the veloc-
ity fluctuation v˜ = −b˜, as well as the energy fluctuation
δE˜ =
∑
σ[a˜σWσ,2+ c˜σWσ,4]/(2mσ). The equations (C8),
(C9), and (C10) are eigenvalue equations in the hydro-
dynamic regime, and an eigenvalue ω ≡ Ω− iΓ provides
the frequency of the hydrodynamic mode Ω as well as its
damping rate Γ, where Ω (Γ) is a real (imaginary) part
of ω. In the hydrodynamic regime where |ω|τ ≪ 1 holds,
the eigenvalue equations (C8)-(C10) are approximately
reduced into the form
0 =F1(ω) + iτF2(ω), (C11)
where we have omitted the terms of second and higher
order in τ , and F1 and F2 are real functions that take
the form
F1(ω) = ω
2(ω2 − Ω2HD), F2(ω) = ω(Bω
2 − C). (C12)
In Eq. (C12), ΩHD is the non-zero solution of F1(ω) = 0,
which is given by
Ω2HD =
1
3
∑
σWσ,2
([∑
σ
Wσ,4
m2σ
]
− 2g
W↑,2W↓,2
m↑m↓
)
q2.
(C13)
Although we do not give explicit expressions for coeffi-
cients B, and C, those are given in terms of Wσ,n, mσ,
and so on. In the hydrodynamic regime, the frequency
Ω is given by Ω ≈ ΩHD. The damping rate is obtained
by substituting ω = ΩHD − iΓ into (C11) and using the
condition ΩHD ≫ Γ. Expanding the solution for Γ to
first order in τ , we obtain
Γ =
BΩ2HD − C
2Ω2HD
τ, (C14)
which is proportional to the relaxation time τ .
Appendix D: zero sound
In this Appendix, we consider the collective mode in
the collisionless regime at an extremely low temperature
T ≪ min(TF,↑, TF,↓), by extending the study for the zero
sound in the mass and population balanced gas [15–17].
In this case, from (B4), (B5), and (B6), one can take
a˜σ = 〈νσ,0〉/Wσ,0, |b˜| =
∑
σ〈pνσ,1〉/
∑
σWσ,2 as well as
c˜σ = 0, because of relations at T = 0, given by
Wσ,n = −
4π
(2π~)3
1
vF,σ
pn+2F,σ , (D1)
〈pnνσ,l〉 =
4π
(2π~)3
1
vF,σ
pn+2F,σ νσ,l(pF,σ). (D2)
Applying these results to (8), one can rewrite the lin-
earized Boltzmann equation (with Uext,σ = 0) as
∂f0σ
∂ǫ0σ
[
∞∑
l=0
νσ,l(p)Pl(cos θ)−
cos θ
cos θ −
iτω − 1
iτpq/mσ
+ g〈ν−σ,0〉
]
=
1
iτ
∂f0σ
∂ǫ0σ
1
pq/mσ
1
cos θ −
iτω − 1
iτpq/mσ
[
〈νσ,0〉
Wσ,0
+
∑
σ〈pνσ,1〉∑
σWσ,2
p cos θ
]
.
(D3)
Multiplying 1 and p cos θ to (D3) and integrating over p,
we end up with
1
Aσ0,1
(
1−
1
iτq/mσ
Aσ−1,0
Wσ,0
)
〈νσ,0〉 − g〈ν−σ,0〉 −
1
iτq/mσ
1∑
σWσ,2
∑
σ
〈pνσ,1〉 = 0, (D4)
1
Aσ1,2
(
1
iτq/mσ
Aσ0,1
Wσ,0
)
〈νσ,0〉+ g〈ν−σ,0〉 −
1
3Aσ1,2
〈pνσ,1〉+
1
iτq/mσ
1∑
σWσ,2
∑
σ
〈pνσ,1〉 = 0, (D5)
where
Aσn,l ≡
∫
dp
(2π~)3
∂f0σ
∂ǫ0σ
pn
cosl θ
cos θ −
iτω − 1
iτpq/mσ
. (D6)
Taking the zero temperature limit for f0σ, one finds
Aσn,0 =C
σ
n ln
∣∣∣∣sσ + 1sσ − 1
∣∣∣∣ , (D7)
Aσn,1 =− C
σ
n
(
2− sσ ln
∣∣∣∣sσ + 1sσ − 1
∣∣∣∣
)
, (D8)
Aσn,2 =− C
σ
nsσ
(
2− sσ ln
∣∣∣∣sσ + 1sσ − 1
∣∣∣∣
)
, (D9)
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with sσ ≡ (iτω − 1)/(iτvF,σq) and C
σ
n ≡
(mvF,σ)
n+2/(4π2~3vF,σ). The zero sound velocity
is obtained by solving (D4) and (D5) to find the non-
trivial solution of 〈νσ,0〉 as well as 〈pνσ,1〉. In particular,
close to the zero temperature, the mean-collision time
drastically increases because of the Pauli blocking, and
we may take τ → ∞, which leads to sσ → Ω/(vf,σq)
as well as 1/(iτq/mσ) → 0. As a result, we have the
equation to determine the zero sound mode frequency
Ω, given by
1− g2A↑0,1A
↓
0,1 = 0. (D10)
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