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This research presents a formal method for gradient based tradeoff design including 
methods that extend to cases with singularities and cases with more performance characteristics 
then design variables. The goal is to find revised design variables that can achieve the targeted 
performance characteristics and remove any violations to the constraint functions. The tradeoff 
design problem is formulation in the framework of the Sequential Quadratic Programming and is 
solved using the gradient based method. The optimal solution is the search direction, s, which 
represents the most effective way to reduce the current objective and correct the current 
violation. In this research the search direction is broken up into two parts, 𝒔  and 𝒔 . Where 𝒔  
can reduce the objective function or functions without changing the value of the constraints and 
𝒔  is responsible to reduce the constraint violations. Additionally, a scalar factor 𝛼 is introduced 
in the search direction to produce a search direction that can achieve the targeted change in the 
objective function. This paper presents a new method to calculate alpha to adjust the cost 
function instead of reducing the penalized objective function. The details of the mathematical 
formulation are presented and discussed here, along with three design examples. The first 
demonstrative example is the design of a cubic box, the second is a control problem with three 
targeted eigenvalues, and the third is the design of an I-beam. The design examples demonstrate 
and validate the use of single objective approach, the constraint only approach and the multi-
objective approach. These examples also show that smaller changes produce better results, an 
iterative process can achieve more accurate results, additional performance characteristics can be 
added during the design process, methods for handle cases with linearly dependent constraint 
functions, and, finally, methods for handling cases with more performance characteristics then 
design variables. Additionally, the third example includes the use of a finite element method 
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This chapter will outline the motivation, objectives, pervious research, and scope of study 
used in this research. The motivation behind this research is to further the study of multi-
objective gradient based trade off design. The objective of this research is to formulate a tradeoff 
design problem mathematically and solve it in a systematic way using a gradient based method 
for tradeoff design that is presented in the framework of the Sequential Quadratic Programming 
(SQP). This research presents a new way to calculate alpha as well as presents methods to handle 
singularities in the calculation of the gradient of the constraints and a method to handle a 
problem with more performance characteristics then design variables. This research also 
investigates the use of a simple finite element model in trade off design. There has been some 
previous progress made in the development of design optimization formulations for tradeoff 
design however it is limited. This research will outline the methodology necessary to complete 
trade off design problems for different engineering applications and present three demonstrative 
examples. 
 
1.1. Motivation  
A tradeoff can be defined as a balance or a compromise achieved between multiple desirable 
but incompatible features. Trade off design is based upon a similar principle where slight 
alterations are made to the design variables to achieve an overall goal despite competing 
constraints or limitations. This can be starting from an optimized design, a pervious design, or 
even an educated guess.  
Design formulation includes variables, options, objectives, and constraints based upon the 
demands and limits on the resources. These options, objectives, and constraints are described in 
optimization problems and in tradeoff design as functions of the design variables. However, 
engineering design is an iterative process. Rarely is the perfect design ever achieved on the try. 
These demands and limits can and often change during the design process. Additionally, new 
demands, limits, and constraints can be realized during the design process. This often causes new 
iterations in the design process or can cause the design to need to be updated after completion. 
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One of the benefits of trade off design is that it can start at any point in the design process and 
can incorporate new elements with minimal change to the existing design.  
The goal of tradeoff design is to find a revised design that can achieve the targeted 
performance characteristics and remove any violations to constraint functions in the most 
effective manner. This is done in this research by formulating the tradeoff design problem in the 
framework of the Sequential Quadratic Programming (SQP). The SQP aims to find the least 
change in the design that meets the required corrections in the constraints while reducing the 
objective. The optimal solution is called the search direction, which represents the most effective 
way to reduce the current objective or objectives and correct the current violations thus reducing 
the number of iterations needed in the overall design process.  
The objective of this research is to formulate a tradeoff design problem mathematically and 
solve it in a systematic way. This research proposes a gradient based method for tradeoff design 
that is presented in the framework of the SQP, so that it can have a broad engineering 
application. It is important to note that while this research focuses specifically on engineering 
applications, the principles represented here could be beneficial to a wide range of applications 
both within and outside engineering. 
 
1.2. Objective  
The objective of this research is to formulate a method to solve tradeoff design problems 
mathematically and solve it in a systematic way. This research uses a gradient based method for 
tradeoff design that is presented in the framework of the SQP, so that it can have a broad 
engineering applications. Additionally, this research demonstrates that smaller desired changes 
produce better results and that an iterative process is highly beneficial to trade off design.  
This research is unique in that it presents a new way to calculate alpha to adjust the cost 
function instead of reducing the penalized objective function. It additionally presents methods to 
handle singularities in the calculation of the gradient of the constraints as well a method to 
handle a problem with more performance characteristics then design variables. This research also 






1.3. Literature Survey  
There has been some pervious progress in the development on optimization methods for 
trade off design. In their article Trade-off Strategies in Engineering Design, Otto and Antonsson, 
discuss and define trade off design as a design decision making method that allows for the trade-
off of wildly differing concepts to realize a result which maximizes their overall preference for a 
design where these concepts are usually disproportionate [1]. They present a formal method to 
allow designers to explicitly make trade off decisions when an engineer wishes to rate the design 
by the weakest aspect, by cooperatively considering the overall performance or a combination of 
these strategies. 
In their 2016 article tiled Concept Design Trade-Offs Considering Performance Margins, 
Otto and Wood discuss the formulation of concept design problems as multiple system-level 
response to allow multi-disciplinary optimization along Pareto trade off frontiers [2]. This tool 
makes use of trade-off graphs depicting each design concept as a point in a scatter plot, this 
allows the observation of the frontier verse the dominated solutions. Their approach was to 
reformulate the multi-disciplinary optimization problem to allow tradeoff between the 
component performance limits and the system level engineering requirements. They were able to 
show that overall improved designs can be generated when trading off performance limits 
slightly but greatly increasing the constraint margin safety margins. They were able to do this by 
considering a family of Pareto frontiers at several levels of constraint margin limits.  
Another application of the use of Pareto-optimal design solutions is discussed in the paper, 
Model-Based Systems Engineering Design and Trade-Off Analysis with RDF Graphs by Nassar 
and Austin [3]. In this paper, the authors develop a simple algorithm to automatically identify the 
Pareto-Optimal design solutions within a space of two design criteria. Resource description 
framework (RDF) graphs are used to model individual design requirements, graphs of 
requirements, the characteristics of individual components, and graphs of design components. 
The authors then use Python to script and sequence the inference rules, computation of Pareto-
Optimal design solutions, and generation of two-dimensional plots for the trade-space. 
There is a wide range of methods that have been used in pervious applications for trade 
off design however there are typically a lot of limitations on these methods. In their book 
Optimization Concepts and Applications in Engineering, Belegundu and Chandrupatla discuss 
four suggested methods for trade off design: Rosen’s Gradient Projection Method for linear 
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constraints, Zoutendijk’s Method of Feasible Directions, the generalized reduced gradient 
method, and sequential quadratic programming [4]. The book discusses that Rosen’s Gradient 
projection method is primarily effective in special cases such as problems with only a single 
nonlinear constraint. While Rosen did publish an extension of his methods for nonlinear 
constraints, it is difficult to implement, and other methods are preferred. The second method 
discussed in this book is Zoutendijk’s Method of Feasible Directions. This method is geared 
towards solving problems with inequality constraints where the feasible region has an interior. 
For this specific category, this method is very robust. However, nonlinear equality constraints are 
tackled only approximately by introducing penalty functions, but linear equality constraints are 
readily incorporated. This Method is based upon the principle that there is a procedure to 
determine a direction which is both descent and feasible, then a line search along this direction 
will yield an improved design. The third method discussed is the generalized reduced gradient 
method. This method is used to handle nonlinear equality constraints. If there is an inequality 
constraint, it must first be converted to an equality constraint through the addition of a slack 
variable. Finally, the last method discussed is sequential quadratic programming, which was used 
as the starting framework for this research and is the basis for Matlab’s builtin function fmincon.  
This method is attractive because it can handle infeasible starting points, gradients of only active 
constraints are needed, and both equality and inequality constraints can be handled. This section 
of the book shows the derivation of 𝒔𝟏,  𝒔𝟐, Q and P that are used in this research. However, this 
paper defines the of step size, 𝛼, differently than this research. In the SQP optimization process, 
𝛼, is to reduce a merit function which is the weighted combination of the objective function and 
the maximal violation. Additionally, in this method, the step size 𝛼 is applied to the entire search 
direction in the design process. 
An example of the use of trade off design for an engineering application is presented in 
the paper, Projection Method with Minimal Correction Procedure for Numerical Simulation of 
Constrained Dynamics by Hou and Heaney [5]. In this paper, they describe a numerical 
technique for simulating the dynamics of constrained systems. The authors use a quadratic 
penalty expression to solve for the minimal coordinate adjustment which satisfies the 
displacement level constraints.  
Another example of the use of trade off design in presented in the article Review of 
Contemporary Approaches for Constraint Enforcement in Multibody Systems by Bauchau and 
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Laulusa [6]. In this article, the authors discuss the use of the mass-orthogonal projection 
formulation combined with an augmented Lagrangian formulation to solve the problem.  
 
1.4. Scope of Study  
This study will outline the methodology necessary to complete trade off design problems 
for different engineering applications and present three demonstrative examples. The goal of 
tradeoff design is to find a revised design that can achieve the targeted performance 
characteristics and remove any violations to constraint functions. This is done in this research by 
formulating the tradeoff design problem in the framework of the Sequential Quadratic 
Programming (SQP). The SQP aims to find the least change in the design that meets the required 
corrections in the constraints while reducing the objective. The optimal solution is called the 
search direction, which represents the most effective way to reduce the current objective and 
correct the current violations. However, the two key differences between the SQP and this 
research is that the targeted change in the objective function and the constraints are known and 
the step size in the proposed tradeoff design is decided by the change in the objective, not by the 
merit function that combines the objective and the maximal violation.  
For the typical approaches, the number of the performance characteristics must be less 
than the number of the design variables. Furthermore, it is assumed that the gradients of the 
constraints are linearly independent to each other. This research presents a method to handle 
cases where the number of performance characteristics is greater than the number of design 
variables and cases where the gradient of the constraints are linearly dependent. In this research 
the search direction, s, is broken up into two parts, 𝒔  and 𝒔 , in which 𝒔  can reduce the 
objective function without changing the value of the constraints and 𝒔  is responsible to reduce 
the constraint violation. Additionally, a scalar factor 𝛼 is introduced in the search direction to 
produce a search direction that can achieve the targeted change in the objective function. This is 
referred to as the single objective approach. 
 The second approach used in this research is the constraint only approach. For this 
approach, the adjustment of the objective function is considered as a constraint so that only 𝒔𝟐 is 
considered. In this approach, the maximal number of the constraints must be less than the 
number of design variables and gradients of all functions involved must be linearly independent 
to each other. Additionally, this can be extended to problems with multiple objectives.  
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 If the number of functions is greater than the number of the design variables or if some of 
the function’s gradients are linearly independent, the previously discussed methods will not 
work. In this case, it is necessary to set up an objective function that involves those linearly 




((𝛻𝒇) 𝒔 − ∆𝒇) ((𝛻𝒇) 𝒔 − ∆𝒇) 
In this form, the gradient is not sensitive to inverse calculations. This approach is referred to as 
multiple objective approach. 
This methodology will be demonstrated by methodically working through three 
demonstrative examples. The first example is the design of a cubic box where functions for 
volume, surface area, and weld length are considered. This example demonstrates the use of the 
single objective approach and the constraint only approach and validates the results. In this 
example, the three functions are modified to compare cases with various amounts of change. The 
goal of this example is to validate the single objective approach and the constraint only approach 
and to demonstrate that smaller changes produce better results.  
The second example is a targeted eigenvalue analysis problem that is designed to 
demonstrate the use of trade off design for a problem with multiple targeted changes. It also 
demonstrates the use of an iterative process to achieve more accurate results. This example is 
solved with the constraint only approach. 
The third example is the design of a cantilever beam. This example aims to demonstrate 
the full design process. The example starts with an initial optimization that aims to reduce the 
weight of the beam as much as possible while still satisfying constraints designed for the 
deformation, yielding stress, shear stress, and geometry. This is solved using the matlab built in 
function fmincon. The next step, Case A, is the initial trade off design using both the single 
objective and constraint only approaches to modify the initial design to the have the values for 
the three constraints exactly equal to the goal values. Case B demonstrates methods to add one 
performance characteristic beyond what is currently being considered. This performance 
characteristic is the first fundamental frequency which is calculated using a finite element 
method approach. Case B is solved using the single objective approach and the constraint only 
approach.  The next step, Case C, demonstrates how to handle cases when the gradient of the 
constraints is singular. This step will target four equations: the deformation, yielding stress, and 
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the first and second fundamental frequency. It is solved using the single objective approach as 
well as the multiple objective approach. The results will be compared with the results from 
Matlab’s build-in function fgoalattain. Finally, Case D, investigates a situation when the number 
of functions is greater than the number of design variables. This step will target five equations, 
deformation, yielding stress, the geometry constraint and the first and second fundamental 
frequency. This case will also be solved with the multiple objective approach and the results will 




SEARCH DIRECTION IN TRADEOFF DESIGN 
 
This chapter will outline the methodology necessary to complete trade off design 
problems for different engineering applications. The goal of tradeoff design is to find a revised 
design that can achieve the targeted performance characteristics. Particularly, the tradeoff design 
aims to find the proper change of the design variables to remove the difference between the 
targeted and the current values of the objective and constraints. This is done in this research by 
formulating the tradeoff design problem in the framework of the Sequential Quadratic 
Programming (SQP) with a couple key differences. For the typical approaches, the number of the 
constraints must be less than the number of the design variables. Furthermore, it is assumed that 
the gradients of the constraints are linearly independent to each other. In this research the search 
direction, s, is broken up into two parts, 𝒔  and 𝒔 . Where 𝒔  can reduce the objective function 
without changing the value of the constraints and 𝒔  is responsible to reduce the constraint 
violation. Additionally, a scalar factor 𝛼 is introduced in the search direction to produce a search 
direction that can achieve the targeted change in the objective function. If the number of 
functions is greater than the number of the design variables or if some of the function’s gradients 
are linearly dependent, the previously discussed methods will not work. In this case, it is 
necessary to set up an objective function that involves those linearly dependent or overloaded 
functions in a form that the gradient is not sensitive to inverse calculations.  
 
2.1. The Single Objective Approach  
 The goal of tradeoff design is to find a revised design 𝒙 = 𝒙𝟎 + 𝒔, about the current 
design, 𝒙𝟎, that can achieve the targeted objective and the targeted changes in the constraint 
functions. The change of the design, 𝒔, is the unknown of this tradeoff design. This is solved for 
in this research by formulating the tradeoff design problem in the framework of the Sequential 
Quadratic Programming (SQP). The SQP aims to find the least change in the design that meets 
the required corrections in the constraints, 𝒈(𝒙𝟎) and 𝒉(𝒙𝟎), while reducing the objective, 









                                           subject to:                                                                                        (1) 
∇𝒈(𝒙𝟎) 𝒔 + 𝒈 ≤ 0 
∇𝒉(𝒙𝟎) 𝒔 + 𝒉 = 0 
where 𝒈 ≡ 𝒈(𝒙𝟎) − 𝒈(𝒙𝟎 + 𝒔) and 𝒉 ≡ 𝒉(𝒙𝟎) − 𝒉(𝒙𝟎 + 𝒔). The terms, 𝒈(𝒙𝟎 + 𝒔) and 
𝒉(𝒙𝟎 + 𝒔) can be viewed as the targeted values of the performance requirements. The optimal 
solution, 𝒔 , of Eq. (1) is called the search direction, which represents the most effective way to 
reduce the current objective and correct the current violation. A quadratic term of 𝒔 is added to 
control the size of 𝒔 to ensure the validity of the first order approximation of the functions of 
concern. The diagonal matrix W has positive diagonal values which is added to scale the design 
variables. The gradients in the above formulation, 𝛻𝑓, 𝛻𝒈 and 𝛻𝒉, are also evaluated at 𝒙𝟎. The 
row numbers of all gradients are equal to the number of design variables, while the column 
numbers of 𝛻𝒈 and 𝛻𝒉 are equal to the respective numbers of the inequality and equality 
constraints.  
Since only the violated or active inequality constraints, which yield 𝑔 (𝒙𝟎) + 𝜀 > 0, will 
be considered in the solution process, the above problem can be recast to include only those 
active constraints which are treated as equality constraints. Consequently, the problem is now 







                                           subject to: 
(∇𝒈) 𝒔 + 𝒈 = 0 
(∇𝒉) 𝒔 + 𝒉 = 0 
However, in this case, the column of ∇𝒈 is equal to the number of active constraints. The 
number of the constraints must be less than the number of the design variables. Furthermore, it is 
assumed that the gradients of the constraints are linearly independent to each other. Since the 
inequality and equality constraints are in the same form in the formulation, only one is kept in 








                                           subject to:                                                                                           (2) 
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(∇𝒈) 𝒔 + 𝒈 = 0 
The Lagrange function of this problem is stated as 
𝐿 = (𝛻𝑓) 𝒔 +
1
2
𝒔 𝑊𝒔 + 𝝀 ((𝛻𝒈) 𝒔 + 𝒈) 
The Kuhn-Tucker necessary condition yields the following equation, 
∇𝐿 = 𝛻𝑓 + (𝛻𝒈)𝝀 + 𝑊𝒔 = 0          
Therefore, the optimal solution of Eq. (2) is given by, in terms of the Lagrange multipliers, 𝝀, as 
𝒔 = −𝑊 𝛻𝑓 − 𝑊 (𝛻𝒈)𝝀                                                (3) 
Pre-multiplying (𝛻𝒈) to Eq. (3), results in the equation 
(𝛻𝒈)  𝒔 = −(𝛻𝒈) 𝑊 𝛻𝑓 − (𝛻𝒈) 𝑊 (𝛻𝒈)𝝀 
Note that (𝛻𝒈) 𝒔 = −𝒈  as required by the equality constraint statement in Eq. (2), the above 
equation becomes, 
𝒈 = (𝛻𝒈) 𝑊 𝛻𝑓 + (𝛻𝒈) 𝑊 (𝛻𝒈)𝝀 
which yields an equation of 𝝀 as 
(𝛻𝒈) 𝑊 (𝛻𝒈)𝝀 = −(𝛻𝒈) 𝑊 𝛻𝑓 + 𝒈 
or more explicitly 
𝝀 = [(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝟏[−(𝛻𝒈) 𝑊 𝛻𝑓 + 𝒈]
= −{[(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝟏(𝛻𝒈) 𝑊 }𝛻𝑓 + [(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝟏𝒈 
The above equation of 𝝀 , can be substituted back to Eq. (3) to find the search direction, 𝒔, 
𝒔 = −𝑊 𝛻𝑓 − 𝑊 (𝛻𝒈)𝝀
= −𝑊 𝛻𝑓 + 𝑊 (𝛻𝒈){[(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝟏(𝛻𝒈) 𝑊 }𝛻𝑓
− 𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝟏𝒈 
= −𝑊 [𝐼 − (𝛻𝒈)((𝛻𝒈)𝑊 (𝛻𝒈) ) 𝟏(𝛻𝒈) 𝑊 ] 𝛻𝑓 − 𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝟏𝒈   
(4) 
Defining the matrices P and Q as  
𝑃 ≡  𝐼 − (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊                                     (5) 
and  
𝑄 ≡ 𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)]                                        (6) 
The search direction expressed in Eq. (4) can be simplified as 
𝒔 = −𝑊 𝑃𝛻𝑓 − 𝑄𝒈                                                        (7) 
This allows the search direction to be separated into two parts, 
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𝒔 = −𝒔𝟏 + 𝒔        
where 𝒔  is related to the objective,  𝛻𝑓, while 𝒔  is related to the constraint violations 
𝒔 ≡ 𝑊 𝑃𝛻𝑓                                                           (8) 
𝒔 ≡ −𝑄𝒈.                                                                (9) 
The matrix P is called the projection matrix, as it can be proved that PPP  . 
Furthermore, it can be shown that 𝑃 𝑄 = 0. Their proofs are provided in Appendix A. The 
condition,  𝑃 𝑄 = 0, implies that 𝒔  is orthogonal to 𝒔  with respect to the weighting matrix, W. 
That is,   
𝒔𝟏
𝑻𝑊𝒔𝟐 = (𝑊 𝑃𝛻𝑓) 𝑊𝑄𝒈 = (𝛁𝑓)
𝑻(𝑃 𝑄)𝒈 = 𝟎 
It can also prove the following relations.  
−(𝛻𝑓) 𝒔 ≤ 0 
(𝛻𝒈) 𝒔 = 0 
(𝛻𝒈) 𝒔 = −𝒈 
They indicate that −𝒔  can reduce the objective function without changing the value of the 
constraint. On the other hand, 𝒔  is responsible to reduce the constraint violation. However, 𝒔  
may affect the value of the objective function as   
(𝛻𝑓) 𝒔 ≠ 0 
 A scalar factor 𝛼 is introduced in the search direction to produce a search direction that 
can achieve the targeted change in the objective function. That is, 
𝒔 =  −𝛼𝒔 + 𝒔                                                              (10) 
Assume that the desired reduction in the objective, −𝛥𝑓,  is represented by the difference 
between the current objective, 𝑓 = 𝑓(𝒙 ), and the targeted objective, 𝑓 = 𝑓(𝒙 + 𝒔) ; i.e., 
−𝛥𝑓 ≡ 𝑓 − 𝑓 . It is approximated by the first order term as 
−𝛥𝑓 = 𝑓(𝒙 + 𝑠) − 𝑓(𝒙 ) = 𝛻𝑓(𝒙 ) 𝒔 = (𝛻𝑓) (−𝛼𝒔 + 𝒔 ) 
Solving for 𝛼, this becomes 
𝛼 =
∆𝑓 + ∇𝑓 𝒔𝟐
(∇𝑓 𝒔𝟏)
 
This equation for alpha is decided by the change in the objective, which is different then 
what is seen in the book Optimization Concepts and Applications in Engineering by Belegundu 
and Chandrupatla. In the SQP optimization process used in this book, 𝛼, is used to reduce a merit 
function which is the weighted combination of the objective function and the maximal violation. 
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Additionally, in this book, the step size 𝛼 is applied to the entire search direction in the design 
process instead of only being applied to the portion of the search direction associated with 
reducing the objective function. 
 Two special cases that can be employed in certain circumstances to further simplify the 
problem. In the first case, the goal is to find the search direction that reduces the objective by a 
certain amount without changing the constraints. In this case, only 𝒔𝟏 is considered.  In the 
second case, the goal is to correct the violation without changing the objective function. 
 
Case 1: From what was derived above, the search direction is defined as  
𝒔 = −𝛼𝒔 + 𝒔  
If the constraints remain unchanged, 𝒈 = 0, 𝒔 = 0.  In this case, the search direction becomes. 
𝒔𝟏 = −𝛼𝒔 = −
∆𝑓
(∇𝑓 𝒔𝟏)
 𝒔  
 
Case 2:  To correct the constraints without changes in the objective function  
In this case, one can simply set  ∆𝑓 = 0 in 𝛼 calculation. The search direction defined by 




𝒔 + 𝒔  
Now, the Kuhn-Tucker necessary condition provides the relation 
𝛻𝑓 + (𝛻𝒈)𝝀 + 𝑊𝒔 = 0 
which implies 𝛻𝑓 = −(𝛻𝒈)𝝀 −  𝑊𝒔. Therefore, one has 
∇𝑓 𝒔𝟏 = −𝝀 (𝛻𝒈) 𝒔𝟏 + 𝒔 𝑊𝒔𝟏 
Since it has been proved that 
(𝛻𝒈) 𝒔 = 0 
And in this special case, 𝒔 = 𝒔 . Therefore, one has ∇𝑓 𝒔𝟏 = 𝒔𝟏









2.2. The Constraint Only Approach 
In this case, the objection function is treated as one of the constraints with the desired 
amount of reduction being 𝛥𝑓. Thus, the constraint set has been increased to include f as 
13 
 
𝛻𝒈 = (𝛻𝑓 𝛻?̄?) and 𝒈 =
𝛥𝑓
?̄?
                                                    (11) 
where ?̄? represents the initial constraint set. The amount, f , is the adjustment of the current 
objective to meet the goal  
𝑓 + 𝛥𝑓 = 𝑓  
Note that in this case, the maximal number of the constraints must be less than the number of 
design variables. And gradients of all functions involved, including 𝑓 and 𝒈, must be linearly 
independent to each other.  
The design change is then given by 
𝒔 = 𝒔𝟐 = −𝑄𝒈 = −𝑊 𝛻𝒈 [(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝒈 =  −𝑊 (𝛻𝒈)𝒑                       (12) 
where the vector p  is the solution of the following matrix equation, 
[(𝛻𝒈) 𝑊 (𝛻𝒈)]𝒑 = 𝒈 
By separating the first component the vector 𝒑 related to the objective f from the rest, the above 











𝛻𝑓 𝑊 𝛻𝑓 𝛻𝑓 𝑊 𝛻?̄?







The above matrix equation can then be solved as two separate equations. The first row of the 
above equation becomes, 
𝑝 = [(𝛻𝑓 𝑊 𝛻𝑓) − (𝛻𝑓 𝑊 𝛻?̄?)(𝛻 ?̄?𝑊 𝛻?̄?) (𝛻?̄?𝑻𝑊 𝛻𝑓)]
× [𝛥𝑓 − (𝛻𝑓 𝑊 𝛻?̄?)(𝛻 ?̄?𝑊 𝛻?̄?) ?̄?] 
= [𝛻𝑓 𝑊 (𝐼 − 𝛻?̄?(𝛻 ?̄?𝑊 𝛻?̄?) 𝛻?̄? 𝑊 )𝛻𝑓] [𝛥𝑓 − 𝛻𝑓 𝑄?̄?] 
= [𝛻𝑓 𝑊 𝑃𝛻𝑓] (𝛥𝑓 − 𝛻𝑓 𝑄?̄?) =




(𝛥𝑓 + 𝛻𝑓 𝒔𝟐)
[𝛻𝑓 𝒔𝟏]
 
where P, Q, 𝒔𝟏, and 𝒔𝟐 are defined by Eqs. (5) to (9). And the second row becomes 
?̄??̄? = −(𝛻 ?̄?𝑊 𝛻?̄?) (𝛻?̄?
𝑻𝑊 𝛻𝑓)𝑝 + (𝛻 ?̄?𝑊 𝛻?̄?) ?̄? 
It is noted that that 𝑝  is identical to the step size, 𝛼, derived earlier. It can then be written that 
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𝒔 =  𝒔 = −𝑄𝒈 = 𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] 𝒈 =  −𝑊 (𝛻𝒈)𝒑 
= −𝑊 {𝛻𝑓 𝛻?̄?}
𝑝
−(𝛻 ?̄?𝑊 𝛻?̄?) (𝛻?̄? 𝑊 𝛻𝑓)𝑝 + (𝛻 ?̄?𝑊 𝛻?̄?) ?̄?
 
= −𝑊 (𝛻𝑓)𝑝 − 𝛻?̄?(𝛻 ?̄?𝑊 𝛻?̄?) (𝛻?̄? 𝑊 𝛻𝑓)𝑝 + 𝛻?̄?(𝛻 ?̄?𝑊 𝛻?̄?) ?̄?  
= − 𝑊 {(𝐼 − 𝛻?̄?(𝛻 ?̄?𝑊 𝛻?̄?) )𝛻?̄? 𝑊 }𝛻𝑓𝑝 + {𝑊 𝛻?̄?(𝛻 ?̄?𝑊 𝛻?̄?) }?̄?  
= −𝑊 𝑃𝛻𝑓𝑝 − 𝑄?̄? = −𝑝 ?̄?𝟏 + ?̄?𝟐 = −𝛼?̄?𝟏 + ?̄?𝟐 
The search direction, s, in this case is the same as Eq. (10) derived earlier. Once the amount of 
the reduction in the objective is known, the design change can be obtained alone by 2s  of Eq. 
(9), which is obtained using 𝒈.  
 Note that the 𝒔𝟐 approach discussed here can be extended to the problems with 
adjustment of multiple objectives. In this case,  
𝒔𝟐 = −𝑄𝒈                                                                       (13) 
where the scalar objective function f in Eq. (8) is extended to a vector made of the targeted 
objectives. 











                                           subject to:        
(∇𝒇) 𝒔 + ∆𝒇 = 0 
(∇𝒈) 𝒔 + 𝒈 = 0 






                                           subject to:                                                                                         (14) 
(∇𝒈)𝑻𝒔 + 𝒈 = 0 
with help of the previous definition 




The KKT condition of Eq. 12 yields 
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𝑊𝒔 + (∇𝒈)𝝀 = 0                                                       (15) 
 
2.3. The Multiple Objective Approach 
 Formulations of Eqs. (2) or (17) for tradeoff design will not be workable, when the 
number of functions is greater than the number of the design variables or some of the function’s 
gradients are not linearly independent. In this case, it is possible to set up an objective function 
that involves those linearly dependent or overloaded functions as 
𝜂(𝒔) ≡ ((𝛻𝒇) 𝒔 − ∆𝒇) ((𝛻𝒇) 𝒔 − ∆𝒇)                                    (16) 
where the desirable changes in functions are defined as before,  
Δ𝒇 ≡ 𝒇(𝒙𝟎 + 𝒔 ) − 𝒇(𝒙𝟎 ) 
 The gradient of 𝜂(𝒔) is obtained as 
∇𝜂 = −∇𝒇Δ𝒇 
The SQP of Eq. (2) can then be conveniently extended here for the case with multiple objective 







                                           subject to:                                                                                         (17) 
(∇𝒈) 𝒔 + 𝒈 = 0 
The search direction is given by 
𝒔 = −𝛼𝒔 + 𝒔 = −𝛼𝑊 𝑃𝛻𝜂 − 𝑄𝒈 = −𝛼𝑊 𝑃∇𝒇Δ𝒇 − 𝑄𝒈 
The step size 𝛼 is determined by minimizing the error between Δ𝒇 and (∇𝒇) 𝒔 
𝑚𝑖𝑛
𝛼
𝜂(𝛼) = ((𝛻𝒇) 𝒔 − ∆𝒇) ((𝛻𝒇) 𝒔 − ∆𝒇) 
where 𝒔 = −𝛼𝒔 + 𝒔 . The step size 𝛼 is found to be 
  𝛼 =
𝒂 𝒃
𝒂 𝒂
                                                           (18)     








This chapter methodically works though three demonstrative examples to show the 
methodology from Chapter 2. The first example is the design of a cubic box. This example 
demonstrates the use of the single objective approach and the constraint only approach. In this 
example, the three functions for volume, surface area and weld length are modified, not starting 
from an optimal design, to compare cases with various amounts of change. The goal of this 
example is to demonstrate that these two approaches produce identical results and to show that 
smaller targeted changes produce more accurate results. The second example is designed to 
demonstrate the use of trade off design for a problem with multiple targeted changes. It also 
demonstrates the use of an iterative process to achieve more accurate results. The third example 
is the design of a cantilever beam. This example demonstrates the full design process. The 
example starts with an initial optimization that aims to reduce the weight of the beam as much as 
possible while still satisfying constraints designed for the deformation, yielding stress, shear 
stress, and geometry. The next step, Case A, is the initial trade off design using both the single 
objective approach and constraint only approach to modify the initial design to the have the 
values for the three constraints exactly equal to the goal values. The next step, Case B, 
demonstrates methods to add one performance characteristic beyond what is currently being 
considered. This performance characteristic is the first fundamental frequency which is 
calculated using a finite element model. The next step, Case C, demonstrates how to handle cases 
when the gradient of the constraint set is singular using the single objective approach and the 
multiple objective approach. This step targets four performance requirements, deformation, 
yielding stress, and the first and second fundamental frequency. The gradients for the first and 
second fundamental frequency are linearly dependent. Finally, Case D, investigates a situation 
when the number of functions is greater than the number of design variables. This step 
demonstrates the multiple objective approach which targets five equations, deformation, yielding 
stress, the geometry constraint and the first and second fundamental frequency by changing the 





3.1. Example 1 – Formulation and Design of a Cubic Box 
 For the first example, let 𝑥 , 𝑥  and 𝑥  be the lengths of the three edges of a three-
dimensional box. The volume, surface area and weld length of this box are given by 
𝑣 = 𝑥 𝑥 𝑥  
𝐴 = 2(𝑥 𝑥 + 𝑥 𝑥 + 𝑥 𝑥 ) 
𝑊 = 4𝑥 + 4𝑥 + 4𝑥  
The initial design for all cases is given as, 𝑥 = {3.0 2.0 1.0}, which results in a volume of 6, 
a surface area of 22 and a weld length of 24. The gradients of the volume, surface area and weld 
length are given by 
𝛻𝑣 = (𝑥 𝑥 𝑥 𝑥 𝑥 𝑥 ) = (2 3 6) 
𝛻𝐴 = 2(𝑥 + 𝑥 𝑥 + 𝑥 𝑥 + 𝑥 ) = (6 8 10) 
𝛻𝑊 = (4 4 4) 
Various cases will be run to attempt to reduce the volume, surface area and weld length using 
two different approaches. The first approach is the single objective approach, which will use both 
s1 and s2. In this approach, one of the functions must be assigned as the objective and the others 
as the constraints. Thus, the problem may be expressed in the form of design optimization as 
𝑚𝑖𝑛
𝑥 , 𝑥 , 𝑥
𝑓 = 𝑣 =  𝑥 𝑥 𝑥  
     subject to: 
𝑔 = 𝐴 − 22 =  2(𝑥 𝑥 + 𝑥 𝑥 + 𝑥 𝑥 ) − 22 = 0 
𝑔 = 𝑊 − 24 = 4𝑥 + 4𝑥 + 4𝑥 − 24 = 0 
The problem will also be solved using the constraint only approach. In this approach, all 
three functions are cast as constraints. Therefore, the problem is expressed as 
𝑔 = 𝑣 − 6 = 𝑥 𝑥 𝑥 − 6 = 0 
𝑔 = 𝐴 − 22 = 2(𝑥 𝑥 + 𝑥 𝑥 + 𝑥 𝑥 ) − 22 = 0 
𝑔 = 𝑊 − 24 = 4𝑥 + 4𝑥 + 4𝑥 − 24 = 0 
The modified design requires that the values of 𝑔 , 𝑔  and 𝑔  be reduced. Therefore, the 
reduction may be viewed as the violations that have to be corrected. In the first subsection, 3.1.1, 
Case A and B both attempt to reduce all three functions. In the second subsection, 3.1.2, the 





3.1.1. Reduce Volume, Surface Area and Weld Length. 
Case A: The goal of this case is to reduce the volume by 2, the surface area by 4 and the weld 
length by 4. For this case, the initial design is given as, 𝑥 = {3.0 2.0 1.0}, which results in a 
volume of 6, a surface area of 22 and a weld length of 24. 
Approach 1: For the first case the goal is to reduce the volume by 2 and the surface area and 
weld length by 4. Therefore, the required modification imposes the changes, −𝛥𝑓 = 2 and 𝑔 =
(4 4)  which represents a 30% change in the objective and 20% in the constraints. Since 
gradients are given by 
𝛻𝑓 = (𝑥 𝑥 𝑥 𝑥 𝑥 𝑥 ) = (2 3 6) 
𝛻𝑔 = 2(𝑥 + 𝑥 𝑥 + 𝑥 𝑥 + 𝑥 ) = (6 8 10) 
𝛻𝑊𝐿 = (4 4 4) 
P and Q are calculated as 










The corresponding first part of the search direction that is for objective correction is given by 
𝑠 ≡ (𝑃𝛻𝑓) = (0.333 −0.667 0.333)  
The corresponding second part of the search direction that is for constraint correction is given by 
𝒔 ≡ −(𝑄𝒈) =(−1.333 −0.333 0.667)  
The coefficient 𝛼 that is calculated by Eq. 6 is given by 
𝛼 =









and the change in design is given by 
𝑠 = −𝛼𝑠 + 𝑠 = (−2.5 2.0 −0.5)   
which produces a new design, 𝑥 = 𝑥 + 𝑠 = (0.5 4 0.5) . This results in a volume of 1, a 




Approach 2: In this approach, all three functions are considered as the constraints. The modified 
design requires that the values of 𝑔 , 𝑔  and 𝑔  be reduced by 2, 4 and 4, respectively. Therefore, 
the reduction may be viewed as the violations that have to be corrected. As a result, 𝑔 =
(2 4 4). The second part of the search direction can help to achieve such correction. Thus,  
𝑠 ≡ −(𝑄𝑔) =(−2.5 2.0 −0.5)  
where Q is given by 





This results in a new design, defined by 𝑥 = 𝑥 + 𝑠 = (0.5 4 0.5) , which is the same the 
result of approach one. The goal of the rest of the cases is to validate the single objective and 
constraints only approaches and demonstrate that the tradeoff design is an approximation and 
better results can be obtained with smaller reduction. 
Case B: The goal of this case is to reduce the volume by 1 and the surface area and weld length 
by 2. Again, for this case, the initial design is given as, 𝑥 = {3.0 2.0 1.0}, which results in a 
volume of 6, a surface area of 22 and a weld length of 24. For this case, the volume is reduced by 
1 and the surface area and weld length are reduced by 2. Therefore, the amount of reduction is 
half of what is given in Case 1. It is thus expected that the trade-off design procedure can achieve 
closer results. The single objective approach and the constraint only approach both result in a 
design of 𝑥 = (1.75 3 0.75) . The new cube has a volume of 3.938, a surface area of 17.625 
and a weld length of 22, the results for the volume and surface area are much closer to the 
targeted values of 5 and 20. 
 
3.1.2. Reduce Volume and Maintain Surface Area and Weld Length 
Case A: The goal of this case is to reduce the volume by 2 and keep the surface area and weld 
length the same. Again, for this case, the initial design is given as, 𝑥 = {3.0 2.0 1.0}, which 
results in a volume of 6, a surface area of 22 and a weld length of 24. 
Approach 1: The problem states that −𝛥𝑓 = 2 and 𝑔 = (0 0) . Thus, 𝑠 = −𝛼𝑠  since 𝑠 =
0. For this case 𝛼 = 3 and  𝑠 = (−1 2 −1) . The final design is 𝑥 = (2 4 0) which 
gives a new design with volume of 0 and surface area of 16. The change of the design is -6 
20 
 
which is far away from the targeted -2 and the 𝑥  dimension is zero meaning that the box is no 
longer a box.  
Approach 2: In this approach, the problem gives 𝑔 = (2 0 0) . The search direction, 𝑠  has 
the same value as 𝑠 in the above approach. Therefore, the results here are the same as that of 
above and the results are not valid. 
Case B: The goal of this case is to reduce the volume by 1 and keep the surface area and weld 
length the same. Again, for this case, the initial design is given as, 𝑥 = {3.0 2.0 1.0}, which 
results in a volume of 6, a surface area of 22 and a weld length of 24. This case results in a 
design of  𝑥 = (2.5 3 0.5) which has a volume of 3.75, a surface area of 20.5 and a weld 
length of 24. The reduction in the volume is 2.25 which is 125% more than the targeted value of 
1. Again approach 2 has the same results.  
Case C: The goal of this case is to reduce the volume by 0.5 and keep the surface area and weld 
length the same. Again, for this case, the initial design is given as, 𝑥 = {3.0 2.0 1.0}, which 
results in a volume of 6, a surface area of 22 and a weld length of 24. This case results in a 
design of 𝑥 = (2.75 2.5 0.75) which has a volume of 5.1563, a surface area of 21.625 and a 
weld length of 24.0. The reduction in the volume is 0.843 which is 68.75% more than the 
targeted 0.5. 
For all cases, the results of the single objective approach and constraint only approach are 
the same. This validates these approaches. The design modifications given in the second 
subsection are more difficult to achieve the targeted results than those given in the first 
subsection. This is because the problems in the second subsection allow only the objective 
function to be modified that does not give the design variables enough room to manipulate, 
compared to the problems in the first subsection. Additionally, the cases in the second 
subsection, confirm that tradeoff design achieves better results with less targeted change.  
An attempt was made to solve the cited three nonlinear equations for three design variables 
for all cases by using the matlab built in function fsolve which is a designed to solve a system of 
nonlinear equations. The fsolve function exceeds the function evaluation limit and fails to reduce 





3.2. Example 2 - Control Problem with 3 Targeted Eigenvalues  
The goal of this example problem is to target multiple changes. This is done recursively 
with the use of the 𝑠  only approach. The objective of this example is to target the three 
eigenvalues of a 3 × 3 matrix equation,  
𝐷𝒙 = 𝜆𝒙 
where matrix D is a matrix of the 4 design variables,  𝑥   , 𝑥 , 𝑥  and 𝑥 , which are the elements 
in the 2 × 2 K matrix, such that 
𝐷 = 𝐴 + 𝐵𝐾𝐶 





























−0.5 + 𝑥 0 𝑥
−2𝑥 + 2𝑥 −2 10 − 2𝑥 + 2𝑥
𝑥 1 −2 + 𝑥
 
The initial design, 𝐾 = −4 −0.2564
−4 −4





which yields the eigenvalues, 𝜆 = −6.9314, 𝜆 = −4.1587 and 𝜆 = −1.4099. The goal is to 
use trade off design to modify K so that eigenvalues match the targeted values;  𝜆∗ = −5.0, 𝜆∗ =
−3.0 and 𝜆∗ = −1.0.  This can be expressed as a set of equality constraints: 
𝑔 ≡ 𝜆 (𝒙 + 𝒔) − 𝜆∗ = 0 
𝑔 ≡ 𝜆 (𝒙 + 𝒔) − 𝜆∗ = 0 
𝑔 ≡ 𝜆 (𝒙 + 𝒔) − 𝜆∗ = 0 
Using the first order approximation and setting 𝑔 ≡ 𝜆∗ − 𝜆 (𝒙), the design modification 








    subject to                                                   






  and 𝒈 =
𝜆 (𝒙) − 𝜆∗
𝜆 (𝒙) − 𝜆∗






The solution of this design formulation is 𝒔 = −∇𝒈((∇𝒈) ∇𝒈) 𝟏𝒈, which is identical to the 
equation derived above, 𝒔 = −𝑄𝒈. One of the challenges for this example is to calculate the 
derivatives of the eigenvalue problem with a non-symmetric matrix, D, defined as 
𝐷𝒙 = 𝜆𝒙 













Denoting the left eigenvalue problem as y, which is the solution of the equation  
𝐷 𝒚 = 𝜆𝒚 











The coefficient term of  
𝒙
 is the transpose to the left eigenvalue problem, which is equal to zero  
𝐷 𝒚 = 𝜆𝒚 










It is important to note that the eigenvectors 𝒙 and 𝒚 used in the eigenvalue sensitivity equation 
must be associated with the same eigenvalues. This example has four design variables, 𝑏 = 𝑥 , j 






















































































which results in Q and the search direction, 𝒔𝟐 












Updating the design variables with the full length of 𝒔𝟐 produces a matrix D which is 
characterized with three complex eigenvalues. Consequently, the new design incorporates only 
90% length of 𝒔𝟐. Thus, the updated design variables are  






Using the Matlab function eig and sorting the eigenvalues in ascending order, the new 
eigenvalues at the end of the first iteration are now 𝜆 = −5.6370, 𝜆 = −2.2574 and 𝜆 =
−1.4556, which makes 𝜆  and 𝜆  closer to the targeted values, but not 𝜆 . Using the results of 
this iteration as the new starting point, the above process may be repeated to update the design.   















which gives Q and the search direction, 𝒔𝟐 












This time the design is updated with the full length of 𝒔𝟐, the updated design variables are  






The eigenvalues at the end of the second iteration are now 𝜆 = −4.9435 𝜆 = −3.0723 and 
𝜆 = −0.9842, which are much closer to the targeted values than the initial design. This process 
is then repeated which will generate a design  






with new eigenvalues 𝜆 = −4.9983, 𝜆 = −3.0019 and 𝜆 = −0.9998 at the end of the third 
iterations. These eigenvalues are all with an error in the third digit. A final (fourth) iteration 
results in the design  






which produces eigenvalues that are even closer to the targeted values with errors less than 10-5. 
The results of the four iterations are summarized in Table 3.1. This shows that each iteration 






Table 3.1. Example 2 Results 
Iteration 1 2 3 4 
X1 -1.9544 -2.4562 -2.4196 -2.4186 
X2 0.2879 0.5175 0.499 0.4984 
X3 -3.936 -3.8645 -3.8695 -3.8696 
X4 -2.8956 -2.0438 -2.0804 -2.0814 
𝜆  -5.637 -4.9435 -4.9983 -5 
𝜆  -2.2574 -3.0723 -3.0019 -3 
𝜆  -1.4556 -0.9842 -0.9998 -1 
 
For comparison, this example was also solved using the Matlab’s goal attainment 
function fgoalattain, which can produce optimal designs with specified levels of the deviation 
from the targeted values [8]. In the formulation of the goal attainment problem, the deviation 
between the optimal design and the targeted values are measured by the vector (𝛾 × 𝒘𝒆𝒊𝒈𝒉𝒕 ) in 
which the scalar, 𝛾 is the objective and the vector, weight, is a user supplied vector. Each 
component in weight represented the amount of relative deviation from the targeted goal for each 
individual objective. The problem must be specified in the following form which includes a 
weighting function and a goal.  
min
𝒙,
𝛾  such that  
𝒇(𝑥) − 𝒘𝒆𝒊𝒈𝒉𝒕 ∗ 𝛾 ≤ 𝒈𝒐𝒂𝒍 
𝒈(𝒙) ≤ 0 
𝒈𝒆𝒒(𝒙) = 0 
𝐴 𝒙 ≤ 𝒃 
𝐴 𝒙 = 𝒃𝒆𝒒 
𝒍𝒃 ≤ 𝒙 ≤ 𝒖𝒃 
The weight, goal, 𝒃, and 𝒃𝒆𝒒are vectors, 𝐴 and 𝐴𝑒𝑞 are matrices, and 𝒇(𝒙), 𝒈(𝒙), and 𝒈𝒆𝒒(𝒙), 
are functions that return vectors. 𝑓(𝒙), 𝒈(𝒙), and 𝒈𝒆𝒒(𝒙) can be nonlinear functions and 𝒙, 𝒍𝒃, 
and 𝒖𝒃 can be vectors or matrices. The syntax for the function is as follows: 
[x, fval, attainfactor, exitflag, output, lambda] =  
fgoalattain(fun, x0,goal,weight,A,b,Aeq,beq,lb,ub,nonlcon,options) 
 
Optimoptions is used to set the EqualityGoalCount option to the number of objectives required to 
as close as possible to the goal values. This was set at 3 for this example. fgoalattain ran 6 
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iterations with 48 function evaluations and achieved a local minimum where the constraints were 
satisfied. The local minimum was found to be [ -1.9370 0.9112; -1.0255 -2.5630]. This is 
different than the result achieved above showing that the solution of the design problem itself is 
not unique.  
 
 3.3. Example 3 – Formulation and Design of an I-Beam   
The objective of this example is to investigate the necessary design modifications after 
the initial design optimization using a demonstration example. The initial step shows the 
optimization of an I-beam design where achieving the lowest value for the objective function 
while not violating the constraints is the most important goal. The initial optimization is solved 
with the Matlab built in function fmincon. In the next iteration, Case A, the goal is to use trade 
off design to modify the initial design to achieve a design where the values for the three 
constraints are exactly equal to the goal values. Reducing the weight of the beam is no longer a 
priority. This case is solved with the single objective approach and the constraint only approach. 
In the next iteration, Case B, a new performance functionality, the first fundamental frequency, is 
added. The goal for this iteration is to demonstrate methods for incorporating additional 
performance characteristics beyond what is currently being considered. This case is also solved 
with the single objective approach and the constraint only approach. In the next iteration, Case C, 
a second additional performance characteristics for the second fundamental frequency is 
incorporated. This case demonstrates how to handle cases where the gradient of the constraints is 
singular using the single objective approach and the multiple objective approach derived above. 
These values are compared with the results of the Matlab built in function fgoalattain. Finally, 
Case D, investigates a situation when the number of functions is greater than the number of 
design variables. This step will target five performance characteristics: deformation, yielding 
stress, the geometry constraint and the first and second fundamental frequency using the multiple 
objective approach. The results will also be compared with fgoalattain. The cantilever I-beam is 




 Figure 3.1: Cantilever Beam 
 
Figure 3.2: I Beam Cross Section 
The cross-sectional dimensions of the beam are defined as X1 being the width of the beam 
minus the web thickness, X2 being the web thickness, X3 being the height minus the thickness of 
both flanges and X4 being the total height of the beam. Based on this definition of the variables, 
the cross sections area (A) and moment of inertia (I) are expressed as: 
𝐴 = 𝑋 𝑋 + 𝑋 𝑋 − 𝑋 𝑋  
𝐼 =
𝑋 𝑋 + 𝑋 𝑋 − 𝑋 𝑋
12
 
The total distributed load (ω) on the beam is equal to the uniformly distributed load plus the 
density (ρ) of the beam times the cross-sectional area (𝐴). 
𝜔 = 𝑝 +  𝜌𝐴 
For this example, the length of the beam (ℓ) is set to 40 inches, the uniformly distributed 
load (p) equal to 25 lbf/in. The beam will be made of steel with a young’s modulus (E) of 
30 × 10  psi and a density (ρ) of 29 lbf/in3 . The maximum allowable yeilding stress (𝜎 ) is 
equal to 12 kpsi, the maximal deflections (𝛿 ) to 0.1 inches and maximum shear stess (𝜏 ) to 
1500 lbf/in2. Additionally, to scale all of the constraints to the same level of magnitude, they will 
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be normalized. Finally, due to space limitations, the maximum of each dimension of the beam 
section is limited to 5 inches and the minimum for each dimension is set to 0.5 inches. For the 
initial optimzation problem, the objective is to minimize the weight of the beam defined as: 
𝑓(𝑋 , 𝑋 , 𝑋 , 𝑋 ) = 𝑤𝑒𝑖𝑔ℎ𝑡 =  𝜌ℓ𝐴 = 𝜌ℓ(𝑋 𝑋 + 𝑋 𝑋 − 𝑋 𝑋 )  
The first contraint (𝑔 ), the maximum deflction (𝛿 ) is required to be less then the set 
value (𝛿 ) for the allowable deflection. When put into the standard form and normalized, the 
equation for the first constraint becomes: 
𝑔 =








The second constraint (𝑔 ), the maximum stress (𝜎 ) is required to be less the given 
yielding stress (𝜎 ). When put into the standard form and normalized, the equation for the 
second constraint becomes:  
𝑔 =

















For the third constraint (𝑔 ), the maximal shear stress (𝜏 ) is required to be less the 
given value for shear stress (𝜏 ). When put into the standard form and normalized, the equation 
for the third constraint is: 
𝑔 =





− 𝜏  
𝜏  
≤ 0 
For the given example,  
𝑏 = 𝑋  
𝑉 = 𝜔ℓ 
𝑄 =  
(𝑋 + 𝑋 )(𝑋 − 𝑋 ) + 𝑋 𝑋
8
   
Therefore, when the substitutions are made, the third constraint is written as  
29 
 
𝑔 =  
𝜔ℓ((𝑋 + 𝑋 )(𝑋 − 𝑋 ) + 𝑋 𝑋 )
8 𝐼 𝑋
− 𝜏  
𝜏  
≤ 0 
The final two constraints are based on the geometry of the beam, the difference between 
𝑋  and 𝑋  must be greater than 0.5 and all X values must be greater than 0.5 and less than or 
equal to 5.  
𝑔 = 𝑋 − 𝑋 + 0.5 ≤ 0 
5.0 ≥ 𝑋 , 𝑋 , 𝑋 , 𝑋 ≥ 0.5 
Based upon the design considerations for Case C and Case D, constraints are added for 
the normalized first and second fundamental frequencies. To calculate the fundamental 
frequencies, the cantilever beam will be discretized into two equal elements with three nodes. 
The derivations for fundamental frequencies and their gradients are shown in Appendix B.  
 
Initial Optimization:  This example represents the initial design optimization problem and will 
be solved with the Matlab function fmincon. The goal of this example is to find the design 
variables, 𝑋 , 𝑋 , 𝑋 , and 𝑋  which minimize the weight and satisfy the inequality constraints. 
The formulation for this problem can be written as 
min
, , ,
𝑓 = 𝜌ℓ(𝑋 𝑋 + 𝑋 𝑋 − 𝑋 𝑋 ) 













𝑔 =  
𝜔ℓ((𝑋 + 𝑋 )(𝑋 − 𝑋 ) + 𝑋 𝑋 )
8 𝐼 𝑋
− 𝜏  
𝜏  
≤ 0 
𝑔 = 𝑋 − 𝑋 + 0.5 ≤ 0 
5. ≥ 𝑋 , 𝑋 , 𝑋 , 𝑋 ≥ 0  
The first example is a design optimization problem with a single objective function 
therefore it can be solved by the matlab built-in function, fmincon [7]. This function allows the 
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user to find the minimum of a constrained nonlinear multivariable function. The problem must 
be specified in the form 
min 𝒇(𝑥)  such that  
𝒈(𝒙) ≤ 0 
𝒈𝒆𝒒(𝒙) = 0 
𝐴 𝒙 ≤ 𝒃 
𝐴 𝒙 = 𝒃𝒆𝒒 
𝒍𝒃 ≤ 𝒙 ≤ 𝒖𝒃 
where 𝒃 and 𝒃𝒆𝒒 are vectors and 𝐴 and 𝐴 at matrices, 𝒈(𝒙) and 𝒈𝒆𝒒(𝒙) are functions that return 
vectors, and 𝑓(𝑥) is a function that returns a scalar value. 𝒇(𝒙), 𝒈(𝒙), and 𝒈𝒆𝒒(𝒙) can be 
nonlinear functions. 𝒙, 𝒍𝒃, and 𝒖𝒃 must be vectors or matrices. The syntax for the function is as 
follows:  
[x, fval, exitflag, output, lambda, grad, hessian] = 
fmincon(fun, x0,A,b,Aeq,beq,lb,ub,nonlcon,options) 
The initial optimization was solved using Matlab’s fmincon function with initial educated 
guess of [2, 0.5, 1, 2]. After 11 iterations and 61 function evaluations, the function finds an 
optimal solution of [0.7469, 0.5, 3.1583, 3.6583]. This results in a weight of 25.55 lbs, a 
deformation of 0.0875 inches, a yielding stress of 12 kpsi, and a shear stress of 757.5 lbf/in2. 
Therefore, the yielding stress hits the upper bound, dimension 2 hits the lower bound and the 
geometry constraint, or the difference between 𝑋  and 𝑋 , hits the bound.  
         The next design phase represents the start of the tradeoff design. The goal here is to use 
trade off design to modify the initial design to achieve a design where the values for the three 
constraints are exactly equal to the goal values. This case is solved with the single objective 
approach and the constraint only approach.  
 
Case A: The goal for Case A is to modify the initial design to the have the values for the three 
constraints exactly equal to the goal values. Reducing the weight of the beam is no longer a 
priority. This case was first solved with the single objective approach with the deformation set as 
the objective function and the yielding stress and the difference between 𝑋  and 𝑋 , which is 
referred to as the geometry constraint, set as the constraints. The initial design is set at [ 0.7469; 
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0.5000; 3.1583; 3.6583], which is the optimal design obtained from the initial optimization 
problem. The single objective approach took four iterations to reach the objectives. The final 
design is [0.81341; 0.68104; 2.7; 3.2] which results in a deformation of 0.1 inches, a yielding 
stress of 12 kpsi, and difference between x3 and x4 of 0.5 inches. Therefore, it meets all the 
desired objectives.  
This case was also solved using the constraint only approach. In this approach, the 
deformation, yielding stress and geometry constraint were all set as constraints.  Like the 
pervious examples, the results of the constraint only approach were the exact same as the single 
objective approach.  
  The next design phase demonstrates two different methods to add an additional 
performance characteristic beyond what is currently being considered. Again, this case is solved 
with the single objective approach and the constraint only approach. The new performance 
characteristic being added is the first fundamental frequency which is calculated using the finite 
element model shown above. 
 
Case B: The goal for Case B is to demonstrate methods for adding an additional performance 
characteristic for the first fundamental frequency. The first approach used is the single objective 
approach. For this approach, the first fundamental frequency is set as the objective function and 
the deformation and yielding stress are set as the constraints. The initial design is set at [0.81341; 
0.68104; 2.7; 3.2], which is the result obtained from Case A. The single objective approach took 
four iterations to reach the objectives. The final design is [1.0545; 0.3869; 2.3932; 3.2] which 
results in a first fundamental frequency of 80 hertz, a deformation of 0.1 inches, a yielding stress 
of 12 kpsi, and difference between x3 and x4 of 0.807 inches. It is important to note that the 
geometry constraint is higher than the desired value, however it is not being targeted in this case. 
Therefore, it meets all the desired objectives. 
This case was also solved using the constraint only approach. In this approach, the first 
fundamental frequency, deformation, and yielding stress were all set as constraints.  Like the 
pervious examples, the results of the constraint only approach were the exact same as the single 
objective approach.  
The next design phase demonstrates how to handle design cases when the gradient of the 
constraints is singular and therefore sensitive to inverse calculation. To demonstrate this, the next 
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case will target four equations including the first and second fundamental frequencies. This case 
is solved using the single objective approach and the multiple objective approach. The results are 
then compared with the Matlab build in function fgoalattain. Again, the first and second 
fundamental frequencies are calculated using the finite element model shown in the appendix. 
 
Case C: The goal for this case is to demonstrate how to handle cases where the gradient of the 
constraints is singular. For this case, the cond function in matlab was used to determine that if 
the gradients for the first and second fundamental frequencies were included the constraints, the 
gradients of these functions would be singular. The cond function returns the 2-norm condition 
number for inversion, this is equal to the ratio of the largest singular value to the smallest. If the 
number returned by the function is much larger than one, the matrix will be sensitive to inverse 
calculation. The function returned a value of infinity; therefore, the case will need to be solved 
using the single objective approach with the second fundamental frequency as the objective 
function or the multiple objective approach with both frequencies in the objective function. The 
convergence criteria were set so that the program would stop if the objective functions were 
within 0.001 of the goal values, if the change in objective function was less then 0.001 or if the 
program reached 50 iterations.  
For the single objective approach, the second fundamental frequency was set as the 
objective function and the first fundamental frequency, the deformation, and the yielding stress 
were set as the constraints. The initial design is set at [1.0545; 0.3869; 2.3932; 3.2], which is the 
result obtained from Case B. This design has a first fundamental frequency of 80 hertz, a second 
fundamental frequency of 505.36, a deformation of 0.1 inches, a yielding stress of 12 kpsi, and 
difference between x3 and x4 of 0.807 inches.  
 After 50 iterations, the programs stops because it reaches the max number of allowable 
iterations. The effects of the singularity on this approach is cause for future research. This results 
in a design of [1.0244; 0.40046; 2.3543; 3.1848] which results in a first fundamental frequency 
of 79.1514 hertz, a second fundamental frequencies of 500.0011, a deformation of 0.1004 inches, 
and a yielding stress of 11.99 kpsi. The difference between x3 and x4 of 0.8249 inches however 
this factor is not being targeted in this case. The program does not meet all the desired 
objectives; however, the results are remarkably close.  
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For the multiple objective approach, the first and second fundamental frequencies were 
set as the objective function and the deformation, and the yielding stress were set as the 
constraints. Again, the initial design is set at [1.0545; 0.3869; 2.3932; 3.2], which is the result 
obtained from Case B. This design has a first fundamental frequency of 80 hertz, a second 
fundamental frequency of 505.36, a deformation of 0.1 inches, a yielding stress of 12 kpsi, and 
difference between x3 and x4 of 0.807 inches.  
After only 2 iterations, the programs stops because the change in the objective function is 
below the limit of 0.001. The Matlab code for the multiple objective approach for this problem 
can be seen in Appendix C. This results in a design of [1.0242; 0.4138; 2.4095; 3.2] which 
results in a first fundamental frequency of 79.172 hertz, a second fundamental frequencies of 
500.1311, a deformation of 0.1 inches, and a yielding stress of 12 kpsi. The difference between 
x3 and x4 of 0.7905 inches however, again, this is not being targeted in this case. The program 
does not meet all the desired objectives, however again the results are remarkably close. 
For comparison, this problem was also solved using the Matlab’s goal attainment 
function fgoalattain. Optimoptions is used to set the EqualityGoalCount option to the number of 
objectives, 2, required to as close as possible to the goal values. Like the result above, the 
optimization was stopped because the predicted change in the objective function was less than e-
6. The resulting design is [1.0276; 0.4106; 2.4074; 3.2000] which results in a first fundamental 
frequency of 79.2672 hertz, a second fundamental frequencies of 500.7328, a deformation of 0.1 
inches, a yielding stress of 12 kpsi, and difference between x3 and x4 of 0.79259 inches. 
Therefore, fgoalattain was also not able meet all the desired objectives. 
The results of the three methods to solve Case C are summarized in table 3.2. The table 
shows that all three approaches result in similar results with very low percent error for all four 
constraints. All three methods show the highest precent error for the first fundamental frequency 









Table 3.2. Example 3 Case C Results 






Approach  FgoalAttain 
Iterations N/A 50 2 3 
X1 1.0545 1.0244 1.0242 1.0276 
X2 0.3869 0.40046 0.41375 0.4106 
X2 2.3932 2.3543 2.4095 2.4074 
X4 3.2 3.1848 3.2 3.2 
Weight 24.2307 24.4731  24.7505 24.6896 
Deformation 0.099992 0.1004 0.1 0.1 
Yielding Stress 11999.0617 11990.6053 12000 12000 
Geometry Constraint 0.8068 0.8305 0.79052 0.7926 
FF1 79.9995 79.1514 79.172 79.2672 
FF2 505.3587 500.0011 500.1311 500.7328 
     
Difference between Final Values and Goal Values 






Approach  FgoalAttain 
Deformation 8E-06 0.0004 0 0 
Yielding Stress 0.9383 9.3947 0 0 
Geometry Constraint 0.3068 0.3305 0.29052 0.2926 
FF1 0.0005 0.8486 0.828 0.7328 
FF2 5.3587 0.0011 0.1311 0.7328 
     
Percent Error 






Approach  FgoalAttain 
Deformation 0.008% 0.400% 0.000% 0.000% 
Yielding Stress 0.008% 0.078% 0.000% 0.000% 
Geometry Constraint 61.360% 66.100% 58.104% 58.520% 
FF1 0.001% 1.061% 1.035% 0.916% 
FF2 1.0717% 0.0002% 0.0262% 0.1466% 
 
The next case, Case D, investigates a situation when the number of functions is greater 
than the number of design variables. This step will target five equations; the deformation, the 
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yielding stress, the geometry constraint and the first and second fundamental frequency and 
compare the results with matlab’s built in function fgoalattain. 
 
Case D: The goal for this case is to demonstrate a case where the number of functions is greater 
than the number of design variables. This case will be solved using the multiple objective 
approach and the results are compared with the Matlab built-in function fgoalattain. For this 
approach, the first and second fundamental frequencies were set as the objective function and the 
deformation, the yielding stress and the geometry constraint were set as the constraints. Again, 
the initial design is set at [1.0545; 0.3869; 2.3932; 3.2], which is the result obtained from Case B. 
This design has a first fundamental frequency of 80 hertz, a second fundamental frequency of 
505.36, a deformation of 0.1 inches, a yielding stress of 12 kpsi, and difference between x3 and 
x4 of 0.807 inches. Again, the convergence criteria were set so that the program would stop if the 
objective functions were within 0.001 of the goal values, if the change in objective function was 
less than 0.001, or if the program reached 50 iterations.  
Using the multiple objective approach, the program stops after 3 iterations, because the 
change in the objective function is below the limit of 0.001. The Matlab code for the multiple 
objective approach for this problem can be seen in Appendix D.  This results in a design of 
[1.3739; 0.4521; 2.7; 3.2] which results in a first fundamental frequency of 79.172 hertz, a 
second fundamental frequencies of 500.1311, a deformation of 0.1 inches, and a yielding stress 
of 12 kpsi and a difference between x3 and x4 of 0.5 inches. Therefore, it does not perfectly meet 
all the desired objectives, however again the results are remarkably close. The highest percent 
error is 1.035%.  
Again, this problem was also solved using the Matlab’s goal attainment function 
fgoalattain for comparison. Optimoptions is used to set the EqualityGoalCount option to the 
number of objectives, 2, required to as close as possible to the goal values. The optimization was 
stopped because the norm of the search direction is below the tolerance and the maximum 
constraint violation is less than the tolerance. The resulting design is [1.3804; 0.4494; 2.7000;   
3.2000] which results in a first fundamental frequency of 79.2672 hertz, a second fundamental 
frequencies of 500.7328, a deformation of 0.1 inches, a yielding stress of 12 kpsi, and difference 




Table 3.3. Example 3 Case D Results 
 Initial Values 
Multiple Objective 
Approach FgoalAttain 
Iterations N/A 3 7 
X1 1.0545 1.3739 1.3804 
X2 0.3869 0.45209 0.44944 
X3 2.3932 2.7 2.7 
X4 3.2 3.2 3.2 
Weight 24.2307 24.7505 24.6896 
Deformation 0.099992 0.1 0.1 
Yielding Stress 11999.0617 12000 12000 
Geometry Constraint 0.8068 0.5 0.5 
FF1 79.9995 79.172 79.2672 
FF2 505.3587 500.1311 500.7328 
    
Difference between Final Values and Goal Values 
 Initial Values 
Multiple Objective 
Approach FgoalAttain 
Deformation 8E-06 0.00 0.00 
Yielding Stress 0.9383 0.00 0.00 
Geometry Constraint 0.3068 0.00 0.00 
FF1 0.0005 0.828 0.7328 
FF2 5.3587 0.1311 0.7328 
    
Percent Error 
 Initial Values 
Multiple Objective 
Approach FgoalAttain 
Deformation 0.008% 0.000% 0.000% 
Yielding Stress 0.008% 0.000% 0.000% 
Geometry Constraint 61.360% 0.000% 0.000% 
FF1 0.001% 1.035% 0.916% 
FF2 1.0717% 0.0262% 0.1466% 
 
The overall objective of this set of examples is to investigate the necessary design 
modifications after the initial design optimization using a demonstrative example. The initial step 
shows the optimization of an I-beam design. For this iteration, achieving the lowest value for the 
objective function while not violating the constraints is the most important goal. The initial 
optimization is solved with the Matlab built in function fmincon. In the next iteration, Case A, 
the goal is to use trade off design to modify the initial design to achieve a design where the 
values for the three constraints are exactly equal to the goal values. This case is solved with the 
single objective approach and the constraint only approach. In the next iteration, Case B, a new 
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performance functionality, the first fundamental frequency, is added. The goal for this iteration is 
to demonstrate methods for incorporating additional constraints beyond what is currently being 
considered. This case is also solved with the single objective approach and the constraint only 
approach. In the next iteration, Case C, a second additional constraint for the second fundamental 
frequency is incorporated. This case demonstrates how to handle cases where the gradient of the 
constraints is singular using the single objective approach and the third formulation. These 
values are compared with the results of the Matlab built in function fgoalattain. The final case, 
Case D, investigated a situation when the number of functions is greater than the number of 
design variables and compared the results with fgoalattain. 
It is also important to note that the finite element model used in this example is a simple 
model, however this proves that the gradient based schemes for trade off design can be extended 





CHAPTER 4  
CONCLUDING REMARKS 
 
The methodology presented in this paper was demonstrated by working through three 
examples designed to show different objectives ending with a full demonstration of the tradeoff 
design process. This chapter outlines the results of the example problems. All three example 
problems achieved their goals. The first example showed that the two approaches result in the 
exact same final design for all cases and that smaller changes produce better results. The second 
example demonstrated the use of an iterative process to achieve more accurate results. The third 
and most in depth example showed: an initial optimization problem, trade off design to achieve 
exact results, methods to add performance characteristics, how to handle cases where the 
gradient of the constraints is singular, and finally how to handle a case where the number of 
functions is greater than the number of design variables. This chapter also summarizes the three 
approaches presented for trade off design and potential next steps for future research.  
 
4.1. Summary of Results of Examples  
The first example was the design of a cubic box. This example was designed to 
demonstrate and compare the results from the use of the single objective approach and the 
constraint only approach. These two approaches result in the exact same final design for all 
cases. Additionally, this example was used to compare cases with various amounts of change. 
This showed that smaller changes produce better results. Since there were three functions used 
and three design variables, an attempt was made to solve this example using the fsolve function 
within Matlab, however the function was unable to converge on a solution for all cases. 
The second example was a control problem that targeted three eigenvalues. This example 
was designed to demonstrate the use of trade off design for a problem with multiple targeted 
changes. Since there were multiple targeted changes, the problem was solved using the constraint 
only approach with the objective functions transformed into constraints. This example also 
demonstrated the use of an iterative process to achieve more accurate results. Ultimately, after 
four iterations, the constraint only approach resulted in a design with errors less than 10-5. For 
comparison, this example was also solved using the Matlab function fgoalattain. The result from 
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fgoalattain did achieve the desired results, however it was different than the result achieved by 
the constraint only approach showing that the solution of the design problem is not unique. 
The third example is the design of a cantilever beam. This example aimed to demonstrate 
the full design process starting with the initial optimization. This optimization aimed to reduce 
the weight of the beam as much as possible while still satisfying constraints designed for the 
deformation, yielding stress, shear stress, and geometry, and was solved using the Matlab 
Function fmincon which resulting in an optimal design. The next step, Case A, was the initial 
trade off design. This was solved using both the single objective and constraint only approaches 
to modify the initial design to the have the values for the three constraints exactly equal to the 
goal values. Both approaches produced the same end design thus further confirming their 
validity. The next step, Case B, demonstrated methods to add one performance characteristic, the 
first fundamental frequency, beyond what is currently being considered. This case was also 
solved using the single objective approach as well as the constraint only approach. Again, they 
ended with the same results.   
The next step, Case C, demonstrated how to handle cases when the gradient of the constraints 
is singular. This step specifically targets the first and second fundamental frequencies which had 
linearly dependent gradients. It also targeted the deformation and yielding stress making the total 
function count equal to the number of design variables. This case was solved using the single 
objective approach as well as the multiple objective approach. For the single objective approach, 
the second fundamental frequency was the objective function, and the rest of the functions were 
treated as constraints. This approach failed to converge within the allotted number of iterations. 
However, the percent error of the resulting performance characteristics was incredibly low. The 
second approach used to solve this case was the multiple objective approach. For this approach, 
the first and second fundamental frequencies were set as the objective functions and the rest of 
the functions were treated as constraints. After only two iterations, this approach stopped 
because the change in the objective function was below the allowable limit. Again, the design 
did not meet all the desired criteria perfectly however the percent error was exceptionally low for 
all the performance characteristics. This case was also solved using fgoalattain, similarly this 
function was also not able to meet all the desired criteria perfectly however the percent error was 
very low for all the performance characteristics. 
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 Finally, Case D, investigates a situation when the number of functions is greater than the 
number of design variables. This step targeted five equations including deformation, yielding 
stress, the geometry constraint and the first and second fundamental. This case was solved using 
the multiple objective approach and the results were compared with Matlab’s fgoalattain. For the 
multiple objective approach, the first and second fundamental frequencies were set as the 
objective functions and the rest of the functions were treated as constraints. The multiple 
objective approach converged after only three iterations because the change in the objective 
function was below the preset limit of 0.001. While it did not meet all the desired performance 
characteristics exactly, the percent error of the results was exceptionally low. fgoalattain 
produced similar results.  
Additionally, the cases using the first and second fundamental frequency used a finite 
element model to calculate the frequencies. While this model was relatively simple, it 
demonstrates the ability to extend this approach to finite element models.  
 
4.2. Summary of Approaches 
Throughout this study, three different approaches were used to solve trade off design 
problems. The first approach is the single objective approach. This approach is used to solve for 
the optimal search direction, s, which represents the most effective way to reduce the current 
objective and correct the current violation. This search direction is broken up into two parts, 𝒔  
and 𝒔 : where 𝒔  can reduce the objective function without changing the value of the constraints 
and 𝒔  is responsible to reduce the constraint violation. Additionally, a scalar factor 𝛼 was 
introduced in the search direction to produce a search direction that can achieve the targeted 
change in the objective function. The second approach used was the constraint only approach. In 
this approach, the objective function was recast as part of the constraint set and therefore only 𝑠  
was used. Finally, the third approach used was the multiple objective approach. This approach 
was reformulated so that it was able to handle cases where the gradients of the performance 
functions are linearly dependent and cases where the number of performance functions is greater 
than the number of design variables. Ultimately, the design variables were traded off to achieve 
the desired performance functions.  
In future iterations of study, it would be interesting to extend these approaches and 
applications to more in-depth finite element analysis model. This research only represents an 
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initial attempt to look at the possibilities presented for shape optimization by combining finite 





1. Otto, K. N. and Antonsson, E. K., “Trade-off Strategies in Engineering Design”, 
Research in Engineering Design, Vol. 3, No. 2, 1991, pp. 87-104. 
2. Tan, J., K. Otto and K. Wood, “Concept Design Trade-Offs Considering Performance 
Margins”, Proccedings of NordDesign, Vol. 1, Throndheim, Norway, 10th-12th, August, 
2016, pp. 421-429 
3. Nassar, N. and Austin, M., “ Model-Based Systems Engineering Design and Trade-Off 
Analysis with RDF Graphs”, Procedia Computer Science, Vol 16, 2013, pp. 216-225 
4. Belegundu, A. D., & Chandrupatla, T. R., Optimization Concepts and Applications in 
Engineering., 2019, published by Cambridge, UK: Cambridge University Press. 
5. Heaney, P. S. and Hou, G., “ Projection Method with Minimal Correction Procedure for 
Numerical Simulation of Constrained Dynamics”, Presented in the ASME 2017 Dynamic 
System and Control Conference, Tysons, VA, October 11-17, 2017, Paper No. 
DSCC2017-5212, doi:10.1115/dscc2017-5212 
6. Bauchau, O. A. and Laulusa, A., Review of Contemporary Approaches for Constraint 
Enforcement in Multibody Systems, Journal of Computational and Nonlinear Dynamics, 
Vol 3, No. 1, pp. 01 1006 1-8, 2008 
7. fmincon: Find minimum of constrained nonlinear multivariable function     
https://www.mathworks.com/help/optim/ug/fmincon.html 
8. fgoalattain: Solving Multiobjective Goal Attainment Problems 
     https://www.mathworks.com/help/optim/ug/fgoalattain.html 
9. Bae, S., Kim, N. H. and Jang, S., “System Reliability-Based Design Optimization Under 
Tradeoff Between Reduction of Sampling Uncertainty and Design Shift”, Journal of 
Mechanical Design, Transactions of the ASME, April 2019, Vol. 141(4) 
http://doi.org/10.1115/1.4941859 
10. Arora, J. S., Introduction to Optimum Design. 2012, published by Waltham, MA: 





APPENDIX A  
PROJECTION MATRIX PROOF 
 
The matrix P is called the projection matrix because it satisfies the condition, 𝑃𝑃 =
𝑃 and 𝑃 𝑄 = 0. 
 
𝑃𝑃 = [ 𝐼 − (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊 ][ 𝐼
− (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊 ] 
𝑃𝑃 = 𝐼 − 2(𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊  
+ [(𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊 ][(𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊 ] 
𝑃𝑃 = 𝐼 − 2(𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊  
+(𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] [(𝛻𝒈) 𝑊 (𝛻𝒈)][(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊  
𝑃𝑃 = 𝐼 − 2(𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊
+ (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊  
𝑃𝑃 = 𝐼 − (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊  
𝑃𝑃 = 𝑃 
and 
𝑃 𝑄 = ( 𝐼 − (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) 𝑊 ) (𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] ) 
𝑃 𝑄 = ( 𝐼 − 𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] (𝛻𝒈) )(𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] ) 
𝑃 𝑄 = {𝑊 (𝛻𝒈)   
−  𝑊 (𝛻𝒈)[(𝛻𝒈) 𝑊 (𝛻𝒈)] [(𝛻𝒈) 𝑊 (𝛻𝒈)]}[(𝛻𝒈) 𝑊 (𝛻𝒈)]      
𝑃 𝑄 = {𝑊 (𝛻𝒈) −  𝑊 (𝛻𝒈)}[(𝛻𝒈) 𝑊 (𝛻𝒈)]      





DERIVATION OF THE FUNDAMENTAL FREQUENCIES AND THEIR GRADIENTS  
 
Based upon the design considerations for Case C and Case D of Example 3, constraints 
are added for the normalized first and second fundamental frequencies. To calculate the 
fundamental frequencies, the cantilever beam will be discretized into two equal elements with 
three nodes as shown in figure 3. 
 
Figure B.1: Discretized I-Beam 
The length of each element will be equal to half the length of the overall beam. The connectivity 
table can be written as seen in table 3.1.  
Table B.1: I-Beam Connectivity Table 
Element Number Node i Node j 
1 1 2 
2 2 3 
 
The local element stiffness matrixes are defined as  







12 6𝑙 −12 6𝑙
6𝑙 4𝑙 −6𝑙 2𝑙
−12 −6𝑙 12 −6𝑙






Both elements have two degrees of freedom per node, (𝑤, 𝜃), therefore, the first element is in the 
1,2,3,4 positions and the second element is in the 3,4,5,6 position. Therefore, combining the two 













12 6𝑙 −12 6𝑙 0 0
6𝑙 4𝑙 −6𝑙 2𝑙 0 0
−12 −6𝑙 12 + 12 −6𝑙 + 6𝑙 −12 6𝑙
6𝑙 2𝑙 −6𝑙 + 6𝑙 4𝑙 + 4𝑙 −6𝑙 2𝑙
0 0 −12 −6𝑙 12 −6𝑙




















12 6𝑙 −12 6𝑙 0 0
6𝑙 4𝑙 −6𝑙 2𝑙 0 0
−12 −6𝑙 24 0 −12 6𝑙
6𝑙 2𝑙 0 8𝑙 −6𝑙 2𝑙
0 0 −12 −6𝑙 12 −6𝑙









Using the Hermite shape functions (H), the mass matrix can be written as 








Upon integrating, this becomes 






























Therefore, the assembled eigenvalue matrix for the cantilever beam is given by the equation: 
𝑘𝑥 = 𝜆𝑚𝑥 























































































Since the beam is a cantilever beam, the leftmost node is fixed (𝑤 = 𝜃 = 0).  After this 




























= 0  
 
The Matlab function eig is used to solve for the eigenvalue, 𝜆 and the eigenvector, x. The 
eigenvalues are equal to square of the angular velocity, 𝜆 = 𝜔  and the frequency f, in Hz, is 
related to the angular velocity, 𝜔, as 𝑓 = . Therefore, the equations for the first and second 










The next step will be to find the derivative of the eigenvalue which will be used for the tradeoff 
design approaches. The general form of the eigenvalue equation is formulated as, where b is the 
vector of design variables.   
𝑘(𝒃)𝒙 = 𝜆𝑚(𝒃)𝒙      
 



















After rearranging the above equations to combine the terms of the partial derivative of x with 































In the given problem, since only I and A are in terms of the design variables, the equations for 
the partial derivative for k with respect to the design variables and the partial derivative of m 




































































































This was then verified using finite differencing methods. However, the goal of this process is to 
find the derivative for the fundamental frequencies. Taking the derivative of the frequencies with 







And finally using chain rule the derivative of the frequency with respect to the design variables 






























MATLAB CODE - MULTIPLE OBJECTIVE APPROACH - EXAMPLE 3 CASE C 
 
clear; clc; close all; 
syms x1 x2 x3 x4 
  
%% Givens  
L = 40;                                                  
g = 386.4; 
den = .29;                                               
E = 30*10^6; 
P = 25; 
  
%% Equations  
I = (x1*x4^3+x2*x4^3-x1*x3^3)/12; 
QQ = ((x1+x2)/8)*(x4^2-x3^2)+(x2)/8*x3^2; 
Area = (x1*x4+x2*x4-x1*x3); 
w = P + den*Area; 
v = w*L; 
def=    (w*L^4)/(8*E*I); 
syd=     (w*x4*L^2)/(4*I);  
tau=     (v*QQ)/(I*x2); 
weight = den*L*(x1*x4+x2*x4-x1*x3);  
  
%% Goal Values 
def_goal = .1; 
syd_goal = 12000; 
F1_goal = 80; 
F2_goal = 500; 
  
%% Initial Values 
x0 = [1.0545; 0.3869; 2.3932; 3.2]; 
  
F0 = Frequency(x0); 
def0 = subs(def, [x1, x2, x3, x4], x0'); 
syd0 = subs(syd, [x1, x2, x3, x4], x0'); 
tau0 = subs(tau, [x1, x2, x3, x4], x0'); 
weight0 = subs(weight, [x1, x2, x3, x4], x0'); 
geo0 = x0(4)-x0(3); 
  
disp('initial Values') 
disp(['     x1 = ' num2str(double(x0(1)))]) 
disp(['     x2 = ' num2str(double(x0(2)))]) 
disp(['     x3 = ' num2str(double(x0(3)))]) 
disp(['     x4 = ' num2str(double(x0(4)))]) 
disp(['     Weight = ' num2str(double(weight0))]) 
disp(['     Deformation = ' num2str(double(def0))]) 
disp(['     Yielding Stress = ' num2str(double(syd0))]) 
disp(['     Shear Stress = ' num2str(double(tau0))]) 
disp(['     Geo Constraint = ' num2str(double(geo0))]) 
disp(['     FF1 = ' num2str(double(F0(1)))]) 





for iter = 1:50 
%% g_tilde and df 
df = -[F0(1)-F1_goal, F0(2)-F2_goal]'; 
dg = [def0-def_goal syd0-syd_goal]'; 
  
%% Equations 
gf = DLam(x0); 
gg = [gradient(def) gradient(syd)]; 
gg = (subs(gg, [x1, x2, x3, x4], x0')); 
  
gf_bar = -gf*df; 
     
Q = gg*(gg'*gg)^-1; 
P = eye(4,4)-gg*(gg'*gg)^-1*gg'; 
  
s1 = P*gf_bar; 
s2 = -Q*dg; 
a = gf'*s1; 
b = gf'*s2-df; 
alpha = (a'*b)/(a'*a); 
s = -alpha*s1+s2; 
  
x = x0+s; 
  
%% values 
defold = def0; 
sydold = syd0; 
Fold = F0; 
  
F0 = Frequency(x); 
def0 = subs(def, [x1, x2, x3, x4], x'); 
syd0 = subs(syd, [x1, x2, x3, x4], x'); 
tau0 = subs(tau, [x1, x2, x3, x4], x'); 
weight0 = subs(weight, [x1, x2, x3, x4], x'); 
geo0 = x(4)-x(3); 
  
disp(['Iteration = ' num2str(double(iter))]) 
disp(['     x1 = ' num2str(double(x(1)))]) 
disp(['     x2 = ' num2str(double(x(2)))]) 
disp(['     x3 = ' num2str(double(x(3)))]) 
disp(['     x4 = ' num2str(double(x(4)))]) 
disp(['     Weight = ' num2str(double(weight0))]) 
disp(['     Deformation = ' num2str(double(def0))]) 
disp(['     Yielding Stress = ' num2str(double(syd0))]) 
disp(['     Shear Stress = ' num2str(double(tau0))]) 
disp(['     Geo Constraint = ' num2str(double(geo0))]) 
disp(['     FF1 = ' num2str(double(F0(1)))]) 
disp(['     FF2 = ' num2str(double(F0(2)))]) 
fprintf('\n') 
  
x0 = double(x); 
  
%% Convergence Criteria  
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if abs(F0(1)-F1_goal) < .001 && abs(F0(2)-F2_goal)< .001 
    disp('Objectives Met'); 
    break 
else if abs(Fold - F0)< .001 
    disp('Change in Objective Function is less then .001'); 
    break 




Error = abs([def_goal syd_goal F1_goal F2_goal] - [def0 syd0 F0(1) F0(2)]); 
disp(['     Percent Error in deformation = ' 
num2str(double(Error(1)/def_goal*100))]) 
disp(['     Percent Error in yielding stress = ' 
num2str(double(Error(2)/syd_goal*100))]) 
disp(['     Percent Error in First Frequency = ' 
num2str(double(Error(3)/F1_goal*100))]) 
disp(['     Percent Error in Second Frequency = ' 
num2str(double(Error(4)/F2_goal*100))]) 
  
function F = Frequency(b0) 
L = 40; 
L_e = L/2; 
E = 30*10^6; 
g = 386.4; 
rho = .29; 
  
I_s = (b0(1)*b0(4)^3+b0(2)*b0(4)^3-b0(1)*b0(3)^3)/12; 
A_s = b0(1)*b0(4)+b0(2)*b0(4)-b0(1)*b0(3); 
  
% stiffness matrix 
k_s = ((E*I_s)/L_e^3)*[ 24,       0,    -12,   6*L_e; 
                        0, 8*L_e^2, -6*L_e, 2*L_e^2; 
                      -12,  -6*L_e,     12,  -6*L_e; 
                       6*L_e, 2*L_e^2, -6*L_e, 4*L_e^2]; 
% mass matrix 
m_s = ((rho/g*A_s*L_e)/420)*[312   0      54   -13*L_e; 
                           0     8*L_e^2  13*L_e -3*L_e^2; 
                           54    13*L_e   156  -22*L_e; 
                          -13*L_e -3*L_e^2 -22*L_e  4*L_e^2]; 
                       






function dfdb = DLam(b0)   
syms b1 b2 b3 b4 
%% Given information  
L = 40; 
L_e = L/2; 
E = 30*10^6; 
g = 386.4; 




I_s = (b0(1)*b0(4)^3+b0(2)*b0(4)^3-b0(1)*b0(3)^3)/12; 
A_s = b0(1)*b0(4)+b0(2)*b0(4)-b0(1)*b0(3); 
  
% stiffness matrix 
k_s = ((E*I_s)/L_e^3)*[ 24,       0,    -12,   6*L_e; 
                        0, 8*L_e^2, -6*L_e, 2*L_e^2; 
                      -12,  -6*L_e,     12,  -6*L_e; 
                       6*L_e, 2*L_e^2, -6*L_e, 4*L_e^2]; 
% mass matrix 
m_s = ((rho/g*A_s*L_e)/420)*[312   0      54   -13*L_e; 
                           0     8*L_e^2  13*L_e -3*L_e^2; 
                           54    13*L_e   156  -22*L_e; 
                          -13*L_e -3*L_e^2 -22*L_e  4*L_e^2]; 
                       
% Derivate of Lambda 
b = [b1 b2 b3 b4]; 
I = (b(1)*b(4)^3+b(2)*b(4)^3-b(1)*b(3)^3)/12; 




for i= 1:4 
    for j = 1:2 
        if j==1 
            j_t = 4; 
        else  
            j_t = 3; 
        end 
         
        lam_k = D(j_t,j_t); 
        x_K = R_e(:,j_t); 
        dI_s = subs(diff(I,b(i)), [b1, b2, b3 ,b4], b0'); 
        dA_s = subs(diff(A,b(i)), [b1, b2, b3 ,b4], b0'); 
                 
        dL = vpa((x_K'*(dI_s*(k_s/I_s)-
lam_k*dA_s*(m_s/A_s))*x_K)/(x_K'*m_s*x_K)); 
        dfdb(i,j) = 1/(4*lam_k^(1/2)*pi)*dL; 








MATLAB CODE - MULTIPLE OBJECTIVE APPROACH - EXAMPLE 3 CASE D 
 
clear; clc; close all; 
syms x1 x2 x3 x4 
  
%% Givens  
L = 40;                                                  
g = 386.4; 
den = .29;                                               
E = 30*10^6; 
P = 25; 
  
%% Equations  
I = (x1*x4^3+x2*x4^3-x1*x3^3)/12; 
QQ = ((x1+x2)/8)*(x4^2-x3^2)+(x2)/8*x3^2; 
Area = (x1*x4+x2*x4-x1*x3); 
w = P + den*Area; 
v = w*L; 
def=    (w*L^4)/(8*E*I); 
syd=     (w*x4*L^2)/(4*I);  
tau=     (v*QQ)/(I*x2); 
weight = den*L*(x1*x4+x2*x4-x1*x3); 
geo = x4-x3; 
  
%% Goal Values 
def_goal = .1; 
syd_goal = 12000; 
F1_goal = 80; 
F2_goal = 500; 
geo_goal = .5; 
  
%% Initial Values 
x0 = [1.0545; 0.3869; 2.3932; 3.2]; 
  
F0 = Frequency(x0); 
def0 = subs(def, [x1, x2, x3, x4], x0'); 
syd0 = subs(syd, [x1, x2, x3, x4], x0'); 
tau0 = subs(tau, [x1, x2, x3, x4], x0'); 
weight0 = subs(weight, [x1, x2, x3, x4], x0'); 
geo0 = x0(4)-x0(3); 
  
disp('initial Values') 
disp(['     x1 = ' num2str(double(x0(1)))]) 
disp(['     x2 = ' num2str(double(x0(2)))]) 
disp(['     x3 = ' num2str(double(x0(3)))]) 
disp(['     x4 = ' num2str(double(x0(4)))]) 
disp(['     Weight = ' num2str(double(weight0))]) 
disp(['     Deformation = ' num2str(double(def0))]) 
disp(['     Yielding Stress = ' num2str(double(syd0))]) 
disp(['     Shear Stress = ' num2str(double(tau0))]) 
disp(['     Geo Constraint = ' num2str(double(geo0))]) 
disp(['     FF1 = ' num2str(double(F0(1)))]) 
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disp(['     FF2 = ' num2str(double(F0(2)))]) 
fprintf('\n') 
  
for iter = 1:50   
%% g_tilde and df 
df = -[F0(1)-F1_goal, F0(2)-F2_goal]'; 
dg = [def0-def_goal syd0-syd_goal geo0-geo_goal]'; 
  
%% Equations 
gf = DLam(x0); 
gradient_geo = [diff(geo,x1) diff(geo,x2) diff(geo,x3) diff(geo,x4)]'; 
gg = [gradient(def) gradient(syd) gradient_geo]; 
gg = (subs(gg, [x1, x2, x3, x4], x0')); 
  
gf_bar = -gf*df; 
     
Q = gg*(gg'*gg)^-1; 
P = eye(4,4)-gg*(gg'*gg)^-1*gg'; 
  
s1 = P*gf_bar; 
s2 = -Q*dg; 
a = gf'*s1; 
b = gf'*s2-df; 
alpha = (a'*b)/(a'*a); 
s = -alpha*s1+s2; 
  
x = x0+s; 
  
%% values 
Fold = F0; 
  
F0 = Frequency(x); 
def0 = subs(def, [x1, x2, x3, x4], x'); 
syd0 = subs(syd, [x1, x2, x3, x4], x'); 
tau0 = subs(tau, [x1, x2, x3, x4], x'); 
weight0 = subs(weight, [x1, x2, x3, x4], x'); 
geo0 = x(4)-x(3); 
  
disp(['Iteration = ' num2str(double(iter))]) 
disp(['     x1 = ' num2str(double(x(1)))]) 
disp(['     x2 = ' num2str(double(x(2)))]) 
disp(['     x3 = ' num2str(double(x(3)))]) 
disp(['     x4 = ' num2str(double(x(4)))]) 
disp(['     Weight = ' num2str(double(weight0))]) 
disp(['     Deformation = ' num2str(double(def0))]) 
disp(['     Yielding Stress = ' num2str(double(syd0))]) 
disp(['     Shear Stress = ' num2str(double(tau0))]) 
disp(['     Geo Constraint = ' num2str(double(geo0))]) 
disp(['     FF1 = ' num2str(double(F0(1)))]) 
disp(['     FF2 = ' num2str(double(F0(2)))]) 
fprintf('\n') 
  
x0 = double(x); 
    
%% Convergence Criteria  
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if abs(F0(1)-F1_goal) < .001 && abs(F0(2)-F2_goal)< .001 
    disp('Objectives Met'); 
    break 
else if abs(Fold - F0)< .001 
    disp('Change in Objective Function is less then .001'); 
    break 




Error = abs([def_goal syd_goal geo_goal F1_goal F2_goal] - [def0 syd0 geo0 
F0(1) F0(2)]); 
disp(['     Percent Error in deformation = ' 
num2str(double(Error(1)/def_goal*100))]) 
disp(['     Percent Error in yielding stress = ' 
num2str(double(Error(2)/syd_goal*100))]) 
disp(['     Percent Error in geometry constraint = ' 
num2str(double(Error(3)/geo_goal*100))]) 
disp(['     Percent Error in First Frequency = ' 
num2str(double(Error(4)/F1_goal*100))]) 
disp(['     Percent Error in Second Frequency = ' 
num2str(double(Error(5)/F2_goal*100))]) 
             
function F = Frequency(b0) 
L = 40; 
L_e = L/2; 
E = 30*10^6; 
g = 386.4; 
rho = .29; 
  
I_s = (b0(1)*b0(4)^3+b0(2)*b0(4)^3-b0(1)*b0(3)^3)/12; 
A_s = b0(1)*b0(4)+b0(2)*b0(4)-b0(1)*b0(3); 
  
% stiffness matrix 
k_s = ((E*I_s)/L_e^3)*[ 24,       0,    -12,   6*L_e; 
                        0, 8*L_e^2, -6*L_e, 2*L_e^2; 
                      -12,  -6*L_e,     12,  -6*L_e; 
                       6*L_e, 2*L_e^2, -6*L_e, 4*L_e^2]; 
% mass matrix 
m_s = ((rho/g*A_s*L_e)/420)*[312   0      54   -13*L_e; 
                           0     8*L_e^2  13*L_e -3*L_e^2; 
                           54    13*L_e   156  -22*L_e; 
                          -13*L_e -3*L_e^2 -22*L_e  4*L_e^2]; 
                       






function dfdb = DLam(b0)   
syms b1 b2 b3 b4 
%% Given information  
L = 40; 
L_e = L/2; 
56 
 
E = 30*10^6; 
g = 386.4; 
rho = .29; 
  
I_s = (b0(1)*b0(4)^3+b0(2)*b0(4)^3-b0(1)*b0(3)^3)/12; 
A_s = b0(1)*b0(4)+b0(2)*b0(4)-b0(1)*b0(3); 
  
% stiffness matrix 
k_s = ((E*I_s)/L_e^3)*[ 24,       0,    -12,   6*L_e; 
                        0, 8*L_e^2, -6*L_e, 2*L_e^2; 
                      -12,  -6*L_e,     12,  -6*L_e; 
                       6*L_e, 2*L_e^2, -6*L_e, 4*L_e^2]; 
% mass matrix 
m_s = ((rho/g*A_s*L_e)/420)*[312   0      54   -13*L_e; 
                           0     8*L_e^2  13*L_e -3*L_e^2; 
                           54    13*L_e   156  -22*L_e; 
                          -13*L_e -3*L_e^2 -22*L_e  4*L_e^2]; 
                       
% Derivate of Lambda 
b = [b1 b2 b3 b4]; 
I = (b(1)*b(4)^3+b(2)*b(4)^3-b(1)*b(3)^3)/12; 




for i= 1:4 
    for j = 1:2 
        if j==1 
            j_t = 4; 
        else  
            j_t = 3; 
        end 
         
        lam_k = D(j_t,j_t); 
        x_K = R_e(:,j_t); 
        dI_s = subs(diff(I,b(i)), [b1, b2, b3 ,b4], b0'); 
        dA_s = subs(diff(A,b(i)), [b1, b2, b3 ,b4], b0'); 
                 
        dL = vpa((x_K'*(dI_s*(k_s/I_s)-
lam_k*dA_s*(m_s/A_s))*x_K)/(x_K'*m_s*x_K)); 
        dfdb(i,j) = 1/(4*lam_k^(1/2)*pi)*dL; 
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