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We investigate computationally the role of Stone-Wales (SW) defects on the interfacial interactions
among graphene, carbon nanotubes (CNTs), and Nylon 6 using density functional theory (DFT) and
the empirical force-field. Our first-principles DFT calculations were performed using the Quantum
ESPRESSO electronic structure code with the highly accurate van der Waals functional (vdW-DF2).
Both pristine and SW-defected carbon nanomaterials were investigated. The computed results show
that the presence of SW defects on CNTs weakens the CNT-graphene interactions. Our result that
CNT-graphene interaction is much stronger than CNT-CNT interaction indicates that graphene would
be able to promote the dispersion of CNTs in the polymer matrix. Our results demonstrate that
carbon nanomaterials form stable complexes with Nylon 6 and that the van der Waals interactions, as
revealed by the electronic charge density difference maps, play a key stabilizing role on the interfacial
interactions among graphene, CNTs, and Nylon 6. Using the density of states calculations, we observed
that the bandgaps of graphene and CNTs were not significantly modified due to their interactions with
Nylon 6. The Young’s moduli of complexes were found to be the averages of the moduli of their
individual constituents. Published by AIP Publishing. https://doi.org/10.1063/1.5032081

I. INTRODUCTION

Graphene1 is a two-dimensional single layer carbon sheet
where sp2 -hybridized carbon atoms are arranged in a honeycomb structure. It has an extremely high surface area with a
theoretical limit of 2630 m2 /g, a tensile strength of 130 GPa
and a Young’s modulus of 1000 ± 100 GPa,2 and is one
of the strongest materials in existence. Carbon nanotubes
(CNTs), on the other hand, are rolled up graphene sheets with
a Young’s modulus of ∼1000 GPa,3 and are approximately
100 times stronger than stainless steel. The remarkable properties of graphene and CNTs make them promising candidates
for a wide range of applications, including chemical sensors,
nanoelectronics,4 and composite materials.5 However, the low
chemical reactivity and insolubility of pristine carbon nanomaterials limit the range of their potential applications and
emphasize the need for chemical functionalizations.6–9
Complexes made of CNTs and graphene possess several superior properties when compared with the individual
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carbon nanomaterials, such as enhanced capacitance, stability, and mechanical properties.10–12 Previous studies have
shown that the electrical conductivity of a graphene sheet
is enhanced by the addition of CNT,11,13 and that the π–π
intermolecular interactions between CNT and graphene are
responsible for the formation of a stable CNT + graphene complex.11,14,15 Wang et al.,15 computationally investigated the
intermolecular interactions between varieties of CNTs (armchair and zigzag conformations) and graphene sheets using
density functional theory (DFT) with a generalized gradient
approximation (GGA), Perdew-Burke-Ernzerhof (PBE) functional, and Grimme’s correction,16 as implemented in the
Vienna ab initio simulation package (VASP). The calculations of Wang et al.15 showed that the interaction energies
between these carbon nanomaterials mainly depend on the
diameters of the nanotubes. However, their computational
model did not take into account the influence of stable structural defects on the properties of CNT + graphene complexes.
Out of the various known defects in carbon nanomaterials
[e.g., vacancies of different size, grain boundaries, StoneWales (SW) defects, etc], the Stone-Wales (SW) defects17
are energetically the most stable ones and have the lowest
formation energies (≈5 eV).18,19 Therefore, we examine the
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influence of SW defects on the properties of CNT + graphene
complexes.
The properties of polymers can be significantly modified by the addition of carbon nanomaterials,5 and the
resulting nanocomposites display a significant enhancement
in the mechanical,20–23 thermal,24 and electrical properties.25 To achieve the exceptional properties of nanocomposites, it is desirable to optimize the non-covalent interfacial
binding of polymer on the surface of carbon nanomaterials.26
Therefore, understanding the nature and mechanism of interactions between carbon nanomaterials and polymer is essential
for the development of desirable polymer nanocomposites.
Nylon 6 is a polymer used in several applications,
such as Nylon based nanocomposites, bio-materials, and
nanomedicines.27,28 Previous studies on the interactions
between Nylon 6 and carbon nanomaterials29–34 have indicated a significant enhancement in the mechanical properties
of the nanocomposites; however, to the best of our knowledge,
the nature and mechanism of interactions between Nylon 6 and
carbon nanomaterials have not been yet explored in details. In
this paper, we present a comprehensive computational report
on the role of SW defects on the interfacial interactions among
graphene, CNTs, and Nylon 6. The ability of graphene as a
dispersant of CNTs in the polymer matrices and underlying
mechanism has also been evaluated.

II. COMPUTATIONAL METHODS

Our computational methods employed both firstprinciples DFT and empirical force-field levels of theory.
Plane-wave DFT calculations were carried out using the
Quantum ESPRESSO electronic structure code35 with the
highly accurate van der Waals functional (vdW-DF2).36,37
The electron-ion interactions were treated with Rappe-RabeKaxiras-Joannopoulos (RRKJ) ultrasoft pseudopotentials38,39
within GGA-PBE taken from the publicly available repository of the Quantum ESPRESSO distribution. Moreover, the
ultrasoft pseudopotentials available for the PBE functional
were also used for the vdW-DF2 functional. We are aware
of the fact that choosing good pseudopotentials is extremely
important part of an electronic-structure calculation. To the
best of our knowledge, there has been a common practice
in the literature to use the pseudopotentials available for the
PBE functional for the vdW-DF2 functional. This approach
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of combining the vdW-DF2 functional with the pseudopotentials designed for the PBE functional has been successfully
employed in several previous studies.40–43 To validate our
computational approach, we first calculated the structures of
pristine CNT, graphene, and the CNT + graphene complex
and compared them with the available results (described in
Sec. III A). Because the dispersive vdW interactions play a
key role in the current study, some convergence tests with the
semiempirical Grimme’s-D2 method16 (another form of the
vdW correction available in Quantum ESPRESSO) were also
performed. The electronic states (Kohn-Sham wave functions)
were expanded using the plane-wave basis sets with kineticenergy cutoffs of 30 Ry and 240 Ry for the wave functions
and charge densities, respectively. All geometry optimizations
were performed using the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm with a force convergence threshold of
10−3 Ry/Bohr, and the energies converged to within 10−4 Ry
in the self-consistent step. The relaxed supercells were used in
calculations of electronic charge density difference and electronic density of states (DOS). Because of the relatively large
system size (containing up to 259 atoms), only the Γ-point
(k = 0) of the Brillouin zone was sampled.43,44 Furthermore,
the convergence test with respect to the k-point sampling
(1 × 1 × 1 vs 3 × 3 × 1 k-points tested) confirmed that Γpoint sampling was sufficient to achieve the convergence of
computed interaction energy within 0.02 eV/nm. In addition,
denser k-point grids were used for the calculations of electronic DOS. The empirical calculations were performed using
the class 2 force-field45 as implemented in the large-scale
atomic/molecular massively parallel simulator (LAMMPS)
package.46
The geometries of the graphene sheet and armchair (8,8)
CNT were modeled by periodic orthorhombic supercells with
dimensions of 9.88 × 29.92 × 46.00 Å3 containing 112 and
128 carbon atoms, respectively. These dimensions were identified by the variable-cell geometric optimization (vc-relax) of
lattice parameters of graphene. The armchair metallic CNT
was specifically chosen in our present study because, according to reported data,47,48 these CNTs are more reactive than
the semiconducting ones and form stronger complexes. The
SW defects in carbon nanomaterials were obtained by a
local rotation of a C–C bond by 90◦ about its center, and
such a rotation resulted in the transformation of hexagonal
rings into pentagonal and heptagonal rings49 as shown in
Figs. 1(b)–1(d).

FIG. 1. Optimized geometries of (a)
CNT + graphene, (b) CNT + SWdefected graphene, (c) SW-defected
CNT + graphene, and (d) SW-defected
CNT + SW-defected graphene. The SWdefected sites of graphene are highlighted in red, while those of CNTs are
in blue.
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Nylon 6 was modeled as a single monomer, with the periodic boundary condition (PBC) along its length. To create a
carbon-Nylon 6 composite material, the appropriate supercell
has to be selected, where the lattice parameter of Nylon 6
and carbon nanomaterials match along the periodic direction.
Comparing the lattice parameter of Nylon 6 (a = 9.56 Å)50 with
that of the four unit cells of (8,8) CNT (a = 9.88 Å), it is clear
that Nylon 6 is slightly shorter than CNT. Therefore to address
the length mismatch between the polymer and CNT, the bond
lengths of Nylon 6 were a bit stretched. We believe that this is
a reasonable assumption to address such length mismatch in
periodic calculations (such as ours). To show that such a small
“stretch” does not have a significant impact on the computed
interaction energies and our assumptions are valid, we further
considered a case in which the polymer chain was a bit compressed, and this was attained by considering relatively shorter
CNT.
The interactions between CNTs and graphene, Nylon 6
and carbon nanomaterials, and Nylon 6 and CNT + graphene
complexes were studied by placing them in orthorhombic
supercells with PBC in the graphene plane. To eliminate the
effects of artificial periodicity on the studied systems, we maintained a sufficiently large vacuum spacing in the direction
orthogonal to the graphene plane (z-axis). Prior to the geometry
optimizations of the complexes, the geometries of individual
CNTs, graphene, and Nylon 6 were optimized. While combining the CNT with graphene, the center of the benzene
ring of CNT was positioned directly over a carbon atom of
the graphene [see Fig. 1(a)] because of the higher stability
(stronger interaction) of such configurations.51,52 The interactions between CNTs and graphene sheets were examined
in four specific cases: (a) CNT + graphene, (b) CNT + SWdefected graphene, (c) SW-defected CNT + graphene, and
(d) SW-defected CNT + SW-defected graphene, as shown in
Fig. 1.
A. Interaction energy calculation

The interaction energy, E int , between two species A and
B was computed as
Eint (AB) = EAB − EA/AB − EB/AB ,

C. Young’s modulus calculation

Young’s modulus was calculated using the second
derivative of total energy with respect to strain as
1 ∂2E
,
(3)
V0 ∂ε 2
where V 0 is the equilibrium volume (volume of the unstrained
system), E is the total energy, and ε is the engineering
strain. The volume of the graphene sheet was obtained using
V 0 = abt, where a, b, and t represent length, width, and thickness, respectively. Similarly, the volume of CNT was obtained
using V 0 = 2πrl 0 t, where r, l0 , and t represent radius, equilibrium (relaxed) length, and thickness, respectively. In our
calculation, the radius, r, of the CNT was evaluated to be
Å). To avoid the confusion on the defini5.49 Å (= 10.98
2
tion of the thickness, all previous studies on graphene and
CNT have considered the interlayer separation of graphite as
a thickness for graphene and CNT.43,54,55 In all our calculations, we therefore used t = 3.33 Å, the equilibrium separation
between graphene and CNT, as a thickness for both graphene
and CNT. To obtain the Young’s modulus, we performed a
series of total energy calculations for unstrained and strained
structures. The energies of unstrained structures were obtained
by the variable-cell relaxations. The energies of strained structures were obtained by applying a small strain in the interval,
ε ∈ [−0.02, 0.02], and re-scaling the new coordinates of the
atoms to fit within the new cell dimensions. After each increment of the strain, only atomic positions of the systems were
reoptimized keeping the cell dimensions fixed. The values of
2
curvature (i.e., ∂∂εE2 ) at the energy minima (ε = 0) were obtained
using the second-order polynomial fitting of the energy-strain
data.
Y=

(1)

where AB represents the complex, E AB is the total energy of the
complex, E A/AB is the total energy of the species A within the
geometry of the complex, and E B/AB is the total energy of the
species B within the geometry of the complex. With this definition, negative values of interaction energies correspond to the
stable configurations. All the computed interaction energies
were normalized by the length of the CNT (the cell dimension
along the x-direction).15,43
B. Charge density difference calculation

To understand the nature of interaction in the complex formation of two species A and B, the electronic charge density
difference maps were examined. For the fully relaxed, minimum total-energy configuration, the charge density difference
was calculated as
∆ρ = ρAB − ρA/AB − ρB/AB ,

where ρAB , ρA/AB , and ρB/AB are the electronic charge densities of the complex, species A, and species B, respectively.
In the calculations of the latter two quantities, the atomic
positions were kept fixed at precisely the same positions as
they were in the AB system. The charge density difference
maps were generated using the visualization for electronic and
structural analysis (VESTA) package.53

(2)

III. RESULTS AND DISCUSSION
A. Interactions between carbon nanotubes
and graphene

In order to validate our computational approach, we first
calculated the structures of pristine CNT, graphene, and the
CNT + graphene complex, and compared them with the available results. For pristine graphene, our plane-wave DFT calculations predicted an equilibrium C–C bond length of 1.42 Å,
which was in good agreement with previous reports.56,57
Our calculations showed the equilibrium interlayer spacing
between CNT and graphene to be 3.33 Å, which was consistent with the experimentally measured value of 3.34 Å.58 At
this separation, the CNT-graphene interactions are governed
by long range van der Waals forces.
Optimized geometries for various CNT + graphene complexes are shown in Fig. 1, where four different possible
combinations of CNTs and graphene are considered. The
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TABLE I. Computed interaction energies between CNTs and graphene.a
E int (eV/nm)
Configuration
(a) CNT + graphene
(b) CNT + SW-graphene
(c) SW-CNT + graphene
(d) SW-CNT + SW-graphene
a Results

DFT

Force-field

1.61
1.64
1.52
1.50

1.67
1.68
1.38
1.38

were obtained using the vdW-DF2 functional and class 2 force-field.

computed interaction energies (per unit length of CNT)
between CNTs and graphene sheets in these configurations
are summarized in Table I, which includes the values obtained
from both DFT and empirical force-field levels of theory. All
the computed interaction energies are negative, indicating that
all CNT + graphene complexes are thermodynamically stable
and their formations are energetically favorable. For the complex of pristine CNT and pristine graphene [see Fig. 1(a)],
our DFT calculations with vdW-DF2 functional predicted the
interaction energy to be −1.61 eV/nm with almost no deformation present in the geometries of CNT and graphene due to the
complex formation. Because the dispersive vdW forces play
an important role in our current study, some test calculations
with the semiempirical Grimme’s-D2 method16 were also performed. The Grimme’s method yielded the interaction energy
between CNT and graphene to be −1.57 eV/nm, which agreed
exceptionally well with the vdW-DF2 result. Furthermore,
the empirical force-field calculations resulted in the interaction energy of −1.67 eV/nm, which is in excellent agreement
with our DFT results. The consistency of the interaction energies computed using vdW-DF2, Grimme’s-D2, and empirical
force-field methods confirms the validity of our computational
approach.
Wang et al.15 reported the interaction energy between
(8,8) CNT and graphene to be ∼−3.50 eV/nm, which was
approximately double of that obtained in our current study.
We reiterate that the calculations of Wang et al.15 were performed with the GGA-PBE functional and Grimme’s correction as implemented in the VASP package. Their calculations further yielded the interaction energies of graphene
sheets with (10,10) and (6,6) CNTs to be ∼−3.80 eV/nm
and −3.03 eV/nm, respectively. To probe the origins of the
mismatch between our study and that predicted by Wang
et al.,15 we examined the interactions of graphene sheets with
CNTs of three different diameters [(6,6), (8,8), (10,10)] using
vdW-DF2 and Grimme’s-D2 methods. A detailed comparison
of the computed interaction energies between our study and

those predicted by Wang et al.15 is provided in Table II. Our
calculations showed the interaction energy between (10,10)
CNT and graphene (using the exact same conditions as
used by Wang et al.,15 such as, the cell dimension 2.48
× 43.02 × 50.00 Å3 , k-points 11 × 1 × 1, and the exchangecorrelation functional GGA-PBE with Grimme’s correction)
to be −1.81 eV/nm. Similarly, the interaction energy between
(6,6) CNT and graphene was computed to be −1.41 eV/nm.
Our results presented in Table II show that the interaction
energies between CNTs and graphene computed using vdWDF2 and Grimme’s-D2 methods agree to within 0.00-0.04
eV/nm. These observations clearly suggest that the values
of interaction energies obtained in our study are approximately half of those obtained by Wang et al.15 To further
examine if the dispersive vdW interactions were properly
treated in our calculations, we recomputed these interaction
energies using the GGA-PBE functional (without a dispersion correction), which all yielded the interaction energy of
zero (nearly), as shown in Table II. This result was expected
because the GGA functional has been well-known to underestimate the interaction energy, as it neglects the long-range
dispersive vdW interactions.41,59–61 This corroborates with the
fact that weak dispersive vdW interactions are responsible
for CNT-graphene interactions, which are not accounted in
the GGA approximation. This result further confirmed that
the dispersive vdW interactions have been properly taken into
account in our calculations via vdW-DF2 and Grimme’s-D2
approaches.
We attempted all potential routes to probe the origins
of such a mismatch by reproducing the interaction energies
reported in Ref. 15 using the exact same conditions (GGA-PBE
and Grimme’s method for the long-range van der Waals interaction, the same k-points, etc). All of our results consistently
suggested that the values of interaction energies obtained in our
study were approximately half of those obtained in the study of
Wang et al.15 Despite our computed results followed the trend
predicted by Wang et al.,15 the interaction energies increase
with the increasing diameter of the nanotubes; however, we
believe that the absolute values of interaction energies obtained
by Wang et al.15 are consistently overestimated compared to
our results.
The presence of SW defects in the CNT pushed the rings
belonging to the defected carbon atoms into the tube [inwards,
see Fig. 2(c)], resulting in deformation. This resulted in an
increase in the CNT-graphene separation from 3.33 Å up to
∼4.05 Å (in the vicinity of defected rings), thereby decreasing
the interfacial interaction energies. We did not observe any
significant deformations in the geometries of graphene or

TABLE II. Detailed comparison of computed interaction energies (eV/nm) between our study and the results
of Wang et al.15
This work
System
(6, 6) CNT + graphene
(8,8) CNT + graphene
(10, 10) CNT + graphene

vdW-DF2

Grimme’s-D2

GGA-PBE

Wang et al.15
Grimme

1.41
1.61
1.81

1.42
1.57
1.81

+0.01
0.08
0.04

3.03
∼ 3.50
∼ 3.80
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FIG. 2. Isosurfaces depicting electronic charge density difference for (a) CNT
+ graphene, (b) CNT + SW-defected graphene, (c) SW-defected CNT +
graphene, and (d) SW-defected CNT + SW-defected graphene as obtained
from the vdW-DF2 functional. Yellow and cyan regions represent isosurfaces
for gain and loss of charge densities, respectively. The isosurface corresponds
to 1.7 × 10−4 |e|/Bohr3 .

CNTs due to the complex formations. Furthermore, the interaction energies obtained using the force-field method showed
good agreement with the values obtained from the electronic
structure method (converged to within ∼0.14 eV/nm) and
indicated that the class 2 force-field is suitable to study the
properties of carbon-based materials.
We further tested our model by computing the interaction
energy between two infinitely long CNTs. Our DFT calculations predicted the interaction energy to be −1.08 eV/nm,
which indicated that CNT interacts much strongly with
graphene than with another CNT (by 0.53 eV/nm). Considering another van der Waals-DFT approach, we would
like to mention that Kleis et al.62 calculated the interaction energy between two (8,0) CNTs to be ∼−0.75 eV/nm,
which is comparable to the interaction energy of −1.08 eV/nm
that we have calculated for (8,8) CNTs. The observed difference in computed interaction energies between our calculation and those obtained in Ref. 62 (−1.08 eV/nm vs
∼−0.75 eV/nm) is attributed to the difference in the diameters of CNTs employed in these studies [(8,8) vs (8,0)]. In
the absence of graphene, the interaction between two long
CNTs in the sample is large (strong) enough to agglomerate
due to van der Waals forces. Our result that CNT-graphene
interaction is much stronger than CNT-CNT interaction, predicts that graphene should be able to promote the dispersion of
CNTs in the polymer matrix, resulting in an enhancement in
mechanical properties of nanocomposites containing CNTgraphene nanocarbons.

J. Chem. Phys. 149, 054703 (2018)

The electronic charge density difference maps for the
interactions between CNTs and graphene are shown in Fig. 2,
which demonstrate how the charge density changes during the
interaction process. In these plots, the charge accumulation and
charge depletion regions are represented by yellow and cyan
colors, respectively. In all of the four cases shown, no charge
accumulation could be seen between the CNTs and graphene.
The existence of cyan regions between CNTs and graphene
indicate that the charge rearrangements are not accompanied
by electron density enhancement in the middle region. All of
the electronic density difference maps shown in Fig. 2 follow
the same pattern and revealed that there is no covalent character
in these interactions, and the systems are stabilized via dispersion forces. In the covalent interaction, there is accumulation
of charge density at the center of the bond, while there is depletion of charges at the corresponding bonding centers.60,63 The
reverse is revealed in the present case. Moreover, the reduction of electronic charge density at the center of the interacting
region observed in our study is similar to the one obtained by
Rohrer and Hyldgaard for the vdW-bonded graphane bilayers.64 The maps shown in Figs. 2(c) and 2(d) clearly indicate
that the interactions of SW-defected CNTs with graphene are
weaker. This observation is also supported by the data presented in Table I, where the presence of SW defects in CNT
has shown to lower the interaction energies between CNT and
graphene. Our observation suggests that the CNT-graphene
interaction is weak, and mostly due to the dispersion force.
We reiterate that the concentrations of SW defects in our study
were low, i.e., 1 defect per 128 atoms of CNT (or 1 defect
per 112 atoms of graphene); a higher concentration of such
defects could have a more significant impact on the interfacial
interactions.
We also analyzed the electronic DOS. The calculated DOS
for four different CNT + graphene complexes are shown in
Fig. 3, where the DOS of the individual CNT and graphene
are also included for the reference. The zero energy in Fig. 3
is set at the Fermi level. For the SW-defected graphene, the
computed DOS showed clear signatures of additional impurity
bands near the Fermi level. The DOS of CNT + graphene complexes are nearly a sum of the DOS values of their individual
constituents. On comparing the DOS between the complexes
and the individual CNT, we do not observe any significant
shift in the van Hove singularities65 of the CNTs, which is
consistent with the results of Wang et al.15
In order to investigate the effect of interactions on the
mechanical properties of carbon nanomaterials, the Young’s
moduli were computed. For comparison, we first computed
the moduli of individual graphene and CNTs. The variations
of total energies of carbon nanomaterials as a function of
strains are shown in Fig. 4. The negative and positive values of strain correspond to “compression” and “elongation”
of carbon nanomaterials, respectively. Using the second order
polynomial fitting of energy-strain data, the values of cur2
vature E 00 (= ∂∂εE2 ) were obtained. The computed Young’s
moduli of carbon nanomaterials are summarized in Table III.
For pristine graphene and CNT, we obtained the values of
Young’s moduli to be 1068 GPa and 1032 GPa, respectively,
which are in good agreement with the experimental values
of 1000 ± 100 GPa for graphene2 and ∼1000 GPa for the
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FIG. 3. Calculated electronic densities
of states (DOS) of (8,8) CNT (in black
color), graphene (in blue), and the CNT
+ graphene complex (in dotted red) for
the interactions of (a) CNT + graphene,
(b) CNT + SW-defected graphene, (c)
SW-defected CNT + graphene, and
(d) SW-defected CNT + SW-defected
graphene. The zero energy corresponds
to the Fermi level.

CNT.3 We also observed that the presence of SW defects
in carbon nanomaterials lowers their Young’s moduli, and
this behavior is in qualitative agreement with the results of
Hao et al.,66 where the Young’s modulus of graphene was
found to decrease with the increasing concentration of SW
defects.
To investigate the influence of interactions between
CNT and graphene on their mechanical properties, we next
computed the Young’s moduli of various CNT + graphene

complexes. The variations of total energies of CNT + graphene
complexes as a function of strains are shown in Fig. 5, and
the computed Young’s moduli are summarized in Table IV.
Our computed result showed the modulus of the pristine CNT
+ pristine graphene complex to be 1048 GPa. When comparing the Young’s moduli of various CNT + graphene complexes
with their constituents (see Table III), we find that the moduli
of complexes are the averages of the moduli of their individual
constituents.

FIG. 4. Variation of total energy as
a function of strain for (a) pristine
CNT, (b) SW-defected CNT, (c) pristine graphene, and (d) SW-defected
graphene. The dotted lines represent the
quadratic polynomial fits, and E 00 is the
curvature of energy-strain data.

054703-7

Jha et al.

J. Chem. Phys. 149, 054703 (2018)

TABLE III. Simulated Young’s moduli of individual carbon nanomaterials.
Y (GPa)
Configuration
(a) Pristine graphene
(b) SW-graphene
(c) Pristine CNT
(d) SW-CNT

This work
1068
1056
1032
919

TABLE IV. Simulated Young’s moduli of CNT + graphene complexes.
Y (GPa)

Configuration
Experiment
al.)2

1000 ± 100 (Lee et
...
∼1000 (Lau et al.)3
...

B. Interactions between Nylon 6
and carbon nanomaterials

After studying the interfacial interactions between CNTs
and graphene, we extend our model to investigate the
interaction of Nylon 6 with these carbon nanomaterials. We
study the simplest model by considering the interactions
(adsorption) of a monomer of Nylon 6 with carbon nanomaterials. In the literature, a similar model was used by Jilili
et al. to study the non-covalent functionalization of CNTs and
graphene by a conjugated polymer.67 As mentioned in Sec. II,
the Nylon 6 was slightly stretched (or compressed) due to the
length mismatch between the polymer and the CNT/graphene,
which induces a little bit of tension (or slack) in the
polymer.
Optimized geometries for the complexes of Nylon 6 and
carbon nanomaterials are shown in Fig. 6, where both the
stretched [panels (a) and (b)] and the compressed [panels (c)
and (d)] forms of Nylon 6 are considered. The computed interaction energies between Nylon 6 and carbon nanomaterials are
summarized in Table V. For the interaction of the stretched
monomer of Nylon 6 with pristine CNT [see Fig. 6(a)], the
interaction energy at the DFT level of theory was computed to
be −0.42 eV/nm, and the shortest equilibrium distance between
the CNT and the non-hydrogen atoms of Nylon 6 was found

(a) CNT + graphene
(b) CNT + SW-graphene
(c) SW-CNT + graphene
(d) SW-CNT + SW-graphene

1048
1046
982
974

to be ∼3.4 Å. This indicates that the interaction is mediated
by long-range van der Waals forces. The results presented
in Table V also suggest that Nylon 6 interacts much more
strongly with the flat surface of graphene than with the curved
surface of CNT due to the larger surface area of graphene.
This result is qualitatively consistent with the previous studies of Jilili et al.,67 for the interaction of CNT/graphene with
a conjugated polymer, and Rajesh et al.,56 for the interaction
of CNT/graphene with amino acids, where similar findings
have been reported. On the other hand, the interaction energies
of the compressed monomer of Nylon 6 with CNT and with
graphene were computed to be −0.50 eV/nm and −0.66 eV/nm,
respectively. Thus, the monomer chain interacts only weakly
with CNT and graphene, as the interaction energies obtained
for stretched and compressed forms of Nylon 6 are low and
within 0.14 eV/nm of each other. The presence of SW defects
in carbon nanomaterials did not make any significant effect on
the computed interaction energies. This observation is qualitatively consistent with the previous computational result (DFT)
of Hassan et al.,61 which predicted that the dispersion binding
of a benzene on defected graphene is similar to the pristine one.
Furthermore, we observed that the results obtained from the
force-field method followed the trend predicted by the electronic structure method, and these two results agreed to within
0.11 eV/nm.

FIG. 5. Variation of total energy
as a function of strain for (a) CNT
+ graphene, (b) CNT + SW-defected
graphene, (c) SW-defected CNT
+ graphene, and (d) SW-defected
CNT + SW-defected graphene. The
dotted lines represent the quadratic
polynomial fits, and E 00 is the curvature
of energy-strain data.
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FIG. 6. Optimized geometries for the interactions of Nylon 6 with carbon
nanomaterials, where both the stretched [panels (a) and (b)], and the compressed [panels (c) and (d)] forms of Nylon 6 are considered. Atom color
scheme: C atoms of graphene/CNT and Nylon 6 are represented in gray and
green, respectively; O in red, N in blue, and H in white.

The electronic charge density difference maps for the
interactions of a stretched monomer of Nylon 6 with carbon nanomaterials are shown in Fig. 7. These maps indicate
a net loss of electronic charge in regions between CNTs (or
graphene) and Nylon 6, which is thought to be characteristics
of van der Waals interactions. We also note that these plots
are similar to those obtained for the CNT-graphene interactions in the previous Sec. III A. We also computed electronic
charge density difference maps of the complex involving the
compressed monomer of Nylon 6 with carbon nanomaterials,
which were found to be similar to those shown in Fig. 7 (see
Fig. S1 of the supplementary material).
TABLE V. Computed interaction energies between Nylon 6 and carbon
nanomaterials.a
E int (eV/nm)

Configuration
CNT + Nylon 6
SW-CNT + Nylon 6
Graphene + Nylon 6
SW-graphene + Nylon 6
a Results

Stretched Nylon 6

Compressed Nylon 6

DFT

Force-field

DFT

0.42
0.42
0.52
0.53

0.35
0.34
0.44
0.45

0.50
...
0.66
...

Force-field

were obtained using the vdW-DF2 functional and class 2 force-field.

0.41
...
0.55
...

FIG. 7. Isosurfaces depicting electronic charge density difference for the
interactions of Nylon 6 (stretched) with (a) pristine CNT, (b) SW-defected
CNT, (c) pristine graphene, and (d) SW-defected graphene as obtained from
the vdW-DF2 functional. Yellow and cyan regions represent isosurfaces for
gain and loss of charge densities, respectively. The isosurface corresponds to
1.7 × 10−4 |e|/Bohr3 .

The electronic DOS for the interactions of a stretched
monomer of Nylon 6 with carbon nanomaterials are shown
in Fig. 8, where the DOS of individual CNT, graphene, and
Nylon 6 are also included for comparison. The computed DOS
indicates that Nylon 6 has the highest occupied molecular
orbital-lowest unoccupied molecular orbital (HOMO-LUMO)
energy gap of ∼4.4 eV. The DOS of complexes exhibit additional peaks, indicating the interactions between the orbitals
of Nylon 6 and carbon nanomaterials. Analyzing the DOS of
complexes and their constituents, we observed that the DOS
of carbon nanomaterials are not significantly affected due to
their interactions with Nylon 6. We also computed the DOS
of the complex involving the compressed monomer of Nylon
6 with carbon nanomaterials, which are shown in Fig. S2
of the supplementary material. Our results suggest that the
interactions between Nylon 6 and carbon nanomaterials are
weak, and therefore, we do not observe significant modifications in the bandgaps of carbon nanomaterials. Our computed
results demonstrated that the stability and electronic properties of complexes are not significantly affected due to a small
“stretch/compress” of Nylon 6; therefore all further calculations will employ only the stretched model of Nylon 6 for the
convenience.
The Young’s moduli of complexes of Nylon 6 and carbon nanomaterials were obtained using the energy-strain curve
shown in Fig. 9. The computed elastic moduli of the complexes
are summarized in Table VI. For comparison, the computed
Young’s moduli of individual CNTs (or graphene) are also
included in parentheses. We find that the Young’s modulus of
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FIG. 8. DOS for the interactions of
Nylon 6 (stretched) with (a) pristine
CNT, (b) SW-defected CNT, (c) pristine graphene, and (d) SW-defected
graphene. The DOS of CNT (or
graphene) is shown in black color,
Nylon 6 in blue, and the complex in dotted red. The zero energy corresponds to
the Fermi level.

pristine CNT is decreased from 1032 GPa to 1016 GPa, while
that of the graphene is decreased from 1068 GPa to 1048 GPa
because of their interactions with Nylon 6. Similar results were
obtained for the complexes of Nylon 6 and SW-defected carbon
nanomaterials. We also note that the presence of SW defects
in carbon nanomaterials diminished their Young’s moduli.
Overall, the interactions of Nylon 6 decreased the Young’s
moduli of carbon nanomaterials in a range of ∼1.5%–3.0%.
We reiterate that these Young’s moduli were calculated for

the interactions of a single polymer chain of Nylon 6 with
CNT/graphene.
C. Interactions between Nylon 6 and
CNT + graphene complexes

Since the CNT was found to interact much strongly with
graphene than with another CNT, we further examined the
interactions of Nylon 6 with CNT + graphene complexes using

FIG. 9. Variation of total energy as a
function of strain for the interactions
of Nylon 6 (stretched) with (a) pristine CNT, (b) SW-defected CNT, (c)
pristine graphene, and (d) SW-defected
graphene. The dotted lines represent the
quadratic polynomial fits, and E 00 is the
curvature of energy-strain data.

054703-10

Jha et al.

J. Chem. Phys. 149, 054703 (2018)

TABLE VI. Simulated Young’s moduli of complexes of Nylon 6 and carbon
nanomaterials. The values in parentheses indicate moduli of individual carbon
nanomaterials (without Nylon 6).

TABLE VII. Computed interaction energies between Nylon 6 and CNT +
graphene complexes as obtained from the vdW-DF2 functional.
Configuration

Configuration
(a) CNT + Nylon 6
(b) SW-CNT + Nylon 6
(c) Graphene + Nylon 6
(d) SW-graphene + Nylon 6

E int (eV/nm)

Y (GPa)
1016 (1032)
895 (919)
1048 (1068)
1025 (1056)

the vdW-DF2 functional. For each of four CNT + graphene
complex represented in Fig. 1, two adsorption positions of
Nylon 6 were studied, a totaling of eight. Therefore, the
interaction energies between Nylon 6 and CNT + graphene
complexes were computed for eight different configurations,
where both pristine and SW-defected carbon nanomaterials
were considered. For such a system, the interaction energy
was evaluated using the formula
Eint (ABC) = EABC − EA/ABC − EBC/ABC ,

(4)

where ABC represents the complex of Nylon 6 and CNT
+ graphene, E ABC is the total energy of the complex, E A/ABC is
the total energy of Nylon 6 within the geometry of the complex,
and E BC/ABC is the total energy of CNT + graphene within the
geometry of the complex.
Optimized geometries of the complexes of Nylon 6 and
CNT + graphene are shown in Fig. 10 (only two configurations shown for the convenience). As clearly seen, the only
difference between the geometries of these two complexes is
the position of Nylon 6 relative to CNT + graphene complex.
In the first case (Fig. 10, left), Nylon 6 is adsorbed closer to
the CNT surface, while on the second one (Fig. 10, right),
it is adsorbed closer to the graphene surface. The computed

FIG. 10. Optimized geometries for the interactions of Nylon 6 with the CNT
+ graphene complex. For each of four CNT + graphene complex represented
in Fig. 1, two adsorption positions of Nylon 6 are plausible, a totaling of
eight.

Nylon 6-CNT + graphene
Nylon 6-graphene + CNT

0.41
0.57

Nylon 6-CNT + graphene (SW)
Nylon 6-graphene (SW) + CNT

0.40
0.56

Nylon 6-CNT (SW) + graphene
Nylon 6-graphene + CNT (SW)

0.41
0.56

Nylon 6-CNT (SW) + graphene (SW)
Nylon 6-graphene (SW) + CNT (SW)

0.40
0.56

interaction energies between Nylon 6 and CNT + graphene
in eight different configurations are summarized in Table VII,
which clearly demonstrates that Nylon 6 forms stable complexes with CNT + graphene. We find that the interaction
energy of Nylon 6 with CNT + graphene is −0.41 eV/nm
when the Nylon 6 is adsorbed closer to the CNT surface
(Fig. 10, left). The strength of the interaction was increased
to −0.57 eV/nm when Nylon 6 was adsorbed closer to the
flat graphene surface (Fig. 10, right). Analyzing the data of
Table VII, we find that the strength of interaction between
Nylon 6 and CNT + graphene is always higher (more stable)
for the adsorption of Nylon 6 closer to the graphene surface
than the CNT surface by ∼0.15 eV/nm. This energy difference arises due to the relatively stronger interaction of Nylon
6 with the flat graphene surface than with the curved CNT
surface. A relatively small energy difference between these
two configurations clearly suggests that both the complexes
may be observed in experimental studies. We further noticed
that the presence of SW defects in carbon nanomaterials has
practically no effect on the computed interaction energies
between Nylon 6 and CNT + graphene complexes. However, it
should be noted that present result is obtained by considering
only the monomer of the Nylon 6 which does not mimic the
approximate surface of the polymer involved in such interactions. It would involve consideration of several monomers of
Nylon 6 to mimic the polymer surface and predict the influence of SW defects in relative surface interactions. However,
consideration of such a larger polymeric system is beyond
the scope of the current work and would be detailed somewhere else. When comparing these results with that of Nylon
6-carbon nanomaterial interactions presented in Sec. III B
(Table V), we find that Nylon 6 interacts only with either CNT
or graphene, of the CNT + graphene complex, whichever is
located closer to it. Because of the distance dependency of the
vdW interactions, the atoms of Nylon 6 (a single chain with
only 19 atoms) only interact (approximately) with the atoms
of CNT (or graphene) within a given distance. The interaction
of Nylon 6 with the farther carbon nanomaterial is negligibly small, which does not contribute much on the computed
interaction energy between Nylon 6 and the CNT + graphene
complex.
The nature of interaction between Nylon 6 and the CNT
+ graphene complex is further confirmed by electronic charge
density difference maps shown in Fig. 11. As stated earlier,
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6-CNT + graphene complex was 1043 GPa. Upon comparing this value with the modulus of CNT + graphene obtained
in Sec. III A, Table IV (i.e., 1048 GPa), we find that the
modulus of the CNT + graphene complex is slightly lowered
upon the adsorption of Nylon 6. As Nylon 6 is a soft-material
(polymer), we believe that the decrease in the modulus of
CNT + graphene observed in our study is reasonable. The
Young’s modulus of the Nylon 6-CNT + graphene complex
was found to be the average of the moduli of its individual
constituents.
IV. CONCLUSIONS

FIG. 11. Isosurfaces depicting electronic charge density difference for the
interactions of Nylon 6 with CNT + graphene complex as obtained from
the vdW-DF2 functional. Yellow and cyan regions represent isosurfaces for
gain and loss of charge densities, respectively. The isosurface corresponds to
1.7 × 10−4 |e|/Bohr3 .

these maps were obtained by subtracting the charge densities of individual Nylon 6 and CNT + graphene within the
adsorbed complex geometry from the charge density of the
adsorbed complex, all calculated at the same level of theory.
The charge accumulation and charge depletion regions are represented by yellow and cyan colors, respectively. In Fig. 11, we
clearly observe that Nylon 6 only interacts with either CNT
or graphene, of the CNT + graphene complex, whichever is
closer to it. This observation clearly suggested that the interfacial interaction of Nylon 6 with the CNT + graphene complex
takes place via weak forces, and there is no covalent character
bonding among them.
We finally calculated the Young’s modulus of Nylon 6CNT + graphene complex using the energy-strain curve shown
in Fig. 12. The simulated Young’s modulus of the Nylon

In this paper, we have investigated the mechanism of
interfacial interactions among graphene, CNTs, and Nylon
6 using first-principles DFT and empirical force-field levels
of theory within properly addressed van der Waals interactions. Plane-wave DFT calculations were performed using the
Quantum ESPRESSO electronic structure code, whereas the
empirical calculations were performed using a class 2 forcefield. Our calculations showed that the presence of SW defects
on graphene does not affect the CNT-graphene interaction
energies much, but the presence of defects on CNTs weakens the CNT-graphene interactions. The computed interaction
energies also suggested that graphene can aid the dispersion of CNTs in Nylon 6 media. We observed that carbon
nanomaterials form stable complexes with Nylon 6, and the
electronic charge density difference maps revealed that the
van der Waals interactions play a key stabilizing role in the
interfacial interactions among graphene, CNTs, and Nylon
6. The computed electronic densities of states showed that
the electronic structures of graphene and CNTs were not significantly modified, particularly around the Fermi level, due
to their interactions with the Nylon 6. Our simulations indicated that the Young’s moduli of graphene and CNTs were
lowered by their interactions with Nylon 6. Furthermore, the
presence of SW defects in carbon nanomaterials also diminished their Young’s moduli. The computed interaction energies
between graphene and CNTs, and carbon nanomaterials and
Nylon 6 obtained from the class 2 force-field showed a good
match with the DFT results and indicated the suitability of
the class 2 force-field to study the properties of carbon-based
materials. Thus, our first-principles results serve a benchmark for the class 2 force-field used in the current atomistic
simulations.
SUPPLEMENTARY MATERIAL

See supplementary material for the charge density difference maps and electronic densities of states of the complexes involving compressed monomer of Nylon 6 with carbon
nanomaterials.
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