We report in detail a study of the critical dynamics of a model ferromagnet in 6 -& dimensions both above and below T" for small E. The precession of spins in the local magnetic field plays a major role in the dynamics. Its effect can be ignored at 6 or more dimensions, as many authors have previously observed. At a dimension slightly less than 6, the effect is nontrivial but tractable by perturbation theory. We carry out a renormalization-group analysis and determine the dynamic exponent z = 4 -e/2 = 1 + d/2, accurate to O(e). We also solve the equation of motion to obtain the spin response function. The frequency and damping of spin waves below T, are determined. Forms of equations of motion and the extent of universality in critical dynamics are discussed.
I. INTRODUCTION The dynamics of an isotropic ferromagnet is characterized by the precession of spins in the local magnetic field and by the conservation of total spin as a result of invariance of interactions under rotation. The role of these characteristics in the dynamics near the critical temperature T, is of considerable theoretical interest. Important advances in understanding this problem have been made using dynamic scaling and various other ideas and techniques. ' ' Among many results, several authors found that for a dimension d &6, the dynamics are fairly easily understood, but for d &6, the dynamics are more complicated and the application of dynamic scaling is less straightforward.
'
In this paper, we study in detail the dynamics using a renorma1ization-group (HNG) The approach here is parallel to a number of recent applications of BNG to critical dynamics. "
The model which we use here is defined as follows. We 
The mean-field-theory result for p, is the Ornstein-Zernike form x, =(q'+5 ') ', (2.5) where ( is the cor~»~'on length. The width of C(q, e) as a function of &u is given by the characteristic frequencỹ
(2.6) As T-T"q-0 the width becomes very small. This is the effect of critical slowing down. This characteristic frequency agrees in form with predictions of dynamical scaling as proposed by Halperin and Hohenberg, ' (q) = q*f(q5), (2 'I) where z is the dynamical critical index. According to (2.6) we find z =4. Unfortunate1y, the experimental results do not agree with this "conventional" result. It 'P (t)~'+[(tl, = -I. ( ( ) +g;(t), (2.11) where I" is the Landau-Ginzburg free-energy functional. Once G "(t -t') = e(t -t') e'w" ' ' 6(q -V'), (2 
This leads to the formal solution for g"(t),
If we take the average of (2.39) withg~(t =0) we have G;, (t -t') = -e(t -t') dy y~e 9'~' ' 'D~yJW~. (2.36) ()ne of the nice properties of the response function is that it is normalized to a constant, independent of the nonlinear terms, at equal times. G;, (0') = L; 5;,, which follows from (2.34) and the divergence condition on V;.
We now return to the equation for g~(t) for the case h=0. We can rewrite (2.22) Kawasaki" and has the advantage that the noise term has been eliminated from the problem. Alternatively, we can iterate the equations of motion (2.16) , in an expansion in the nonlinear couplings, and average over the noise term by term. We prefer this second method because it is easier to implement the RNG as we will discuss in Sec. IV.
(g~(0)g,i, (t)) =(g~, (0) e~'g~ (0) (2.32) and in the case of a spin density takes the form (S"(x, t)) = 'x'dt 'G",(x -x', t -t ')k'(x', t '), (3. S(e, r)=I "r*Q f I S, (w)e"'' '"'
and similarly for k«((si). Then (3.1) is equivalent to
The solution is
with (3.3) where
For T& T" the system is isotropic and (8 ) points is simply the response function for A, = u = 0.
For nonzero u and A, , we write the equations of motion (1.5) as H, (w)=S, '(w)+S, (S, w)(
We shall use the symbol «. for «/r. To find G(k, (I)), we iterate (3.8) to represent the averaging of the product of S"s.
Each pair is drawn as a circle joining two ends, thus giving a circled line (see Fig. 2 ). The construction of graphs for (S"(~)) is thus complete. These form a complete set of rules for constructing graphs and writing down their contributions to (S~(&o) ). Figure 3 shows the graphs of O(a') as an illustration. For simphcity, take h, (&u) to point in the one direction. Then Py must be either 23 or 32. Following the above rules, we have, for Fig. 3(a) ,
( q+k' (3.11) The factor 2 in front comes from the fact that Py =23 and 32 contribute equally. The contribution of Fig. 3(b) is Fig. 4(c) as
+ the term proportional to two S"'s . Fig. 4 (a) representing these two sets of equations. We then solve the equations for S, to obtain S, to O(X') as shown in Fig. 4(b) . Next we insert this solution into the equations for S"average over S"and then obtain 5» as given by Fig. 4(c) . The first two terms in Fig. 4(c Fig. 5 . The three graphs in Fig. 5 
where A, 8, C are the contributions from the three graphs in Fig. 5(a) , respectively, (q+k, v+(u .40) i.e. , adding Dr, to r, in (4.38). The contribution of Fig. 7 (b) and 7(c) vanish. Thus step (a) of R, simply changes r, to r, +nr, as expected.
Step (b) is easy. One thus obtains again (4.37c) and (4.37d)
for the transformation of x, under A,.
To obtain u', we collect modifications to the equation of motion which are proportional to 0' times three powers of S. The graphs are given in Fig. 8 . These in Fig. 8 Fig. 10(a) , for example.
The simple form of our equations of motion will no longer be sufficient. For example, Fig. 10(b) shows that a term proportional to 4 powers of spin variables in the equation of motion will be generated by R~. Figure 10( (3.4) , is thus proportional to 6 8,
Let the self-energy Z(k, &u) be defined by
The O(lw. ') terms for G(k,~) are given by Fig. 3 .
We can identify the self-energy as
where G, and G" are given by (3.11) and (3.12}.
After performing the v integral and making some simple rearrangements, we find
C. Dispersion relation to order X2 for T) T,
We will be primarily interested in the poles of the response function which gives the dispersion relation for the collective modes in the system. We therefore look for solutions of G '(k, v) =0. Solutions occur for small k and cu at the characteristic frequency &u(k) which we can expand in a power series in k and~. We find to lowest order in k and u that and y ' is given by (2.5) (r, = $ '). We note that the inverse response function can then be written (5.8) preserving the identity G '(k, 0) =)t '(k) to the order calculated. Fig. 13 for various a(x) = --, 'inx+L +O(l/x), (5.14) where 8(x) is the unit step function. We have normalized f(x) such that f(~) = 1. We must introduce the step functions if we are to satisfy the asymptotic conditions f(~) =1, and f(x)ccx'" ' for x«1.
Note that f(x) is continuous at x= 1, but will have discontinuous derivatives at x =1. We have plotted Using (1.7) we see that these noise sources satisfy 
&, sy(x;xx') =5s, 5q, jaiA[5(x-X)V' (6.8) (6.9) (6.10)
+21'uMV 5(x-x')5(x-X)5&, 5&
+ 61'uM58, 5&, V'5(x-x')5(x-x), (k, (u) 6.17) We note that the result for the transverse susceptibility, (6.10), follows from the use of the re- The only change is to replace )((k)-y, (k). How- ever there is a nonlinear coupling between the transverse and longitudinal modes which mill lead to modification of the longitudinal spectrum.
Starting with the equation of motion (6.7) we can set up our perturbation calculation just as for T& T, except that ere must treat the K and 8'vertices defined by (6.12)-(6.15) and keep track of the n indices on the response and correlation func™ tions. We assume that A and u are small but uM'=const. Thus, M-u '" and w'e must keep more terms than for T& T,. Note that uM'cf-T, -T.
B. Longitudinal self-energy As in the case for T& T, me can define the selfenergies Z~as G (k, (u) =G'(k, (u)+G'(k, (u)Z (k, (u)G (k, (u and to lowest order in u
In the limit n-0 we have T-T, and we find (u, (k, n =0) = -iI"'k4 'I' 
We can analyze Q, (k) in much the same manner used in evaluating Q(k) for T ) T, . We find then that we can write The contributions to the transverse response function to O(u, uM, X') are similar to those in the longitudinal case except for the n indices. The corresponding self-energy is given by where A is a constant. This leads to a characteristic frequency for large a, " I(k, q) is given by (6.21) while the D's are given by (6.22) . After performing the frequency integrals and using (6.24), we obtain Z, (k, &u) 
The inverse response function is given by The dispersion relation for the transverse mode can be written
We can rewrite this as 
The spin-wave frequency can now be written (u, (k) =XMk'f)(k), (6.58) (6, 59) This is just the limit T-T"and we find agreement for &u(k) at T, independent of whether we approach T, from above or below. In the "hydrodynamical" limit M fixed, k-0 we have for large where
We can easily show that (6.60) so
(6.61) 
