In this work, we study the two-parameter Odd Lindley Weibull lifetime model. This distribution is motivated by the wide use of the Weibull model in many applied areas and also for the fact that this new generalization provides more flexibility to analyze real data. The Odd Lindley Weibull density function can be written as a linear combination of the exponentiated Weibull densities. We derive explicit expressions for the ordinary and incomplete moments, moments of the (reversed) residual life, generating functions and order statistics. We discuss the maximum likelihood estimation of the model parameters. We assess the performance of the maximum likelihood estimators in terms of biases, variances, mean squared of errors by means of a simulation study. The usefulness of the new model is illustrated by means of two real data sets. The new model provides consistently better fits than other competitive models for these data sets. The Odd Lindley Weibull lifetime model is much better than Weibull, exponential Weibull, Kumaraswamy Weibull, beta Weibull, and the three parameters odd lindly Weibull with three parameters models so the Odd Lindley Weibull model is a good alternative to these models in modeling glass fibres data as well as the Odd Lindley Weibull model is much better than the Weibull, Lindley Weibull transmuted complementary Weibull geometric and beta Weibull models so it is a good alternative to these models in modeling time-to-failure data.
Introduction
The goal of this paper is to introduce a new two parameter alternative to the Weibull, beta Weibull, Lindley Weibull, exponential Weibull, Kumaraswamy Weibull, transmuted complementary Weibull geometric and the tree parameters Odd lindly Weibull (OLW) models that overcomes these mentioned drawbacks.
The probability density function (PDF) and CDF of the Weibull (W) distribution are given by (for x ≥ 0)
and
respectively, where β > 0 is a shape parameter. Some useful generalization of the Weibull distribution studied in the literature includes, but are not limited to, Mudholkar and Srivastava (1993) , Mudholkar et al. (1995) , Mudholkar et al. (1996) , Xie and Lai (1995) , Ghitany et al. (2005) , Famoye et al. (2005) , Sarhan and Zaindin (2009), Silva et al. (2010) , Aryal and Tsokos (2011) , Xie et al. (2002) , Lai et al. (2003) , Cordeiro et al. (2010) , Provost et al. (2011 ), Cordeiro et al. (2012 , Shahbaz et al. (2012) , Khan and King (2013) , Cordeiro et al. (2013) , Merovci and Elbatal (2013) , Hanook et al. (2013) , Yousof et al. (2015) , Cordeiro et al. (2014) , Lee et al. (2007) , Elbatal and Aryal (2013) , Aryal and Elbatl (2015) , Afify et al. (2016) , Nofal et al. (2016) , El-Bassiouny et al. (2016) , Yousof et al. (2017a,b,c,d) , Aryal et al. (2017a,b) , Korkmaz et al. (2017) , El-Bassiouny et al. (2017) , Alizadeh et al. (2017a,b) , Brito et al. (2015) . Alizadeh et al. (2018) , Yousof et al. (2018) , Cordeiro et al. (2018) , Hamedani et al. (2018) , among others. A state-of-the-art survey on the class of such generalized Weibull distributions can be found in Lai et al. (2001) and Nadarajah (2009) The probability density function (PDF) and CDF of the OL-G family of distribution (Silva et al. (2017) ) are given by
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respectively. To this end, by using equations (1), (2) and (3) to obtain the two-parameter OLW PDF (for x ≥ 0). A random variable X is said to have the OLW distribution if its density function and CDF are given by
respectively, we write X ∼OLW(α, β), where α is a positive shape parameter. The PDF in (5) and the CDF in (6) are firstly introduced by Silva et al. (2017) . Henceforth, the PDF of X in (5) can be easily expressed as
where
and g (x; δ, β) is PDF of Exp-W model with positive parameters δ and β. A handbook, by Rinne (2009) , covers the Weibull model in many of its aspects. The study of the family of Exp-W models and their applications attracted the interest of researchers in the nineties. Such interest is growing since then. The CDF of X can be given by integrating (7) as
where G (x; δ, β) is PDF of Exp-W model with positive parameters δ and β. For further information about the Exp-W distribution we refer to Mudholkar and Srivastava (1993) and Nadarajah and Kotz (2006) . For more details about the OL-G family and its properties see Silva et al. (2017) .
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The justification for the practicality of the OLW lifetime model is based on the wider use of the W model. Aswell as we are motivated to introduce the OLW lifetime model because it exhibits increasing, decreasing as well as bathtub hazard rates as illustrated in Figure 2 . It is shown in Section 1 that the OLW lifetime model can be viewed as a mixture of the two-parameter Exp-W distributions introduced by Mudholkar and Srivastava (1993) and Mudholkar et al. (1995 
Statistical Properties

Quantile Functions
Let X be an arbitrary random variable (r.v.) with CDF F(x; α, β). For any u ∈ (0.1), the u th quantile function (QF) Q(u) of the r.v. X is the solution of u = F (Q(u)) for all Q(u) > 0, from Equation (6), we get
is the Lambert W (·) function of the real argument (u − 1) (1 + α) exp (1 + α) . From Silva et al. (2017) , we can write the following equation for QF of the OLW model
where W (·) is Lambert function.
Moments
The r th ordinary moment of X is given by µ
Using (7), we get
is the complete gamma function. The r th incomplete moment of X, say φ r (t), is given by
Using Equation (7), we obtain
is the incomplete gamma function.
Order Statistics and Their Moments
Let X 1 , . . . , X n be a random sample from the OLW model of distributions and let X 1:1 , . . . , X n:n be the corresponding order statistics. The PDF of the i th order statistic, say X i:n , can be expressed as
where B(·, ·) is the beta function. Substituting (5) and (6) in Equation (11), we obtain
Then, the q th moment of X i:n is given by
Based upon the moments in Equation (12), we can derive explicit expressions for the L-moments of X as infinite weighted linear combinations of the means of suitable OLW order statistics. They are linear functions of expected order statistics defined by
Moment of Residual and Reversed Residual Lifes
The n th moment of the residual life, say
uniquely determines F(x).
The n th moment of the residual life of X is given by
We can write
The n th moment of the reversed residual life, say
Then, the n th moment of the reversed residual life of X becomes
) .
Maximum Likelihood Method
We consider the estimation of the unknown parameters of the OLW model from complete samples only by maximum likelihood method. The MLEs of the parameters of the OLW (α, β) model is now discussed. Let x 1 , . . . , x n be a random sample of this distribution with parameter vector Ψ = (α, β) . The log-likelihood function for Ψ, say ℓ = ℓ(Ψ), is given by
the last equation can be maximized either by using the different programs like R (optim function), SAS (PROC NLMIXED) or by solving the nonlinear likelihood equations obtained by differentiating Equation 13. The score vector elements,
can be easely obtained, we can obtain the estimates of the unknown parameters by setting the score vector to zero, U( Ψ) = 0. Solving these equations simultaneously gives the MLEs α and β. For the OLW distribution, all the second order derivatives exist. The interval estimation of the model parameters requires the 2 × 2 observed information matrix J(Ψ) = {J i j } for i, j = α, β. The multivariate normal N 2 (0, J( Ψ) −1 ) distribution, under standard regularity conditions, can be used to provide approximate confidence intervals for the unknown parameters, where J( Ψ) is the total observed information matrix evaluated at Ψ. Then, approximate 100(1 − δ)% confidence intervals for α and β can be determined by: α ± z δ/2 √ J αα and β ± z δ/2 √ J ββ , where z δ/2 is the upper δ th percentile of the standard normal model. Further works could be addressed using different methods to estimate the OLW parameters such as least squares, moments, weighted least squares, Jackknife, Cram'er-von-Mises, bootstrap, Bayesian analysis, AndersonDarling, among others, and compare the estimators based on these methods.
Simulation Studies
We consider a random sample of size n = 50, 150, 200, 250, 300 and 500 from our density corresponding to particular choices of the parameters as follows: α=0.25, β=0.5, α=1.5, β=0.9 and α=0.8, β=1.5, the results are presented in Tables  1, 2 and 3 respectively. Below we provide the MLEs, biases (Bias), variances (Var), mean square of errors (MSEs) and Confidence Interval for the estimates of all the parameters under both the methods of estimation. The log-likelihood function can be maximized directly via the R-package or by solving the nonlinear likelihood equations obtained by differentiating the PDF (5) (using the optim function as well as the Max-BFGS subroutines. One can observe the estimates of the unknown parameters by setting the score vector to zero, and then using any statistical software to solve them numerically. The results show that the maximum likelihood estimation performs well. In general, the biases, variances and MSEs of the parameters are reasonably small. The biases, variances and MSEs always decrease as the sample size increases. The results suggest that the maximum likelihood method can be used to estimate the parameters of the OLW model. Table 1 provides the biases, variances, MSEs and Confidence Interval under the method of maximum likelihood. We consider 1000 simulations for drawing random samples each of size n = 50, 150, 200, 250, 300 and 500 drawn from our density respectively when α = 0.25 and β = 0.5. We consider 1000 simulations for drawing random samples each of size n = 50, 150, 200, 250, 300 and 500 drawn from our density respectively when α=1.5 and β=0.9. Table 3 provides the biases, variances, MSEs and Confidence Interval under the method of maximum likelihood. We consider 1000 simulations for drawing random samples each of size n = 50, 150, 200, 250, 300 and 500 drawn from our density respectively when α=0.8 and β=1.5. From Tables 1, 2 and 3, we note that the Bias is reduced as the sample size is increased.
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Real Data Analysis
In this section, we illustrate the empirical importance of the OLW model and other lifetime distributions using two applications to real data.
The first data set (I): The first set consists of 63 observations of the strengths of 1.5 cm glass fibres, originally obtained by workers at the UK National Physical Laboratory. The data are: These data have also been analyzed by Smith and Naylor (1987) . For this data set, we shall compare the fits of the OLW distribution with some competitive models like Weibull (W), exponential Weibull (EW), Kumaraswamy Weibull (KwW) (Cordeiro et al., 2010) , beta Weibull (BW) (Lee et al., 2007) , and Odd lindly Weibull with three parameters (OLW * ) (Silva et al. 2016 ).
The second data set (II): represents 40 observations of time-to-failure (10 3 /h) of turbocharger of one type of engine, see Xu et al. (2003) . The data are: 1.6, 3.5, 4.8, 5.4, 6.0,6.5, 7.0, 7.3, 7.7, 8.0, 8.4, 2.0, 3.9, 5.0, 5.6, 6.1, 6.5, 7.1, 7.3, 7.8, 8.1, 8.4, 2.6, 4.5, 5.1, 5.8, 6.3, 6.7, 7.3, 7.7, 7.9, 8.3, 8.5, 3.0, 4.6, 5.3, 6.0, 8.7, 8.8, 9 .0. This data set is used to compare the fits of the OLW lifetime model with some competitive models like W, Lindley Weibull (LiW) (Cordeiro et al. 2018) , transmuted complementary Weibull geometric (TCWG) (Afify et al. 2014 ) and BW models. All parameters of these distribution are positive numbers. In Tables 1 and 2 For the first data set, the OLW model provides the best fit. The empirical PDF and CDF for the OLW are displayed in Figures 2 and 3 respectively, which support the results of Table 4 . Hence, we prove empirically that the proposed model provides better fits in two applications than other seven extended Weibull distributions with two, three and four parameters. There are too many models to fit and this fact really shows that the OLW model can be a good alternative for modeling survival data.
Discussion
In this work, we propose and study a new two-parameter lifetime model, called the Odd Lindley Weibull (OLW) distribution, which extends the Weibull distribution. The OLW distribution is motivated by the wide use of the Weibull model in many applied areas and also for the fact that this new generalization provides more flexibility to analyze real data. The OLW density function can be written as a linear combination of the exponentiated W (Exp-W) densities. We derive explicit expressions for the ordinary and incomplete moments, moments of the (reversed) residual life, generating functions and order statistics. We discuss the maximum likelihood estimation of the model parameters. We assess the performance of the maximum likelihood estimators in terms of biases, variances, mean squared of errors by means of a simulation study. The usefulness of the new model is illustrated by means of two real data sets. The new model provides consistently better fits than other competitive models for these data sets. The OLW lifetime model is much better than Weibull, exponential Weibull, Kumaraswamy Weibull, beta Weibull, and the three parameters Odd lindly Weibull with three parameters models so the OLW lifetime model is a good alternative to these models in modeling glass fibres data as well as the OLW lifetime model is much better than the Weibull, Lindley Weibull transmuted complementary Weibull geometric and beta Weibull models so the OLW lifetime model is a good alternative to these models in modeling time-to-failure data. We hope that the new distribution will attract wider applications in reliability, engineering and other areas of research. Finally, as a future work we will consider bivariate and multivariate extension of the OLW distribution. In particular with the copula based construction method, trivariate reduction etc.
