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xSUMMARY
An understanding of the generation of higher harmonics in Lamb waves is
of critical importance for applications such as remaining life prediction of plate–like
structural components. The objective of this work is to use nonlinear Lamb waves to
experimentally investigate inherent material nonlinearities in aluminum plates. These
nonlinearities, e.g. lattice anharmonicities, precipitates or vacancies, cause higher har-
monics to form in propagating Lamb waves. The amplitudes of the higher harmonics
increase with increasing propagation distance due to the accumulation of nonlinear-
ity while the Lamb wave travels along its path. Special focus is laid on the second
harmonic, and a relative nonlinearity parameter β′ is deﬁned as a function of the
fundamental and second harmonic amplitude. The experimental setup uses an ultra-
sonic transducer and a wedge for the Lamb wave generation and laser interferometry
for detection. The experimentally measured Lamb wave signals are processed with
a short–time Fourier transformation (STFT) and a chirplet transformation–based al-
gorithm, which yield the amplitudes of the frequency spectrum as functions of time,
allowing the observation of the nonlinear behavior of the material. The increase of β′
with propagation distance as an indicator of cumulative second harmonic generation
is shown in the results for two diﬀerent aluminum alloys. The diﬀerence in inherent
nonlinearity between both alloys as determined from longitudinal wave measurements
can be observed for the Lamb wave measurements, too.
xiCHAPTER I
INTRODUCTION
Nonlinear ultrasound has proven to be a very useful technique in nondestructive eval-
uation (NDE) to track the damage condition in structural components even before
the initiation of the ﬁrst crack. In comparison to classical NDE techniques, where
damage evaluations are based on the crack–scattered waveﬁeld, nonlinear ultrasound
has the potential to enable assessments of the current damage state much earlier.
For damage types based on plastic deformation, such as fatigue and creep damage,
nonlinear ultrasonic methods oﬀer an especially high potential for qualitative and
quantitative investigations.
The physical eﬀect that is monitored in nonlinear ultrasonic measurements is the
generation of higher harmonic frequencies in an originally single frequency wave pro-
pagating in the sample. This higher harmonic generation appears due to the nonlin-
earity of the component’s material, which is described with a nonlinear stress–strain
relationship. The material nonlinearity consists of two sources: the inherent, nat-
ural material nonlinearity and damage induced nonlinearity. In addition to these,
the possibility of nonlinearity introduced by the experimental setup always has to be
investigated.
In order to quantify the degree of nonlinearity present in a material, a nonlinearity
parameter β can be used. Theoretically, β is described in terms of the higher order
elastic constants from the nonlinear stress–strain relationship and represents a dis-
tinct material property. However, the absolute value of β can only be determined
experimentally. Cantrell and Yost, for instance, have determined absolute values of
β for diﬀerent aluminum alloys using longitudinal waves in [31]. Since the degree
1of nonlinearity changes from an undamaged to a damaged specimen, the value of β
changes accordingly. Previous publications show that β is signiﬁcantly more sensitive
to changes in the material microstructure than linear ultrasonic properties like group
velocity, phase velocity or attenuation. Changes in β associated with damage have
been shown again by Cantrell and Yost [4] and by Nagy [24] for aluminum.
In the work of Herrmann et al. [13], Rayleigh surface waves are used to show cumula-
tive second harmonic generation with propagation distance in Nickel–based superal-
loys. Moreover, the specimens are damaged in low cycle fatigue tests and nonlinearity
parameter and specimen fatigue life are tracked simultaneously. The transition from
verifying the inherent material nonlinearity to damaging the specimen and success-
fully tracking nonlinearity as a function of damage state is shown in Figure 1.1. Based
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Figure 1.1: Cumulative second harmonic generation and tracking of nonlinearity
parameter with fatigue life for Rayleigh waves [13].
on the displayed results, lifetime prediction by tracking the nonlinearity parameter of
a specimen is possible, even before the initiation of the ﬁrst macroscopic crack. The
wave types successfully used so far are longitudinal waves [19] and Rayleigh surface
waves [13].
The fundamental idea of this work is to perform similar nonlinear ultrasonic mea-
surements with Lamb waves. As guided wave, this wavetype appears promising for
2the interrogation of plate–like structures in possible ﬁeld applications. However, ap-
plication of Lamb waves to nonlinear ultrasonic measurements is signiﬁcantly more
diﬃcult compared to the wave types previously mentioned. The reasons for this
higher degree of diﬃculty lie in two facts: Lamb waves are dispersive, which means
that phase and group velocity are functions of frequency, and Lamb waves are a
multi–modal wavetype, having several modes propagating simultaneously. Because
of that, cumulative higher harmonic generation in Lamb waves is only possible under
certain, very restrictive conditions. The work of Deng derives and explains these
conditions in detail [6, 7, 8] and also shows some experimental validation of the the-
oretical work [9]. Due to these complications, the goal of this research is limited
to verifying the inherent material nonlinearity of two diﬀerent aluminum alloys, alu-
minum 6061–T6 and aluminum 1100–H14, whose absolute nonlinearity parameters
are known from longitudinal wave measurements [31]. The combination of contact
wedge generation and non–contact laser interferometric detection is used as an exper-
imental setup for the Lamb wave measurements. With this, the dependence of higher
harmonic generation on wave propagation distance in the specimen is investigated.
It is attempted to comply experimentally with the analytical relationship between
the amount of nonlinearity and the propagation distance. A simultaneous tracking of
damage and nonlinearity is postponed to future work.
In Chapter 2, an overview of the fundamental theory of linear wave propagation in
elastic solids is given. Furthermore, in the theory of nonlinear wave propagation, the
nonlinearity parameter β is derived for longitudinal waves and subsequently corre-
lated to higher harmonic generation in Lamb waves. Chapter 3 presents the detailed
derivation of the conditions for the excitation of cumulative second harmonics in
Lamb waves according to [6]. Subsequently, in Chapter 4 the experimental setup for
the Lamb wave measurements is shown. Contact wedge generation and non–contact
laser interferometric detection are explained as well as the overall setup including the
3specimens used. Since careful signal processing has to be applied in order to identify
the desired harmonic amplitudes from the measured signals, Chapter 5 is dedicated
to the two methods that are applied for signal processing, namely short–time Fourier
transformation and adaptive chirplet algorithm. Their fundamental theory can be
found in Appendix A. In Chapter 6, the results from the measurements after signal
processing are presented. The results comprise checks for plate spreading and in-
strumentation nonlinearity, and the developing of the nonlinearity parameter of both
aluminum alloys as a function of propagation distance is shown. Moreover, a com-
parison is made between the two alloys aluminum 6061–T6 and aluminum 1100–H14.
Finally, the results are summarized and discussed in Chapter 7. An outlook on open
questions and future work is given as well.
4CHAPTER II
FUNDAMENTAL THEORY
To conduct this research, a thorough understanding of the theoretical fundamentals
is indispensable. Thus, an introduction to linear and nonlinear wave propagation is
given in this chapter.
2.1 Linear wave propagation
The theory of linear wave propagation is well–known and –documented, good sources
are for instance Achenbach [1] and Graﬀ [11]. The following sections will brieﬂy
describe the fundamental aspects of linear wave propagation. Additionally, wave
phenomena like reﬂections are discussed. Finally, the key wave type for this research,
i.e. Lamb waves, will be explained.
2.1.1 Equations of motion
To derive the equations of motion, consider a volume V at time t bounded by the
surface S (see Figure 2.1). As a result of the momentum principle, the time rate of
dV
S
V
ρbdV
tdS
dS
Figure 2.1: Momentum balance.
change of the total momentum of the collection of particles equals the vector sum of
5the external forces.
For the total momentum of the given mass, the momentum change is given as
d
dt
 
ρvidV , with d
dt being the material derivative of the integral. The momentum
balance is then described as
 
S
tidS +
 
V
ρbidV =
d
dt
 
V
ρvidV, (2.1)
where ti are the surface tractions, bi are the body forces and v is the velocity. Next,
substitution of the Cauchy formula
ti = σijnj (2.2)
in the momentum balance (2.1) and transformation of the surface integral using the
divergence theorem leads to
 
V
[σij,j + ρbi − ρ˙ vi]dV = 0. (2.3)
In order to transfer the material derivative inside the integral, the Reynolds formula
is employed. Equation (2.3) holds for any arbitrary volume, hence it is possible to
state
σij,j + ρbi = ρ˙ vi . (2.4)
These are Cauchy’s equations of motion. Note, that the stress tensor σij is symmetric.
The equations of motion can also be expressed solely in terms of the displacements
ui. Hooke’s law for a homogeneous, isotropic and linear elastic medium needs to be
assumed for the volume V :
σij = λǫkkδij + 2 ǫij, (2.5)
with ǫij being the strain tensor related to the displacements ui by
ǫij =
1
2
(ui,j + uj,i) . (2.6)
6From that, Navier’s equation of motion can be obtained as
 ui,jj + (λ +  )uj,ji = ρ¨ ui (2.7)
 ∇
2u + (λ +  )∇∇   u = ρ¨ u, (2.8)
where λ and   are the Lam´ e constants. In this derivation, the body forces are
neglected.
The coupled partial diﬀerential equation (2.8) can be uncoupled with the Helmholtz
decomposition
u = ∇ϕ + ∇ × ψ. (2.9)
Equation (2.9) represents the three components of the displacement u in terms of
the four potential functions ϕ,ψ1,ψ2 and ψ3. An additional constraint is required in
order to guarantee the uniqueness of the solution:
∇   ψ = 0. (2.10)
By substituting the Helmholtz decomposition (2.9) into the displacement equations
of motion (2.8), two uncoupled wave equations expressed in terms of the displacement
potentials ϕ and ψ are obtained:
∇
2ϕ =
1
c2
L
¨ ϕ, (2.11)
∇
2ψ =
1
c2
T
¨ ψ. (2.12)
The wave speed of the longitudinal wave (also called dilatational, irrotational, pressure
or P–wave) is denoted by cL, while the wave speed of the vertically and horizontally
polarized shear waves (also called transverse, rotational, distortional or S–waves) is
represented by cT. In terms of the material properties, the wave speeds are deﬁned
as
c
2
L =
λ + 2 
ρ
(2.13)
7and
c
2
T =
 
ρ
. (2.14)
Equations (2.11)–(2.12) represent the general form of the wave equation and will still
hold if the potentials are replaced by the displacements or the strains.
From comparison of the numerators in equations (2.13)–(2.14) it follows immediately
that cL > cT. Finally, the Lam´ e constants λ and   are related to the material’s
Young’s modulus E and Poisson’s ratio ν by
λ =
Eν
(1 + ν)(1 − 2ν)
, (2.15)
  =
E
2(1 + ν)
. (2.16)
2.1.2 Wave phenomena
The basis of all wave phenomena discussed in this section is the plane wave assump-
tion. That means that a wave with constant properties (ǫ, σ, u) is assumed on a
plane perpendicular to its direction of propagation p (propagating vector). A plane
wave is represented mathematically as
u = df(x   p − ct) , (2.17)
with d being the unit vector that deﬁnes the direction of particle motion (displacement
vector), and c being either the longitudinal wave speed cL or the transverse wave speed
cT. Substitution of (2.17) into Navier’s equation of motion (2.8) yields
(  − ρc
2)d + (λ +  )(p   d)p = 0 . (2.18)
Because p and d are two diﬀerent unit vectors, two solutions to (2.18) are possible.
These solutions are either d = ±p or p d = 0 and form the basis of wave propagation.
Two cases can be distinguished according to the two solutions:
8(1) The solution d = ±p immediately leads to p   d = ±1. Evaluation of (2.18)
yields c = cL as deﬁned in (2.13). Since d and p are linearly dependent, this rep-
resents a particle movement in the direction of propagation, which corresponds
physically to a longitudinal or P–wave.
(2) The solution p   d = 0 leads with (2.14) and (2.18) to c = cT. Hence, the direc-
tion of motion is normal to the direction of propagation, and the wave is called
a transverse or S–wave. If a two–dimensional plane of propagation is consid-
ered (for example, the (x1,x2)-plane), a wave with an in–plane displacement (in
the (x1,x2)-plane) is called SV–wave (vertically polarized), while a wave with
out–of–plane displacement (in the x3–direction) is called SH–wave (horizontally
polarized).
In a homogeneous, isotropic material, transverse and longitudinal wave speeds are
independent of frequency, therefore they are nondispersive.
In an inﬁnite medium, the wave types derived so far propagate independently. How-
ever, as soon as a ﬁnite medium in the direction of propagation is considered, re-
ﬂections and coupling will occur due to the presence of boundaries. If an incident
P–wave is reﬂected at a stress free boundary (σ22 = 0 and σ21 = 0), it will normally
cause both a reﬂected P–and SV–wave. Similarly, if an incident SV–wave is reﬂected
at a stress free boundary, it will generally cause both reﬂected SV–and P–waves. This
eﬀect is known as mode conversion. In Figure 2.2, the reﬂections of an incident P–and
SV–wave are illustrated.
The displacement ﬁeld of a harmonic wave in the (x1,x2)–plane (propagating in
inﬁnite media, plane–strain case) can be expressed as
u
(n) = And
(n) exp
 
ıkn(x1p
(n)
1 + x2p
(n)
2 − cnt)
 
, (2.19)
where n denotes the wave characteristics (longitudinal or transverse) and kn = ω
cn is
called the wavenumber of the nth wave with the respective wave speeds cn. These
9P P
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(b)
Figure 2.2: Wave reﬂections. (a) Reﬂection of a P–wave. (b) Reﬂection of an SV–
wave.
deﬁnitions, the fact that the angular frequency ω is equal for the incident and the
reﬂected waves, and the interface boundary conditions make it possible to determine
the relationship between the angle of the incident and the angles of the reﬂected
waves. These relationships are summarized in Table 2.1. In order to obtain non–
Table 2.1: Angle relations for reﬂection on a stress–free surface.
incident θ0 reﬂected P θ1 reﬂected SV θ2
P θ1 = θ0 sinθ2 = (cT/cL)sinθ0
SV sinθ1 = (cL/cT)sinθ0 θ2 = θ0
trivial amplitudes An, the angles of incident and reﬂected waves θ0, θ1 and θ2 (see
Figure 2.2) have to satisfy Snell’s law:
k0 sinθ0 = k1 sinθ1 = k2 sinθ2 . (2.20)
Two exceptions exist for mode conversion: ﬁrstly, at normal incidence with θ0 = 0
the incident waves are reﬂected as themselves. Secondly, if the angle θ0 is greater
than a critical angle
θcritical = arcsin
cT
cL
, (2.21)
10only an SV–wave is reﬂected. In this case, the P–wave portion of the reﬂected signal
degenerates into a Rayleigh surface wave, a speciﬁc type of two–dimensional harmonic
wave.
2.1.3 Lamb waves
Lamb waves belong to the class of guided waves, which travel in a body (the wave-
guide) with at least one, but usually two boundaries. As illustrated in Figure 2.1.3,
waves are reﬂected at two surfaces, causing them to propagate back and forth between
the surfaces and producing multiple reﬂections at each of them. Due to the mode
conversion at these boundaries, multiple propagating waves are generated, causing
an interference pattern in the waveguide. The result of this eﬀect is that propagating
waves are guided in a certain direction.
x1
x2
2h P P SV SV
Figure 2.3: Multiple reﬂections in a waveguide.
In order to model the phenomenon of guided waves, the following complex potentials
are assumed:
ϕ = Φ(x2)e
ı(kx1−ωt), ψ = Ψ(x2)e
ı(kx1−ωt). (2.22)
The additional assumption of the x1–direction as propagation direction and plane
strain stress free boundaries at x2 = ±h leads to the Rayleigh–Lamb frequency equa-
tions as they can be found in Achenbach [1]:
tan(qh)
tan(ph)
= −
4k2pq
(q2 − k2)2 (2.23)
11and
tan(qh)
tan(ph)
= −
(q2 − k2)2
4k2pq
, (2.24)
with
p
2 =
ω2
c2
L
− k
2, q
2 =
ω2
c2
T
− k
2. (2.25)
Equation (2.23) represents the symmetric Lamb modes and equation (2.24) represents
the antisymmetric Lamb modes, while the thickness of the waveguide accounts for
2h. The terms symmetric and antisymmetric are used with respect to the direction of
propagation p, in this case the x1–direction, and describe the amplitude distribution
over the plate thickness. Every Lamb mode propagates with a frequency ω and a
phase velocity cph =
ω
k. Since the mode velocities change with frequency, the nature
of Lamb waves is called dispersive. Solutions for the Rayleigh–Lamb equations can
only be found numerically and are depicted in Figure 2.4. The displayed solutions
have been computed with the software Disperse1. Further information about the
program can be found in [27]. The symmetric modes obtained from equation (2.23)
are labeled si,i = 0...4, the antisymmetric modes obtained from equation (2.24) are
labeled ai,i = 0...4. To obtain these solutions, ﬁrst of all a numerical solution in the
(ω,k) domain (and with f = ω
2π in the (f,k) domain, respectively) is determined, and
subsequently f is diﬀerentiated partially with respect to the wave number k for all
modes. This derivative is again taken numerically and is referred to as group velocity
cg(f):
cg(f) = 2π
∂f
∂k
. (2.26)
The group velocity describes the velocity of the energy propagating with the wave and
does therefore have a physical meaning. In contrast to that, the phase velocity cph = ω
k
1http://www.imperial.ac.uk/ndt/public/productservice/disperse.htm
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Figure 2.4: Theoretical solution in the phase velocity – frequency domain (dispersion
curves).
refers to the velocity of points with constant phase. Note, that for nondispersive , i.e.
inﬁnitely linearly elastic media, group and phase velocity are equal.
From Equation (2.26), the energy slowness sle(f) is deﬁned as
sle(f) =
1
cg(f)
. (2.27)
In order to obtain a theoretical solution in the time–frequency domain, the relation-
ship
t(f) =
sle(f)
d
(2.28)
represents the expected arrival time for a speciﬁc mode at frequency f with a propa-
gation distance of d between sender and receiver.
Existing Matlab code is modiﬁed to perform a normal mode expansion and calcu-
late theoretical Lamb waves for a plate that is 1mm thick and considered inﬁnite.
The waveform of the theoretical Lamb waves is obtained by superposition of the
13ﬁrst six symmetric and anti–symmetric modes with a modeled sampling frequency
of 100MHz. Further information about how to implement dispersion curves, expand
the normal modes and obtain formulae for the theoretical Lamb wave is given by
Pao [30]. Figure 2.5 depicts the results for the theoretical Lamb wave.
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Figure 2.5: Theoretical solution for the Lamb wave.
2.2 Nonlinear wave propagation
The aim of this section is to give an introduction to one–dimensional nonlinear wave
propagation. This is, together with Chapter 3, the theoretical foundation for the ex-
perimental part of this thesis. Figure 2.6 schematically shows the diﬀerence between
linear and nonlinear wave propagation in a solid. While for the linear case the pro-
pagating wave travels at only one frequency, the fundamental excitation frequency,
in the nonlinear case the material nonlinearities create additional frequencies (the
higher harmonics) that are integer multiples of the fundamental frequency. Phys-
ically, material nonlinearities are either material inherent (natural), or damage in-
duced. Material inherent nonlinearities are e.g. lattice anharmonicities, precipitates
or vacancies, whereas damage induced nonlinearities are for instance dislocations or
14Linear medium Nonlinear medium
U1 sin(ω0t) A1 sin(ω0t) U1 sin(ω0t)
A1 sin(ω0t)
A2 sin(2ω0t)
An sin(nω0t)
Figure 2.6: Linear and nonlinear wave propagation in a solid.
even microcracks. In terms of the higher harmonics, the observation of the second
harmonic, which possesses exactly twice the frequency of the fundamental wave, will
be the focal point in the course of this thesis.
An absolute nonlinearity parameter β is introduced in the following. It is a quantity
that represents the degree of nonlinearity in a material and is an absolute material
related value for undamaged materials. As soon as damage due to plastic deformation
occurs, an increase of β beyond its material inherent value is observable [12]. For the
experimental determination of the absolute parameter β, an expression in terms of
the amplitudes of the fundamental and second harmonic frequency is derived. How-
ever, it is important to note that this expression holds exclusively for longitudinal
wave measurements and only serves as a justiﬁcation for the introduction of a rela-
tive nonlinearity parameter β′ for Lamb waves at the end of the section.
As stated in [14], a wave propagating at a certain fundamental frequency will be
distorted in the supporting nonlinear medium. This distortion, particularly caused
by lattice anharmonicity and dislocation structures, leads to the generation of higher
harmonic frequencies. The generation and growth of the amplitude of the second
harmonic frequency contribute to the nonlinearity parameter β, which is derived in
15detail in [3]. In the following, the important steps of this derivation will be summa-
rized.
In a solid medium, the longitudinal stress perturbation ¯ σ, caused for instance by a
propagating ultrasonic wave, leads to a longitudinal strain
ǫ = ǫe + ǫpl , (2.29)
with ǫe being the elastic strain component and ǫpl being the plastic strain component
associated with the motion of dislocations in the dipole conﬁguration. Stress pertur-
bation ¯ σ and elastic strain component ǫe are related by the nonlinear Hooke’s law
using the quadratic nonlinear approach
¯ σ = A
e
2ǫe +
1
2
A
e
3ǫ
2
e + higher order terms (h.o.t.) (2.30)
or
ǫe =
1
Ae
2
¯ σ −
1
2
Ae
3
(Ae
2)3¯ σ
2 + h.o.t. . (2.31)
The coeﬃcients Ae
2 and Ae
3 are the Huang coeﬃcients [15] and are also referred to as
the initial stress conﬁguration.
The relationship between the stress perturbation ¯ σ and the plastic strain component
ǫpl can be found by considering the dipolar forces [3]. The force per unit length along
the glide plane (also referred to as shear force per unit length) for edge dislocation
pairs with opposite polarity is given by
¯ Fx1 = −
Gb2
2π(1 − ν)
x1(x2
1 − x2
2)
(x2
1 + x2
2)2 , (2.32)
where G is the shear modulus, b is the Burgers vector, ν is Poisson’s ratio and x1 and
x2 are the Cartesian coordinates of one dislocation pair relative to the other. It is
assumed that motion in dipole pairs occurs only along parallel slip planes separated by
the so–called equilibrium dipole height x2 = h. A shear force of bR¯ σ per unit length
16is obtained by resolving the stress perturbation ¯ σ along the slip planes, leading to an
equilibrium condition of
¯ Fx1 + bR¯ σ = 0. (2.33)
R is the longitudinal–to–shear conversion factor, which is also referred to as Schmid
factor.
Furthermore, the relationship between the plastic strain component ǫpl and the rela-
tive dislocation displacement ¯ ζ = x − h can be expressed as
ǫpl = ΩΛ
dpbξ. (2.34)
In that equation, Ω denotes the conversion factor from the dislocation displacement
in the slip plane to a longitudinal displacement along an arbitrary direction, while
Λdp represents the dipole density. Expanding equation (2.32) in a power series and
using the relationships (2.33)–(2.34) with ¯ ζ = x − h leads to
¯ σ = A
dp
2 ǫpl +
1
2
A
dp
3 ǫ
2
pl + h.o.t. , (2.35)
where
A
dp
2 = −
 
G
4πΩRΛdph2(1 − ν)
 
,
A
dp
3 =
 
G
4πΩ2R(Λdp)
2h3(1 − ν)b
 
.
(2.36)
Solving for ǫpl yields the inverse relationship
ǫpl =
1
A
dp
2
¯ σ −
1
2
A
dp
3
(A
dp
2 )3¯ σ
2 + h.o.t. . (2.37)
Finally, insertion of equations (2.31) and (2.37) into equation (2.29) leads to
ǫ =
 
1
Ae
2
+
1
A
dp
2
 
¯ σ −
1
2
 
Ae
3
(Ae
2)3 +
A
dp
3
(A
dp
2 )3
 
¯ σ
2 + h.o.t. , (2.38)
with the inverse relation
¯ σ = A
e
2
 
ǫ −
1
2
 
Ae
3
Ae
2
+
A
dp
3 (Ae
2)2
(A
dp
2 )3
 
ǫ
2 + h.o.t.
 
. (2.39)
17With these results, the one–dimensional wave equation with respect to the Lagrangian
coordinate X and under neglect of body forces becomes
ρ
∂2ǫ
∂t2 =
∂2¯ σ
∂X2 . (2.40)
Eliminating ¯ σ by inserting (2.39) into (2.40) results in the strain–based nonlinear
wave equation
∂2ǫ
∂t2 − c
2 ∂2ǫ
∂X2 =
c2β
Ae
2
 
ǫ
∂2ǫ
∂X2 +
 
∂ǫ
∂X
 2 
, (2.41)
where
c =
 
Ae
2
ρ
,
β = βe + βdp,
βe = −
Ae
3
Ae
2
,
βdp =
16πΩR2Λdph3(1 − ν)2(Ae
2)2
G2b
.
(2.42)
Oftentimes, the Huang coeﬃcients are expressed in terms of the higher elastic con-
stants. This leads to Ae
1 = C1 with C1 equal to the initial stress, as well as Ae
2 =
C1+C11 and Ae
3 = 3C11+C111. Under the assumption of zero initial stress, i.e. C1 = 0,
the portion of β describing the nonlinearity contribution from lattice elasticity can
be expressed in terms of the higher order elastic constants as
βe = −
 
3 +
C111
C11
 
. (2.43)
In order to obtain an expression for the experimental determination of the nonlin-
earity parameter β, ﬁrst of all the wave equation (2.40) is stated in terms of the
displacement u:
ρ
∂2u
∂t2 =
∂2¯ σ
∂X2. (2.44)
Substituting (2.39) for ¯ σ in equation (2.44) yields the displacement based nonlinear
wave equation
∂2u
∂t2 = c
2
 
1 − β
∂u
∂X
 
∂2u
∂X2 . (2.45)
18As an input wave, a displacement wave of the form u0 cos(kX − ωt) is assumed. A
solution of (2.45) is determined to be
u =
1
8
βk
2u
2
0X + u0 cos(kX − ωt) −
1
8
βk
2u
2
0X cos[2(kX − ωt] + h.o.t. . (2.46)
Neglect of the higher order terms leaves the fundamental and the second harmonic
frequency in the output wave signal. Assigning the amplitudes A1 = u0 and A2 =
1
8βk2u2
0X for the fundamental and second harmonic, respectively, the nonlinear pa-
rameter β can be expressed by means of these amplitudes as
β =
8
k2X
 
A2
A2
1
 
. (2.47)
Making use of the deﬁnition of the wavenumber k = ω
c leads to an alternative form
of equation (2.47):
β = 8
c2
ω2X
 
A2
A2
1
 
. (2.48)
As mentioned before, these expressions for the calculation of the absolute nonlinear-
ity parameter β are valid only for longitudinal waves and fundamental and second
harmonic amplitudes that are measured in longitudinal waves.
Currently there exists no similar expression for the determination of an absolute β
from Lamb wave measurements. Therefore, a relative nonlinearity parameter β′ is
introduced:
β
′ =
A2
A2
1
∝ β. (2.49)
It provides means of quantifying the degree of nonlinearity in materials examined
with Lamb waves. Since β′ is a relative parameter only accounting for the amplitudes
A1 and A2, it is not possible to base a statement for an absolute β on it. Thus, β′ is
a weaker formulation to quantify the degree of nonlinearity in a material. Also note
that in this research, the amplitudes A1 and A2 are surface normal velocities.
19CHAPTER III
EXCITATION OF CUMULATIVE SECOND
HARMONICS IN LAMB WAVES
The ultimate goal of this work is to generate and measure second harmonics in a
Lamb wave propagating in a solid plate. These second harmonics are desired to be
cumulative with propagation distance, thus being a relative measurement for the ma-
terial nonlinearity. In order to create cumulative second harmonic Lamb waves in a
solid plate, certain conditions need to be met. Deng et al. derived these conditions
theoretically [6, 7, 8] and validated the results experimentally [9]. Since the excitation
conditions for cumulative second harmonics are crucial for the success of the experi-
mental part of this thesis, they are described here.
3.1 Symmetry condition for the cumulative
second harmonic ﬁeld
The Lamb mode propagation in a solid plate consists of four partial bulk waves, i.e.
two longitudinal waves and two transverse waves. Second harmonic generation occurs
due to the dilatational nonlinearity of the plate material and the nonlinear interaction
among the four partial bulk waves. Given a homogeneous solid without attenuation
and dispersion, the nonlinear wave equation in terms of the displacement vector u is
formulated as
ρ
∂2u
∂t2 −
 
λ +
4 
3
 
∇(∇   u) +  ∇ × (∇ × u) = F(u), (3.1)
20with ρ being the solid’s density, and λ and   being the Lam´ e constants. Note that
the right hand side of (3.1) is nonlinear, with F(u) being a quadratic function of the
displacement vector. Due to the quadratic right hand side of (3.1), the displacement
vector of the elastic wave can be expanded in terms of the fundamental and the second
harmonic frequency, which leads to
u = u
(1) + u
(2). (3.2)
Substituting this expansion into (3.1) leads to two linear equations:
ρ
∂2u(1)
∂t2 −
 
λ +
4 
3
 
∇(∇   u
(1)) +  ∇ × (∇ × u
(1)) = 0, (3.3)
ρ
∂2u(2)
∂t2 −
 
λ +
4 
3
 
∇(∇   u
(2)) +  ∇ × (∇ × u
(2)) = F(u
(1)). (3.4)
The right hand side F(u(1)) is obtained from F(u) by substituting u(1) for u. A
Cartesian coordinate system is chosen in a way that the x3–axis points along the
plate boundaries, while the x2–axis is perpendicular to the plate boundaries. Thus,
the displacement vectors of the four partial bulk waves lie in the (x1,x2)–plane. The
formal solutions for the four partial bulk waves with the frequency f and the corre-
sponding angular frequency ω can be found directly from (3.3) by considering Snell’s
law:
uT1 = uT1(ˆ x1 × K
0
T1)exp[ıKT1   r1 − ıωt],
uL1 = uL1K
0
L1 exp[ıKL1   r1 − ıωt],
uT2 = uT2(K
0
T2 × ˆ x1)exp[ıKT2   r2 − ıωt],
uL2 = uL2K
0
L2 exp[ıKL2   r2 − ıωt],
(3.5)
with
KPm   rm = kx3 + (−1)
m−1αPkx2, m = 1,2,
KP =
ω
VP
= |KP1| = |KP2|, k = KP sinθP,
αPk = KP cosθP,
αP =
  
c2
ph
c2
P
 
− 1, P = L,T.
(3.6)
21The indices L and T denote the longitudinal and transverse wave, respectively. The
wave vectors for the partial bulk waves are KLm and KTm (m = 1,2), and the angles
θT and θL represent the angles between the x2–axis and the vectors KLm and KTm.
Moreover, ˆ x1 denotes the unit vector of the x1–axis, k is the x3–axis component
of KLm and KTm, and uLm and uTm (m = 1,2) are the amplitudes of the partial
longitudinal and transverse waves. Finally, KP represents the magnitude of KPm, cP
(P = L,T) denotes the longitudinal or transverse velocity, and cph refers to the phase
velocity of the Lamb mode propagation.
Assuming a plate thickness of 2h, the boundary conditions of stress free plate surfaces
can be stated as Tx2x2(±h) = Tx2x3(±h) = 0. From that, the four wave amplitudes
uLm and uTm (m = 1,2) can be derived from
ık[M(ω,k)]




 



uL1
uT1
uL2
uT2




 



= 0 (3.7)
with the coeﬃcient matrix
[M(ω,k)] =



 




2µcosθLRL+ (α2
T − 1)µsinθTRT+ −2µcosθLRL− −(α2
T − 1)µsinθTRT−
2µcosθLRL− (α2
T − 1)µsinθTRT− −2µcosθLRL+ −(α2
T − 1)µsinθTRT+
M31RL+ M32RT+ M31RL− M32RT−
M31RL− M32RT− M31RL+ M32RT+



 




.
The abbreviations used in the coeﬃcient matrix are RL± = exp(±ıαLkh), RT± =
exp(±ıαTkh), M31 = (C11α2
L + C12)sinθL and M32 = (C12 − C11)cosθT with C11 =
λ +
4 
3 and C12 = λ −
2 
3 . In order to obtain a nontrivial solution for the wave
amplitudes, the determinant of the coeﬃcient matrix [M(ω,k)] in (3.7) must be equal
22to zero. This again leads to the two dispersion equations of Lamb mode propagation:
tan(αTkh)
tan(αLkh)
= −
4αTαL
 
2 −
c2
ph
c2
T
 2 , (3.8)
tan(αTkh)
tan(αLkh)
= −
 
2 −
c2
ph
c2
T
 2
4αTαL
, (3.9)
where kh represents the normalized thickness of the plate. By substituting (3.8)
into (3.7), the symmetric Lamb mode propagation condition
uP1 = uP2, P = L,T (3.10)
is obtained, while by substituting (3.9) into (3.7) its antisymmetric equivalent
uP1 = −uP2, P = L,T (3.11)
can be found.
As a solution to (3.1), the displacement ﬁeld u(1) can be expanded as a superposition
of the four partial bulk waves:
u
(1) = uT1 + uL1 + uT2 + uL2. (3.12)
Inserting this expansion into the right hand side of (3.4) leads to a formulation for
F(u
(1)). This expression contains the nonlinear interaction of the four partial bulk
waves, including self and cross interaction between two diﬀerent partial bulk waves.
Moreover, F(u
(1)) contains driving force components of the longitudinal and trans-
verse waves. The driving force components generate their corresponding driven sec-
ond harmonics u
(DT)
Tm−Ln (m,n = 1,2), u
(DL)
Lm−Lm (m,n = 1,2), u
(DL)
Tm−Tm (m,n = 1,2),
u
(DL)
Tm−Ln (m,n = 1,2) and u
(DL)
P1−P2 (P = L,T). The superscripts DL and DT de-
note the driven longitudinal and transverse components of these second harmonics,
respectively. Due to the assumption that there is no dispersion in the plate mate-
rial, a cumulative eﬀect occurs for the driven second harmonic u
(DL)
Lm−Lm (m = 1,2).
23According to [29, 32], its solution is given as
u
(DL)
Lm−Lm = u
(DL)
Lm−Lm
 
sinθL
x3
h
+ (−1)
m−1 cosθL
x2
h
 
×K
0
Lm exp[ı2KLm   rm] (3.13)
with
u
(DL)
Lm−Lm =
ıF
(DL)
Lm−Lm
4KL(λ +
4 
3 )
h
=
4  + 3λ + 2A + 6B + 2C
4(λ +
4 
3 )
×
 
KL
k
 2
(kh)
2
 
u2
Lm
h
 
. (3.14)
Here, F
(DL)
Lm−Lm denotes the longitudinal driving force component, whereas A, B and C
are the third order elastic constants of the plate material. It is obvious that u
(DL)
Lm−Lm is
a function of the longitudinal coordinate x3 and the transverse coordinate x2. Thus,
an increase of the second harmonic displacement amplitude with increasing propaga-
tion distance is present. u
(DL)
Lm−Lm is also referred to as the driven cumulative second
harmonic as opposed to the driven plane second harmonic, which does not possess a
cumulative eﬀect.
The boundary condition of stress free plate surfaces has to hold for the second har-
monic as well. In general, it cannot be fulﬁlled solely by consideration of the driven
second harmonic, which is only a particular solution to (3.4). In order to obtain a gen-
eral solution, the homogeneous problem for (3.4) needs to be solved, i.e. F(u
(1)) = 0.
The general solution is also referred to as the freely propagating second harmonic,
since it has no driving force. It is given as [5, 32]:
u
(F)
Lm = u
(FC)
Lm + u
(FP)
Lm
=
  
cosθL
x3
h
+ (−1)
m sinθL
x2
h
 
u
(FC)
Lm + u
(FP)
Lm
 
×K
0
Lm exp[ı2KLm   rm] (3.15)
24and
u
(F)
Tm = u
(FC)
Tm + u
(FP)
Tm
=
  
cosθT
x3
h
+ (−1)
m sinθT
x2
h
 
u
(FC)
Tm + u
(FP)
Tm
 
×(−1)
m−1(ˆ x1 × K
0
Tm)exp[ı2KTm   rm], (3.16)
with m = 1,2 and u
(F)
Lm and u
(F)
Tm being the freely propagating longitudinal and trans-
verse second harmonics. u
(FC)
Pm (P = L,T) represents the cumulative and u
(FP)
Pm (P =
L,T) the plane second harmonic, respectively.
With the presence of the particular (3.13) and the general (3.16) solution to (3.4) it is
now possible to formulate the ultimate second harmonic of Lamb mode propagation:
u
(2) =
2  
m=1
 
u
(DL)
Lm−Lm + u
(DL)
Tm−Tm +
2  
n=1
(u
(DL)
Tm−Ln + u
(DT)
Tm−Ln)
+u
(F)
Tm + u
(F)
Lm
 
+ u
(DL)
T1−T2 + u
(DL)
L1−L2 . (3.17)
Reducing that expression to its cumulative contributions leads to the ultimate cumu-
lative second harmonic of Lamb mode propagation:
u
(2C) =
2  
m=1
 
u
(DL)
Lm−Lm + u
(FC)
Tm + u
(FC)
Lm
 
. (3.18)
The second harmonic stress caused in the solid includes u(2) because of the linear
Hooke’s law and u(1) because of the nonlinear Hooke’s law. From the second harmonic
boundary condition it follows that
ı2k[M(2ω,2k)]




 



u
(FC)
L1 cosθL + u
(DL)
L1−L1 sinθL
u
(FC)
T1 cosθT
u
(FC)
L2 cosθL + u
(DL)
L2−L2 sinθL
u
(FC)
T2 cosθT




 



 x3
h
 
+ı2k[M(2ω,2k)]


 





u
(FP)
L1
u
(FP)
T1
u
(FP)
L2
u
(FP)
T2


 





= −


 





T
(2)
x2x3(+h)
T
(2)
x2x3(−h)
T
(2)
x2x2(+h)
T
(2)
x2x2(−h)


 





(3.19)
25has to hold. The coeﬃcient matrix [M(2ω,2k)] is directly obtained from the coef-
ﬁcient matrix [M(ω,k)] by using of 2kh instead of kh. Note, that the second term
on the left hand side of (3.19) contains the contributions of the driven plane second
harmonic, the ultimate cumulative second harmonic and the four partial bulk waves.
In order to satisfy (3.19) at both boundaries, two conditions arise:
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and
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The dispersive equations of the Lamb mode propagation (3.8)–(3.9) are derived from
the condition |M(ω,k)| = 0. Generally, |M(2ω,2k)| = 0 cannot be derived from this
condition. Hence, |M(2ω,2k)|  = 0 leads to a trivial solution for (3.20) and a nontrivial
solution for (3.21). If that is the case, only the freely propagating plane second
harmonics have a nonzero solution, resulting in a non–cumulative second harmonic
for the Lamb wave propagation. It follows directly that only under the condition
|M(2ω,2k)| = 0 cumulative second harmonic generation is possible. This in fact
leads to a nontrivial solution for (3.20), and from the driven second harmonic (3.13)
it can be derived that u
(DL)
L1−L1 = u
(DL)
L2−L2 holds for uP1 = uP2 and for uP1 = −uP2 (P =
L,T). That means that the driven cumulative second harmonic of the Lamb mode
propagation is symmetric. From the assumption, |M(2ω,2k)| = 0, formal conditions
26can be derived:
u
(FC)
L1 cosθL + u
(DL)
L1−L1 sinθL = u
(FC)
L2 cosθL + u
(DL)
L2−L2 sinθL,
u
(FC)
T1 cosθT = −u
(FC)
T2 cosθT, (3.22)
u
(FC)
L1 cosθL + u
(DL)
L1−L1 sinθL = −u
(FC)
L2 cosθL − u
(DL)
L2−L2 sinθL,
u
(FC)
T1 cosθT = u
(FC)
T2 cosθT. (3.23)
These equations show that the ultimate cumulative second harmonic can be sym-
metric or antisymmetric, which means that the driven and freely propagating sec-
ond harmonics must have the same symmetry characteristics. From the condition
u
(DL)
L1−L1 = u
(DL)
L2−L2 it follows directly that the freely propagating second harmonic is
symmetric, hence proving that the ultimate cumulative second harmonic u(2) is sym-
metric. The importance of this result will become more obvious in the course of this
work, when feasible excitation setpoints for cumulative second harmonic generation
need to be found.
3.2 Existence condition for the cumulative
second harmonic ﬁeld
The symmetry condition as an existence condition for the cumulative second har-
monic ﬁeld can be transformed into a more illustrative expression. As seen before,
|M(ω,k)| = 0 does not generally lead to |M(2ω,2k)| = 0. However, the previ-
ously derived cumulative second harmonic existence condition requires |M(ω,k)| =
|M(2ω,2k)| = 0 at the same time. Because of the symmetry of the ultimate cumula-
tive second harmonic u(2C), the symmetric dispersion equation (3.8) is used in terms
of the second harmonic:
tan(αT2kh)
tan(αL2kh)
= −
4αTαL
 
2 −
c2
ph
c2
T
 2 . (3.24)
27Combining the symmetric dispersion equation for the second harmonic with (3.8)
and (3.9) leads to the condition
tan(αTkh) = tan(αLkh), (3.25)
which can be further reduced to
αTkh = αLkh + nπ n∈N. (3.26)
Inserting the identities from (3.6) ﬁnally leads to
kh =
nπ
   
c2
ph
c2
T
 2
− 1 −
  
c2
ph
c2
L
 2
− 1
 , cph  = cL,cT. (3.27)
Thus, fulﬁllment of the existence condition |M(ω,k)| = |M(2ω,2k)| = 0 can be at-
tained by the combination of (3.8) with (3.27) or of (3.9) with (3.27). In [6], numerical
analysis illustrates the meaning of this condition: the phase velocities of the exciting
mode at the fundamental frequency and the excited mode at the second harmonic
frequency have to be equal.
Recapitulatory, the following conditions hold for cumulative second harmonic gene-
ration in Lamb waves:
• The cumulative second harmonic ﬁeld consists of symmetric Lamb modes ex-
clusively. Thus, the excited mode at the second harmonic frequency has to be
symmetric.
• The phase velocities of exciting fundamental frequency mode and excited second
harmonic frequency mode are equal.
• Cumulative second harmonic generation is impossible for the s0 Lamb mode
propagation.
The existence conditions derived can now be used to determine cumulative second
harmonic excitation setpoints, at which cumulative second harmonic generation is
28possible. A cumulative second harmonic excitation setpoint is deﬁned as a pair of
points on two diﬀerent symmetric modes, that possess the same phase velocity and
fundamental and second harmonic frequency, respectively. In this work, two diﬀerent
materials are used, aluminum 6061–T6 and aluminum 1100–H14. Their material
properties are presented in Table 3.1. Note that although their densities and wave
Table 3.1: Material properties of aluminum 6061–T6 and aluminum 1100–H14.
material density ρ
longitudinal
wave speed cL
transverse
wave speed cT
nonlinearity
parameter β
aluminum 6061–T6 2.70
g
cm3 6320
m
s 3130
m
s 5.67
aluminum 1100–H14 2.71
g
cm3 6350
m
s 3100
m
s 12.0
velocities are practically equal, both materials display signiﬁcantly diﬀerent values for
their absolute nonlinearity parameters β, which have been determined experimentally
in [31]. Due to the marginal diﬀerence in the material properties that are required to
deﬁne the dispersion curves, the same dispersion curves are used for the determination
of possible cumulative second harmonic excitation setpoints for aluminum 6061–T6
and aluminum 1100–H14. Similar to the work of Deng, setpoints are identiﬁed for
the symmetric mode pairs s1 → s2 and s2 → s4, which can be seen in Figure 3.1
and Figure 3.2, respectively. The numerical values for the frequencies and phase
velocities associated with the two cumulative second harmonic excitation setpoints
are summarized in Table 3.2. These values are determined based on dispersion
curves that are calculated for a frequency normalized for a plate thickness of 1mm. If
plate thicknesses diﬀerent from 1mm are used, the fundamental and second harmonic
frequency have to be scaled accordingly.
For the experimental work, the cumulative second harmonic excitation setpoint s1 →
s2 is examined. Experimental results for cumulative second harmonic generation at
the setpoint s2 → s4 can be found in [9].
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Figure 3.1: Cumulative second harmonic excitation setpoint s1 → s2.
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Figure 3.2: Cumulative second harmonic excitation setpoint s2 → s4.
30Table 3.2: Two cumulative second harmonic excitation setpoints of aluminum 6061–
T6 and aluminum 1100–H14 for a plate thickness of 1mm.
setpoint
fundamental
frequency f1
second harmonic
frequency f2
phase velocity cph
s1 → s2 3.5685MHz 7.1370MHz 6349.0 m
s
s2 → s4 5.0832MHz 10.1664MHz 8078.9
m
s
31CHAPTER IV
EXPERIMENTAL PROCEDURE
This chapter presents all aspects of the experimental procedure. First of all, the Lamb
wave generation via the wedge method is explained. Secondly, laser interferometry as
a detection method is introduced. With the knowledge of Lamb wave generation and
detection, in the subsequent section it is then possible to describe the experimental
setup being disposed. Finally, an overview of the diﬀerent specimens used in the
experiments is given.
4.1 Generation of Lamb waves in plate specimens
Several methods are possible in order to launch a Lamb wave in a material speci-
men. Examples are generation through a pulsing laser source, electromagnetic acous-
tic transducers (EMATs), the comb transducer technique or the angle beam excita-
tion [28], which is also referred to as wedge method. The wedge method is a very
common technique and is used throughout all experiments for this work; it will be de-
scribed subsequently. Additionally, details are given about the wedge design and the
ﬁnalized wedge speciﬁcations for the cumulative second harmonic excitation setpoint
s1 → s2 examined in this research.
4.1.1 Wedge method
For this method, a plexiglass wedge is used as a wave moderator between the ul-
trasonic transducer and the specimen. The primary setup for the wedge method is
depicted in Figure 4.1. It can be seen that the ultrasonic transducer is coupled to
a wedge, which itself is coupled to the specimen. The wedge’s contact surface car-
rying the transducer is inclined by an angle φcr relative to its contact surface with
32the specimen. For proper acoustic coupling between the components, oil or glue are
usually used. The ultrasonic transducer emits a longitudinal wave into the wedge,
Transducer
φcr
Wedge
Specimen
cLw
clamb
Figure 4.1: Generation of a Lamb wave with the wedge method.
which propagates with the longitudinal wave speed cLw of the wedge material. The
longitudinal wave hits the boundary between wedge and specimen at the angle of φcr.
This angle has to satisfy the Lamb wave excitation condition that can be derived from
Snell’s law. For the interface between wedge and specimen, this condition is stated
as
sin(φ2)cLw = sin(φcr)clamb, (4.1)
where clamb is the velocity of the excited Lamb wave in the specimen and corresponds
to the chosen cumulative second harmonic excitation setpoint. Rearranging equa-
tion (4.1) and incorporating that φ2 = 90◦ has to hold in order to launch a Lamb
wave leads to the following condition for the critical angle φcr in the wedge:
φcr = arcsin
 
cLw
clamb
 
. (4.2)
By inspection it becomes clear that the longitudinal wave speed in the wedge has
to be less or equal to the Lamb wave speed in the specimen for the critical angle
condition to hold. Therefore, the wedge should always be made from a material with
a relatively low longitudinal wave velocity, for instance plexiglass or polystyrene.
33It has to be noted that in principle, only a single–directional and single–mode Lamb
wave can be excited with the wedge method. While it might be a disadvantage for
other purposes, this feature theoretically provides an advantage for this work, since all
the energy transmitted at the generation side should be concentrated in one particular
direction of propagation, leading to stronger signal amplitudes at the detection side.
However, the experimental results in Chapter 6 show that due to the involved length
scales the wedge still has to be considered as a point source. In general, if a multi–
directional, multi–modal Lamb wave source is needed, a pulsing laser source is more
appropriate.
4.1.2 Wedge design
In the work of Herrmann [12], several improvements for the wedge design are pro-
posed. Their application is attempted for Lamb wave generation as well. In order to
do so, the eﬀect of beam divergence, which is also referred to as ultrasonic diﬀraction,
has to be taken into consideration for the wedge design. Additionally, the attenua-
tion of the wedge material plays an important role, since it weakens the Lamb wave
launched in the specimen.
The eﬀect of ultrasonic diﬀraction is caused by the fact that the ultrasonic transducer
is not capable of launching a perfect plane longitudinal wave that remains within the
imaginary cylinder below the cross–sectional area of the transducer. This is a result
of diﬀraction in the wedge material. Therefore, some beams do not hit the interface
between wedge and specimen at the critical angle. As a consequence, wave generation
does not appear at the discrete desired phase velocity, but at a certain phase velocity
spectrum. All additional phase velocities miss the Lamb mode to be excited, which is
clear from the dispersion curves. Thus, in addition to the Lamb wave, bulk waves are
generated, which carry a certain fraction of the energy that was intended exclusively
for the Lamb wave.
34Additionally, the shape of the emitted beam magnitude possesses a Gaussian distri-
bution, which means that the sound pressure has its maximum along the centerline
of the transducer, the so–called acoustical axis, and decreases in radial direction.
In order to compensate for these two eﬀects, in [12] a modiﬁed wedge design is pro-
posed for cleaner generation of Rayleigh waves. This design is used for Lamb wave
generation as well and is shown in Figure 4.2. In contrast to the design proposed
θ
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Acoustical axis
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3
0
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m
Figure 4.2: Improved wedge design including a clamping tip (not to scale).
in [12], the wedge’s leading edge does not coincide with the point where the acous-
tical axis hits the interface between wedge and specimen to minimize the eﬀect of
beam spreading. In fact, the wedge’s leading edge rather hits the point where the
transducer’s leading edge hits that interface. Since the propagation distance in the
wedge is signiﬁcantly shorter for the Lamb wave measurements than for the Rayleigh
wave measurements in [12] (due to a smaller critical angle of 25.85◦ for Lamb waves
compared to 64.5◦ for Rayleigh waves), the eﬀect of beam spreading in the wedge
is much weaker. The results that are achieved with diﬀerent wedge designs favor a
design where the projection of the complete transducer cross–sectional area is used
for wave transmission into the specimen, allowing more energy to be transmitted and
35resulting in higher Lamb wave amplitudes.
However, in accordance to [12], a small additional incline θ and a rather voluminous
region above that incline are created. This design makes sure that at least partially
reﬂected beams oﬀ the acoustical axis do not reach the interface, but are manyfold
reﬂected in the voluminous part of the wedge until they are suﬃciently attenuated.
Finally, it can also be seen that a rather long base has been added to the wedge. This
base is used for clamping the wedge to the specimen. Although additional propaga-
tion distance and hence attenuation is added for the longitudinal wave in the wedge,
this has proven not to be problematic from a signal strength point of view. Even with
the added thickness due to the clamping tip, the propagation distance in the wedge
is shorter than in [12].
For the wedge material, a necessary condition is that the longitudinal wave speed in
the wedge has to be smaller than that in the specimen in order to be able to fulﬁll the
Lamb wave excitation condition. Once this condition is met, the preference is given
to wedge materials with a low attenuation coeﬃcient. Thus, the decrease of the signal
strength due to attenuation is minimized. Feasible wedge materials are plexiglass and
polystyrene. In Ginzel [10] and Herrmann [12], the longitudinal wave velocities and
attenuation coeﬃcients have been examined experimentally for these materials. The
results show that for the excitation frequencies being used in this work, plexiglass
displays a lower attenuation coeﬃcient than polystyrene and is therefore the selected
choice as a wedge material.
The critical angle in the wedge is determined according to Snell’s law, as previously
described. With a longitudinal wave speed of cLw = 2768.74 m
s for plexiglass as wedge
material and a Lamb phase velocity of clamb = 6349 m
s , the critical angle for the
cumulative second harmonic excitation setpoint s1 → s2 is calculated as
φcr = arcsin
 
cLw
clamb
 
= arcsin
 
2768.74 m
s
6349 m
s
 
= 25.85
◦. (4.3)
36For the acoustic coupling between ultrasonic transducer and plastic wedge, household
glue of the brand Duco
R ○ Cement is used. On the contrary, the acoustic coupling
between wedge and specimen is ensured by the use of a light lubrication oil couplant,
which is also used in [12].
4.2 Detection system
In order to be able to measure a relatively weak eﬀect like the cumulative second
harmonic in a propagating Lamb wave and moreover to measure simultaneously at
two frequencies, a highly sensitive and broadband detection system is necessary. A
good choice is in this case the single probe heterodyne laser interferometer, which has
been previously described and used by Bruttomesso [2] and Hurlebaus [16, 17] and is
depicted in Figure 4.3. The laser interferometer oﬀers a variety of advantages:
Argon Laser
1
2–wave plate
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Specimen
Mirror
1
4–wave plate
PBS Lens
Photodiode
NPBS
Mirror
vertical
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Figure 4.3: Laser interferometer detection system.
• An absolute measurement of the out–of–plane surface velocity of the specimen
can be performed.
37• The laser measurement is made at a single point, thus being more precise than
detection with a wedge–transducer combination.
• The broadband characteristic of the laser measurement makes it possible to
measure multiple frequencies simultaneously.
• In contrast to the measurement with piezoelectric transducers, there is no me-
chanical resonance involved, which makes a calibration dispensable.
• Since there is no physical contact between the laser system and the specimen,
there is no interference or interaction of the measuring device with the eﬀect
to be measured. Moreover, a better repeatability is guaranteed due to the lack
of a couplant and the associated diﬃculties (e.g. repeatability problems due to
the thickness of the couplant layer).
Although there are also some disadvantages to the use of a laser interferometer system,
they are mainly practical problems that can occur outside of a laboratory environ-
ment. For instance, the alignment of the laser system and its sensitivity towards
optical component vibrations can be problematic in ﬁeld applications. Additionally,
as a general requirement the specimen surface must be suﬃciently reﬂective to the
frequency of the laser light being used.
4.2.1 Doppler eﬀect
The physical principle that is made use of by a laser interferometer is the well–known
Doppler eﬀect. In order to exploit this eﬀect, ﬁrst of all two beams of laser light are
created that diﬀer in frequency. They are referred to as object beam and reference
beam. When the object beam hits the specimen surface and gets reﬂected oﬀ it,
it is further inﬂuenced by the out–of–plane surface velocity of the specimen. This
inﬂuence is again a frequency shift and is generally known as Doppler shift. After its
reﬂection, the object beam is recombined with the reference beam, and analysis of
38the resulting signal makes it possible to calculate the surface velocity which caused
the frequency shift. According to the Doppler eﬀect, the change in frequency ∆f is
deﬁned as
∆f =
2fv
c
, (4.4)
where v is the out–of–plane surface velocity of the specimen, f is the original frequency
of the object beam, and c is the speed of light.
4.2.2 Acousto–optic modulator (AOM)
The acousto–optic modulator performs two basic functions for the laser interferome-
ter: it splits a single laser beam into the object and reference beam, and it shifts the
two exiting beams by a certain frequency. In the AOM, an incoming laser beam is
split into multiple beams with the according frequencies fn = f + n   fb (n = 0...N),
where f is the frequency of the incoming beam and fb is the beat frequency of
the AOM. Additionally, the N + 1 outgoing laser beams are inclined by the an-
gles θn = n   1.5◦ (n = 0...N). The ﬁrst and second beam from the AOM, i.e. the
beams of order n = 0 and n = 1, carry already approximately 95% of the energy of
the incoming beam. Therefore these beams are very suitable as object and reference
beams, respectively. If there is no out–of–plane surface velocity of the specimen, the
beam stemming from the recombination of object and reference beam possesses a
frequency f of the original laser signal, which is modulated by the beat frequency
of the AOM, in this case fb = 40MHz. Note, that the photodiode that detects the
recombined laser beam is only capable of detecting the modulating frequency in the
incoming laser beam.
394.2.3 FM discriminator
The FM discriminator receives the signals detected by the photodiode and converts
them into output voltages that correspond to the absolute out–of–plane surface ve-
locity of the specimen. Due to its design, it is calibrated to the beat frequency fb of
the AOM, i.e. if the signal modulation equals fb, the output of the FM discrimina-
tor displays zero Volts. As soon as an out–of–plane surface velocity of the specimen
becomes apparent, the modulation of the recombined laser beam shifts from fb to
fb + ∆f according to the Doppler shift. This shift will be detected by the FM dis-
criminator and will result in a changed output voltage. The relationship between the
input Doppler frequency ∆f and the output voltage V0 of the FM discriminator is
described by
V0 = ∆f   K, (4.5)
with K = 0.257 Volt
MHz being the slope of the FM discriminator. The absolute out–of–
plane surface velocity v is obtained by combining (4.4) with (4.5):
v =
V0c
2fK
=
λV0
2K
. (4.6)
Here, λ is the laser wave length. For the system used, its value accounts for λ =
514.4nm.
4.2.4 Single probe heterodyne laser interferometer
A single probe heterodyne laser interferometer exploits the Doppler frequency shift
and makes use of the previously described AOM and FM discriminator. Its basic
functionality is described in the following and refers to Figure 4.3.
The laser beam is generated by a 2W continuous Argon Ion laser. It produces a
single vertically polarized beam at a wavelength of 514.4nm. The beam splitting and
frequency shift is performed by the AOM, which produces object and reference beam
with vertical polarization and a frequency shift of fb.
40The reference beam is reﬂected oﬀ two mirrors, passes through a
1
2–wave plate for
horizontal polarization and is directed to the photodiode by a non–polarized beam
splitter (NPBS) cube.
The vertically polarized object beam is directed into a polarized beam splitter (PBS)
cube, which reﬂects vertically polarized light by 90◦ and admits horizontally polar-
ized light to pass straight through. Hence, the object beam is reﬂected at 90◦ and
directed at the specimen through a
1
4–wave plate for circular polarization and a lens
for focussing. After reﬂection, the beam is again collected by the lens, horizontally
polarized by the 1
4–wave plate and passes this time straight through the PBS. On
hitting the NPBS, object and reference beam recombine and propagate on into the
photodiode. Since the photodiode is only capable of detecting the modulation fre-
quency of its input laser signal, it transmits the frequency information fb+∆f to the
FM discriminator. There, the signal is converted into the output voltage V0.
4.3 Experimental setup
The experimental setup consists of the generation and detection systems described
before as well as additional components. The complete setup is depicted in Figure 4.4.
The source signal is generated in the high power ampliﬁer, a RITEC advanced mea-
surement system RAM–5000 Mark IV. The RAM–5000 includes an internal trigger
generator, an internal wave form generator and a high power gated RF ampliﬁer and
provides an output voltage of 1280V. Analogously to [12], the high power ampliﬁer
is the trigger source to the complete setup, however, due to the internal wave form
generator the use of an external wave form generator is not required. The generated
wave form is a sinusoidal toneburst with 20 cycles.
The high voltage waveform signal is sent into a piezoelectric transducer to generate an
ultrasonic signal. Simultaneously, a strongly attenuated (−60dB) reference signal of
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Figure 4.4: Experimental setup.
the high voltage output is sent to a Tektronix TDS 420 oscilloscope as an output sig-
nal check. The narrow band transducer used is a PANAMETRICS X1055 transducer
with a center frequency of fcenter = 2.25MHz for the cumulative second harmonic
excitation setpoint s1 → s2. The piezoelectric element in the transducer is made of
Lead Zirconate Titanate (PZT) ceramics operating at a distinct center frequency.
The transducer–wedge combination is ﬁxed to the specimen by a spring clamp, that
presses the clamping tip on the specimen surface. The advantage of a spring clamp
over a screw tightening device is that due to the constant spring stiﬀness an easily
repeatable clamping force is available. In order to obtain the same repeatability with
a screw clamping device, a torque wrench would be necessary for tightening.
The out–of–plane surface velocity of the specimen corresponding to the transmitted
Lamb wave is detected by the laser interferometer system as described before. The
signals from the FM discriminator are directed into another Tektronix TDS 420 os-
cilloscope, that discretizes the voltage signal at a sampling rate of 25MHz. Via a
42General Purpose Interface Bus (GPIB) connection the digital signal is transmitted
from the oscilloscope to a PC for signal processing.
4.4 Specimens
Two diﬀerent specimens are used in the experiments, one made of aluminum 6061–
T6 and one made of aluminum 1100–H14. The specimen thickness is chosen such
that the fundamental frequency for the second harmonic excitation setpoint s1 → s2
with respect to the plate thickness comes as close as possible to the transducer center
frequency. With a fundamental frequency of f1 = 3.5685MHz mm and a transducer
center frequency of fcenter = 2.25MHz, the optimal plate thickness is calculated as
dopt =
f1
fcenter
=
3.5685MHzmm
2.25MHz
= 1.586mm. (4.7)
Since aluminum plates are delivered only in standardized thicknesses, the available
thickness closest to the optimal thickness is chosen. The resulting plate thickness
for the experiments at the second harmonic excitation setpoint s1 → s2 is therefore
d = 1.600mm. From that, the excitation frequency f for the waveform generator
results in
f =
f1
d
=
3.5685MHzmm
1.6mm
= 2.23MHz. (4.8)
The complete dimensions for the aluminum 6061–T6 and aluminum 1100–H14 spec-
imens are 700mm x 300mm x 1.600mm. For the measurements, the specimens are
used as is without any surface treatment or damaging.
43CHAPTER V
PROCESSING OF THE DETECTED SIGNALS
In general, the intrinsic material nonlinearity of metallic materials that will be de-
tected is a very weak eﬀect and can only be detected with very careful and sensitive
measurements. However, the processing procedures applied to the measured signals
have to be capable of exactly extracting the eﬀects to be observed.
The dispersive and multimode characteristics of Lamb waves introduce diﬃculties,
which complicates the extraction of the amplitudes of the fundamental and second
harmonic frequencies, A1 and A2 respectively. Due to the diﬀerent group velocities
with which the modes propagate, each mode arrives at a diﬀerent time. The specimen
thickness and selected propagation distance for the measurements lead to the problem
that the modes have not separated suﬃciently in order to be fully detached, such that
no distinct “package” for each mode is observable in the time–domain. This overlap
of the arriving mode time signals is shown in Figure 5.1. Consistent application of
a single time window and fast Fourier transformation (FFT) to each single mode is
therefore not suﬃcient, since a steady state portion for each mode cannot be identi-
ﬁed. Two methods will be presented in this chapter to identify reliable amplitudes
A1 and A2. The ﬁrst method is based upon the short–time Fourier transformation
(STFT) and the second method is the adaptive chirplet algorithm, which is explained
in detail in [18, 20] and which is summarized in the second section of this chapter.
Both methods lead to time–frequency representations of time–domain signals. This
type of representation is advantageous over a pure FFT because the appearance and
disappearance of the time signal’s frequency content, and especially the fundamen-
tal and second harmonic frequency, can be observed as time progresses in the time–
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Figure 5.1: Typical time signal with overlapping Lamb modes.
frequency representation. There are other types of time–frequency representations
available, which are introduced and evaluated in [25]. With this kind of representa-
tion it is possible to assign certain frequency peaks to certain Lamb modes, which
is necessary in order to correctly identify the fundamental and second harmonic fre-
quency amplitudes. The results obtained from both evaluation methods are presented
in Chapter 6.
5.1 Evaluation using the short–time Fourier
transformation (STFT)
The STFT is a transformation that results in a time–frequency representation of a
time domain signal. Its functional principle is described in Appendix A. For visualiza-
tion of the STFT, its energy spectrum (see Appendix A for details) is computed and
plotted accordingly. It is referred to as spectrogram. A typical spectrogram for the
Lamb wave measurements performed in this work is shown in Figure 5.2. From the
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Figure 5.2: Typical spectrogram for the performed measurements.
spectrogram, the amplitudes of the fundamental and second harmonic frequency have
to be identiﬁed in order to be able to calculate the relative nonlinearity parameter.
This can be done by combining the experimental result in the spectrogram with the
theoretical solution from the dispersion curves. The dispersion curves, represented
in the time–frequency domain and derived from the group velocity – frequency rep-
resentation are plotted into the spectrogram. Figure 5.3 shows the dispersion curves
in the spectrogram together with marks for the fundamental and second harmonic
frequency. Signiﬁcant peaks on the frequencies of interest can be found close to the
s1–mode (A1) for the fundamental frequency and close to the s2–mode (A2) as well as
close to the s3–mode (A⋆
2) for the second harmonic frequency. These peaks become
more obvious, when the development of these particular frequencies is tracked as time
evolves. The corresponding “slices” from the spectrogram are shown in Figure 5.4.
Again, the peaks A1, A2 and A⋆
2 become visible. These peaks are used in the ex-
perimental results of Chapter 6 to calculate the nonlinearity parameters based on
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Figure 5.3: Spectrogram and dispersion curves.
STFT evaluation. As previously deﬁned, the parameter β′ is calculated as β′ =
A2
A2
1 .
Additionally, the parameter β′⋆ is deﬁned as β′⋆ =
A⋆
2
A2
1 to track the result for second
harmonic amplitude peak in close vicinity to the S3–mode. According to theory, this
peak is unexpected. However, it will be tracked as a comparison to the results of the
expected second harmonic peak.
5.2 Evaluation using the adaptive chirplet
algorithm
The adaptive chirplet algorithm by Kuttig [20] and Kerber [18] is a further develop-
ment of the chirplet transformation (CT). The main application of this algorithm is
in the dispersive wave analysis, similar to the STFT, but more sophisticated. The
theoretical fundamentals of the CT are presented in Appendix A.
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The CT as a foundation for the adaptive chirplet algorithm generalizes the concepts
of the time–frequency representations STFT and wavelet transform [21]. Its devel-
opment has been introduced by Mann et al. [22]. The kernel function of the CT is
characterized as a portion of a chirp, and a chirp is a would–be harmonic function
whose frequency changes in time. Per deﬁnition, the CT represents the inner product
of an original time domain signal x(t) with a chirplet–type time–frequency atom.
Five operations are deﬁned for the time–frequency atoms in the chirplet transforma-
tion, which are time shift, frequency shift, scaling, time shear and frequency shear.
These operations, in particular the shear operations, are the foundation for the ad-
vantageous applicability of the CT to dispersive wave analysis: by manipulation of
the chirplets, it is possible to adjust the time–frequency atoms individually to every
mode in the time signal, as shown in Figure 5.5. This adjustment centers the window
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Figure 5.5: CT basis functions adjusted to the s0–mode (ﬁfth–order approxima-
tion) [18].
function, in this case a Gaussian window, onto a center point (f0,t0) and ﬁts the
time–window to the dispersion curve. The frequency content of the signal is then
averaged over the accordingly deformed time–frequency atom.
Application of this algorithm to the time signals obtained from the nonlinear Lamb
wave measurements has an important advantage: the assignment of energy towards
certain modes can be more exact than for the STFT, since the windowing is ﬁtted to
the shape of the dispersion curves. The center points for the expected peaks on the
s1–mode at the fundamental frequency and the s2–mode at the second harmonic fre-
quency can be calculated beforehand. Thus, it is possible to place the time–frequency
atoms directly on the desired peaks. However, it has to be noted that the adaptive
chirplet algorithm works model–based, which means that the dispersion relation of
the examined material must be known. A typical result of the adaptive chirplet
algorithm, in this case for the s0–mode, is shown in Figure 5.6.
49Frequency [MHz]
T
i
m
e
[
m
s
]
s0
0 4 2
0.1
1 3
0.3
6 9 7 5 8 10
0.6
0.7
0.8
0.5
0.4
0.2
Figure 5.6: Amplitude plot of the CT for the s0–mode in an aluminum plate [18].
50CHAPTER VI
EXPERIMENTAL RESULTS
In this chapter, the experimental results are presented for the measurements with
the two diﬀerent aluminum alloys. The time signals from all these measurements are
evaluated using both the short–time Fourier transformation (STFT) and the adaptive
chirplet algorithm, as described in Chapter 5. The results are shown in terms of the
relative nonlinearity parameters β′ with respect to the s2–mode and β′⋆ with respect
to the s3–mode. In a ﬁrst step, the instrumentation nonlinearity that is introduced
to the signals by the experimental setup is checked for its inﬂuence. Secondly, the
amplitude decay due to plate diﬀraction in the specimens is examined. Subsequently,
results for the two alloys aluminum 6061–T6 and aluminum 1100–H14 are presented,
and a comparison is made between both materials.
6.1 Examination of the instrumentation
nonlinearity
The nonlinear eﬀects in the materials that are measured in nonlinear ultrasonic mea-
surements are generally very small and diﬃcult to detect. Because of that, the non-
linear eﬀects that are introduced by the experimental setup can have a non–negligible
inﬂuence on the results.
In order to test for the instrumentation nonlinearity, measurements are performed
with increasing transducer input voltage at a constant propagation distance. An in-
crease of the relative nonlinearity parameters with increasing voltage would indicate
a signiﬁcant inﬂuence of the instrumentation nonlinearity on the measured results.
The experimental results in the Figures 6.1 and 6.2 show that the relative nonlinearity
51parameters β′ (with respect to the s2–mode) and β′⋆ (with respect to the s3–mode)
remain constant with varying input voltage. This means that the instrumentation
nonlinearity, although present to a certain extent, is so small that its ampliﬁcation by
higher input voltage does not exert signiﬁcant inﬂuence on the relative nonlinearity
parameters.
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Figure 6.1: Relative nonlinearity parameter β′ as functions of transducer input
voltage evaluated with STFT.
6.2 Amplitude decay in the specimens
The experimental results for the amplitudes A1, A2 and A⋆
2 (see Tables B.1 – B.4)show
that these decay with increasing propagation distance. This can be explained by the
fact that by comparison of length scales between source and propagation distances,
the Lamb wave source possesses point source characteristics. Diﬀraction occurs, which
decreases the amplitude of the received signal with increasing propagation distance.
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Figure 6.2: Relative nonlinearity parameter β′⋆ as functions of transducer input
voltage evaluated with STFT.
The diﬀraction in the thin aluminum plates being used can be modeled from the
asymptotic behavior of the two–dimensional wave functions. In a series expansion,
the general solution for the displacement amplitude can be written as
u =
∞  
n=0
AnHn(kX)exp(ınθ), (6.1)
with the n–th order Hankel function
Hn(kX) ∝
 
2
πkX
exp(ıkX − ı
n + 1
2
π) (6.2)
and the wavenumber k [23]. Therefore, for the displacement u the proportionality
u ∝
 
2
πkX
exp(ıkX) (6.3)
holds. In the far–ﬁeld, i.e. for large propagation distances X, the displacement
amplitude u is dominated by the root term and therefore decreases in
1 √
πkX. Hence,
the amplitude decay for the amplitudes A1, A2 and A⋆
2 is modeled as
A(X) =
C
√
X
, C = const. . (6.4)
53The theoretical and experimental results for the amplitude decay with propagation
distance are shown in Figures 6.3–6.5. It can be seen that in the chosen measurement
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Figure 6.3: Theoretical and measured decay of amplitude A1 as a function of pro-
pagation distance.
interval of [20cm,50cm] the theoretical amplitude decays in 1 √
X. The experimental
results for the amplitudes A1, A2 and A⋆
2 follow this prediction fairly well.
These results have a signiﬁcant inﬂuence on the relationship between the relative
nonlinearity parameters β′ and β′⋆, respectively, and the propagation distance X.
With the previously derived diﬀraction correction, the displacement solution (2.46)
can be stated in terms of the fundamental and second harmonic frequency:
u =
 
u0 √
X
 
cos(kX − ωt) −
1
8
βk
2
 
u0 √
X
 2
X
1
√
X
cos[2(kX − ωt] . (6.5)
Forming the expression for the relative nonlinearity parameter β′ from the amplitudes
A1 and A2 leads to
β
′ =
A2
A2
1
=
1
8
βk2√
X
√
2πk
. (6.6)
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Figure 6.4: Theoretical and measured decay of amplitude A2 as a function of pro-
pagation distance.
From this it can be seen that for the observed amplitude decays of the fundamental
and second harmonic frequencies, the relative nonlinearity parameters β′ and β′⋆ are
in fact not linear functions of the propagation distance X. Hence, the best ﬁt curves
in Section 6.3 are modeled as
β
′ = p1
√
X + p2, (6.7)
β
′∗ = p
∗
1
√
X + p
∗
2, (6.8)
respectively. It has to be noted that for the comparison of the two aluminum alloys,
in (6.6) the ratio of the absolute nonlinearity parameters equals the ratio of relative
nonlinearity parameters.
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2 as a function of pro-
pagation distance.
6.3 Experimental results for diﬀerent
propagation distances in both materials
In this section, the results for the nonlinear Lamb wave measurements with varying
propagation distance are shown. The results are ordered in the same way for alu-
minum 6061–T6 and aluminum 1100–H14: on every page, a plot of the raw data from
three sets of measurements is followed by a plot of the corresponding mean values with
errorbars and a best ﬁt curve that disregards outliers. The results for β′ (with respect
to s2–mode) are always followed by the results for β′⋆ (with respect to s3–mode). A
set of results for β′ and β′⋆ is always summarized for one signal processing method,
where the complete results from STFT evaluation are followed by the complete results
evaluated with the adaptive chirplet algorithm. For the comparison of both materials,
corresponding best ﬁts from both aluminum alloys are shown in the same diagram to
56display diﬀerences in the material nonlinearity. Again, the results for β′ are followed
by the results for β′⋆, and the complete results from STFT evaluation are followed
by the complete results from chirplet–based evaluation.
In the plots it can be seen that at the chosen setpoint for Lamb wave propagation
cumulative second harmonic generation appears in both alloys, since their relative
nonlinearity parameters increase with increasing propagation distance. This means
that the inherent material nonlinearity in both alloys is high enough to be detected,
and that both evaluation methods (STFT and CT) are capable of extracting the ef-
fect correctly. Looking at the quality of the data, the mean values lie relatively close
to their best ﬁts according to (6.7)–(6.8). This shows that the increase in the relative
nonlinearity parameter follows its prediction based on plate diﬀraction considerations
fairly well. In addition to that, the comparison of both materials shows that the pro-
portionality factor for the best ﬁt function is much higher for the material with the
higher absolute β (β = 12.0 for aluminum 1100–H14) than for the material with the
lower absolute β (β = 5.67 for aluminum 6061–T6). The nonlinear longitudinal wave
measurements in [31] lead to a ratio for the absolute nonlinearity parameters for both
materials of
βal1100
βal6061 = 2.12. For comparison, the relative nonlinearity parameter ratios
obtained from the nonlinear Lamb wave measurements in this research are quantiﬁed
in Table 6.1. These ratios are obtained from the best ﬁt curve data, which is evalu-
ated at the measurement points and averaged subsequently. It can be seen that for
the relative nonlinearity parameter of main focus, namely β′, ratios similar to that
in [31] are obtained for STFT as well as for chirplet–based evaluation. In contrast
to that, the parameter β′⋆ does not suﬃciently reﬂect the diﬀerence in nonlinearity
between the two materials.
576.3.1 Experimental results for aluminum 6061–T6
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Figure 6.6: Relative nonlinearity parameter β′ as function of propagation distance
for aluminum 6061–T6 evaluated with STFT (see Table B.1 for corresponding data).
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Figure 6.7: Relative nonlinearity parameter β′⋆ as function of propagation distance
for aluminum 6061–T6 evaluated with STFT (see Table B.1 for corresponding data).
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Figure 6.8: Relative nonlinearity parameter β′ as function of propagation distance
for aluminum 6061–T6 evaluated with chirplet (see Table B.2 for corresponding data).
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Figure 6.9: Relative nonlinearity parameter β′⋆ as function of propagation distance
for aluminum 6061–T6 evaluated with chirplet (see Table B.2 for corresponding data).
616.3.2 Experimental results for aluminum 1100–H14
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Figure 6.10: Relative nonlinearity parameter β′ as function of propagation distance
for aluminum 1100–H14 evaluated with STFT (see Table B.3 for corresponding data).
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Figure 6.11: Relative nonlinearity parameter β′⋆ as function of propagation distance
for aluminum 1100–H14 evaluated with STFT (see Table B.3 for corresponding data).
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Figure 6.12: Relative nonlinearity parameter β′ as function of propagation distance
for aluminum 1100–H14 evaluated with chirplet (see Table B.4 for corresponding
data).
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Figure 6.13: Relative nonlinearity parameter β′⋆ as function of propagation distance
for aluminum 1100–H14 evaluated with chirplet (see Table B.4 for corresponding
data).
656.3.3 Comparison of both materials
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Figure 6.14: Comparison of relative nonlinearity parameters β′ and β′⋆ as functions
of propagation distance for both alloys evaluated with STFT.
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Figure 6.15: Comparison of relative nonlinearity parameters β′ and β′⋆ as functions
of propagation distance for both alloys evaluated with chirplet.
67Table 6.1: Best ﬁt curve parameters and relative nonlinearity parameter ratios.
material processing p1 p2
β′
al1100
β′
al6061 p⋆
1 p⋆
2
β′⋆
al1100
β′⋆
al6061
al6061 0.000488 −0.000691 0.002975 −0.005756
al1100
STFT
0.001354 −0.002233
2.58
0.002783 −0.000441
1.57
al6061 0.016110 −0.029540 0.085820 −0.132900
al1100
chirplet
0.046250 −0.084310
2.88
0.182100 −0.504600
1.29
68CHAPTER VII
CONCLUSIONS AND OUTLOOK
The aim of this work is to experimentally verify the inherent material nonlinearity
of two diﬀerent aluminum alloys, aluminum 6061–T6 and aluminum 1100–H14 by
generation of cumulative second harmonics in Lamb waves. Measurements at dif-
ferent propagation distances are performed in order to make the accumulation of
nonlinearity with increasing wave propagation distance visible. For this purpose,
an experimental setup comprising a wedge transducer combination for Lamb wave
generation and laser interferometry for Lamb wave detection is used. The short–
time Fourier transformation and the adaptive chirplet algorithm are used for the
processing of the measured time–domain signals to extract the fundamental and sec-
ond harmonic frequency amplitudes. In addition to the expected amplitude peaks
for the s1–mode and the s2–mode, another peak for the second harmonic frequency is
identiﬁed, which corresponds to the s3–mode. These amplitudes are used for the com-
putation of the relative nonlinearity parameters β′ (with respect to the s2–mode) and
β′⋆ (with respect to the s3–mode) as a means of quantifying the material nonlinearity.
The experimental results show that the relative nonlinearity parameters β′ and β′⋆
remain suﬃciently constant with varying transducer input voltage, which indicates
that the eﬀect of instrumentation nonlinearity is comparatively small in relation to
the nonlinearity measured in the specimens. Since the repeatability of the results for
β′⋆ is not as good as for β′, main focus in the interpretation of the results is laid on
the relative nonlinearity parameter β′. The theoretical decay of the amplitudes A1,
A2 and A⋆
2 is modeled proportional to 1/
√
X and matches well with the measured
69amplitude decays. Therefore, the relationship between the relative nonlinearity pa-
rameters and the propagation distance is corrected accordingly.
The distance measurements for the parameters β′ and β′⋆ both show an increase with
propagation distance, which means that cumulative second harmonic generation is
present. Moreover, this increase in the relative nonlinearity parameters can be con-
sidered proportional to
√
X. This proportional increase can be shown using both
signal processing methods, STFT and adaptive chirplet algorithm; qualitatively the
results for both evaluation methods display the same trend. Thus, the possibility that
the detected nonlinearity is merely an artefact of the signal processing procedure is
signiﬁcantly minimized.
In summary, the measured results, especially for β′, follow their best ﬁt function very
well, with a relatively small deviation and only few outliers. Again, the results for
β′⋆ show less quality in the repeatability and a higher spreading of datapoints around
the best ﬁt. Moreover, in the comparison of both materials, β′⋆ does not suﬃciently
represent the diﬀerence in nonlinearity that has been determined from longitudinal
wave measurements and that can also be seen in β′ for Lamb wave measurements.
Hence, quantitative statements must be based on the results for β′, which is associ-
ated with the theoretically expected peak for the second harmonic frequency. The
comparison of the relative nonlinearity parameter β′ for the two materials shows very
similar results to the nonlinear longitudinal wave measurements made in [31]. The
higher material nonlinearity of aluminum 1100–H14 can clearly be identiﬁed.
However, open questions remain, which have to be investigated in the future work
and will be discussed in the following.
Currently, there exists no analytical expression for an absolute nonlinearity parame-
ter β for Lamb wave measurements, as it exists for longitudinal wave measurements.
As long as this expression does not exist, determination of an absolute nonlinearity
parameter from nonlinear Lamb wave measurements will not be possible.
70Even with an analytical expression for an absolute β from Lamb wave measurements,
its determination is still questionable at the current level. From the spectrograms it
is possible to see that a lot of energy is carried in Lamb modes that are not desired
to be excited. This is not problematic for a relative nonlinearity parameter, but it
is for an absolute parameter. The mode excitation over a whole frequency spectrum
is eﬀected by a relatively long transient phase of the ultrasonic transducer, until it
reaches the desired excitation frequency. During the transient phase, the transducer
emits a whole frequency spectrum and excites other modes than the s1–mode. In
order to be able to compute an exact absolute β, it is absolutely necessary to focus
all the energy in the modes desired to be excited at a particular cumulative second
harmonic excitation setpoint. A solution to this problem is a more eﬃcient Lamb
wave generation method, either with a more eﬀective transducer that exhibits a very
short transient phase, or with a completely diﬀerent wave generation method, as for
instance a phased array. This phased array, however, would have to be very well
synchronized and highly precise.
Finally, the amplitudes that are extracted from signal processing are not absolute par-
ticle displacements, but STFT amplitudes from a voltage signal in the time–domain.
For an absolute β it is necessary to convert the voltage signal in the time–domain
into an absolute displacement signal in the time domain, which is possible due to the
known speciﬁcations of the laser interferometer. After an STFT of the displacement
signal it is then necessary to transform the identiﬁed amplitudes in the frequency do-
main back into the time domain, in order to obtain absolute displacement amplitudes
at the desired frequencies.
A logical next step for the work done so far is to damage the specimens similar to [13].
Relative nonlinearity parameter and fatigue life of a specimen under cyclic loading
have to be monitored simultaneously in order to investigate a possible correlation.
That would permit a life time prediction based on Lamb wave measurements.
71APPENDIX A
DIGITAL SIGNAL PROCESSING
FUNDAMENTALS
Short–time Fourier transformation and the adaptive chirplet algorithm as examples
of time–frequency representations are the chosen methods for signal processing in
this work. For completeness, their theoretical fundamentals are presented in this
appendix.
A.1 Fourier series
The theoretical foundation for the Fourier transformation and the short–time Fourier
transformation is the Fourier series. For a time–periodic function s(t) on the time
interval T, the Fourier series is deﬁned as
Ss(t) =
∞  
k=−∞
cke
ıkωt, (A.1)
where the coeﬃcients ck are denoted as
ck =
1
T
T  
0
s(t)e
−ıkωtdt. (A.2)
In this representation, the frequency ω = 2π
T is called the fundamental frequency.
Equation (A.2) separates the original time signal s(t) into its spectral components,
which consist of integer multiples of the fundamental frequency ωk = kω,k ∈ Z. Using
equation (A.1), these diﬀerent spectral components are combined into an inﬁnite se-
ries that approximates the original signal. The resulting Fourier series Ss(t) is also
T–periodic and composed of sines and cosines having frequencies ωk,k = −∞...∞.
72Since continuous time signals cannot be represented continuously in computer imple-
mentation, they have to be discretized in the time domain. Accordingly, a discretized
form of the Fourier series (DFS) is available, see [26]:
˜ s[n] =
1
N
N−1  
k=0
˜ S[k]e
ı2πkn
N , (A.3)
with
˜ S[k] =
N−1  
n=0
˜ s[n]e
−ı2πkn
N . (A.4)
Equation (A.4) describes the coeﬃcients of the DFS, while N is the sequence length
of the discretized time signal. Note, that in the discrete case it is suﬃcient to have at
most N diﬀerent frequency components to completely synthesize the original sequence
s[n] by the DFS Synthesis Equation (A.3); this is in contrast to an inﬁnite number
required in the continuous case.
No information about the sampling frequency of the sequence s[n] is incorporated into
the formulation of the DFS. Therefore, the index k for ˜ S[k] has to be converted from
the normalized frequency f = k
N ∈ [0,1] to the real frequency f. The corresponding
frequency for a given ˜ S[k] is
f =
k
N
fs , (A.5)
where fs represents the sampling frequency of the sequence s[n]. As always the case
for the discretization of continuous signals, frequencies with f ≤
fs
2 = fN, where fN
is the Nyquist frequency, can only be unambiguously identiﬁed if the signal itself
is limited to a frequency band below the Nyquist frequency. Otherwise the eﬀect of
aliasing is possible for higher frequencies, which means that it is possible that a higher
frequency appears as a lower frequency in the sampled domain and creates spurious
information. If the absence of frequencies above the Nyquist frequency cannot be
guaranteed, appropriate ﬁltering must be applied to the signal in order to remove
these frequencies.
73A.2 Fourier transform
The Fourier transform is deﬁned as the limiting case of the Fourier series for T → ∞.
Its advantage over the Fourier series lies in the fact that it allows for the representation
of an aperiodic instead of a periodic function s(t) by the Fourier integral
s(t) =
1
2π
∞  
−∞
e
ıωtS(ω)dω, (A.6)
where the coeﬃcients S(ω) are deﬁned as
S(ω) =
∞  
−∞
e
−ıωts(t)dt. (A.7)
S(ω) is called the Fourier transform of s(t). It can be seen that the Fourier transform
uses a continuous angular frequency variable ω for the approximation of s(t), whereas
the Fourier series employs a signal in terms of integer multiples of the fundamental
angular frequency ω0. The angular frequency variable ω is related to the frequency f
by
ω = 2πf. (A.8)
Analogously to the Fourier series, there exists a discrete representation for the Fourier
transformation that can be implemented in computer systems. The corresponding
equations are deﬁned as
s[n] =
2π  
0
S(ω)e
ıωndω (A.9)
for synthesis and
S(ω) =
1
2π
∞  
n=−∞
s[n]e
−ıωn (A.10)
for analysis. Therefore, the Fourier transform S(ω) of an input sequence s[n] is a
continuous function. As shown in [26], the DFS coeﬃcients ˜ S[k] of the sequence ˜ s[n]
74are samples of the Fourier transform of s[n]. From this point of view, the discrete
Fourier series is also called the discrete Fourier transform (DFT).
The frequency for a given S(ω) is calculated by Equation (A.8). The calculation
time of the DFT can be reduced signiﬁcantly by the fast Fourier transform algorithm
(FFT) proposed by Cooley and Tukey (see for example [26]). In order to be able to
apply this algorithm, the number of data points in the signal has to be a power of two.1
Since the Fourier transform and the DFT are usually complex valued (where |S(ω)|,
|˜ S[k]| are the magnitudes and arctan
 
ℑ(S(ω))
ℜ(S(ω))
 
, arctan
 
ℑ(˜ S[k])
ℜ(˜ S[k])
 
are the phase angles
for a frequency), they are frequently presented (visualized) by the energy density
spectrum, which represents the energy distribution in the frequency domain. It is
computed by
Ed = |S(ω)|
2. (A.11)
Analogously, the discrete energy density spectrum is deﬁned as
˜ Ed[k] =
1
N
˜ S[k]˜ S[k], (A.12)
with ˜ S[k] being the complex conjugate of ˜ S[k].
A.3 Short–time Fourier transformation (STFT)
For a signal given in the time domain, it can be useful to know which frequencies
appear at which point in time. An analysis with this objective is generally called
time–frequency analysis. One possible method to perform time–frequency analysis is
the short time Fourier transformation (STFT), which is deﬁned as follows:
Sstft(ω,t) =
1
2π
∞  
−∞
e
−ıωτs(τ)h(τ − t)dτ, (A.13)
1If it is not, the signal can be zero–padded, i.e., zeros are added at the end of the signal until
a power of two is obtained. This does not change the result of the transform, since no additional
information has been added to the signal. However, the frequency resolution is improved, resulting
in more frequency peaks for the transformed time signal.
75with h(t) being a window function that is based on the Fourier transform. Instead
of considering a transform of the entire signal at once, the STFT chops the signal
into a series of small overlapping pieces in the time domain. Each of these is then
individually windowed and Fourier transformed. Thus it becomes possible to associate
the appearance or vanishing of frequencies with certain points in time. The energy
density spectrum of the STFT can be calculated as
Ed(ω,t) = |Sstft(ω,t)|
2 (A.14)
and is called a spectrogram.
In theory, it appears that one measurement is enough to develop a representation that
can quantify changes in a signal’s frequency content as a function of time. Unfortu-
nately, time–frequency representations (TFRs) like the spectrogram suﬀer from what
is known as the Heisenberg uncertainty2, meaning (in the case of signal processing)
that it is not possible to have a perfect resolution in time and frequency simultane-
ously.
Stating the uncertainty principle in equation form requires a set of preliminary deﬁ-
nitions. The square norm  s(t)  of a function s(t) is deﬁned as
 s(t)  =


∞  
−∞
|s(t)|
2dt


1
2
. (A.15)
The normalized function sn(t) is given by
sn(t) =
s(t)
 s(t) 
. (A.16)
Since the square norm of a normalized function is equal to one, the squared magnitude
is regarded as a probability density function, which makes it possible to calculate the
mean time of a function s(t) by
E[t] =
∞  
−∞
t|sn(t)|
2dt (A.17)
2In fact, the term uncertainty is misleading. There is no element of chance or probability as far
as signal processing is concerned; instead it is a completely deterministic phenomenon.
76and the mean angular frequency by
E[ω] =
∞  
−∞
ω|Sn(ω)|
2dω, (A.18)
where Sn(ω) is the normalized Fourier transform of the function s(t). The variances
for t and ω are then
σ
2
t =
∞  
−∞
(t − E[t])
2|sn(t)|
2dt (A.19)
and
σ
2
ω =
∞  
−∞
(ω − E[ω])
2|Sn(ω)|
2dω. (A.20)
The uncertainty principle limits the possible resolutions by the inequality
σ
2
tσ
2
ω ≥
1
4
. (A.21)
Since the standard deviations in time and frequency are related to each other by (A.21),
they cannot be varied independently and hence cannot be minimized simultaneously.
A.4 Chirplet transformation
The chirplet transform (CT) represents the foundation for the adaptive chirplet algo-
rithm. It is a generalization of the time–frequency representations STFT and wavelet
transform (WT) [21] and goes back to Mann [22].
Chapter 5 brieﬂy mentions the ﬁve operations deﬁned on the time–frequency atoms
of the CT (time shift, frequency shift, scale, time shear, frequency shear). In the time
and frequency domain, with usage of window functions h(t) and H(ω), respectively,
these operations are deﬁned as follows:
• Time Shift: The operation
Tt0h(t) = h(t − t0), (A.22)
Tt0H(ω) = e
−ıωt0H(ω)
77eﬀects a shift of the time axis, while the frequency axis remains unperturbed:
t = t − t0 , (A.23)
ω = ω.
• Frequency Shift: The operation
Fω0h(t) = e
ıω0th(t), (A.24)
Fω0H(ω) = H(ω − ω0)
eﬀects a shift of the frequency axis, while the time axis remains unperturbed:
t = t, (A.25)
ω = ω − ω0.
• Scale: The operation
Ssh(t) =
1
√
s
h(
t
s
), (A.26)
SsH(ω) =
√
sH(sω)
stretches the window functions h(t) and H(ω), respectively:
t =
t
s
, (A.27)
ω = sω.
• Time Shear: Convolution of the window function h(t) with a chirp signal in the
time domain leads to a rotation of the time axis by an angle of α = arctanp.
Pph(t) = (ıp)
−1
2 exp
 
ı
1
2p
t
2
 
⋆ h(t), (A.28)
PpH(ω) = exp
 
ı
p
2
ω
2
 
H(ω).
78In the frequency domain, time shear scales the group delay grd(ω) by a factor
of −p:
grd(ω) = −pω. (A.29)
This leads to a new time axis as a linear function of frequency and an unper-
turbed frequency axis for every time–frequency atom:
t = t − pω, (A.30)
ω = ω .
With a higher order instead of a linear chirp, the transformed time axis can also
be expressed as a curve generated from a higher order polynomial:
PpH(ω) = exp
 
ı
 p1
2
ω
2 +
p2
3
ω
3 + ...
  
H(ω), (A.31)
t = t − p1ω − p2ω
2 − ... .
• Frequency Shear: In a similar manner, the frequency axis can be rotated by an
angle of γ = arctanq by convolution of the window function H(ω) with a chirp
signal in the frequency domain.
Qqh(t) = h(t)exp
 
ı
q
2
t
2
 
, (A.32)
QqH(ω) = (ıq)
−1
2 exp
 
ı
2
q
ω
2
 
⋆ H(ω)
In the time domain, frequency shear leads to an instantaneous frequency ωinst(t)
of
ωinst(t) = −qt. (A.33)
With this, the new frequency axis is a linear function of time, while the time
axis remains unperturbed:
t = t, (A.34)
ω = ω − qt.
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Figure A.1: Visualization of operators for the chirplet transform [18].
This time, usage of a higher order chirp instead of a linear chirp results in a
higher order polynomial representation of the frequency axis:
QQh(t) = exp
 
ı
 q1
2
t
2 +
q2
3
t
3 + ...
  
h(t), (A.35)
ω = ω − q1t − q2t
2 − ... .
Finally, a time–domain signal transformed wit the CT can be expressed as
C
ct(t0,ω0,s,q,p) =
  ∞
∞
x(t)g
∗
t0,ω0,s,q,p(t)dt =
1
2π
  ∞
∞
X(ω)G
∗
t0,ω0,s,q,p(ω)dω. (A.36)
In time and frequency domain, respectively, the time frequency atom is deﬁned as
gt0,ω0,s,q,p(t) = Tt0Fω0SsQqP ph(t) (A.37a)
and
Gt0,ω0,s,q,p(ω) = Tt0Fω0SsQqP pH(ω). (A.37b)
80However, the operators Tt0, Fω0, Ss, Qq and P p are not commutative.
The CT possesses a ﬁve–dimensional transform space. The transform spaces of STFT
and WT are both subspaces of the CT transform space. It should also be noted that
the operators Tt0, Fω0, Ss, Qq and P p are not commutative.
81APPENDIX B
DATA TABLES FOR MEASUREMENTS
WITH VARYING PROPAGATION DISTANCE
In Chapter 6, the values for the relative nonlinearity parameters β′ and β′⋆ in alu-
minum 6061–T6 and aluminum 1100–H14 are plotted as functions of propagation
distance. The corresponding numerical data is presented in the following tables.
Table B.1: Amplitudes for the measurements in aluminum 6061–T6 evaluated with
STFT.
Propagation distance
Dataset Amplitude 20cm 25cm 30cm 35cm 40cm 45cm 50cm
Measurement 1
A1 3.2441 2.9143 2.5702 2.3265 2.1484 2.1237 1.8430
A2 0.0156 0.0123 0.0113 0.0127 0.0124 0.0125 0.0086
A⋆
2 0.0827 0.0697 0.0724 0.0665 0.0605 0.0594 0.0529
Measurement 2
A1 3.2538 2.9920 2.6587 2.3587 2.2800 2.0186 1.9454
A2 0.0148 0.0131 0.0141 0.0117 0.0123 0.00983 0.0106
A⋆
2 0.0974 0.0680 0.0688 0.0586 0.0577 0.0655 0.0592
Measurement 3
A1 3.1802 2.9767 2.6284 2.3044 2.2810 2.0819 1.9148
A2 0.0157 0.0130 0.0142 0.0118 0.0128 0.0115 0.0096
A⋆
2 0.0922 0.0718 0.0749 0.0680 0.0625 0.0608 0.0618
82Table B.2: Amplitudes for the measurements in aluminum 6061–T6 evaluated with
chirplet.
Propagation distance
Dataset Amplitude 20cm 25cm 30cm 35cm 40cm 45cm 50cm
Measurement 1
A1 0.1055 0.0947 0.0821 0.0735 0.0687 0.0682 0.0630
A2 x103 0.5000 0.3868 0.3592 0.4347 0.3884 0.3984 0.2828
A⋆
2 x103 2.5867 2.3790 2.3058 2.4904 2.1349 1.7541 1.7214
Measurement 2
A1 0.1071 0.0981 0.0859 0.0755 0.0742 0.0650 0.0687
A2 x103 0.4557 0.4441 0.4314 0.3858 0.3827 0.3388 0.3439
A⋆
2 x103 3.2728 2.3965 2.2819 1.9922 1.9735 2.0806 2.0616
Measurement 3
A1 0.1039 0.0971 0.0839 0.0732 0.0735 0.0668 0.0673
A2 x103 0.4638 0.4036 0.4447 0.4043 0.4101 0.4025 0.3361
A⋆
2 x103 2.9470 2.5003 2.5493 2.4475 2.1005 1.8608 2.2166
Table B.3: Amplitudes for the measurements in aluminum 1100–H14 evaluated with
STFT.
Propagation distance
Dataset Amplitude 20cm 25cm 30cm 35cm 40cm 45cm 50cm
Measurement 1
A1 2.7135 2.5741 2.1903 1.9533 1.8195 1.7642 1.5916
A2 0.0327 0.0254 0.0247 0.0230 0.0206 0.0232 0.0176
A⋆
2 0.0807 0.0800 0.0663 0.0612 0.0613 0.0342 0.0438
Measurement 2
A1 2.7126 2.5308 2.1279 1.8946 1.7529 1.6787 1.6023
A2 0.0295 0.0258 0.0236 0.0224 0.0199 0.0206 0.0178
A⋆
2 0.0824 0.0663 0.0670 0.0632 0.0582 0.0378 0.0410
Measurement 3
A1 2.6739 2.5785 2.1374 1.9551 1.7763 1.7192 1.5602
A2 0.0301 0.0251 0.0225 0.0225 0.0200 0.0202 0.0176
A⋆
2 0.0821 0.0827 0.0718 0.0649 0.0583 0.0363 0.0484
83Table B.4: Amplitudes for the measurements in aluminum 1100–H14 evaluated with
chirplet.
Propagation distance
Dataset Amplitude 20cm 25cm 30cm 35cm 40cm 45cm 50cm
Measurement 1
A1 0.0912 0.0816 0.0710 0.0650 0.0547 0.0553 0.0576
A2 x103 1.1780 0.8515 0.8143 0.7993 0.6820 0.7389 0.5717
A⋆
2 x103 2.7064 2.6369 2.2121 2.0949 2.0413 1.1833 1.3260
Measurement 2
A1 0.0880 0.0803 0.0701 0.0614 0.0526 0.0544 0.0578
A2 x103 1.0362 0.8693 0.7659 0.7558 0.6633 0.6687 0.6129
A⋆
2 x103 2.9413 2.0106 2.2479 2.0614 1.9875 1.3237 1.3233
Measurement 3
A1 0.0893 0.0818 0.0704 0.0642 0.0540 0.0560 0.0574
A2 x103 1.0757 0.8762 0.7294 0.7802 0.6678 0.5446 0.5446
A⋆
2 x103 2.7161 2.8603 2.5560 2.2790 2.0336 1.3107 1.7699
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