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ABSTRACT 
New lower bounds, frequently better than previous bounds and readily com- 
putable, for the Perron root r(A) of a nonnegative matrix A are obtained. The 
theoretical comparison of new bounds with the known ones is supplemented with two 
numerical examples. 
INTRODUCTION AND PRELIMINARIES 
Let A = (aij> be a square nonnegative matrix (A > 0). As is well known, 
A possesses a nonnegative eigenvalue r(A), called the Perron root of A, 
which is not less than the absolute value of any other eigenvalue of A. In this 
paper we derive some new lower bounds for the Perron root of a nonnegative 
matrix which are frequently better than known bounds and are easy to 
compute. 
In particular, we consider the bound 
r(S( A)) < r(A), 
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where S( A) = (sii) is th e g eometric symmetrization of A with sij = (a,jcl.i)‘. 
This bound was proved for a nonnegative matrix A in [12] using graph-t r: eo- 
retie concepts. It was also shown in [I21 that when A has at least one 
irreducible component with maximum spectral radius which is balanced (see 
below for the definitions), then r(A) = r( S( A)). In this paper the above 
lower bound and a necessary and sufficient algebraic condition for the 
equality to occur (Theorem 1) are derived using a more general result on the 
Perron root of the Hadamard product of nonnegative matrices proved in [7]. 
Note that the necessary and sufficient condition in Theorem 1 below is 
slightly more precise than the corresponding particular case of Theorem 2 in 
[7]. This enables us to prove Conjecture 3 of [12]. 
Next, for a nonnegative n X n matrix A we prove that the equality 
r(A) = [e’S( A)e]/ n, where e = (1, 1, , 1 j7‘, holds if and only if up to a 
common positive constant all irreducible components of A are diagonally 
similar to symmetric stochastic matrices. We show also how a convergent 
sequence of lower bounds for r(A) can be constructed using the Rayleigh 
quotient for the geometric symmetrizations of powers of A. 
Two general techniques allowing one to obtain more accurate bounds 
starting from known ones are considered. 
The theoretical comparison of new bounds with the known ones is 
supplemented with two munerical examples. 
All matrix inequalities occurring in the paper are componentwise, and in 
writing A 2 0 we assume that A is nonzero. 
Let us recall some general definitions and a somewhat reduced version of 
a theorem from [lS] which will b e referred to in the next section. 
DEFINITION 1. A nonnegative II X n matrix A = (aij) is said to be 
(row) stochastic if 
k a,,, = 1, i = 1,. , n. 
j= 1 
DEFINITION 2. An n X n (n > 2) matrix A is reducible if there exists 
an n X II permutation matrix P such that 
PAPT = 
A,, A,, 
1 1 0 A,, 
BOUNDS FOR THE PERRON ROOT 135 
where A,, is a k X k matrix, 1 < k < n - 1. Otherwise we say that A is 
irreducible. Furthermore, if 
PAP?‘ = 
A,, ... 4, 
. . 
and each of the diagonal blocks Aii, i = 1, , m, is irreducible, then those 
blocks Aii are said to be the irreducible components of A. 
DEFINITION 3. Let A > 0 be an irreducible n X n matrix. The number 
k of eigenvalues of A of modulus r(A) is called the index of cvclicitv of A. 
The matrix A is then said to be cyclic of index 
be primitive. 
i i 
k, and if k = 1, A is said to 
THEOREM V [15, Theorem 2.61. Let A be an n X n nonnegative, irre- 
ducible matrix that is cyclic of index k > 1. Then there exists an n x n 
permutation matrix P such that 
PAkP’ = 
where each diagonal submatrix Ci is square and primitive with 
r(C,) = ... = r(Ck) = [r(A)lk. 
We recall next some graph-theoretic concepts used in [12]. With an 
arbitrary n x n matrix A we associate a weighted directed graph GA (called 
a digraph, for brevity) in the following way. To the entry aij # 0, 1 < i, j < n, 
there corresponds an arc i + j going from i to j with the weight wA(i + j) 
= aij. The nonzero diagonal entry a,, gives rise to a loop at i. A walk W of 
length k is a sequence i, + i, + ... -+ ik + ik+, of k arcs of GA. The 
weight wA(W > of the walk W is equal to the product ai,i, ... aikik+,. By W-’ 
we denote the reversal of W, i.e., the walk ik+l + i, + ... + i, --f i,. A 
closedwalk i, + i, -+ ... + i, + i, with k distinct vertices is called a cycle 
of length k. A cycle C is called balanced if C1 exists and w~(C> = u;,(Cr). 
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If every cycle in G, is balanced, then the digraph G,, and the matrix A are 
said to be balanced. For brevity, we will refer to arcs, walks, and cycles of GA 
also as arcs, walks, and cycles of A. 
Finally, we say that an rr X n matrix A is diagonally similar to an n X n 
matrix B and write A k B if there exists an II X n diagonal matrix A with 
diagonal entries such that A = A-‘BA. An II X n matrix A is said to be 
sign-similar to an II X II matrix B if A = DBD, where D = 
Diadd,, de, , cl,,) with cl, = + 1, i = 1,2,. , n; and such a diagonal 
matrix D is said to be a sign matrix. 
RESULTS 
We recall first the classical lower Frobenius bound of the Perron root of 
an n x n nonnegative matrix A (see, e.g., [lo]), 
r(A) 2 minP,, 
i 
where Pi = I’,( A) = C;= ,aij is the ith row sum of A. 
(1) 
Obviously, when A is symmetric [since the Rayleigh quotient is a lower 
bound for r(A)] the bound (1) can be improved as follows: 
eTAe 
r(A) > - = - 
e’e n i=] 
(2) 
where e = e,, = (1, 1, , 1)‘. Unfortunately, for an unsymmetric matrix A 
the bound (2) can be wrong. Indeed, for 
A= ’ ’ 
[ 1 CY 1’ 
CY > 0, 
Cc;= i Pi)/2 = (3 + a)/2,, and since r(A) = 1 + cri, the lower bound (2) is 
valid if and only if I + (Y’ 2 (3 + a)/2, i.e. if (Y = I, or, in other words, if 
A is symmetric. 
To present the correct generalization of (2) to unsymmetric matrices we 
define for an n X n matrix A such that aijaji > 0, 1 < i, j < n, its geomet- 
ric symmetrization S(A) = (sil) by the relations 
Sil = (aijaji)+, 1 < i,j <n. (3) 
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Clearly, S(A) = A h w en A is symmetric. Note also that if A is triangular 
or tridiagonal, the eigenvalues of A and of S(A) are the same. The following 
properties of the geometric symmetrization are fairly obvious. 
LEMMA 1. Let A be an n X n matrix such that aijaj, 2 0, 1 =G i,j < n. 
Then 
S( DAD-l) = S(A) 
for any nonsingular diagonal matrix D, and 
S( PADT) = PS( A) P7 
for any permutation matrix P. 
Below we shall need the following auxiliary result. 
LEMMA 2. Let A be an n X n nonnegative matrix. Then the following 
are equivalent: 
(i) 3-y > 0 such that yA 2 AT, 
(ii) 3B = BT such that A E B, 
(iii) A fz A?‘, 
(iv) A J? S(A). 
Proof. (i) - (ii): Let yA = D-‘A?‘D, where D = Diag(d,, . . . , d,), di 
# 0, i = 1,. , n. Then 
yai, = aijdi/dj, 
and therefore for sij = (aijaji>l we have 
y’sjj = aij( d/d,)+, 
where S(A) = (sij>. This shows that 
Y’S< A) = DAD-‘, 
i.e., 
(ii) * (iii): If A = D-‘BD, where B = Br, then AT = DBD-’ = 
D’AD-‘, i.e., A g AT. 
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The implication (iii) a (iv> follows from the proof of the implication 
(8 - (ii). The implications (iii) * (i) and (iv) d (ii) being trivial, this con- 
pletes the proof. W 
To generalize the bound (2) to unsymmetric matrices we need the 
inequality 
r(S(A)) <r(A), (4) 
established in [I23 and [7], and f o 11 owing also from an earlier result in [8]. As 
implied by a more general result on the Hadamard product of nonnegative 
matrices in [7] (and for the irreducible case also by a result in [s]), the 
equality in (4) occurs if and only if there exists an irreducible component 
A[ ~1 of A, where /J c (1, , n} and A[ ~1 d enotes the principal submatrix 
of A consisting of the rows and columns of A with indices in p, and there 
exists a positive y such that YA[ ~1 g AT[ ~1. Combining this with Lemma 2, 
we obtain our first theorem related to the bound (4). 
THEOREM 1. Let A be an n X n nonnegative m&-i?;. Then 
r(A) > r(S(A)). 
Furthermore, r(A) = r( S( A)) if and only if th ere exists a diagonal matrix D 
with positive diagonal entries such that DAD- ’ has a symnwtric irreducible 
component with maximum spectral radius. 
Note that in view of Lemma 2 the necessary and sufficient condition for 
equality to occur in (4) as formulated in Theorem 1 is slightly more precise 
than the above-cited result in [7]. Namely, a positive constant y such that 
yA[ ~1 E Ar[ ~1 is in fact equal to unity. 
The next result shows the equivalence between nonnegative matrices 
which are diagonally similar to symmetric nonnegative matrices and balanced 
nonnegative matrices. 
COHOLLARY 1. Let A be an n X n irreducible nonnegative matrix. Then 
A is balanced if and only if A is diagonally similar to a symmetric matrix. 
Proof. Assume that A is balanced. Then by Theorem 2 of [ 121, r(A) = 
r(S( A)), implying, in view of Theorem 1, that A is similar to a symmetric 
nonnegative matrix. 
The reverse statement is implied by the following obvious lemma. w 
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LEMMA 3. Let an n X n matrix A be diagonally similar to an n X n 
matrix B. Then a cycle C is a cycle of A if and only if C is a cycle of B and 
w,(C) = w,(C). 
Theorem 1 and Corollary 1 imply that if r( A) = r( S( A)) for a nonnega- 
tive matrix A, then A has a balanced irreducible component with maximum 
spectral radius, and thus Conjecture 3 of [12] is proved. 
Taking into account Lemma 1, the result of Theorem 1 can be extended 
to matrices with negative entries. 
COROLLARY 2. Let an n X n matrix A be sign-similar to a matrix with 
nonnegative irreducible components. Then S(A) > 0 and r(A) > r(S( A)). 
Furthermore, r(A) = r(S( A)) if and only if A has an irreducible component 
with maximum spectral radius which is diagonally similar to a symmetric 
nonnegative matrix. 
As known from the Bendixson theorem (see, e.g. [l, p. 1351). for any 
square matrix A the following inequality holds: 
ml?.x Re hi( A) < my hi( AS), (5) 
where by Ai( A) we denote eigenvalues of A, while AS:= (A + AT)/2 is the 
symmetric part of A. In particular, when A is nonnegative, (5) implies the 
following upper bound fo; the Perron root of A: 
r(A) < r(AS). 
c’ 
(6) 
Note that (6) follows also from the fact [9] that f(t):= r(tA + (1 
monotone nondecreasing function of t, 0 < t < 1. 
While for instance the upper Frobenius bound 
t) AT) is a 
r(AS) < maxPi (7) 
can be used to bound r(A) above, any nonnegative vector x provides the 
lower bound for r(A): 
r(A) 2 r( S( A)) > 
xTS( A) x 
XTX (8) 
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In particular, taking x = e, we obtain the following counterpart of (2) in the 
unsymmetric case. 
COROLLARY 3. Let A he (1 nonnegative n x n matrix. Then 
r(A) 2 
eTS( A)e 
n 
Note that by Lemma 1 the bound (9) 1s insensitive to diagonal similarity 
transformations of A. Conditions under which the bound of Corollary 3 is 
exact are given by 
THEOREM 2. Let A he (1 nonnegative n X n matrix. Then 
r(A) = 
e7‘S( A)e 
Yl (10) 
if und only if up to a common positive constant all irreducible components of 
A are diagonally similar to symmetric stochastic matrices. 
Proof. By (8) the equality (10) is possible only if 
(i) r(A) = r(S( A)) and 
(ii> r( S( A)) = [ eTS( A)e]/n. 
Assume first that A is irreducible. Then condition (i) implies, in view of 
Theorem 1 and Lemma 2, that S(A) = A AA-’ for a positive diagonal 
matrix A. Thus we need only to show that S( Ale = ,$e for a positive 
constant 5. But (ii) means that e is the Perron eigenvector for S(A), and 
therefore S( A)e = r(S( A))e, i.e. 5 = r( S( A)). 
Now let A be reducible, and let P be a permutation matrix such that 
pApT = 
‘A,, A,, ... A,,,, 
Am ..’ AZ,,, 
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where A,, (k = 1,. , m) are nk X nk irreducible matrices (n, + ... fn,, 
= n). Then by Lemma 1 
e?‘S( A) e e7‘S( PAPT) e 
= 
n n 
‘n nkr( A,,) cc 
k=l n 
and thus the equality [erS( A)e]/n = r(A) implies that, for all k = 1, . , m, 
Since the matrices A,, are irreducible, by the first part of our proof they are 
diagonally similar to symmetric matrices S( A,,) and 
S( A,,)e = r(S( Akk))e = r( A)e, 
which completes the necessity part of the proof. 
Conversely, let there exist positive diagonal matrices D, such that 
DI;lAkk D, = tBk, 
where B, are symmetric and stochastic. Then 
Akk Dkenk = [Dk Bkenk = t?Dke,,k, 
and thus r(Akk) = 5, while Dke,i is the corresponding Perron vector for 
A,,. On the other hand, stochasticity and symmetry of B, and Lemma 1 
imply that 
e;,s( DklAkkDk)enk e,T,s( Akk)enk 
nk = t?ff,Bke,Lk = 
= 
5 5 ’ 
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and thus 
L. YU. KOLOTILINA 
r(A) = mkar(Akk) = t= E nk5 
k=l n 
= g 4,S( tkk)e,,, = eTS(n4)e 
k=l 
Theorem 2 is thus proved. n 
REMARK 1. Contrary to the symmetric case, for an unsymmetric matrix 
the bound (9) can be worse than the Frobenius bound (1). This is the case, 
e.g., for the highly unsymmetric matrix 
1 9 
[ 1 1 10’ 
REMARK 2. If A = Al‘ then [eTS( A)e]/n = Cl=, P/n, and if Pi, = 
min iGiG,, pi, pi, = min,+i p,, th 
Pip)/2 > (P,,P,,)“. The 
en Corollary 3 implies that r(A) > (Pi, + 
b ound r(A) > (Pi,I’i,)’ was given in [2] for (not 
necessarily symmetric) nonnegative matrices with zero diagonal entries. 
REMARK 3. Applying (9) to the 2 X 2 principal submatrices 
ati 'ij 
[ I aji ajj 
of a symmetric n x n matrix A, we obtain the bound 
r(A) 2 max 
i,j 
given in [3]. In the unsymmetric case the latter bound is replaced by the 
bound 
r(A) 2 max 
aii + ajj 
(ajjaji)+ + 2 , 
i,j 
coinciding with the result of [3] if aii = ajj. 
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We turn now to considerin 
& 
two easy ways to obtain more accurate lower 
bounds. Since r( Ak) = r(A) , to estimate r(A) known bounds can be 
applied to Ak, k > 1, instead of A. For instance, the lower bound of 
Corollary 3 applied to A2 implies for A = AT that r(A) > [I;= 1 I’,“( Al/n]‘. 
As is well known, the Frobenius bound (1) on the Perron root yields better 
results when applied to A2 than to A. More precisely, the following theorem 
was proved in [16] ( see [ll] for further results on nested bounds for the 
spectral radius). 
THEOREM 3. Let A be a nonnegative n X n matrix, and .set p(A):= 
mini P,(A). Then 
p(A) < [p(A”)]‘< 1.0 < [P(A+)]‘-” <r(A). 
Moreover, if A is irreducible, then 
,‘?I [ p( A”)]+ = r(A) 
Our next result provides the counterpart of Theorem 3 for the lower 
bound of Corollary 3. 
THEOREM 4. Let A be a nonnegative n X n matrix. Then 
eTS( A) e 
n 
< ( e’s(nA2)e)’ < . . . < ( e’S(fi)e r <r(A), (11) 
Moreover, if A is an irreducible cyclic matrix of index k, k 2 1, then 
Proof. To prove (11) it suffices to show that er‘S( A2)e > [erS(A>e]‘/n. 
To establish the latter inequality we apply twice the Cauchy-Schwarz 
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inequality: 
L.YU.KOLOTILINA 
i.j. k 
> 
&&&(&]” [eTS( A)e12 
= 
n n 
To prove (12) we note that in view of Corollary 3 and Theorem V, for any 
integer 1 > 1 we have 
r(A) ~ ( ;‘(::‘*)e)l’;i ~ I k trCi r- r n i=l 
and since for any primitive matrix B (see, e.g. [15]) 
lim (tr B"')l"" = r(B), 
,l, 4 ‘x 
we obtain that 
I/lk 
I ’ 
lim (tr Ci)‘jik = 
I+= 
[l.(Ci)]“” = r(A), 
which implies the required equality (12). Theorem 4 is thus proved. n 
COROLLARY 4. lf A is a nonnegative mu&ix, und K is the least comnwn 
multiple of the cyclicity indices of its irreducible components, then 
fizz [r(S( ALK))]“” = r(A). 
In particular, if A is primitive, then 
,‘;z [r(S( A'))]"! = r(A). 
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REMARK 4. Since C. 
proof of Theorem 4 that ’ ‘f” 
k(aiiaijajkati)i = e’[ S( A)]“e, it follows from the 
or any nonnegative matrix A 
eTS( A")e > eT[S( A)12e a 
[ eTS( A)e]’ 
. n 
Remark 4 shows that symmetrizing A” gives a better bound for r(A) 
than squaring the symmetrization S(A) of A. 
Further improvements of lower bounds for the Perron root r(A) can be 
achieved by squaring instead of A the shifted matrix 
B:=A- ( j minaii Z > 0. (13) 1 
This way Corollary 3 gives rise to the bound 
r( A) & minaji + 
2 
( eTS(nB2)e ii 
Let (Y = min, aii > 0 and let A = AT. To show that (14) provides an 
improvement on (9) when applied to A’, we shall demonstrate that 
CY+ c ( A2)ij - ZOTU~~ + a2Sij 
i,j n 
where aij is the Kronecker symbol. Carrying (Y to the right and squaring 
both parts of the resulting inequality, we obtain after collecting like terms the 
inequality 
which is valid for all A = AT > 0 in view of the Cauchy-Schwarz inequality. 
Note that since, for A > 0, eTS(B2)e > tr B2, the bound (14) is better 
that the bound [13, 141 
r(A) > minaii+ 
i (15) 
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which can be derived using the above trick from the obvious bound 
tr A 
r(A) >, - 
n 
Of course, (15) . p rm roves the last bound as well as the bound r(A) > 
(tr A”/n)$. 
Starting with the Frobenius bound 
r(A) > maxa,,, (16) 
i 
in the same fashion we obtain the bound 
r(A) > mmui, + mIax [(B”),,]“, (17) 
which also improves (15). As is readily seen, 
and thus the trick consisting in squaring the shifted matrix is justified also for 
the bound (16). 
Another improvement on the lower Frobenius bound (16) is provided by 
THEOREM 5. Let A be a nonnegative n X n matrix with n > 2, and set 
cr:= min, aj,. Then 
+ c aijaji (18) 
j+i 
Moreover, if A is irreducible with n 2 3, and at least two rows (two 
columns) of A contain more than one nonzero o#-diagonal entry, then the 
inequality (18) is strict. 
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Proof. Since by the Perron-Frobenius theorem r(B + C) 2 r(B) if 
B, C > 0 and the inequality is strict if B + C is irreducible, we conclude that 
I- 
( al.1 
\_ 
0’ 
. . . 
0 
0 
‘i-l,i-1 
ai,i-l 
‘1.i 
‘i-1.i 
ui, i 
ui+ 1, i 
a n,i 
0 
‘i.i+l 
ni+l,i+l 
0 
. . . 
0 
'i, n 
U n,* 
This inequality is strict if A is irreducible and some of nonzero entries are 
actually dropped. For the same reason 
where 
A(‘) = 
But, as is, easily 
r(A) 2 a+r(A@)), 
0 
0 
a1,i 
a*-l,i 
ai i - a 
‘i+l,i 
U n,i 
0 
. . . 
0 
(19) 
'i,n 
verified, r( A@)) = (a,, - a)/2 + [(a,, - (yY/4 + 
Cj,i uijuji]’ (with the Perron vector of A(‘) given by [ali,. . , ui_ li, r(Aci)), 
a,+ lir . . > atlilT). Substituting the value of r(Aci)) into (IS), we obtain the 
required bound. n 
REMARK 5. Simple manipulations show that for i = 1, , , n 
aii - a C"ii - @>” + cu_,a, ’ 
2 4 ‘I J’ 
2 [{(A - CII)“)~~]‘, 
j+i 
(and if a,,: > cr and Cj, i uijuji # 0, this inequality is strict). Therefore, the 
bound (18) is an improvement not only on (16) but on (17) as well. 
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REMARK 6. Let 
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be a principal 2 x 2 submatrix of a nonnegative matrix A. Then, obviously, 
r(A) 2 r(A(i,j)), and thus by (18) 
(20) 
which coincides with the bound in [3]. 
Note also that for any 2 X 2 matrix A(i, j) (not necessarily nonnegative) 
the right-hand side of (20) p rovides just the largest eigenvalue of this matrix. 
NUMERICAL EXAMPLES 
EXAMPLE 1. Consider the matrix 
1 1 2 
A= i 2 13, 1 r( A) = (7 + 65:) = 7.531. 
2 3 5 
The bounds of [IO], [13], [14], and [4-61 yield respectively 
r(A) > S.162, 
T-( A) 2 1 + (9)’ = 4.915, 
r(A) >, 1 + 19+ = 5.3588 (after one refinement step), 
r(A) 2 3 + 13; = 6.605, 
r(A) > 7. 
The Frobenius bound (I) applied to AT gives r( A) > 5, and the bound of [6I 
applied to A” yields r(A) > 53” = 7.280. 
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Applying the bounds (9), (14), and (18) to A and (18) to (A - Z)‘, we 
obtain respectively 
17 + 2 x 2; 
r(A) > 3 
= 6.609, 
58 + 2 x 154; + 8 x 14; ’ 
T-(A) > 1 + 
3 
= 7.130, 
r(A) > 3 + 14; = 6.741, 
r( A) > 1 + [ 17.5 + (132.25 + 378);] ’ = 7.331. 
For our next and last example the lower bound (9) tends not only to r(A) 
but even to maxi P,(A) > r(A) as the matrix order n tends to infinity. This is 
in contrast with Frobenius-type (and Gerggorin-type) bounds, which do not 
involve the matrix order n. 
EXAMPLE 2. consider the R X n symmetric Toephtz tridiagonal matrix 
2 1 
1 2 1 0 
. . . 
A,, = . . . 
. . . 
0 1 2 1 
1 2 
By (1) and (7), 3 < r(A) < 4. On the other hand, the bounds (9) and (14) 
yield respectively that 
r(A) >4- 2 
n 
(=a) 
As is well known, the eigenvalues of A are given by 
krr 
&(A) = 2 + 2~0s - 
nfl’ 
k=1,2 ,..., n, 
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and thus 
9-r 
r( AJ = 2 + 2 cos - 
n+l 
7T2 
2( Yl + 1)” 
(as n --) a). (22) 
For instance, if n = 100, by (2Ib) we get 
while by (22) 
3.9849 < T-( A,,,), 
r( Al,,) = 3.99903. 
The nice behavior of (9) and of its derivations for large Toeplitz matrices 
becomes even more evident if, instead of the symmetric matrix A, we 
consider an unsymmetric matrix, say, 
B= 
4 
2 
0 
4 
I 
a 
0 
2 
1 
4 
2 
which is diagonally similar to A and thus has the same eigenvalues. Indeed, 
by Lemma 1, the bounds (9) and (14) for B coincide with those for A, while 
the Frobenius bounds mini P,(A) < r(A) < maxi Pj( A) are sensitive to the 
diagonal similarity transformations and yield in this case the unsatisfactory 
result 
2.35 i r(A) 6 6.25 
1 would like to thank Professor 0. Axe&on for taking a careful look at the 
first draft of the paper and for his hospitality during my stay in Nijmegen, 
Professor R. S. Varga for making improvements in the English, Professor R. 
A. Brualdi for indicating the reference [121, and an anonymous referee for 
indicating the references 171 and [S]. 
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