Abstract-Witnessing a rapid and continuous diffusion of mobile devices such as on-board GPS navigators, smartphones and tablet computers, we also facing the challenge that how to effectively and efficiently cluster the trajectories derived from these devices. Such an algorithm can benefit a range of applications and services, including intelligent transportation systems, personalized route planner, smart sports and predictionbased social network, etc. Coping with moving object trajectory clustering has long been an important research direction on moving object pattern mining, but still remains two difficulties to deal with. First, how to define the similarity between two trajectories. Second, how to cluster a large number of trajectories efficiently. To define the similarity, a key point is to choose appropriate granularity. If fine-grained policy is adopted, we can expect a more precise result. However, it requires a lot of computations. On the other hand, if coarse-grained strategy is used, we can quickly cluster very large number of trajectories. However, the results are not as good as fine-grained algorithm. Hence, it's a dilemma. To cluster a large number of trajectories, a lot of algorithms are proposed. Some of them are focusing on finding moving objects which move close to each other for a time duration, such as: swarm. Some of them employ the notion of density connection in order to enable the formulation of arbitrary shapes of groups, such as: convoy. In this paper, we aim at find the similarity between the trajectory sets, where each set is generated by a moving object. In this way, we can explore the personalized patterns which are more crucial to a lot of real-world applications as mentioned above. First, we define the similarity between two moving object trajectories. Then, we give an algorithm to cluster trajectory sets. Finally, intensive experiments are conducted and the results prove both the effectiveness and efficiency of our algorithm.
I. INTRODUCTION
Technically, a mobile device can report the location coordinates (including longitude, latitude and altitude) in high sampling rates (one record per second for instance). And based on these samples, there are rich techniques to perform effectively clustering. However, with the increasing number of such mobile devices, corresponding trajectory database cannot support these high-sampling-rate observations [1, [6] [7] [8] . Considering the situation in Beijing as an example, there are about 80,000 taxis equipped with GPS devices. If each car send its location to the trajectory database per second, the amount of data produced will be up to 1 TB per day. The data volume will bring a heavy burden of storage and communications, and wasted a lot of energy. Therefore, as a matter of fact, a car averagely send its location to the database in every one minutes, and even a few minutes in some districts. Consequently, the low-sampling-rate records in the database bring new challenges to the previous trajectory clustering algorithms.
Trajectory clustering can be applied to many scenarios and applications [2] [3] [4] [5] . Basically, we divide it into two categories: neighborhood identification (NI), that is to find moving objects which move close to each other; and activity recognition (AR), that is to extract high-level activity and goal related information from low-level sensor readings. Both of these two categories are trying to discover more semantic information beyond the raw trajectory data. Despite the advantage of previous researches in providing the position and the context information of a mobile user, we are interested in another way clustering. In this paper, we also aim at exploring semantic information from the data. However, there are two differences between our work and previous clustering algorithms. First, the data in our algorithm is in low-sampling-rate. Second, the semantic information is about the correlations between two moving objects. Specifically, through the trajectories, we can say two persons (Peter and Audrey for example) are closer friends than the other two persons (Peter and Carl), because Peter and Audrey usually go to restaurants and cinemas together while Peter and Carl only go to classrooms together.
To fulfill our goal, we need resolve the following two problems. The first one is how to define the similarity between two trajectories, which is a non-trivial problem. The second one is how to cluster trajectory sets derived from moving objects. In our proposal, considering a trajectory is typically made up of a series of coordinate points with time stamps, we design a similarity metric which utilize the data providing by each coordinate point. And in road network constrained environment, to evaluate the similarity between two trajectory sets derived from two moving objects, in turn, becomes a problem of finding maximum common road trajectories. Accordingly, we give an algorithm to cluster the trajectory sets based on threshold. To validate our algorithm, we firstly collect data from mobile phones with several volunteers in our lab for tracking and validating daily routines. Then we implemented and tested our clustering algorithm on real trajectories derived from these volunteers to find the correlations between two or more friends who share their daily routines. Our results show that our clustering algorithm is effective even in low-samplingrate conditions and efficient even the number of trajectories is very large.
The rest of this paper is structured as follows: in section 2.1 and section 2.2 we define similarity measures not only between two trajectories, but two trajectory sets. In section 2.3 we give the details about our clustering algorithm. In section 3, we conduct and experimental study over real trajectories in order to evaluate our approach. Finally, the conclusions of our research along with ideas for future work are summarized in section 4.
II. MOVING OBJECT TRAJECTORIES CLUSTERING
In animal tracking and some other scenarios, the objects typically move freely in the water, on the surface of the Earth, or in the air. In such cases, the movement domain is often modeled as two-or three-dimensional Euclidean space. In this paper, we consider the settings where the objects are vehicles, and treat the movement domain as a spatial graph that models a road network. Furthermore, the spatial extent of a moving object is ignored so that the position of an moving object at a given time can be treated as a point [9, 10] .
The scenario in this paper is that multiple objects, each equipped with a mobile device with a unique identifier id, report its location at every specific time interval. Each device samples the location of its object and is capable of transmitting its location to a central trajectory database. The update policy we used is to report its location every predefined time interval. For example, devices may take a position sample at a fixed frequency such as every second. A location record has the format (t, x t , y t , id), where the sampled location at time t is (x t , y t ). The trajectory of an moving object is assumed as a polyline which consists of a sequence of samples. And the location of a moving object in-between the two consecutive samples is approximated as
ti+1−ti , where P i+1 and P i are the two observations at time t i+1 and t i , respectively.
A. Similarity between Two Trajectories
In the time series database, the similarity of two time series data, where each has n value, is given by the raw Euclidean distance between vectors in R n [14] . Since the moving object trajectory also has the time series data feature, we borrow the core idea from time series database and define the similarity between two trajectories. First, let's review the corresponding definition in time series database. When there are two time series data, c =< w
′ ) is defined as follows:
(1) A straightforward extension to the above definition is to treat the two trajectories as query trajectory and the to-be compared trajectory, respectively. Here, let χ be the set of discrete trajectories stored in the database, and each χ i (χ i ∈ χ) is a discrete trajectory, such as
The similarity query can then be defined using χ q χ, and the previous defined distance between two time series vectors [11] [12] [13] .
However, sensor devices often lose the location reports due to various reasons. For example, as illustrated in figure 1(a) , a trajectory may lost the report at time slots F and G. To cope with such cases, we need modify our similarity definition, because the original Euclidean distance can be only used in the case where all trajectory are measured by the same interval, that is ∆t = t i+1 − t i (i = 1, · · ·, n − 1), where t i is an interval from the time when x i is measured. Therefore, we define a temporal normalized trajectory similarity measurement for two trajectories, as follows.
Given a trajectory χ defined for time interval [t S , t E ], and a sampling number m, the temporal normalized discrete trajectory χ∆t is defined as follows:
where t S + m∆t = t E .Intuitively, this discrete trajectory χ ∆t is the re-sampled trajectory per fixed interval ∆t from χ. In other words, χ ∆t is generated by dividing χ into equal interval ∆t. For discrete trajectory χ, we can use the piecewise linear approximation instead of χ. In the case of Figure 1 (a), the temporal normalized discrete trajectory (right) is generated from the approximate trajectory (left).
Given two trajectories χ and χ ′ with the same temporal
) and a natural number m, the spatiotemporal distance (similarity) D T S (χ, χ ′ ) between χ and χ ′ is defined as follows:
where ∆t =
In this definition, the similarity is the Euclidean distance between trajectories represented as m + 1 dimensional vectors, and the interval of each trajectory is normalized. Using this definition, it is possible to find trajectories whose shape is more similar to the query trajectory than can be found using previous methods.
B. Similarity between Two Trajectory Sets
Intuitively, the more common trajectory road segments that two trajectory sets share, the more similar the two trajectory sets. The common trajectory road segments has been extended to a broader extent with a threshold which specifies the distance between two trajectories. As shown in figure 1(b) , MO1 and MO2 are clustered into one set. Meanwhile, MO3 and MO4 are clustered together. To identify the similarity between trajectory sets, only using the trajectory similarity is not enough. Therefore, we introduce another similarity measure TRJ-TFIDF which is derived from the original TFID-F. TFIDF(term frequencyCinverse document frequency), is a numerical statistic which are usually applied to reflect how important a word is to a document in a collection or corpus. The TFIDF value increases proportionally to the number of times a word appears in the document, but is offset by the frequency of the word in the corpus, which helps to control for the fact that some words are generally more common than others. We employ the idea of TFIDF in our algorithm to compute the similarity between two trajectory sets. The corresponding relationships are that the trajectory set is viewed as a document, specific road segments are treated as the words and some popular road segments are used to control the fact that some segments are more general than others. Specifically, based on the similarity between two trajectories, we can discover independent Similar Road Segment Set (SRS for short), where each set includes a collection of similar road segments, and can be used interchangeably. TRJ-TFIDF is the product of two statistics, road segment frequency and inverse trajectory frequency. Various ways for determining the exact values of both statistics exist. In the case of the road segment frequency TRJ-TF(t,d), we adopt the choice that is to simply use the raw frequency of a road segment in a trajectory set, i.e. the number of times that a road segment t occurs in a trajectory set d. Since we denote raw frequency of t as TRJ-F(t,d), the simple TRJ-TF scheme is TRJ-TF(t,d)=TRJ-F(t,d).
The inverse trajectory frequency is a measure of whether the road segment is common or rare across all trajectories. It is obtained by dividing the total number of trajectories by the number of trajectories containing the road segments, and then taking the logarithm of that quotient. Then TFIDF is calculated as TRJ-TFIDF=TRJ-TF×TRJ-IDF.
C. Clustering Algorithm
Clustering of trajectories is perhaps one of the most fundamental operations used in various types of trajectory pattern mining, since the discovery of trajectory patterns typically involves the process of grouping similar positions, trajectories, and objects. Clustering is a fundamental concept in data mining, due to its wide spectrum of applications. Clustering techniques for different types of data are likely to vary significantly with respect to the underlying concepts and the specific techniques employed. In our algorithm, clustering is the process of organizing moving objects into groups so that the members of a group are similar and so that members of distinct groups are dissimilar, according to the definition of similarity we give above.
We use the polyline model to represent a trajectory and polyline set to describe the moving object movements. With these models, our algorithm treats a road segment of a trajectory as a minimum unit when computing the distance between two trajectories and uses a road segment of a road network as a minimum unit(word) when computing the distance between two trajectory set. Aiming at clustering moving objects with more similarity of the trajectory sets into one cluster and separating moving objects with more dissimilarity of the trajectory sets far away, it is essential to design an effective clustering algorithm. In this subsection, we offer details on our algorithm. Given a road network G, we generate the adjacent matrix GM by computing the road segments and junctions of it, where each road segment is the minimum unit linking two adjacent junctions. The weights of the edges is depicted in GM as the value of the cell to represent the length of corresponding road segment. Each moving object has its own adjacent matrix GM -M O to depict the trajectory set collected from its historical trajectory data. Similar to the classical K-means approach, we firstly arbitrarily select k centroids as the cluster centers. Then, iteratively computing the distances(according to the similarity measures defined in previous two subsections) and performing the assignment step(equivalent to expectation step) and update step(equivalent to maximization step). Finally, after the converge to the global optimum, output the results. As shown in algorithm 1, our clustering algorithm is an iteratively process. The main function converges when the subroutine TRJ-TFIDF distance computation cannot change the current centroids of our clusters.
III. EXPERIMENTS
In this section, we present an experimental study in order to evaluate our approach. The experiments were run on a PC with Intel Core Duo at 2.53 GHz, 4 GB RAM and 240 GB hard disk. We implemented the proposed algorithms using C++.
A. Datasets and Configurations
To the best of our knowledge in the trajectory database domain there is no available real datasets and their clusters to be used as the ground truth for benchmarking. To validate our algorithm, we collect data from smart phones with several volunteers in our lab for tracking and validating daily routines. And we manually cluster these trajectory sets with a threshold δ. Then we extract clusters via our algorithms. Finally, we compute the accuracy by the comparison of the manually clustered ones and the extracted ones. We also recorded the running times for various trajectory set sizes to validate the efficiency. The initial dataset consists of the trajectory sets of 25 persons in the area of Beijing between August and September 2012. There are 58,964 position records including the position information, identifiers and the time information. The time interval between two consecutive samples are 5 seconds.
B. Results and Analysis
We implemented a variation of the original K-means algorithm accompanying with Euclidean distance appropriately 
F (rs(i, j) , rs ∈ G)+ = 1 for each trajectory trj j in S trj (M O j ) do 
19: calculate the distances between the trajectory sets and new centers 20: re-generate clusters according to the T F IDF distance refined for the comparison with our algorithm. In order to be as fair as possible, the modified K-means is called as K-means-Euc which also uses the same raw trajectory data, along with the distance roughly determined between MBRs.
In our first experiment we tested the effect of our parameter k which is the number of clusters. We then recorded the running times of our algorithm and K-means-Euc, respectively. The corresponding results are shown in Figure 2 . Note that the accuracy is computed by the proportion of extracted clusters in total real clusters. Clearly, Figure 2 demonstrates that our algorithm achieves very good results, with a typical accuracy above 80%, while it reaches nearly 100% when the cluster size(k) is set to appropriate value, regardless of the value of other parameters, where our clustering algorithm can capture the inherent characteristics of the trajectories. Moreover, our algorithm outperforms the K-means-Euc always, which proves the effectiveness of the algorithm. On the other hand, when applying the same experimental settings and trajectory size over our algorithm and the K-means-Euc, our algorithm also outperforms the Kmeans-Euc at the running time. With the increasing trajectory size, both running times of the two algorithms are undoubtedly increasing. Nevertheless, the general observation obtained from our experiments, is that the running time of our algorithm is more stable than the K-means-Euc, which indicates that our algorithm is more suitable to cluster trajectory in large size.
IV. CONCLUSION
In this paper, we propose a novel moving object trajectory clustering algorithm, motivated by the observation that the moving objects usually moving together are in closer relationship than others. Aiming at this goal, we firstly define the similarity measure between trajectories and the similarity measure between trajectory sets. Then accordingly, based on these two similarity measures, we describe the details of our novel clustering algorithm. Finally, we has proved the effectiveness and the efficacy of our algorithm by intensive experiments.
We plan to adopt some smarter sampling strategies for large trajectory data so as to adaptively follow the inherent distributions of the trajectories. And another clear future work is to develop an index-based version of our clustering algorithm to further improve the performance of our algorithm particularly on large trajectory datasets.
