1. Introduction. Effective methods for calculating the topological degree for a continuous mapping are very useful. In this paper we present an algebraic method which applies to polynomial mappings. We shall show that in this case the topological degree can be expressed in terms of signatures of some effectively defined bilinear forms (see Theorem 4.1).
The method may be derived from the theory of bilinear forms on finite intersection algebras given by Scheja & Storch [10] , Eisenbud & Levine [5] , Khimshiashvili [8] , Kunz [7] and Cardinal [4] . All facts needed for the proof of Theorem 4.1 are presented in [2] .
The complete proof requires some advanced facts concerning complete intersection algebras. In this paper we explain the method for polynomial mappings having only non-degenerate roots. This way we may avoid difficult details and make the main idea of the method to be more clear.
In the case of the local topological degree there is a similar formula (so called Eisenbud & Levine formula). One can find its proof in [1] , [2] , [5] , [8] . In [9] one may find a description of an algorithm which has been used to create a computer program which can calculate the local topological degree.
Preliminaries.
In this section we shall collect some useful facts concerning bilinear forms and polynomial algebras.
Let R (resp. C) denote the field of real (resp. complex) numbers. Let V be a finite dimensional real vector space and let Φ : V × V → R be a bilinear symmetric form. Let V + (resp. V − ) denote a maximal subspace of V on which Φ is positive (resp. negative) definite, i.e. if x ∈ V + − {0} (resp. x ∈ V − − {0}) then Φ(x, x) > 0 (resp. Φ(x, x) < 0). We define
We shall say that Φ is non-degenerate if its matrix is non-singular.
Lemma 2.1. Let ϕ : R → R be an R-linear functional and let Φ : R × R → R be the bilinear form given by Φ(x, y) = ϕ(xy).Then signature Φ = sign ϕ(1). Moreover Φ is non-degenarate if and only if ϕ(1) = 0.
Lemma 2.2. Let ϕ : C → R be an R-linear functional and let Φ : C × C → R be the bilinear form given by Φ(z, w) = ϕ(zw). Then signature Φ = 0.
Then B is a finite dimensional R-algebra. Let ϕ : B → R be an R-linear functional. Denote
. From previous lemmas we get Proposition 2.3. Let Φ : B × B → R be the bilinear form given by Φ(f, g) = ϕ(f g). Then
denote the determinant of the Jacobian matrix. Let A = R[x 1 , . . . , x n ] / I, where I is the ideal in R[x 1 , . . . , x n ] generated by polynomials f 1 , . . . , f n . Then A is an R-algebra. From now on we shall assume that d = dim A < ∞ and that F C has only nondegenerate complex roots, i.e. if z ∈ F −1 C (0) then J (z) = 0. The next two facts generalize the Fundamental Theorem of Algebra. They follow immediately from Corollary 1 in [6] , p.57.
So there are d complex roots for F C and we may assume that
3. The construction of bilinear forms.
It is easy to see that each T ij extends to a polynomial, thus we may assume that
It is easy to see that J (x) = T (x, x).
We do not change the determinant if we add to this column a linear combination of the form
A. LȨ CKI AND Z. SZAFRANIEC The j-th column then becomes
Developing this determinant relatively to the j-th column we get an element of the ideal I 2 . Hence
and then
and by induction
So the theorem is true if q(x) is a monomial. One gets the general case by linearity.
such that Q(p) = 0 and Q(q) = 0. Applying the same arguments as in the proof of the previous theorem one can see that there are
Suppose that e 1 (x), . . . , e d (x) form a basis in A. Since A 2 is isomorphic to A⊗A then e i (x)e j (y) for 1 ≤ i, j ≤ d form a basis in A 2 . Hence there are t ij ∈ R such that Let E 1 , . . . , E d be the basis given by 
Definition. Let ϕ : A → R be the linear functional given by
Take p i ∈ F −1 R (0). We have assumed that J (p) = 0 for every p ∈ F −1 Let Φ : A × A → R be the bilinear form given by Φ(f, g) = ϕ(f g).
. Now it is enough to apply Proposition 2.3.
Let M : R n → R be a polynomial, let ϕ M : A → R be the linear functional given by ϕ M (f ) = ϕ(M f ), let Φ M : A × A → R be the bilinear form given by 
4. A formula for the topological degree. Let F R = (f 1 , . . . , f n ) : R n → R n be a polynomial mapping, let M : R n → R be a polynomial and let B = { x ∈ R n : M (x) > 0 }. If B is bounded and ∂B ∩ F In this paper we shall give the proof under the additional assumption that all complex roots are non-degenerate, i.e. if p ∈ F −1 C (0) then J (p) = 0. We want to point out that this assumption is not necessary. 5. The algorithm and computations. In this section we will present a method of calculating the matrix of the bilinear form presented in previous sections, and we will illustrate the method on one simple example.
First of all, we will briefly describe a notion of a Gröbner basis. In this article we only present some of the aspects of a Gröbner basis, the reader can find more details in [3] . A Gröbner basis of an ideal I is a set of its special generators which is useful to express the residue class of a polynomial in R[x]/I. Gröbner bases also enable to find the dimension of R[x]/I (as a vector space) and its basis. We also describe the Buchberger algorithm for calculating Gröbner bases. In many computer algebra systems there exist implementations of that algorithm, for example in Axiom, Macsyma, MAS, Maple, Mathematica, Reduce.
Let us denote x = (x 1 , x 2 , . . . , x n ) and N = {0, 1, 2, . . .}. For α, β ∈ R n let αβ denote the standard scalar product. Let ≤ be a semigroup ordering in the set of monomials T = {x α : α ∈ N n }. That means ≤ is a linear ordering and
Any such ordering can be obtained by a matrix A ∈ GL(n, R) in the following way: if a 1 , . . . , a n are the rows of the matrix A, then x α ≤ x β iff α = β or there exists i such that a i α < a i β and a j α = a j β for all j < i. That means that Aα is lexicographically smaller than Aβ as a column vector in R n . Two of the most important and commonly used orderings are: (a) the lexicographical ordering obtained by the identity matrix.
(b) the total degree ordering obtained by the matrix
We also assume that the ordering ≤ satisfies
That means that in the corresponding matrix in each column the first nonzero element is positive. This condition also implies that if
Thus ≤ is an extension of the partial ordering | to a linear ordering. Because for the ordering | we have:
Therefore ≤ is a wellordering. For the fixed ordering ≤ and for any polynomial f = a α x α we define: the set of terms T (f ), the head term HT (f ) and the head monomial HM (f )
For a set P ⊂ R[x] we define the set of head terms
For S ⊂ T we define mult(S) = {t ∈ T : s | t for some s ∈ S}.
For f, g ∈ R[x] we define the s-polynomial
where lcm(x α , x β ) = x γ and γ = (min(α 1 , β 1 ), . . . , min(α n , β n )).
Note that some of the polynomials which are outputs of that algorithm are redundant. Their head terms are divided by other head terms from the Gröbner basis G, so they can be deleted. It shows that a Gröbner basis of an ideal I is not determined. But even if we remove all redundant polynomials, then two Gröbner bases can be different. For example, for a fixed ordering ≤ in the presented algorithm we can get various Gröbner bases, if we change the order of calculating s-polynomials of the pairs from the set P (called critical pairs). The choices of polynomials from G in NFBuchberger also influence outputs of the algorithm. The choices we make during computations have also effect on the time of calculations. There exist selecting strategies to make computations faster.
Most of existing algorithms for finding Gröbner bases use two criteria of deleting some critical pairs. The reader can find this powerful method of reducing the number of calculations together with the algorithm in [3] .
It is also proper to add that the choice of term order influences the time of calculations of a Gröbner basis. From the two described orderings, i.e. the lexicographical and the total degree, the first one is slower in most of examples.
The next example shows a method of calculating a matrix of the bilinear form using Gröbner bases. We used Maple to calculate it but it can also be done by hand. Let F : R 2 → R 2 be a map given by the formula 
