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SIMPLE HOMOTOPY TYPES OF INDEPENDENCE
COMPLEXES OF GRAPHS INVOLVING GRID GRAPHS
KENGO OKURA
Abstract. We show that if a graph G involves a certain square grid graph as
a full subgraph, then a certain operation on it yields a simplicial suspension
of the independence complex of G. This generalizes a result of Csorba. As
a corollary, we determine the simple homotopy types of the independence
complexes of some grid graphs.
1. Introduction
Let G be a finite graph. Recall that an independent set of G is a set of vertices
such that any two elements are not joined by an edge. Then the set of independent
sets of G is closed under taking subsets, and so it forms a simplicial complex
which is called the independence complex of G and denoted by I(G). Independence
complexes are well studied in combinatorial algebraic topology, and in particular,
there are several results on an explicit determination of the homotopy types of
the independence complexes of grid graphs. In this paper, we study the simple
homotopy types, instead of the homotopy types, of the independence complexes of
graphs involving grid graphs.
We first refine a result of Csorba [3, Theorem 11], an useful tool for determining
the homotopy types of independence complexes, by replacing a homotopy equiva-
lence with a simple homotopy equivalence. If simplicial complexes K and L have
the same simple homotopy type, then we write Kupslope↘ L.
Theorem 1.1. Let G be a graph with an edge uv. If H is obtained from G by
replacing the edge uv with a length four path u− x− y − z − v, then
I(H)upslope↘ ΣI(G).
The planer square grid graph Pm,n is the graph of the rectangular arrangement
of (m− 1)(n− 1) squares on a plane. That is,
V (Pm,n) = {1, 2, . . . ,m} × {1, 2, . . . , n},
E(Pm,n) =
{
(i1, j1)(i2, j2)
∣∣∣∣ i1 = i2 and j2 = j1 + 1 ≤ n,or i2 = i1 + 1 ≤ m and j1 = j2
}
.
Here we interpret Theorem 1.1 as a behavior of the simple homotopy types of I(G)
with respect to a replacement of a small grid graph P1,2 in G with a large grid
graph P1,4. We next generalize Theorem 1.1 from this viewpoint.
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2Theorem 1.2. Let G be a graph with P2,2 as a full subgraph. If H is obtained from
G by replacing P2,2 with P2,4 as in Figure 1, then
I(H)upslope↘ ΣI(G).
G
−→
H
Figure 1. The replacement in Theorem 1.2
Theorem 1.3. Let G be a graph with P3,2 as a full subgraph. If H is obtained from
G by replacing P3,2 with P3,6 as in Figure 2, then
I(H)upslope↘ Σ3I(G).
G
−→
H
Figure 2. The replacement in Theorem 1.3
Now we apply the above results to determine the simple homotopy types of
the independence complexes of the following grid graphs. Let Cm,n be the graph
obtained from Pm,n+1 by identifying vertices (i, 1) and (i, n+1) for i = 1, . . . ,m and
the corresponding edges. The homotopy type of I(C1,n) is determined by Kozlov
[6, Proposition 5.2], and we first refine this result to simple homotopy types. Let
3n be the join of n+ 1 copies of ∂∆1. Then 3n is a triangulation of the n-sphere.
Corollary 1.4. We have
I(C1,3k+i)upslope↘

3k−1 ∨3k−1 (i = 0),
3k−1 (i = 1),
3k (i = 2).
The homotopy types of I(C2,n) and I(C3,n) are also determined in previous
studies. Adamaszek [1, Theorem 1.1 b)] obtained I(C2,n) ' Σ2I(C2,n−4). In
addition, the homotopy types of I(Cm,n) for n = 2, 3, 4, 5, which complete the
determination of the homotopy type of I(C2,n), are determined by Thapper [7,
Proposition 3.1, 3.2, 3.3, 3.4]. Iriye [5, Theorem 1.3] determined the homotopy
type of I(C3,n). We next refine these results to simple homotopy types.
3Corollary 1.5. We have
I(C2,4k+i)upslope↘

∨
3
32k−1 (i = 0),
32k−1 (i = 1),
32k (i = 2),
32k+1 (i = 3),
I(C3,8k+i)upslope↘

∨
5
36k−1 (i = 0),
36k−1 (i = 1),
36k+1 (i = 2, 3),∨
3
36k+2 (i = 4),
36k+3 (i = 5, 6),
36k+5 (i = 7).
Let Mm,n be the graph obtained from Pm,n+1 by identifying vertices (i, 1) and
(m− i+ 1, n+ 1) for i = 1, . . . ,m and the corresponding edges (see Figure 3).
P3,4 C3,4 M3,4
a
b
c a
b
c
a
b
c
Figure 3. P3,4, C3,4 and M3,4
We determine the simple homotopy types of I(M2,n) and I(M3,n).
Corollary 1.6. We have
I(M2,4k+i)upslope↘

32k−1 (i = 0),
32k (i = 1),∨
3
32k (i = 2),
32k (i = 3),
I(M3,8k+i)upslope↘

∨
3
36k−1 (i = 0),
36k (i = 1, 2),
36k+2 (i = 3),∨
5
36k+2 (i = 4),
36k+2 (i = 5),
36k+4 (i = 6, 7).
Let CHm,n be the graph which is obtained from Cm+1,2n by removing all the edges
(i, j)(i− 1, j) such that i− j are even (see Figure 4).
a a a a
Figure 4. CH2,3
4We determine the simple homotopy type of I(CH1,n).
Corollary 1.7. We have
I(CH1,2k+i)upslope↘
{∨
2
32k−1 (i = 0),
∗ (i = 1).
2. Preliminaries
Let G be a graph. For a subset W ⊂ V (G), where V (G) is the vertex set of G,
let G \W be the full subgraph of G whose vertex set is V (G) \W . For vertices
u, v of G, let G ∪ uv denote the graph obtained from G by joining u with v by an
edge. For an edge e of G, let G− e be the graph obtained from G by removing e.
For a vertex v of G, let N [v] be the union of {v} and the set of vertices which are
adjacent to v. For an edge e = uv of G, we set N [e] = N [u] ∪N [v].
We will use the following lemma.
Lemma 2.1. Let G be a graph.
(a) For a vertex v of G, suppose that there is an isolated vertex in G \ N [v].
Then I(G) collapses onto I(G \ {v}).
(b) For an edge e of G, suppose that there is an isolated vertex in G \ N [e].
Then I(G− e) collapses onto I(G).
The following proof is based on Engstro¨m’s proof of [4, Lemma 3.2].
Proof. We first prove (a). Let u be the isolated vertex in G \ N [v]. We set D =
{σ ∈ I(G) | u /∈ σ, v ∈ σ} and U = {τ ∈ I(G) | u ∈ τ, v ∈ τ}. For a simplex
σ ∈ D, σ ∪ {u} is again a simplex of I(G) since any vertex in σ is not adjacent to
u. Conversely, for a simplex τ ∈ U , τ \ {u} is a simplex of I(G). Therefore, we can
match σ ∈ D and σ ∪ {u} ∈ U , and remove all the pairs (σ, σ ∪ {u}) by elementary
collapse steps. The resulted complex is I(G \ {u}).
Similarly, we can prove (b) by replacing D and U with D′ = {σ ∈ I(G) | u /∈
σ, v ∈ σ,w ∈ σ} and U ′ = {τ ∈ I(G) | u ∈ τ, v ∈ τ, w ∈ τ}, respectively, where v, w
are the end points of e. 
Now we define three operations.
(1) Suppose that G has vertices u, v such that u is isolated in G \N [v]. Then
by Lemma 2.1, I(G) collapses onto I(G \ {v}), and we denote this collapse
by Del(v, u). In the figures, deleted vertex v is indicated by a circle.
(2) Suppose that G has an edge vw and a vertex u such that u is isolated in
G\N [vw]. Then by Lemma 2.1, I(G) expands into I(G−e), and we denote
this expansion by Del(vw, u). In the figures, deleted edge vw is indicated
by a dashed line.
(3) Suppose that G has vertices u, v, w such that u is isolated in G \ (N [v] ∪
N [w]). Then by Lemma 2.1, I(G) collapses onto I(G∪ vw), and we denote
this collapse by Add(vw, u). In the figures, added edge e is indicated by a
thick line.
53. Proofs
Proof of Theorem 1.1. We obtain I(H)upslope↘ I(G unionsq e) by the following sequence of
operations (see Figure 5):
Add(uv, y),Del(ux, z),Del(z, x).
u x y z v
H
→ u x y z v
→ u x y z v → u x y z v
G unionsq e
Figure 5. A sequence of operations which induces
I(H)upslope↘ I(G unionsq e) in the proof of Theorem 1.1
Then, we get the desired conclusion since we have I(G unionsq e)upslope↘ ΣI(G). 
Proof of Corollary 1.4. By Theorem 1.1, we have
I(C1,n+3)upslope↘ ΣI(C1,n).
The base cases are
I(C1,1) = 3
−1, I(C1,2) = 30, I(C1,3) = 30 ∨30
(see Figure 6).
C1,1 C1,2 C1,3
∅
I(C1,1) I(C1,2) I(C1,3)
Figure 6. C1,1, C1,2, C1,3 and their independence complexes

In the following, we denote the vertices (1, i), (2, i), (3, i), (4, i) of Pm,n by i, i, î,
i˜, respectively.
Proof of Theorem 1.2. The desired conclusion is I(H)upslope↘ I(Gunionsqe). This is obtained
by
Add(14, 3),Add(14, 3),Del(12, 3),Del(12, 3),Del(3, 2),Del(3, 2)
(see Figure 7).
6→ →
→ → →
→
Figure 7. A sequence of operations which induces
I(H)upslope↘ I(G unionsq e) in the proof of Theorem 1.2

Remark 3.1. The above proof of Theorem 1.2 indicates that we can apply Theorem
1.2 even if there is no edge 11.
Proof of Theorem 1.3. It is sufficient to obtain I(H)upslope↘ I(GunionsqC1,8) since by Corol-
lary 1.4, we have
I(G unionsq C1,8)upslope↘ I(G) ∗32upslope↘ Σ3I(G).
There are four steps to transform H into G unionsq C1,8 without changing the simple
homotopy type of the independence complex.
Step 1: Add three edges, 16, 16̂ and 1̂6. This process is performed as follows:
Add(14̂, 2̂),Add(16, 5̂),Del(14̂, 2̂),Add(13̂, 2),Add(14, 3),
Add(16̂, 4̂),Del(14, 3),Del(13̂, 2),Add(1̂3, 2),Add(1̂4, 3̂),
Add(1̂6, 4),Del(1̂4, 3̂),Del(1̂3, 2)
(see Figure 8).
→ →
→ → →
→ → →
→ → →
→ →
Figure 8. A sequence of operations which induces
I(H)upslope↘ I(G unionsq C1,8) in the proof of Theorem 1.3 (Step 1)
7Step 2: Delete three edges, 12, 1̂2̂ and 12. This process is performed as
follows:
Add(24̂, 3),Add(25, 4),Del(12, 5̂),Del(24̂, 3),Add(2̂4, 3),
Add(2̂5, 4̂),Del(1̂2̂, 5),Del(2̂4, 3),Add(25̂, 3̂),Add(24, 3),
Add(25, 3),Del(12, 5)
(see Figure 9).
→ → →
→ → →
→ → →
→ → →
Figure 9. A sequence of operations which induces
I(H)upslope↘ I(G unionsq C1,8) in the proof of Theorem 1.3 (Step 2)
Step 3: Delete three vertices, 5, 5 and 5̂. This process is performed as follows:
Del(24, 3),Add(35, 4),Del(5, 2),Add(3̂5, 4),Del(5, 2̂),
Add(35̂, 4),Del(5̂, 2)
(see Figure 10).
Step 4: Delete the vertex 3 by Del(3, 2) (see Figure 10).
→ → →
→ → →
→ →
Figure 10. A sequence of operations which induces
I(H)upslope↘ I(GunionsqC1,8) in the proof of Theorem 1.3 (Step 3, Step 4)

8Remark 3.2. Let (m, k) = (1, 5), (2, 4), (3, 6). In the proofs of Theorem 1.1, The-
orem 1.2 and Theorem 1.3, we obtained G unionsq Pm,k−3 from H without changing
the simple homotopy types of the independence complexes by adding m edges
(i, 1)(m− i+ 1, k), deleting edges (i, 1)(i, 2) and deleting vertices (i, k− 1) of Pm,k
for i = 1, 2, . . . ,m (see Figure 11).
H
−→
G unionsq P1,2
H
−→
G unionsq P2,1
H
−→
G unionsq P3,3
Figure 11. The replacements in the proofs of Theorem 1.1,
Theorem 1.2 and Theorem 1.3
However, this does not hold for m = 4. Assume that there exists a natural
number k such that
I(P4,k)upslope↘ I(P4,k−3 unionsq P4,2)
(see Figure 12).
P4,k
−→
P4,k−3 unionsq P4,2
Figure 12. P4,k and P4,k−3 unionsq P4,2
We have I(P4,2)↘ 31 by
Del(1, 2),Del(2, 1),Del(1̂, 2˜),Del(2̂, 1˜).
Thus, we have I(P4,k)upslope↘ Σ2I(P4,k−3), which implies χ˜(I(P4,k)) = χ˜(I(P4,k−3)),
where χ˜(K) denotes the reduced Euler characteristic of a simplicial complex K.
On the other hand, we have
χ˜(I(P4,6l+i)) =

− 2l − 1 (i = 0, 2),
2l (i = 1),
2l + 1 (i = 3, 5),
− 2l − 2 (i = 4),
9which we will prove in Appendix A. In particular, we have χ˜(I(P4,n)) ≥ 0 when n
is odd and χ˜(I(P4,n)) < 0 when n is even. This is a contradiction to χ˜(I(P4,k)) =
χ˜(I(P4,k−3)).
Proof of Corollary 1.5 and Corollary 1.6. By Theorem 1.2 and Theorem 1.3, we
have
I(C2,n+2)upslope↘ ΣI(M2,n), I(M2,n+2)upslope↘ ΣI(M2,n),
I(C3,n+4)upslope↘ Σ3I(M3,n), I(M3,n+4)upslope↘ Σ3I(M3,n).
The base cases for determining I(C2,n) and I(M2,n) are
I(C2,1) = 3
−1, I(C2,2)↘ 30, I(M2,1) = 30, I(M2,2) =
∨
3
30
(see Figure 13).
C2,1 C2,2 M2,1 M2,2
∅
I(C2,1) I(C2,2) I(M2,1) I(M2,2)
Figure 13. C2,1, C2,2, M2,1, M2,2 and their independence complexes
In order to determine I(C3,n) and I(M3,n), it is sufficient to show that
I(C3,1) = 3
−1, I(C3,2)↘ 31, I(C3,3)↘ 31, I(C3,4)upslope↘
∨
3
32
I(M3,1) = 3
0, I(M3,2)upslope↘30, I(M3,3)↘ 32, I(M3,4)upslope↘
∨
5
32.
• It is clear that I(C3,1) = 3−1 and I(C3,2)↘ 31 (see Figure 14). Figure 14
also indicates that I(C3,2)↘ 31 by
Del(1, 2),Del(2, 1)
and that I(M3,2)↘ 30 by
Del(1̂, 1),Del(2̂, 2),Del(1, 2),Del(2, 1).
C3,1 M3,1 C3,2
→
M3,2
→
Figure 14. C3,1, M3,1, C3,2, M3,2 and the operations
10
• I(C3,3)↘ 31 is obtained by
Add(12̂, 3),Add(13̂, 2),Del(1, 1̂),Del(2, 3),Del(3, 2),Del(3̂, 1),Del(1, 2̂)
(see Figure 15).
→ → → →
→ → →
Figure 15. A sequence of operations which induces I(C3,3)↘ I(e unionsq e)
• We show I(C3,4)upslope↘ I(C2,4 unionsq e)upslope↘
∨
33
2. The first transformation is
performed as follows:
Add(13̂, 2),Del(11, 2̂),Del(33, 1),Add(24, 3),
Del(22, 4),Del(4, 2),Del(1, 3),Del(24, 3̂)
(see Figure 16). The second transformation is obtained by
I(C2,4)upslope↘ ΣI(M2,2)upslope↘
∨
3
31.
→ → →
→ → → →
→
Figure 16. A sequence of operations which induces
I(C3,4)upslope↘ I(C2,4 unionsq e)
• We show I(M3,3) ↘ I(C1,8) ↘ 32. The first transformation is performed
as follows:
Del(13̂, 2),Del(1̂3, 2),Del(13, 2),Del(2, 1)
(see Figure 17). The second transformation is obtained by Corollary 1.4.
→ → → →
Figure 17. A sequence of operations which induces I(M3,3)upslope↘ I(C1,8)
11
• We show that I(M3,4)upslope↘
∨
53
2. Let G be a graph in Figure 18, where
I(G)upslope↘ ∨531.
a
b
c
d
e
f
g
h
G
c a b d
g
e
f
h
I(G)
Figure 18. The graph G and its independence complex
Then, we obtain I(M3,4)upslope↘ I(G unionsq e) by
Add(13, 2),Add(24, 3),Add(12, 3̂),Add(12, 4),Add(34, 1),
Add(34, 2̂),Del(11̂, 3),Del(22̂, 4̂),Del(33̂, 1̂),Add(44̂, 2̂),
Del(1̂4, 3̂),Del(3̂, 1̂),Del(23, 4̂),Add(34̂, 2),Del(4̂, 3)
(see Figure 19).
→ → →
→ → → →
→ → → →
→ → → →
G
Figure 19. A sequence of operations which induces
I(M3,4)upslope↘ I(G unionsq e)
By these base cases, the proof is completed. 
Proof of Corollary 1.7. Let MH1,n denote the graph obtained from M2,2n by deleting
n edges 11, 33, . . . , (2n− 1)2n− 1. We first obtain I(CH1,n+1)upslope↘ I(CH1,n+1 ∪ (2n+
2)2n+ 2) by
Add((2n+ 2)3, 2),Add((2n+ 2)2n+ 2, 2),Del((2n+ 2)3, 2)
(see Figure 20).
12
2n+ 2 1 2 3
→
→ →
Figure 20. A sequence of operations which induces
I(CH1,n+1)upslope↘ I(CH1,n+1 ∪ (2n+ 2)2n+ 2)
Then, as mentioned in Remark 3.1, we can apply Theorem 1.2 to CH1,n+1 ∪ (2n +
2)2n+ 2 and obtain
I(CH1,n+1)upslope↘ I(CH1,n+1 ∪ (2n+ 2)2n+ 2)upslope↘ ΣI(MH1,n).
Similarly, we also get
I(MH1,n+1)upslope↘ ΣI(CH1,n).
The base cases are
I(CH1,1)↘ ∗, I(MH1,1)↘
∨
2
30
(see Figure 21).
CH1,1 I(CH1,1) M
H
1,1 I(M
H
1,1)
Figure 21. CH1,1, M
H
1,1 and their independence complexes
By induction, we complete the proof. 
Appendix A. Computation of χ˜(I(P4,n))
Recall that the reduced Euler characteristic χ˜(K) of a simplicial complex K is
defined by
χ˜(K) =
∑
σ∈K
(−1)dimσ.
Proposition A.1. We have
χ˜(I(P4,6k+i)) =

− 2k − 1 (i = 0, 2),
2k (i = 1),
2k + 1 (i = 3, 5),
− 2k − 2 (i = 4).
We use the following lemma, which was shown by Adamaszek [2].
Lemma A.2. [2, Proposition 3.4] Let G be a graph and e be an edge of G. Then
we have the following cofiber sequence:
I((G \N [e]) unionsq e) I(G) I(G− e),
where the two maps are the inclusion maps.
13
Proof of Proposition A.1. Let Xn = P4,n ∪ 11˜ and Yn = P4,n \ {1, 1˜}. We obtain
I(P4,n)upslope↘ Σ2I(Xn−2) by
Del(2, 1),Del(2̂, 1˜),Add(1̂3, 1),Del(23, 1),Del(1, 2),Add(33˜, 1˜),Del(2˜3˜, 1̂),Del(1̂, 2˜)
(see Figure 22). Then it follows that
χ˜(I(P4,n)) = χ˜(I(Xn−2)). (1)
1 2 3 4
P4,n
→
1 2 3 4
→
1 2 3 4
→
1 2 3 4
Xn−2 unionsq e unionsq e
Figure 22. A sequence of operations which induces
I(P4,n)upslope↘ I(Xn−2 unionsq e unionsq e)
By Lemma A.2, a removal of the edge 11˜ from Xn−2 yields the following cofiber
sequence:
ΣI(Yn−3) I(Xn−2) I(P4,n−2),
which implies
χ˜(I(P4,n−2)) = χ˜(I(Xn−2))− χ˜(ΣI(Yn−3))
= χ˜(I(Xn−2)) + χ˜(I(Yn−3)). (2)
By (1) and (2), we have
χ˜(I(P4,n)) = χ˜(I(P4,n−2))− χ˜(I(Yn−3)). (3)
As a base case, we have I(P4,1)upslope↘∗ and I(P4,2)upslope↘31, which imply
χ˜(I(P4,1)) = 0, χ˜(I(P4,2)) = −1. (4)
Therefore, it is sufficient to compute χ˜(I(Yn)).
We obtain I(Yn)upslope↘ Σ3I(Yn−3) by
Del(2, 1̂),Del(2̂, 1),Del(3, 2),Del(3̂, 2˜),Del(4, 2),Del(4˜, 2˜)
(see Figure 23).
1 2 3 4 5
Yn
→
1 2 3 4 5
→
1 2 3 4 5
Yn−3 unionsq e unionsq e unionsq e
Figure 23. A sequence of operations which induces
I(Yn)upslope↘ I(Yn−3 unionsq e unionsq e unionsq e)
14
This implies
χ˜(I(Yn)) = −χ˜(I(Yn−3)). (5)
As a base case, we have I(Y1)upslope↘30, I(Y2)upslope↘∗ and I(Y3)upslope↘32 (see Figure 24).
1
Y1
1 2
Y2
→
1 2 1 2 3
Y3
→
1 2 3
Figure 24. Y1, Y2, Y3 and the operations
Therefore, by (5), we have
χ˜(I(Y6k+i)) =

− 1 (i = 0, 4),
1 (i = 1, 3),
0 (i = 2, 5).
(6)
Then, by (3), (4) and (6), we obtain the desired conclusion. 
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