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Kurzfassung
U¨berschallmischung oder, in anderen Worten, die Durchmischung von zwei Stro¨mungen
unterschiedlicher Geschwindigkeit, ist in der Vergangenheit vielfach untersucht worden,
insbesondere die Mischung einer sehr schnellen mit einer langsamen Stro¨mung. Die
verschiedenen Verfahren, die entwickelt wurden, um eine optimale Durchmischung der
Stro¨mungen zu erreichen, hatten immer den Nachteil hoher Druckverluste, die mit
anderen Verlusten einhergehen. Es ist das Ziel fortgesetzter Untersuchungen, die diesen
Pha¨nomenen zugrundeliegende Physik zu verstehen. Die U¨berschallmischung in einem
Kanal ist mit komplizierten Pha¨nomenen behaftet, wie z.B. Scherschichtbildung,
Scherschicht/Grenzschicht- bzw. Stoß/Scherschicht-Wechselwirkung usw., die die
Untersuchung eines solchen Mischungsvorgangs zu einer sehr komplexen Aufgabe machen.
Ziel der vorliegenden Arbeit ist, das Versta¨ndnis der Effekte zu vertiefen, die die Mischung
einer U¨berschall- mit einer Unterschallstro¨mung in einem Kanal betreffen, und letztlich
Wege zu finden, um den Mischungsprozeß zu verbessern. Dies wird durch
Techniken erreicht, die die Stro¨mungen zur Mischung auf ku¨rzestmo¨glicher Strecke mit
kleinstmo¨glichem Druckverlust zwingen. Jedes aktive Verfahren wu¨rde den
Druckverlust dadurch versta¨rken, dass es die Stro¨mung beeinflusst. Es muss daher ein
Kompromiß zwischen der Verbesserung des Mischungsvorgangs und dem maximal noch
annehmbaren Druckverlust gefunden werden. Hierzu werden ein Keil und eine
Keil/Hohlraum-Kombination untersucht, die ihrerseits in aktiver/passiver Weise zur
Erho¨hung der Komplexita¨t des zu untersuchenden Problems beitragen. Die Studie wird
sowohl experimentell durchgefu¨hrt als auch numerisch unter Anwendung verschiedener
Verfahren, und ein Vergleich der zwei Methoden gibt einen Einblick in die Abha¨ngigkeiten,
die fu¨r einen solchen Mischungsprozeß charakteristisch sind.
Die Verbesserung des Mischungsvorgangs zwischen den zwei Stro¨mungen mit
akzeptablem Druckru¨ckgewinn in der U¨berschallstro¨mung ist das wichtigste Resultat
dieser Arbeit. Es vertieft unser Versta¨ndnis der komplizierten Pha¨nomene, die bei
derartigen Mischungsprozessen stattfinden.
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Chapter 1
Introduction
High speed mixing has again become a topic of great interest in the scientific community
owing to recent interest in supersonic combustion (scramjets). The scramjet concept
requires rapid mixing of the fuel and air streams, the primary combustion mechanism in
these engines, hence reducing the size of the combustor. From the point of view of a
layman, better mixing of the fuel and air streams provides better combustion and thus
leads to more power being produced. However from the point of view of drag and weight
restrictions at high speeds a relatively shorter combustor length is desirable.
1.1 Theory of Mixing
Mixing between two fluid streams with reciprocal momentum and energy exchange with-
out the help of active mechanical components is taken as the definition of stream mixing.
This mixing of two streams has many applications of interest ranging from purely indus-
trial to purely scientific. The two streams can also be classified as the driving and the
driven medium, in which case the faster stream is the driving medium, and the slower
stream, which through momentum and energy exchange derives its motion is known as
the driven medium. A simple jet pump using this technique is schematically given in Fig.
1.1. Technological applications based on this principle include thrust augmenting ejec-
tors, thrust vector control, metal deposition and gas dynamic lasers. In other industrial
applications, rapid mixing of two streams also leads to jet noise reduction.
Mixing of fluid streams of different speeds gives rise to many phenomena in which shear
layer formation is the fundamental one as this is the first effect of the interaction between
the two streams. Further based on the speeds of the different streams gives rise to ad-
ditional phenomena, like shock/shear layer interaction, shear/boundary layer interaction
etc. High speed stream mixing gives rise to friction losses and shock interaction losses.
This leads to lower working efficiency. In the aircraft industry this also leads to a lower
1
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Fig. 1.1: Schematic of a jet mixing pump.
combustion efficiency and hence higher fuel consumption.
The reason for the lower working efficiency of high speed mixing based apparatuses is the
relatively longer mixing length because of the low growth rates of supersonic shear layers.
Mixing length is defined as the length the two streams have to travel together before they
can be said to be mixed fully i.e both macroscopically and microscopically. Experimental
studies have shown that the shear layer spreading rate compared to incompressible fluids
with equal velocity ratios is only 1/5th in value. This leads to a much longer mixing length
which leads to total pressure loss because of friction effects. Thus the low mixing rate of
supersonic shear layers must be increased with the use of suitable mixing enhancement
techniques.
One of the techniques [1, 2] proposed for enhancing mixing to compensate for the lower
working efficiency and the high fuel consumption is shown in Fig. 1.2. The increase in
pressure of the driven medium takes place in two stages, which is used to decrease the
losses incurred. This decreases the mixing length through enhancement of the mixing
process. With the given combination, the fuel consumption compared to a conventional
steam jet pump is halved [2].
Enhancement of supersonic mixing has been studied extensively and many techniques
have been applied. All of the techniques have observed total pressure loss because of the
inherent stability of the mixing layers as well as frictional effects. To take into account
total pressure loss, pressure recovery is of great importance in obtaining a compromise
between obtaining proper mixing with acceptable pressure loss with a shorter mixing
length.
This work aims to address mixing between a subsonic and a supersonic stream using
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Fig. 1.2: Schematic of the two stage jet pump with boundary layer injection and suction, and
a shock diffuser.
passive techniques, and thus further our understanding of the mixing process taking place.
The work is carried out both experimentally and numerically.
The experimental investigation is carried out on a supersonic compressor which has been
constructed to study mixing effects using different methods. Conventional experimental
measurement methods, like total as well as static pressure measurements as also non-
intrusive optical methods have been used to study the processes taking place. Schlieren
imaging, one of the optical methods used, gives a qualitative overview of the flow-field.
Shocks, expansion waves become visible as also turbulent zones in the flow-field with the
use of very short duration lighting pulses. To study pressure recovery, measurements
are carried out on a modified system employing a diffuser, whose efficiency is calculated
through measurement of the critical back pressure parameter.
The numerical part of the work is carried out by employing the unsteady two-dimensional
compressible Navier-Stokes equations on a structured, multi-domain, body-fitted-coordinate
system in finite-volume formulation. The flow is inherently turbulent and so turbulence
is also taken into account. A modified two-zone two-equation (k-/k-ω) model is used
as the turbulence model. For time integration a Gauss-Seidel point system is applied,
which through the construction of the adjacent diagonal elements for the complete Mach
flow-field is diagonally dominant.
In the following sections the theory of supersonic mixing is discussed. Literature and
active/passive techniques that have been applied to enhance mixing are given further
on. Experimental procedures and the measurement methods are discussed in the second
chapter. The numerical techniques and equations as well as the application of boundary
conditions are discussed in the third chapter. Experimental and numerical results obtained
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are discussed in the fourth and fifth chapter. The sixth chapter brings us to the discussion
of the shear layer mixing and pressure recovery as well as with the comparison between
the experimental and numerical approaches.
1.2 Supersonic Mixing
Brown and Roshko’s [3] work showing that the large-scale coherent structures control the
dynamics of all free shear flows has prompted a vast amount of research to be done. The
work carried out on subsonic shear layers, reviewed extensively by Wygnanski & Petersen
[4] and Liu [5] substantiates their claim. The formation of coherent structures in a shear
layer and the exponential growth of the velocity and vorticity perturbations leads to a
nonlinear process that causes the shear layer to roll-up into vortices. The initial vortices
grow in the shear layer and coalesce as they are convected downstream in a pairing process,
which due to merging together cause the shear layer to spread.
The large-scale structures present in the shear-layer makes it possible to control the de-
velopment of the shear layer. The large-scale structures cause bulk mixing but hinder
fine-scale or molecular mixing which is the fundamental requirement of stoichiometric
combustion in reacting flow applications. Passive control is one of the techniques used
to control shear-layers. Geometrical modifications is the main method of passive control,
which can consist of trip wires, splitter plates and non-circular jets. Schadow and Gutmark
[6] have also reviewed some of the passive techniques utilized by different people. Active
control consists of mechanical means of excitation of the flow, namely fluctuating flaps,
vibrating ribbons, piezoelectric surfaces, acoustical perturbation as well as hydrodynamic
means. Oster and Wygnanski [7] as well as Ho & Huang [8] have used acoustic excitation
of the shear-layer to enhance or suppress the growth rate and entrainment characteristics.
The work of Bogdanoff [9] and further improvement by Papamouschou & Roshko [10] on
supersonic shear layers has provided the impetus to the study of supersonic shear layers
by their definition of the convective Mach number (Mc). This is defined as the relative
convection speed of the large-scale structures in the shear-layer to one of the free streams,
normalized by the speed of the sound of that stream. For each fluid stream a convective
Mach number can be defined as follows:
Mc1 =
(U1 − Uc)
a1
(1.1)
Mc2 =
(Uc − U2)
a2
(1.2)
where Uc is the convective velocity of the structures, U is the mean velocity of the free
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stream, and a is the speed of sound.
If the two streams have the same static pressure, total pressure and specific heat ratios,
the convective velocity can be explicitly calculated as:
Uc =
(U1a2 + U2a1)
(a1 + a2)
(1.3)
For this case, the convective Mach number can be given as:
Mc1 =Mc2 =Mc =
(U1 − U2)
(a1 + a2)
(1.4)
A qualitative comparison between incompressible and compressible mixing layers is shown
below in Fig. 1.3. To obtain a quantitative value of the spreading rate of a compressible
shear layer, a fictitious incompressible shear layer with the same velocity and density
ratios is calculated. This is then corrected for compressibility effects through the use of
one of the convective Mach number functions.
Fig. 1.3: Qualitative comparison of an incompressible (left) and compressible shear layer for-
mation with the same velocity ratio of the mixing streams.
The spreading rate of an incompressible shear layer can be calculated using the guidelines
provided by Abramowitsch [11] which with the help of the measurements obtained by
Brown & Roshko [12] can be combined with a parameter s thus bringing in the effect of
density ratio to the calculation of spreading rate of the incompressible shear layer. This
is given as:
( db
dx
)
incompr.
= c
(1− r)(1 +√s)
1 + r
√
s
with r =
u2
u1
= const., u2 ≤ u1 and s = ρ2
ρ1
= const.
(1.5)
where b is the shear layer thickness which increases linearly in the main flow direction
and c is a constant that has been determined from experiments [11] given as c = 0.2 for
r ≤ 0.4. For all other cases, c is taken as c = 0.1.
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The correction factor for taking into account the compressibility effects has been empir-
ically determined by a large number of experimental measurements carried out over the
years. This function is graphically shown in Fig. 1.4. For planar compressible shear
layers, it is given as:
(db/dx)compr.
(db/dx)incompr.
= 0.2 + 0.8e−3M
2
c (1.6)
Clemens and Mungal [13] have done flow visualization experiments of the supersonic shear
flow, at relatively low convective Mach numbers (Mc < 0.5). The shear-layer obtained has
characteristics of an incompressible shear-layer with two-dimensional organized structures.
Increasing convective Mach number gives rise to a highly three dimensional mixing layer
with nearly indiscernible organized two-dimensional structure.
Fig. 1.4: Spreading rate of a compressible shear-layer with respect to that of an incompressible
shear-layer.
The ratio of compressible to incompressible spreading rates of the shear-layer is a function
of the convective Mach number as described in Fig. 1.5. The hatched area in Fig. 1.5
represents the data collected through the works of Chinzei et al [14], Papamoschou &
Roshko [10], Hall et al [15] and Clemens & Mungal [13]. Compressibility effects cause the
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spreading rate to drop significantly, reaching an asymptotic value of close to 20% of the
spreading rate observed in incompressible shear layers for Mc > 0.8.
Fig. 1.5: Summary of some mixing enhancement techniques in supersonic shear flows. The
enhanced normalized shear-layer spreading rates are compared with baseline data
(hatched area) showing the normalized spreading rate of the unforced compressible
shear layer as a function of the convective Mach number.
The convection velocity, Uc, of structures in a compressible shear layer (Mc > 0.5) is
closer to U1 or U2, depending on whether the shear-layer is supersonic/supersonic or
subsonic/supersonic as observed by Papamoschou [16]. Compressible shear layers are
more stable to two-dimensional disturbances compared to incompressible shear layers due
to stability theory.
1.2.1 Supersonic Shear Layers
Sandham & Reynolds [17] and Zhuang et al [18] have shown that the convective Mach
number can be used as a parameter to correlate compressibility effects of the spreading
rate of the shear-layer using Linear Stability Theory (LST). Ragab & Wu [19] and Zhuang
et al [18] have shown that two-dimensional wave amplification decreases with increasing
Mc, approaching zero as
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Mc →∞ (1.7)
Calculations performed on confined supersonic as well as subsonic shear layers have shown
that vortices that travel at relative supersonic speeds emit acoustic waves that maybe re-
flected from the side walls. This may explain the discrepancy between experimentally
observed growth rate of 20% of incompressible level to that predicted by the LST. Sup-
pression of vortex formations is predicted by Ragab & Sheen [20] at supersonic convective
Mach numbers due to appearance of shocks in the flow and the nonlinear development of
the shear-layer.
Shear-layer dynamics in non-circular jets depending on vortex deformation, self-induction
and axis switching and enhancement of mixing rate is driven by three necessary conditions
which are formulated as:
1. The eigenfunctions must be localized without excessive overlap.
2. Different eigenmodes should have comparable amplification rates.
3. There must be sufficient phase speed difference between the corresponding eigen-
modes.
Two reference Mach numbers are used in the study of compressibility effects in turbulent
shear layers. One is the convective Mach number, Mc, and Rudy & Birch [21] have coined
Mr known as the relative Mach number based on the velocity difference across the layer,
Mr =
2(U1 − U2)
(a1 + a2)
(1.8)
Clemens & Mungal [13] and Elliott et al [22] have performed visualizations of the two-
dimensional organized large scale structures in compressible shear layers for low convective
Mach numbers of 0.28 and 0.51 respectively. The streamwise and spanwise structures
in compressible shear layers have been observed to be of the same length scale unlike
incompressible shear layers where the streamwise structures are much smaller than the
spanwise vortices.
1.2.2 Mixing Enhancement
Mixing enhancement techniques of supersonic shear layers can be classified into various
categories:
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1. Passive and active control of compressible shear layers.
2. Three dimensional jets.
3. Generation of axial vorticity in planar and axisymmetric mixing layers.
4. Shock interactions with planar and axisymmetric mixing layers.
Passive excitation of the shear layer instabilities through means of cavities has been studied
by Yu et al [23]. Acoustic feedback loop mechanism enhancement of the supersonic jet
has been used by Umeda et al [24] and Rice & Raman [25]. Rapid growth of the shear
layer has also been obtained using collar nozzles [26]. Free shear layers and confined shear
layers behave differently. A free shear layer becomes neutrally stable at high convective
Mach numbers whereas a confined shear layer couples with the acoustic modes of the duct
and remains unstable [27].
Active excitation using glow-discharge [28], suction [29], mechanical excitation and jet
deflection are some of the ways of enhancing mixing that have been applied with various
degrees of success.
Rectangular slot jets [30, 31, 32, 33], triangular and square jets [34], multi-step jets [35]
and other types of jets like non-axisymmetric supersonic convergent nozzles [36] as well
as crown shaped nozzles [37] have been made use of for enhancing mixing.
Axial vorticity in shear layers has been produced through different means. In mixing
layers, vorticity has been created through the use of lobed surfaces [38], ramped injectors
[39], skewed nozzle with circular exit and three-dimensional trailing devices [40, 41]. In
jets, different techniques like tabbed nozzles [42, 43], notched jets, tapered-slot nozzles,
lobed and splayed nozzles [44] and ramped nozzles [45] have been used to produce axial
vorticity.
Shock/shear-layer interactions have been utilized by Clemens & Mungal [46] to enhance
mixing in supersonic shear layers. Marble et al [47] have proposed shock enhancement of
mixing in a supersonic combustor utilizing the baroclinic effect. The pressure gradients
across the shock interacting with the density gradients between the two layers leads to
vorticity generation, which increases the strain rates and enhances mixing by molecular
diffusion, is defined as the baroclinic effect. Budzinski et al [48] have demonstrated the
efficiency of employing the baroclinic effect to enhance supersonic mixing.
Supersonic shear layers are characteristically stable and are affected by initial conditions.
Boundary layer characteristics, acoustic fluctuations and pressure matching at the nozzle
exit affect compressible turbulent mixing due to the shear-layer stability characteristics.
The enhancement in mixing obtained is also dependent on the convective Mach number
as the mixing techniques used maybe affected in different ways because of compressibility
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effects. A favorable streamwise pressure gradient significantly increases the mixing layer
growth rate [49] which has been explained due to the baroclinic effect.
Chapter 2
Experimental Setup
2.1 Low Density Wind Tunnel
The Stosswellenlabor RWTH Aachen operates a big low density wind tunnel, for the
study of very low density flows involving thermo-fluid mechanics as well as non-equilibrium
problems. It consists of two crossed cylinders made of steel with diameters of 1.8 m and 2.4
m and lengths of 6 m and 4 m respectively. The total volume of the combined cylinders is
28m3 (Fig. 2.1). The two cylinders can be classified into two sections - experimental setup
and pumping system. The experimental section of the cylinder consists of a big flanged
door at one end, inside which is the 3 dimensional traverse mechanism for the movement
of the stagnation chamber as well as other measurement apparatuses. This also allows
easy access into the tunnel for setting up and mounting models. The experimental side
of the cylinder also has outward facing flanges for easy integration of other measurement
devices to the outside of the vessel. For optical diagnostics and other optical measurement
techniques the cylinder has observation windows built in.
The second cylinder comprises the pumping system section of the low density wind tunnel.
The tunnel is a continuous running facility for which the pumping systems can be classified
into two categories:
1. Oil vapor Booster pump (Edward 100 B4) with two heaters of 45 kW each. Oil
capacity of the pump is 320 liters and the pumping capacity is 79000 m3/h for air.
2. The Booster pump is supported by three rotary pumps. Two Rotary valve pumps
(Edwards EU 250) of pumping capacity 250 m3/h each for air. One Roots pump
(Edwards ER 2000) of pumping capacity 2500 m3/h for air.
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Fig. 2.1: Schematic of the low density wind tunnel at the Stosswellenlabor RWTH Aachen.
The two Rotary valve pumps used in combination with the Roots pump are able to reach
a vacuum of 5 kPa at the pumping capacity of approximately 130 m3/h for air at 20◦C.
The oil vapor diffusion pump is then switched on as it requires a minimum back pressure
to pump effectively. With all these pumps minimum achievable pressure inside the tank
is 0.004 kPa.
A nozzle test bench was constructed [50] for greater flexibility in construction and use of
optical diagnostics systems. It consists of a 160 mm diameter pipe which is coupled to its
own singular vacuum pump thus making its operation independent of the other pumping
systems. The vacuum pump used is a Centrifugal Water Ring Pump (Sihi LPh 75320) of
pumping capacity 750 m3/h. The minimum pressure obtained for this pump is 5kPa. In
addition the nozzle test bench is coupled to the low density wind tunnel vessel through
the use of a pneumatically driven ball-valve, which allows for the use of the operation of
the water-ring pump or the vacuum vessel as the buffer tank using the larger pumping
system possible.
For the present work, a supersonic mixing test bench was constructed and coupled to the
nozzle test bench making use of the water ring pump for the experiments.
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2.2 Supersonic Mixing Test Bench
For supersonic mixing studies, a test bench was constructed [51] with good optical access
for optical diagnostics as well as having enough and suitable access points for pressure
(both total and static) measurements. The optimal geometry of the test bench was ob-
tained through the maximum pumping capacity of the vacuum pumps, which for maxi-
mum cross-section given is taken as a half symmetric model as shown below in Fig. 2.2.
The basic construction of the test bench consists of aluminium plates using screws and
flanges with O-rings as well as rubber linings to make it vacuum tight. The inner dimen-
sions of the test section are 530 mm in length, 80 mm in height and 50 mm in width. The
side-walls of the test section consist of plane glass sections along the whole length of the
test section that are held together using aluminium holders, which makes the exchange
of windows as well as variation of the geometry simpler depending on use. Also the side-
walls are attached to the wall through a rubber lining to make them vacuum tight as well
as through the use of butterfly head nuts to make the opening and re-attachment of the
sidewalls easy.
The sidewalls of the test section as given above are constructed of glass to provide optical
access. Since the wavelength of the optical diagnostics used are all in the visible region,
plain glass suffices more than enough to obtain Schlieren pictures for this work. The plain
glass windows are 10 mm thick, a conservative thickness to protect against the cracking
of the glass due to the pressure difference between the outer and inner side of the glass
windows.
Fig. 2.2: Supersonic mixing test section.
CHAPTER 2. EXPERIMENTAL SETUP 14
The nozzle geometry used in the test section has been milled from an aluminium block
into the shape of a converging diverging nozzle with rounded edges at the nozzle throat.
The secondary flow into the system is controlled through a disc with different diameter
holes bored into it, which allows the control of the mass flow ratio between the primary
and secondary streams easily. The disc is bored with holes ranging from 1.2 mm diameter
to 5.7 mm diameter allowing different mass flow rates. To further increase the mass flow
rate, removal of the disc increases the diameter to 7 mm which is the diameter of the
connecting flange to the mixing chamber. Further removal of the flange increases the
diameter to 10 mm or in other words the hole with size M10 bored into the top wall of
the chamber acts as the secondary inlet into the mixing chamber.
The total pressure of the secondary stream is measured through a total pressure gauge
attached near to the secondary inlet from MKS Baratron Model 122A which has a mea-
suring range of 100 kPa, which corresponds to the reservoir pressure (P01) of the subsonic
stream. For the supersonic stream, the reservoir pressure (P00) corresponds to ambient
conditions.
The primary and secondary streams flow behind the nozzle exit into a mixing chamber of
constant cross-section which is bounded on two sides with the upper and lower aluminium
blocks and on the sides with glass walls. The height of the mixing chamber can be varied
from 10 to 28 mm and the length of the mixing chamber can be varied from 230 to 250
mm giving us a ratio of length to height from 8.2 to 25.
The upper aluminium block is hollowed out and in the lower region a 150 mm by 2 mm
slit has been cut out. A pitot tube can thus be passed from the top to the mixing chamber
for stagnation pressure measurements. Therefore the upper surface of the test section has
5 holes bored having diameter of M10 spaced 20 mm apart. As an alternative, the pitot
pressure measuring system can be replaced with another system in the aluminium block
for the measurement of static pressure at the upper surface of the mixing chamber. For
this construction 11 holes have been bored into the upper surface of the mixing chamber.
The lower surface of the mixing chamber consists of 44 bored holes, which lie starting in
the stagnation chamber for the primary stream and are positioned along the centerline
of the mixing chamber spaced 10 mm apart. The wall holes are 0.8 mm in diameter.
The holes on the outside pass through small metal channels which in turn are joined to
PVC pipes and at the other end connected to another Baratron class pressure gauge.
The pressure in each hole can be selectively measured through the use of a clamping
mechanism which allows static pressure at a time only in a single channel to be measured.
Measurements have been carried out in the first 25 holes in the lower wall.
The downstream end of the upper aluminium block is provided with a subsonic diffuser
conducive diverging section (20◦). At the downstream end of the test-section the rectan-
gular cross-section is transformed into a circular cross-section so that it can be coupled
to the vacuum pumping system. This is connected to a circular cross-section pipe which
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consists of a butterfly valve that can be used to throttle the flow and is used for the study
of supersonic pressure recovery. A pressure gauge is attached to the wall which measures
the pressure just before the valve, as it passes through it and on to the pumps.
2.3 Measurement Systems
2.3.1 Pressure Measurement
Static pressure
Static pressure measurement is the most widely used method of pressure measurement
because of its simplicity. From Prandtl’s boundary layer theory, the static pressure mea-
sured at the wall is the actual static pressure of the fluid flow. To provide the least
disturbance to the flow field, the static pressure measurement holes are bored normally
to the walls with dimensions of 0.3 to 1 mm so as to least influence the flow field.
In the test section used, holes of dimension 0.8 mm and 3 mm deep are drilled normally
to the upper and lower walls. From the outer side holes of 2.5 mm diameter are bored
to meet inside the wall. On the outer side, small metal channels are stuck to these holes,
from which PVC pipes have been used to measure the static pressure. The total (11
above and 44 below) thus joined PVC pipes are all connected to a single pressure gauge
through a simple mechanism. The pressure in each pipe can be measured on this gauge
by selectively opening and closing each connection through a clamping mechanism.
The pressure gauge used is a total pressure gauge from MKS Baratron 122A which has a
measuring range of 10 or 100 kPa. The tolerance of the above gauge is around 0.2% of
the measured values.
To determine the stagnation pressure in the suction chamber, static pressure is measured,
which due to the presence of very low flow velocities is almost equal to the stagnation
pressure measured.
Pitot pressure
Pitot pressure is named after the scientist Pitot who showed this way of total pressure
measurement. It consists of a L-shaped tube that is passed through a hole in the test
section and aligned in the flow direction. The flow is thus brought to a complete halt
inside this tube and the pressure measured at the other end gives the total or stagnation
pressure of the fluid stream.
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The measurement of stagnation pressure in supersonic flow is more complicated than it
is for subsonic flow. This is because of the presence of a strong normal shock with a
certain standoff distance depending upon the Mach number of the fluid stream. The flow
speed is thus reduced to subsonic flow on the other side of this normal shock and thus
the pressure gauge measures the stagnation pressure behind the shock (p0y). If the flow
is isentropic and the stagnation pressure is known, the Mach number of the fluid stream
can be calculated using the stagnation pressure ratio across a normal shock [52] which is
given by:
p0x
p0y
=
(
2κ
κ+ 1
M2x −
κ− 1
κ+ 1
)1/(κ−1)(1 + κ−1
2
M2x
κ+1
2
M2x
)κ/(κ−1)
(2.1)
In complex flow phenomena, the stagnation pressure is normally not known. In this case
the stagnation pressure of the fluid stream p0x given by the isentropic relation
p0x
px
=
(
1 +
κ− 1
2
M2x
)κ/(κ−1)
(2.2)
is replaced with the static pressure px giving us the well known Rayleigh-Pitot formula
which is given as follows:
px
p0y
=
(
2κ
κ+ 1
M2x −
κ− 1
κ+ 1
)1/(κ−1)(
κ+ 1
2
M2x
)κ/(1−κ)
(2.3)
The freestream Mach number can be calculated using the above formula, as the static
pressure of the stream as well as the total pressure measured by the Pitot tube, through
an iteration process.
The total pressure measured by the Pitot tube is dependent on the proper alignment of
the Pitot tube to the free stream direction. Also the Pitot tube is one of the most widely
used techniques for the measurement of total pressure for both subsonic and supersonic
flows. It is a simple device, though it has disadvantages as well, which are, the relatively
small information obtained in supersonic flow fields through the measured total pressure
as well as being an intrusive device in the flow thus disrupting the flow field.
2.3.2 Schlieren Optics
Shadowgraph as well as Schlieren optics have been the most commonly used method of
qualitative flow visualization techniques in use. The physical principle of the Schlieren
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flow visualization technique is the deflection of light on surfaces with different refractive
indices.
The refractive index in gases n is dependent as a first approximation by the Gladstone-
Dale relation directly to the density ρ [53]. The relation for compressible fluids is given
as:
n− 1 = Kρ (2.4)
The Gladstone-Dale constant K for air is slightly dependent on the wavelength, so that
white light sources can be used.
The Schlieren flow visualization technique is different from the Shadowgraph technique
in principle only due to the knife edge, through which the light is deflected and so the
density gradients in the flow are made visible. The Shadowgraph flow visualization on
the other hand is directly dependent on the light deflection due to the change in the
refractive index and so makes the derivative of the density gradient in the flow visible. In
other words, the Shadowgraph technique shows us the derivative of the density gradients
in the flow field whereas the Schlieren technique shows the density gradient in the flow
field. The Shadowgraph technique is thus suitable for strong density gradient e.g. strong
shocks, flow fields as well as capturing detailed phenomena which the Schlieren technique
is unable to because of its lower order derivative.
Optical construction
Light source
Focusing lens
Pin hole
Lens 1 Lens 2
Test section
Knife edge
Object lens
Camera
Schliere
Fig. 2.3: Toepler’s concept of Schlieren visualization setup
Schlieren optical construction can be done in various ways. One of the classical ways is
that made by Toepler. This construction requires the measuring object to be between
two collecting lenses all aligned on a single axis. The first lens is situated at the focal
point of the point light source which converts the light point into a parallel beam of light
for illumination and the second lens is used for focussing the image of the object on the
knife edge which is then further projected onto the imaging medium, usually a screen or
camera.
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To obtain a parallel imaging system as that designed by Toepler (Fig. 2.3), two concave
mirrors in a Z-configuration are normally used. Because of space considerations, this
construction was not possible for this work. Another form of compact construction was
made. This is shown in Fig. 2.4. The light passing in and out through the test section
overlaps and is separated through the use of a beam-splitter. To fulfill optical construction
conditions, the light source as well as the knife edge fall in the double breadth of the
concave mirrors. The concave mirror used has a half-angle of 1.4◦ thus providing an
almost parallel light beam in the test-section.
Spherical
Concave mirror
f = 2000 mm
d = 200 mm
Test section
Snappy frame grabber
PC for image storage
CCD Camera
Light source
Collimating lens
Pin-hole
Beam splitter
Plane mirror
Knife edge
Camera
Fig. 2.4: Schlieren visualization in double pass setup.
The collection system consists of either a SLR (Single-Lens-Reflecting) camera or a CCD
(Charged-Coupled-Device) camera connected to a video-recorder and monitor. To study
the flow in real-time, the CCD camera (Siemens K235S ) without its objective was used.
The objectives used depending on the required frame were achromatic collection lenses
with focal lengths between 150 and 300 mm.
The CCD camera has an electronically controlled shutter with shutter speeds between 1/50
and 1/10000 secs. The CCD sensor has 768 x 581 pixels. It delivers a PAL compatible
analog video signal of 625 vertical lines and 570 horizontal lines. The recorded video
signal on the video cassette can later be selectively digitized and converted into electronic
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format. The software (Snappy) for grabbing frames from the video cassette can deliver
images with a resolution of 1500 x 1125 pixels, thus providing high resolution digital
images.
A quick silver lamp as a point light source for high intensity and continuous light source
and a spark light source for illuminating the flow field can be alternatively used. The
spark light source is used to obtain instantaneous images of the flow field e.g. turbulent
structures, vibrating shocks etc. For example, schlieren images using both continuous and
spark sources are given in Fig. 2.5, where the spark source shows better details of the
phenomena taking place.
Fig. 2.5: Schlieren of two (subsonic / supersonic) stream flows using continuous (above) and
spark (below) of duration ∼1 µs light sources.
The spark source used in this work is built in-house. It consists of two parallel switching
condensers, which after being charged with a high voltage source (5 kV), can be discharged
through a spark between two electrodes spaced 3 mm apart. The spark thus produced
has a duration of the order of less than 1 µs.
2.3.3 Measurement Collection and Control
The measurements and controls of the test section have been computer controlled as far
as possible. The measurement and control systems used have been based on PC MS-
DOS/Windows machines with plenty of on-board control cards. The programming of the
control cards has been done in Turbo Pascal 7.0 running on MS-DOS based machines.
The movement of the step motors (PIO 8255) and valves (PIO 8253) has been controlled
through use of Input/Output cards (DCI SmartLab 8255/8253 I/O Card). The obtained
measurements are then passed through an Analog/Digital (A/D) card (Advantech PCL
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718 ) with 12 bit resolution and single channel frequency of 60 kHz. Its measuring voltage
varies from 0 to 10 V DC.
The measurement of the signals obtained through the A/D card are dependent on the
digital resolution of the card. To keep absolute measurement error as low as possible, the
measurement range was fully used as far as possible and for small measurement signals a
pre-amplifier was used.
The digitized data during the measurements are continuously saved on the hard disk of
the PC in ASCII format for later analysis and data reduction.
Chapter 3
Numerical Scheme
For this work, a structured, multi-domain body fitted coordinate system approach was
used to simulate the complex flow field. The full two-dimensional Navier-Stokes equations
were used. The numerical simulation of the flow problem can be given as: mathematical
formulation of the flow problem through the basic physical laws, discretization of the
obtained flow balance equations and the solution of the resulting algebraic equations.
The scheme used in this work has been developed and validated by Graesel [54], therefore
in the following sections only a very brief description of the main features is given.
3.1 Basic Governing Equations
For continuous fluid flow phenomena, the basic equations of mass, momentum and energy
are used to describe the flow quantitatively. The integral form of the Navier-Stokes
equations is the basis for most finite volume formulations. The basic integral equations
describing the fluid phenomena for an arbitrary control volume V with surface area S can
be given by:
d
dt
∫
V
U dV =
∫
V
U,t dV +
∮
S
H ~nds =
∫
V
S dV (3.1)
The variables for all the three equations with respect to time and the convective fluxes can
be obtained from Leibniz’s product rule. The dependent variables, density ρ, momentum
per unit volume ρu, ρv in cartesian coordinates and energy ρE are all designated by the
solution vector
21
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U =

ρ
ρ u
ρ v
ρE
 (3.2)
and are known as the conservative variables. The general flux density tensor H describing
the mass, momentum and energy fluxes going outward normal to the control volume is
given as follows:
~nds = dy~ex − dx~ey (3.3)
The general flux tensor H can also be represented by the general flux vector F as:
H ~nds = F ds = (f − fv)dy − (g − gv)dx (3.4)
in two dimensions, which can be replaced by the convective terms
f =

ρ u
ρ u2 + p
ρ uv
u(ρE + p)
 and g =

ρ v
ρ uv
ρ v2 + p
v(ρE + p)
 (3.5)
and the terms describing viscous forces, dissipation and heat transfer
fv = Re
−1

0
τxx
τxy
uτxx + vτxy + qx
 and gv = Re−1

0
τxy
τyy
uτxy + vτyy + qy
 (3.6)
This distribution of the terms in different forms is dependent upon the different mathe-
matical characteristics of the terms, that must be borne in mind depending on compatible
discretization of the different flux terms. From Stokes hypothesis, the following expres-
sions hold for an isentropic newtonian fluid with weak deviations from thermodynamic
equilibrium:
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τxx =
2
3
µ (2u,x − v,y), (3.7)
τyy =
2
3
µ (2v,y − u,x), (3.8)
τxy = τyx = µ (u,y + v,x) (3.9)
For gases, the viscosity coefficient µ is calculated according to the widely used Sutherland’s
formula given by:
µ =
1.45T 3/2
T + 110
.10−6 (N.s.m−2) (3.10)
where T is in degrees Kelvin. For liquids, the dynamic viscosity decreases strongly with
temperature and the pressure dependence of µ, for both gases and liquids, is small. The
conditions for derivation of the heat transfer are based on Fourier’s law of heat transfer:
qx = −κT,x, qy = −κT,y with κ = µ
γ − 1Pr (3.11)
The heat transfer coefficient κ is determined by assuming a constant Prandtl number Pr
in the flow field and the ratio of the specific heat capacity coefficients γ = Cp/Cv. The
dimensionless form of the governing equations is obtained through the use of reference
values ρ0, c0, L0 and µ0, which together also give the Reynolds number:
Re =
ρ0 c0 L0
µ0
(3.12)
The source term S on the right hand side of Eq. (3.1) is characterized by the volume forces
(gravitational forces, electromagnetic forces) and also heat transfer (radiation absorption,
chemical reactions), which are not taken into account for this work.
The above given equations are valid for laminar as well as turbulent flow phenomena. The
changes in the values of the variables of turbulent processes in the flow field are calculated
through the use of effective transport coefficients
µeff = µl + µt, κeff = κl + κt (3.13)
and substituting the value of the turbulent kinetic energy k in the momentum and energy
equations.(Ref. 3.3.1)
CHAPTER 3. NUMERICAL SCHEME 24
These balance equations represent a coupled, non-linear system of equations, that are not
fully closed. To determine the values of the four basic variables p, ρ, T and E as also
the two-dimensional velocity components u and v, the system of non-linear equations is
further widened through use of the thermal and calorical state equations, which for ideal
gases are given by:
p = ρRT (3.14)
h = cp (T )T (3.15)
The addition of the above state and enthalpy equations provides closure to the system
of non-linear equations. Use of the initial and boundary conditions pertaining to the
flow conditions, completes the system of equations needed to effectively simulate the flow
problem.
The integral equations can also be represented in differential form (cartesian notation)
through use of the Gaussian integral theorem:
U,t + (f − fv),x + (g − gv),y = 0 (3.16)
and are thus known as the complete Navier-Stokes equations. For non-regular, body-
fitted coordinate system grids, the approximations of the derivatives in Eq. 3.16 can lead
to a change of the conservative form [55]. For this reason for complex geometries, the
finite-volume method is most widely used.
3.2 Discretization
The flow field of interest is divided into a finite number of non-overlapping finite volumes
or cells. They are aligned along the boundary of the field over which the simulation
is to be carried out. Using the balance equations (3.1) for all volumes with boundary
conditions, the flow variables in each discrete cells variables (I,J) as shown in Fig. 3.1 can
be calculated.
The values of the flow variables are stored in the cell center. This means that the variable
values at the cell edges are averaged for the whole cell and stored at the center, thus
providing a single value for the flow variables at the center of the cell. The averaged
cell-centered values of the flow variables thus simplifies the volume and surface integrals
as given in (3.1). Thus the semi-discrete form of the balance equations is given as:
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(I,J+1)
j+1
(I,J)
j
i i+1 (I+1,J)
(I,J-1)
(I-1,J)
y
x
S
Fig. 3.1: Schematic of a control volume cell.
U,t V |I,J +
∑
l=i,j
∆l (F− Fv) s = 0 (3.17)
where (F−Fv) s is obtained for a constant control volume Vi,j constant in time given by
F ds ≈ (F− Fv)
√
(∆x2 +∆ y2) = (F− Fv) s (3.18)
F and Fv are the constant fluxes at the cell edges with length s. Since at every cell edge
the boundaries meet perfectly, the discretization is said to be conservative.
3.2.1 Time Step Scheme
The mathematical character of the stationary equations changes with change in Mach
number. It changes from elliptic for subsonic to hyperbolic for supersonic flow regime.
This requires a procedure for the time integration which is based on the solution of the
instationary equations which are hyperbolic and are independent of whether the flow
is locally subsonic or supersonic. The solution of the pseudo-stationary problem to a
quasi-stationary state which is near to the stationary solution to the problem is obtained
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through the use of a time stepping scheme with very small time steps. Another advantage
of using a time stepping scheme is that it provides a proper solution to the non-linear
Navier-Stokes equations.
To obtain the solution to Eq. (3.17), a first-order Euler scheme is used:
Un+1 −Un + θ β
∑
l=i,j
∆l (F− Fv)n+1 s
+ θ (1− β)
∑
l=i,j
∆l (F− Fv)n s = 0 with θ = ∆ t
VI,J
(3.19)
The space and time discretization are coupled to each other, through which the obtained
stationary solution will be independent of the time step ∆ t.
In implicit formulations, in comparison to explicit schemes (β = 0), the variables of
the space difference ∆l at the next time level t
n+1 are unknown. The largest time step
∆ tmax per iteration of an explicit scheme is limited by the Courant-Friedrich-Levy (CFL)
criteria, where ∆ tmax is calculated based on the cell length and one of the characteristic
velocities. Thus the time step ∆ tmax is smaller in comparison to implicit formulations.
The number of iterations required to obtain a stationary solution through use of an explicit
formulation for solution of shocks or boundary layers on highly dense grids is very large.
At the same time, the number of computer operations per iteration and the computational
space requirement is much smaller.
In this work, an implicit scheme (β = 1) is used, which is better suited for the solu-
tion of stiff systems like the turbulence equations and whose convergence rate is almost
independent of the mesh size ratio [56].
The solution of the non-linear equations (3.19) is possible through linearization of the flux
terms, which is different for the convective and the viscous terms. The convective flux
terms can be directly expanded using a Taylor series expansion:
F(Un+1) = F(Un) + AδUn +O (∆ t2) (3.20)
with,
A =
∂F
∂U
as a Jacobi-Matrix and
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δUn = Un+1 −Un
as the time variant of the solution vector. The term A δU undergoes a first order upwind
approximation:
(A δU)l=i+1 = (A
+ δU)I,J + (A
− δU)I+1,J (3.21)
The metric values ∆ x, ∆ y of the control volume element, which are present in the matrix
formation, are integrated over the surface area of the cells. The Jacobi matrices A± are
so derived that they have positive and negative eigenvalues:
A± =
1
2
[A ± α % (A) I], with % (A) = max (λi)i=1,4 as the spectral radius. (3.22)
The parameter α = O (1) provides the implicit damping of the scheme.
With the production of the viscous terms, the mixture of derivatives in (Fv) lead to
the universal coupling of the linearized equations. That is the reason that the implicit
operator cannot be directly factorized into one dimensional components. Neglecting these
terms does not affect the absolute accuracy of the stationary solution [57], as long as they
are used for the implicit operator. To reduce computational expenditure, these terms are
neglected. For local constant transport coefficients, we obtain [58]:
Fv (U
n+1) = Fv (U
n) +
∂Fv
∂U
δUn +
∂Fv
∂U,l
δU,l +O (∆ t2)
= Fv (U
n) +∇l (T δUn) +O (∆ t2)
(3.23)
The difference operator ∇l is integrated over the boundary surfaces:
∇l=i+1 (T δU) = TI+1,J δUI+1,J −TI,J δUI,J (3.24)
The Jacobi matrices of the convective terms A is given by:
A =
∂f
∂U
∆ y − ∂g
∂U
∆x (3.25)
with [59],
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∂f
∂U
=

0 1 0 0
γ − 3
2
u2 +
γ − 1
2
v2 (3− γ)u −(γ − 1) v (γ − 1)
−u v v u 0
−γ uE + (γ − 1)u (u2 + v2) γ E − (γ − 1)
2
(v2 + 3u2) −(γ − 1)u v γ u

(3.26)
and
∂g
∂U
=

0 0 1 0
−u v v u 0
γ − 3
2
v2 +
γ − 1
2
u2 −(γ − 1)u (3− γ) v (γ − 1)
−γ v E + (γ − 1) v (u2 + v2) −(γ − 1)u v γ E − γ − 1
2
(u2 + 3 v2) γ u

(3.27)
and for the dissipative terms T is given as:
T =
µeff
ρ

0 0 0 0
−(α1 u+ α2 v) α1 α2 0
−(α2 u+ α3 v) α2 α3 0
Φ (α1 u+ α2 v)− α4 u (α2 u+ α3 v)− α4 v α4
 (3.28)
with,
Φ = (α1 u
2 + 2α2 u v + α3 v
2) + α4
(
− E + u
2 + v2
2
)
(3.29)
The geometric values are ordered with the center of the control volume cell as are the flow
variables and are given as:
α1 =
(
4
3
∆ y2 +∆x2
)
/ V, α2 = − 13 ∆x∆ y/ V,
α3 =
(
4
3
∆x2 +∆ y2
)
/ V, α4 =
κ
Pr
(
∆x2 +∆ y2
)
/ V
(3.30)
The linear equations system is then given by:
[
I+ θ
∑
l=i,j
∆l
(
A−∇T
)
s
]n
δUn = − θResnI,J (3.31)
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with the residual given by:
ResnI,J =
∑
l=i,j ∆l
(
F− Fv
)n+1
s
Substituting the values of A and T in Eq.(3.31) and reordering the terms gives us an
equation system, whose diagonal dominance is defined by the matrices definition given by
Eq.(3.22) as:
(L+D+U) δUn = −θResnI,J (3.32)
with the lower triangular matrix L, the diagonal matrixD and the upper triangular matrix
U given as:
L = θ (A+ +T)I−1,J + θ (A+ +T)I,J−1,
D = I+ θ
∑
l=i,j
(%(A) I+T)I,J ,
U = θ (A− −T)I+1,J + θ (A− −T)I,J+1
The determination of the coefficient matrix D on the diagonals would be possible, when
the sum of Jacobi matrices A would be zero over all the cells. The Lower-Upper scheme
of Jameson and Turkel [60] puts only the implicit operators on the left side of Eq.(3.32)
in the product of two operators:
(D+ L)D−1 (D+U) δUn = − θResnI,J , (3.33)
which sequentially in a forward and backward step will be eliminated. Thus the simulation
is carried out in a diagonal fashion. The determination of the diagonal elements for this
variation of the Gauss-Seidel technique depends only on the simultaneous calculation of
the adjacent diagonal elements. Instead of the penta-diagonal matrix for the unfactorized
schemes or the relaxation of the tri-diagonal matrix of the ADI (Alternating Direction
Implicit) schemes [61], here only a single block diagonal matrix needs to be inverted.
For this form of the LU scheme, the number of operations required for a single iteration
is equivalent to that of an explicit scheme, giving an added advantage of a larger time-
step due to its implicit nature. It is to be noted, that the factorization failures of the
Lower-Upper scheme, disappear for supersonic flow regimes [56].
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3.2.2 Discretization of the Convective terms
The quality of a numerical scheme is strongly dependent on the type of discretization of
the convective terms at the cell boundaries. The order of the discretization determines the
amount of numerical or artificial dissipation, that together with the physical dissipation
through friction effects works in the whole flow field. It affects the resolution capability
of strong gradients i.e. shocks, whose thickness is totally in the range of a few mean free
paths, in the numerical solution smearing it over a number of cells of the computing grid.
A compromise between accuracy and stability is the preferred condition for the convective
terms.
In this work, Roe’s [62] Flux-Difference-Splitting scheme is used. It is characterized by
good shock resolution and relatively small diffusion especially for very small Mach numbers
in the boundary layer [63]. In case of perfect gases, the computational expenditure for
determination of the convective terms is equivalent to that of the Flux Vector methods.
A disadvantage of the Godunov [64] solution method is the relatively high computa-
tional expenditure for the solution of non-linear equations. In form and content the Roe
approach uses the non-dissipative cell centered difference discretization which is supple-
mented through artificial dissipation. It is first order accurate in space, through which
the numerical dissipation of the computation artificially thickens the boundary layer of
flow fields with friction effects.
A modification of the discretization through the consolidation of a larger number of grid
cells and an eigenvalue corrector is an implementation of the Modified-Flux-Approach of
Harten [65] given as:
Fi+ 1
2
=
1
2
[
F (ui+1) + F (ui) +Ri+1/2Φi+1/2
]
(3.34)
with
Φki+1/2 = ξ
k
i+1/2 σ
k
i+1/2 (g˜
k
i+1 + g˜
k
i )− ψ (λki+1/2 + γki+1/2)αki+1/2
and
ξki+1/2 = 1 + ω
kmax (θki , θ
k
i+1) and θ
k
i =
|αki+1/2 − αki−1/2 |
|αki+1/2 |+ |αki−1/2 |
where R is the eigenvector of the obtained eigenvalues λk, Φk is the kth-component of
the numerical flux function, ψ is the entropy function, g˜ki is the flux limiter, α
k
i is the
discretization function of the variables, ωk is the artificial compression term and γki is the
characteristic velocity addition which is given as:
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γki+1/2 = ξ
k
i+1/2 σ
k
i+1/2
{
(g˜ki+1 − g˜ki ) /αki+1/2 for αki+1/2 6= 0
0 for αki+1/2 = 0
where σ is described as
σ(z) = 1
2
ψ(z) + ∆ t
∆x
(η − 1
2
)z2
The entropy function given below is applied on the eigenvalues
ψ (x) =
{ |x| for |x| ≥ δ
(x2 + δ2)/2 δ for |x| < δ
The parameter δ of the eigenvalue corrector is a small positive number that is dependent
on the flow velocity and cell dimensions. For stationary solution of high Mach number
problems, the control of this parameter decides the stability of the computation [57].
The flux limiter gkI determines the order of the discretization, having the change of the
characteristic variables αk with (a = αki+1/2 and b = α
k
i−1/2) at the cell boundaries as its
argument. Of all the well-known given limiters in literature, the best results are obtained
with the robust minmod-Limiter
g(a, b) = minmod(a, b) = sgn(a) · max[0,min[| a |, b sgn(a)]] (3.35)
for the eigenvalues (u± c) of the non-linear eigenvectors and the steady van Leer limiter
[66]
gvanLeer(a, b) =
ab+ | ab |
a+ b+ 
with  = 10−30
for the eigenvalue (u) of the linear eigenvectors is used.
Schemes that use the discretization of Harten or Roe, belong to a special class of TVD
(Total-Variation-Diminishing) schemes. In essence these TVD schemes, eliminate the
oscillations present near discontinuities, thus preserving the monotonicity of the solution.
To comply with these conditions, TVD schemes of higher order must reduce their accuracy
to first order for local extremum, as shown by Osher and Chakravarthy [67].
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3.2.3 Discretization of the Viscous terms
The viscous terms are discretized using a central differencing scheme. For that the deriv-
atives of the velocity components u, v and the temperature T on the cell boundaries must
be derived in finite-volume notation. Following Peyret’s [68] suggestion, an additional cell
is laid on a cell volume as shown in Fig.3.2:
Fig. 3.2: Help cell for viscous term discretization.
Integrating over the control volume V using the Gaussian integral theorem, we obtain for
example the u-velocity component:
∂u
∂x

l=i,j
Vhl ≈
∫
Vhl
∂u
∂x
dV =
∫
Γl
unx dΓ
= ue∆ ye + un∆ yn − uw∆ yw − us∆ ys
(3.36)
The midpoint rule is applied for approximation of the surface integrals, so that the flow
variables can be calculated from the four adjacent points.
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3.3 Turbulence Model
To simulate the turbulent flow at high Reynolds numbers, the balance equations are
integrated and handled statistically: the instantaneous value of a flow variable φ is defined
in form and content as a constant average and a fluctuating variable and lastly the balance
equations are then integrated in time.
The purpose of a turbulence model is the determination of the principal variables, that
directly influence the flow and are represented in the Navier-Stokes equations: the turbu-
lent kinetic energy k and the dynamic viscosity µt. One of the first formulations for the
determination of µt as well as the kinematic viscosity νt goes back to Prandtl [69]. From
Prandtl’s mixing length theory, the distribution of νt is determined by the mixing length
lm and the velocity gradient in the normal direction:
νt = l
2
m uy (3.37)
The prerequisite for the validity of Eq.(3.37) is the presence of local equilibrium due to the
production and dissipation of turbulence. This assumption is false for flows with negative
pressure gradient in the flow direction or in close proximity to the wall, as the turbulence
production outweighs dissipation. A second disadvantage of the above assumption is the
required value of the mixing length lm, that is known empirically for simple flow cases
and geometries. The turbulent kinetic energy cannot be determined with this simple
assumption and so is neglected.
3.3.1 The Two-Equation Model
The difficulties encountered in determination of νt and k lead to the development of the
two equation turbulence model. This class of turbulence models comprises a transport
equation for the turbulent velocity measure and a transport equation for the turbulent
length measure. The calculations were carried out with the k − ω model of Wilcox [70],
where k is defined as the velocity measure and ω defined as lm =
√
k/ω equates as the
length measure. The value ω is frequently denoted as the specific dissipation rate, which is
defined as the turbulent kinetic energy transfer rate in the smallest eddy. This turbulence
model has no explicit damping function near the wall as the Low-Reynolds-Number model
and allows the definition of simple boundary conditions. Therefore near the wall, very
small grid spacing is required. The first three grid points must totally lie in the lower
laminar sub-layer. The two equation model in form and content is very similar to Eq.(3.16)
given as:
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∫
V
Ut dV +
∮
S
H~n ds =
∫
V
SdV (3.38)
with
U =
(
ρ k
ρω
)
, f =
(
ρ u k
ρ uω
)
, g =
(
ρ v k
ρ v ω
)
(3.39)
and
fv = Re
−1
(
(µl +
µt
σk
) kx
(µl +
µt
σω
)ωx
)
gv = Re
−1
(
(µl +
µt
σk
) ky
(µl +
µt
σω
)ωy
)
(3.40)
The source term S contains the production and dissipation terms of turbulence:
S =
(
τxxux + τxyuy + τyxvx + τyyvy
γ
νt
(τxxux + τxyuy + τyxvx + τyyvy)
)
︸ ︷︷ ︸
Production
+
(−βk ρω k
−βω ρω2
)
︸ ︷︷ ︸
Dissipation
(3.41)
where τ represents the respective Reynolds stresses. Close to the wall, the sum of the
source terms is greater than the convective and viscous terms.
The five model constants σk,ω, βk,ω and γ are given by Wilcox [71] as half empirical values
for the turbulent values in the boundary layer as:
σk = σω = 1/2 βk = 9/100 βω = 3/40 γ = 5/9 (3.42)
The value of the turbulent kinematic viscosity νt is determined from the values of k and
ω as follows:
νt = k/ω (3.43)
3.3.2 Modifications to the Two-Equation Model
The equation given by Wilcox for k for compressible flows obtained from the transport
equation provides the way for the Reynolds stress tensor to be derived. In comparison to
incompressible flows, this equation contains two extra terms known as pressure dilatation
3.3. TURBULENCE MODEL 35
and pressure work. Both of these terms vanish in the limit of incompressible flow with
zero density fluctuations. The effect of these terms on k is not exactly known. Results
of direct numerical simulation on a compressible supersonic channel flow [72] have shown
that these terms can be neglected in the near wall region.
The determination of the turbulent dissipation rate ρω k, requires that the compressibility
effects must be considered. For large Reynolds numbers, the terms can be divided into
an incompressible and a compressible part, which are not inter correlated:
ρω k = ρ  = ν ρ (u′′y − v′′x)2︸ ︷︷ ︸
∇× ~v′′
+
4
3
ν ρ (u′′x + v
′′
y)
2︸ ︷︷ ︸
∇ ~v′′
= ρ s + ρ d (3.44)
The quantity s is known as the solenoidal dissipation, while d is known as the dilatation
dissipation. The second term on the right hand side of Eq.(3.44) disappears because the
fluctuating field has zero divergence for incompressible flow. The deciding effect for the
damping of the turbulent oscillations is the reduction of the production terms in Eq.(3.41).
The relation between s and d is given by:
d = F (M2t ) s with Mt =
2k
c2
(3.45)
A detailed derivation of the conditions for homogeneous turbulence can be found in Sarkar
[73]. The turbulent Mach number increases rapidly in the shear layer, whereas in the
boundary layer it is comparatively small. Through the introduction of Heaviside’s step-
function Γ:
F (M2t ) =
3
2
[
M2t −
1
16
]
Γ
(
Mt − 1
4
)
(3.46)
the adaptation of the constants βk,ω of the incompressible model:
β∗k = βk
(
1 + F (M2t )
)
β∗ω = βω − βk F (M2t )
(3.47)
can be limited on the compressible shear layer. One should be aware, that with increasing
compressibility, the anisotropy of the Reynolds stress tensor increases leading to increased
dissipation.
A weak point of the k−ω model is that the turbulent viscosity depends on the freestream
value of ω. Comparatively, the residue of ω for the frequently used k −  model [74] is
significantly more pronounced. Essentially the freestream requirements from  = k ω for
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this model has no effect on the production of the turbulent viscosity. Menter [75] therefore
has put forward a zonal method, that in the viscous sub-layer and in the region of the
logarithmic wall law uses the k − ω model and in the region outside the so called defect
layer switches to the k −  model.
The asymptotic transition between the two models with their different empirical constants
φ can be enforced by using:
φ = F φk−ω + (1− F )φk− (3.48)
where φk−ω governs constants from the original k − ω model given by Wilcox (3.42) and
φk− governs constants from the standard k −  model. Here F is a hyperbolic function
given by:
F = tanh(arg4) with arg = min
(
max
( √
k
0.09ω y
;
500 ν
y2 ω
)
;
4 ρ σω 2 k
C Dk ω y2
)
(3.49)
where C Dk ω is the cross-diffusion term given by:
C Dk ω = max
(
2 ρ σω 2
1
ω
∂k
∂xj
∂ω
∂xj
, 10−20
)
(3.50)
Concerning its robustness, the zonal method has the same properties as the k − ω model
based on the formulation of the boundary conditions. The transport equations are se-
quentially solved after the solution of the flow equations has been solved. At every time
step, first the flow equations with the transport values from the previous iteration are
solved and then the turbulence equations with the flow variables obtained for the new
time level are solved. This approach is justifiable due to their weak coupling with the
momentum and energy equations.
The discretization of the source term S due to its effect near the wall is implicit. In
the Jacobi matrix only the production part is considered, because of which the diagonal
dominance of the implicit operator is increased [76]. The new transport equations are
then solved with the help of the LU scheme.
3.4 The Time Step
Due to the strong cell size variations in the computational domain, a local time step ∆ t
is used to accelerate convergence, which is proportional to the size of the grid cell. It is
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given by the Courant-Friedrich-Levy condition, which based on one-dimensional inviscid
wave propagation corresponding to unit Courant number is given [77] as:
∆ t = C
V
| u | ∆ y+ | v | ∆x + c√(∆x)2 + (∆ y2) (3.51)
The time step is limited by the minimum time, a disturbance would require, to pass
through the cell volume V . During an iteration during local time stepping, the state in
two adjacent cells are at different time levels. The loss in time accuracy for the required
stationary solution is not considerable.
The maximum CFL number C is theoretically independent of the flow problem. Generally
it lies in the range of CFL = 3 ÷ 50. For turbulent flows, it is problematic to provide a
starting distribution because of its considerable deviation from the stationary turbulence
field. Thus for the first iterations a small CFL number is chosen for the turbulence
equations. In this work, local time stepping has been used for the earlier iterations and
normal time stepping for the remainder of the simulation.
3.5 Boundary Conditions
Boundary conditions for a numerical simulation are defined as the physical or numerical
limits placed on the flow problem being simulated in which the flow variables are de-
fined for a particular physical or numerical/artificial boundary defining the numerically
simulated field.
The solid wall is a physical boundary of the simulated field. The velocity component for
friction free flow disappears in the normal direction:
~v ~n = 0 (3.52)
For viscous flows, the velocity component in the tangential direction disappears as well
as the component in the normal direction:
~v = 0 (3.53)
The wall pressure is determined from the momentum equation in the normal direction
for friction free flow [78]. For flows with friction, the cell spacing near the walls is very
small, so that the pressure can be extrapolated from the neighboring cells to the boundary
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cells. The density for adiabatic walls is given by Eq. 3.14 for a given wall temperature
distribution.
The entry and exit flow conditions in the computational field depends on the type of
flow at that location. The boundary conditions for high Reynolds numbers flows can
be determined through the use of the Euler equations. The number of fixed boundary
conditions must be determined. Thus the linearized Euler equations are formed which are
given as [59]:
u,t +
1
ρ c
p,t +
(
u,x +
1
ρ c
p,x
)
(u+ c) = 0
u,t − 1
ρ c
p,t +
(
u,x − 1
ρ c
p,x
)
(u− c) = 0
ρ,t − 1
c2
p,t +
(
ρ,x − 1
c2
p,x
)
u = 0
(3.54)
and through the introduction of the Riemann invariants can be expressed in the form:
R+ = u+
∫
dp
ρ c
, R− = u−
∫
dp
ρ c
, (3.55)
which are further simplified to:
R+,t + (u+ c)R
+
,x = 0, R
−
,t + (u− c)R−,x = 0 (3.56)
These equations provide a link to the variations in pressure and velocity along the char-
acteristic curves with a slope of u± c. The coefficient ρ c is the acoustic impedance. The
third equation in Eq.(3.54) gives the entropy variation along the characteristic with slope
u.
The number of boundary conditions is dependent on the number of entering characteristics
into the flowfield. For example, for supersonic flow three boundary conditions at entry
are provided and the exit values are extrapolated from the given flow conditions. For
subsonic flow two boundary conditions at entry and one boundary condition at exit are
specified as shown in Table 3.1 and the rest of the flow variables are extrapolated from
the given values.
In the far-field, for a subsonic boundary, the normal component of velocity and the sound
velocity are reconstructed from the intersection points of the Riemann invariants for the
isentropic case:
u = 0.5 (R+∞ +R
−
∞) and c =
γ − 1
4
(R+∞ −R−∞) (3.57)
3.5. BOUNDARY CONDITIONS 39
Entry boundary Exit boundary
Subsonic ρ, u and v are given p is given
p is extrapolated ρ, u and v are extrapolated
Supersonic ρ, u, v and p are given ρ, u, v and p are extrapolated
Table 3.1: Number of boundary conditions for artificial boundaries.
In subsonic flow simulation, there is a significant amount of oscillation observed due to the
reflection of the flow variables at the exit boundary which propagates upstream leading
to more oscillations. To counter this effect, boundary conditions known as non-reflecting
boundary conditions given in form as:
R−,t ≡ 0 (3.58)
for the subsonic exit at the right grid boundary are applied. Giles [79] with the help of
Fourier analysis of the Euler equations has shown, how the use of these conditions in the
flow-stream direction absorbs all the disturbances. An advantage of the usage of these
conditions is the decrease in the extent of the grid used for simulation.
For turbulent channel flows and plate boundary layers, other than the velocity profile
at the boundary area the turbulent values k and ω in the boundary layer are provided.
For the velocity profile, the well-known approximation for the viscous sub-layer and the
logarithmic wall-law is used [80]. For the transition zone and the outer region, the velocity
profile provided by Sun [81] is employed. The temperature profile is given by the Crocco-
Busemann [69] derivation directly from the velocity distribution:
T
T∞
= 1 +Rγ − 1
2
M2∞
[
1−
( u
u∞
)2]
(3.59)
The Recovery factor R for the turbulent boundary layer is calculated from the Prandtl
number,
R = 3
√
Pr (3.60)
3.5.1 Boundary Scheme
On solid surfaces, the no-slip condition is imposed by setting the velocity components u
and v to zero through the use of pseudo cells which is given as follows for the boundary
point (I,J=0):
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uI,−1 = −uI,1
vI,−1 = −vI,1
}
=⇒ uI,j=1 = uI,−1 + uI,1 = 0, vI,j=1 = 0
Adiabatic walls are assumed and so the normal temperature gradient at the wall is zero:
∂T
∂η
= 0 ⇒ Tw = const.
The normal pressure gradient at the wall is also taken to be zero.
∂p
∂η
= 0
Once temperature and pressure are determined from their respective gradients, the density
is found using the ideal gas law.
Chapter 4
Results: Experimental Investigation
The experiments for enhancement of supersonic mixing were carried out through mixing
of two co-flowing streams of different flow velocities. The supersonic stream is considered
as the driving medium and the subsonic stream through momentum and energy exchange
with the supersonic stream as the driven medium.
The experiments are carried out in a plane supersonic test section as shown in Fig. 2.2.
The enhancement of the mixing, between the two streams, one subsonic and one supersonic
in nature, is carried out using wedge and wedge-cavity combinations of different wedge
angles placed at varying distances from the supersonic nozzle exit. Wedges of 10◦ and 20◦
at 25, 35 and 45 mm from the nozzle exit have been studied. A second set using wedges
of 10◦ and 20◦ with a cavity of length-to-depth (L/D) ratio of 3 on the wedge slope at 25,
35 and 45 mm from the nozzle exit have been studied additionally.
The total number of cases thus studied is equal to 12 combinations. The different cases
studied are as given below in Table. 4.1.
Distance from nozzle exit → 25 mm 35 mm 45 mm
Wedge (10◦)
√ √ √
Wedge (20◦)
√ √ √
Wedge-Cavity (10◦)
√ √ √
Wedge-Cavity (20◦)
√ √ √
Table 4.1: Types of configurations investigated in present study.
The different wedge and wedge-cavity configurations stated in Table 4.1 are integrated
into the test-section as explained in Sec. 2.2. The schematic of the different wedge/wedge-
cavity combinations used for the experiments are as given in Fig. 4.1.
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Fig. 4.1: Schematic of the various wedge/wedge-cavity combinations used.
The above given wedge/wedge-cavity combinations have been assembled in the test sec-
tion (Fig. 2.2) setup. The test-section in its complete form with the assembly of the
wedge/wedge-cavity combinations is given schematically below, in which the region of in-
vestigations is marked by the broken line, in Fig. 4.2. Pressure measurements have been
carried out over the upper and lower walls through pressure taps located on the upper
and lower walls of the test-section.
On the following pages, first the estimation of different flow parameters is discussed and
then pressure measurement results obtained for the different combinations of the wedge
and wedge-cavity combinations in the setup are laid out. Some Schlieren pictures ob-
tained for the different combinations are also presented. The Schlieren pictures provide a
qualitative look at the flow taking place as well as the presence of shocks and other tur-
bulent phenomena captured on video film through the Charged-Coupled-Device (CCD)
camera using the 1 µs timed exposures and later digitized. The pressure measurements
provide us with a quantitative outlook of the phenomena taking place for the confined
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Pressure taps
Secondary
stream
P1
P01
P4
Disc with different
diameter holes
Investigation region
Primary
stream
Fig. 4.2: Schematic of the test section setup used with the investigated region marked by broken
lines.
supersonic-subsonic stream mixing process.
4.1 Estimation of Flow Parameters
4.1.1 Mass Flux
The test section as discussed before consists of two streams of different velocities which
mix in the mixing chamber. A schematic of the control volume so formed is given in Fig.
4.2. Mass flux in both the subsonic and supersonic streams is calculated using the mass
flux relation which is given as:
m˙ = ρ uA (4.1)
The equation of state is used in case of thermally perfect gases, which is given as:
p = ρRT (4.2)
Since in this work, air at low temperatures is used as the flow medium for the two streams,
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the specific heat capacities and their respective ratio can be approximated to be taken as
constant:
cp = const.
cv = const.
γ =
cp
cv
= const.
(4.3)
This satisfies the conditions for the calorically perfect gas too, thus air can be taken to
be an ideal or perfect gas. The velocity of the fluid stream is given in terms of the Mach
number, defined using the sound velocity a which is given as:
M =
u
a
with a =
√
γ RT (4.4)
or the critical Mach number given as:
M∗ =
u
a∗
with a∗ =
√
γ RT ∗ (4.5)
The stagnation pressures viz. P00 and P01 as well as the stagnation temperatures viz.
(T00 = T01) for the supersonic and subsonic streams are measured. From the test section
geometry the exit areas viz. A0,A1, for both the supersonic and subsonic streams are
known.
Further using the isentropic relations for the temperature and pressure variables, which
are defined as functions of the Mach number given as:
T0
T
=
(
1 +
γ − 1
2
M2
)
(4.6)
P0
P
=
(
1 +
γ − 1
2
M2
)γ/(γ−1)
(4.7)
Thus from Eq. 4.1, using the equation of state Eq. 4.2, the Mach number relation Eq.
4.4 and the isentropic relations Eq. 4.6 and Eq. 4.7 leads to the formulation of the mass
flux in terms of stagnation conditions viz. temperature and pressure, Mach number and
area of the duct [52]. The relation thus obtained is given as follows:
m˙1 = P01 A
√
γ
RT0
M
(
1 +
γ − 1
2
M2
)(1+γ)/2(1−γ)
(4.8)
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In the case of the supersonic stream, the throat would be choked having critical conditions,
M = 1, and A = A∗, thus leading to the relation:
m˙0 = P00 A
∗
√
γ
RT0
( 2
γ + 1
)−(1+γ)/2(1−γ)
(4.9)
Thus all the needed values for the two streams are obtained. This provides the entry
conditions for the two streams. For the experiments carried out, the supersonic stream
exit Mach number remains constant with time, as there is no change in the area or
stagnation conditions. This also leads to a constant mass flux in the supersonic stream.
The mass flux in the secondary chamber, is regulated through the use of a disc with
different diameter holes drilled into it.
4.1.2 Critical Back Pressure
After mixing of the two streams in the mixing chamber, further downstream, the stream
mixture is again slowed down due to the presence of the subsonic diffuser. A butterfly
valve is present much further down from the mixing chamber which can be used for
flow throttling. A pressure gauge acts as a measure of the back pressure in the mixing
chamber. The throttle is electronically controlled via a motor which opens and closes
the valve as needed. It can also be manually operated to obtain desired back pressure
operating conditions.
The measurement of critical back pressure is one of the important parameters in this
study. This is carried out by fixing a particular mass flow ratio (subsonic/supersonic),
in which the mass flow in the subsonic section can be varied by varying the mass flow
by means of the disc as explained before and the mass flow in the supersonic section is
constant. The back pressure is varied through the butterfly valve. Once the flow is fully
developed, the pressure obtained before the valve is the effective back pressure for the
system.
With increasing back pressure the system of shocks, present due to the pressure ratio
between the mixing chamber pressure and back pressure accommodation, in the mixing
chamber begin to move upstream. The pressure measured in the subsonic section shows a
small rise since channel flow cannot be completely supersonic, as there is a small amount
of information travel in the upstream direction present. Further increasing the back
pressure, the shock system moves upstream till the after expansion of the mixing stream
is so strongly influenced that it breaks down into subsonic regime, which directly influences
the pressure measured in the subsonic section as there is upstream flow of information. In
this work, for a 2% increase in the measured subsonic pressure, taking into account slight
rise in subsonic pressure, the measured back pressure is taken to be as the critical back
pressure. A sample of critical back pressure determination is given in Fig. 4.3.
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Fig. 4.3: Determination of the critical back pressure P4(crit.) by measurement of the increasing
subsonic pressure with increasing back pressure.
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4.2 10◦ Wedge-only Combination
4.2.1 25 mm from the nozzle exit
Fig. 4.4: Series of Schlieren images of the wedge only combination at 25 mm from the nozzle
exit.
The first case tested was the 10◦ simple wedge case placed at 25 mm from the nozzle exit.
Both pressure measurements as well as Schlieren images using spark light source were
obtained. The mixing process between two co-flowing streams of different flow velocities
is a non-linear as well as a highly fluctuating process which is visible in the series of
Schlieren images captured as shown in Fig. 4.4. The prominent features of the flow
phenomena, for example, the presence of shocks at the leading edge and expansion fan
at the trailing edges of the wedge are constant though blurred because of the fluctuating
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flow process for which the 1 µs spark source is not able to capture instantaneous images
of the flow phenomena.
(a) (b)
(c) (d)
Fig. 4.5: Pressure histories for the 10◦ wedge at a distance of 25 mm from the nozzle exit.
The pressure histories obtained for this case have been compiled in Fig. 4.5. Increase
of back pressure (P4) with increasing subsonic static pressure (P1) can be seen in Fig.
4.5(a). Increasing the mass flux m˙1 of the subsonic stream causes an increase of the static
pressure P1, which for a fixed opening of the throttle valve downstream of the test section
causes an increase in the back pressure P4. Each data point given in the following figures
corresponds to a certain value of the inlet opening in the disc of the subsonic stream
inlet. Therefore, the number of data points is identical in all figures. With increasing
subsonic static pressure (P1), subsonic Mach number decreases asymptotically to a value
of approximately 0.275 (Fig. 4.5(b)). As the back pressure to subsonic static pressure
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ratio (P4/P1) increases from approximately 0.91 to 1.6, subsonic to supersonic mass flow
ratio (m1/m0) decreases from approximately 0.48 to 0.31 (Fig. 4.5(c)). Increasing the
mass flux m˙1 causes a slight decrease of the subsonic inlet Mach numberM1. In this case,
the mass flux increases due to a higher stagnation pressure P01 in the subsonic chamber.
The placement of the curve in (Fig. 4.5(c)) for the mass flow ratio is lower than in Fig.
4.5(d) due to the higher critical pressure ratio (P4/P1)crit. of approximately 1.78.
4.2.2 35 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.6: Pressure histories for the 10◦ wedge at a distance of 35 mm from the nozzle exit.
The pressure histories for the case when the wedge is placed at 35 mm from the nozzle
exit are compiled in Fig. 4.6. As seen in the case for the 25 mm distance case, the
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trend followed is the same for the back pressure vs. subsonic static pressure (Fig. 4.6(a)),
and the Mach number vs. subsonic static pressure (Fig. 4.6(b)) cases, where the Mach
number decreases asymptotically to approximately 0.27. The Mach number measured is
lower than that for the 25 mm case while the back pressure measured is higher. The
pressure ratio as well as critical ratio values obtained for this case are lower than that
obtained for the 25 mm distance case. As observed for the 25 mm case, the slope of the
pressure ratio vs. mass flow ratio (Fig. 4.6(c)) curve is lower than that for the critical
pressure ratio vs. mass flow ratio (Fig. 4.6(d)) curve. The maximum critical pressure
ratio (P4/P1)crit. obtained for this case is approximately 1.65 which is lower than that
for the 25 mm case.
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4.2.3 45 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.7: Pressure histories for the 10◦ wedge at a distance of 45 mm from the nozzle exit.
For the case of the wedge placed at 45 mm from the nozzle exit, pressure histories are as
given in Fig. 4.7. As seen for the previous two cases, the trends followed are the same.
The values as also seen before, are higher for farther placement of the wedge from the
nozzle exit. The back pressure vs. subsonic static pressure curve (Fig. 4.7(a)), is shifted
to higher subsonic static pressures with increasing distance from the nozzle exit.
The Mach number (Fig. 4.7(b)) follows the same trend as before and there is a general
decrease in the Mach number as in the previous cases reaching a minimum value of
approximately 0.265. This indicates a slower subsonic stream as is evident from the
higher static pressure and lower Mach number as seen in the previous cases.
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The mass flow ratio vs. pressure ratio (Fig. 4.7(c)) and mass flow ratio vs. critical pressure
ratio (Fig. 4.7(d)) curves follow the same trend as already seen before. As outlined in
the previous cases, the pressure ratio curve is placed lower than the critical pressure ratio
curve, as well as the maximum critical pressure ratio reached is lower than the previous
cases reaching a value of approximately 1.55.
In general, for the three cases of the wedge placed at 25, 35 and 45 mm from the nozzle
exit it is observed, as the distance of the wedge from the nozzle exit is increased there is a
slight decrease in the maximum pressure ratio (P4/P1) (Fig. 4.8(a)). Back pressure (P4)
increases with increasing subsonic static pressure (P1). The general trend is decreasing
Mach number M1 values attained with increasing subsonic static pressure (P1) (Fig.
4.8(b)) as the distance from the nozzle exit is increased.
(a) Pressure ratio comparison. (b) Mach number comparison.
Fig. 4.8: Comparison of different parameters for 10◦ wedge at different distances from the
nozzle exit.
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4.3 20◦ Wedge-only Combination
4.3.1 25 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.9: Pressure histories for the 20◦ wedge at a distance of 25 mm from the nozzle exit.
The second series of experiments have been carried out using a 20◦ wedge placed at the
same distances as for the 10◦ wedge. The back pressure (P4) vs. subsonic static pressure
(P1) curve (Fig. 4.9(a)) follows the same trend as that observed for the 10◦ wedge case.
For the same opening in the disc, the values for the subsonic static pressure are higher
than for the 10◦ wedge case though the back pressure value attained is lower, for constant
subsonic static pressure.
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The Mach number in the subsonic stream is also lower compared to the 10◦ case for the
same distance from the nozzle exit reaching a minimum value of approximately 0.28. Mass
flow ratio (m1/m0) vs. back pressure to subsonic pressure ratio (P4/P1) (Fig. 4.9(c))
as well as the critical pressure ratio (P4/P1)crit. (Fig. 4.9(d)) follow the same pattern
as for the 10◦ wedge case. The pressure ratio lies between 1.45 and 0.86 for mass flow
ratios between 0.32 and 0.5 approximately. The values of the mass flow ratio (m1/m0) for
the same orifice opening though are higher compared to the 10◦ case, which is due to the
higher subsonic pressure as well as lower Mach number. The pressure ratio vs. mass flow
ratio curve is placed lower than the critical pressure ratio vs. mass flow ratio curve as
seen before. The critical pressure ratio (P4/P1)crit. reaches a maximum of approximately
1.84.
4.3.2 35 mm from the nozzle exit
The pressure profiles for the 20◦ wedge case at 35 mm from the nozzle exit (Fig. 4.10)
follow the same trend as that for the 10◦ wedge case at 35 mm from the nozzle exit. For the
operating points of the facility there is an increase in the subsonic static pressure as well
as a decrease in the back pressure observed (Fig. 4.10(a)). There is a general decrease in
the Mach number (Fig. 4.10(b)) following the same pattern of decreasing value as that for
the 10◦ wedge case with increasing distance from the nozzle exit reaching an approximate
value of 0.27, with a slight increase in the measured back pressure as compared to the 20◦
wedge at 25 mm from the nozzle exit.
The mass flow ratio (m1/m0) vs. pressure ratio (P4/P1) (Fig. 4.10(c)) essentially follows
the same pattern as observed for the 25 mm case. The critical pressure ratio (P4/P1)crit.
vs. mass flow ratio (m1/m0) (Fig. 4.10(d)) curve also follows the same pattern though
here the curve is placed higher, with a decrease in the maximum critical pressure ratio
attained as compared to the 25 mm case with a value of approximately 1.72.
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(a) (b)
(c) (d)
Fig. 4.10: Pressure histories for the 20◦ wedge at a distance of 35 mm from the nozzle exit.
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4.3.3 45 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.11: Pressure histories for the 20◦ wedge at a distance of 45 mm from the nozzle exit.
As can be seen from the given figures (Fig. 4.11), the pressure histories for the 45 mm
distance case follow the same trend as already observed for the 25 mm and 35 mm cases.
The measured subsonic static pressure (P1) is higher than for the previous cases (Fig.
4.11(a)) leading to shifting of the curve towards the right. As before there is a decrease
in the Mach number which can be seen in the Mach number vs. subsonic static pressure
curve (Fig. 4.11(b)) which is placed lower than that observed for the 25 mm and 35 mm
cases giving an approximate Mach number of 0.25. This gives rise to the same pattern
in the mass flow ratio vs. pressure ratio curves compared to the other cases, provided by
the mass flow ratio (m1/m0) vs. pressure ratio (P4/P1) (Fig. 4.11(c)) and the critical
pressure ratio (P4/P1)crit. (Fig. 4.11(d)) curves leading to a maximum of approximately
4.3. 20◦ WEDGE-ONLY COMBINATION 57
1.58. The higher placement of the critical pressure ratio curve as compared to the pressure
ratio curve is observed as before.
As seen for the 10◦ wedge case, the pattern is approximately repeated for the 20◦ wedge
case too. This can be seen on comparing the placements of the 20◦ wedge at 25,35 and 45
mm from the nozzle exit. The pressure ratio (P4/P1) decreases with increasing distance
(Fig. 4.12(a)) for the 45 mm case whereas for the 25 and 35 mm cases, the pressure ratio is
almost identical. The back pressure (P4) increases with increasing subsonic static pressure
(P1). Decreasing Mach number M1 values as before are observed with increasing subsonic
static pressure (P1) (Fig. 4.12(b)) as the distance from the nozzle exit is increased.
(a) Pressure ratio comparison. (b) Mach number comparison.
Fig. 4.12: Comparison of different parameters for 20◦ wedge at different distances from the
nozzle exit.
For most of the cases, the two wedges (10◦ and 20◦) follow almost the same pattern. The
two cases giving the maximum critical pressure ratio (P4/P1)crit. for approximately the
same mass flow, are the 10◦ and the 20◦ wedge placed at 25 mm from the nozzle exit. For
this configuration, both wedges show better gain than when placed farther away from the
nozzle exit.
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4.4 Cavity Flow in Supersonic Regime
Cavities may generate self-sustained oscillations under a wide range of flow conditions.
Self-sustained oscillations are those in which the presence of the cavity in the flow keeps
generating acoustic oscillations in a feedback type of loop. The complex phenomena
include boundary layer separation, shear layer instability, vortex flow, acoustic radiation,
and shock/expansion wave interaction. A cavity flow is often characterized by a strong
oscillation inside the cavity.
When the flow is oscillatory, unsteady shock waves are produced above the cavity. The
interaction and propagation of these shock waves generate far-field noise emission. These
waves are generated through the shear layer deflection, which in turn is associated with
the vortex production and convection of these vortices downstream. The pressure at the
leading edge is high and that at the trailing edge is low when there is mass ejection near
the trailing edge and production of a vortex by the shear layer near the leading edge giving
rise to a negative form drag coefficient. A high pressure region is formed near the trailing
edge and a low pressure region near the leading edge when there is outward deflection of
the shear layer near the leading edge and shear layer impingement on the downstream
face of the cavity leading to a positive form drag coefficient. The impingement of the
shear layer on the downstream face of the cavity results in large density gradients near
the trailing edge.
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Fig. 4.13: Schematic of confined supersonic cavity flow showing the leading and trailing edge
shocks as well as the shear layer over the face of the cavity and the circulatory flow
inside.
A schematic of the self-sustained pressure oscillations interaction in confined cavity flow
is given in Fig. 4.13. In the case of shallow cavities critical aspects of the self-sustaining
process involve wave reflection within the cavity, and addition and removal of mass at
the trailing edge. This mass exchange results in a pressure wave propagation upstream,
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eventual reflection of this wave from the upstream face of the cavity, followed by the travel
of the wave downstream.
A complete and comprehensive explanation of the processes affecting the flow field and
the acoustic radiation produced is difficult owing to the fact of the high non-linearity
of the process. Also the contribution of the various phenomena taking place inside and
around the cavity give rise to a complex set of processes taking place at any one time.
Rockwell [82] put forward a theoretical model which predicts the oscillation frequencies
by accounting for streamwise variations in wave number and amplification factor pro-
duced by streamwise growth of the characteristic thickness of the shear-layer. Rockwell &
Naudascher [83] have provided an overview of cavity flow and their oscillatory behavior.
Rossiter [84] initially provided a theory for the prediction of frequencies of supersonic
cavity oscillations for shallow cavities i.e. L/D > 1, which was later modified by Heller et
al. [85]. The linearized theory of Tam & Block [86], further improved by Zhang & Edwards
[87, 88], with the help of the modified phase relation led to better prediction of frequencies.
Zhang [89] in his computational analysis of supersonic flow over a shallow cavity (L/D=3)
has made use of the Favre-averaged Navier-Stokes equations. Turbulence closure was
achieved using a k-ω model with compressibility corrections, and good agreement was
obtained with previous experimental results.
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4.5 10◦ Wedge-Cavity Combination
4.5.1 25 mm from the nozzle exit
The third series of experiments consist of pressure measurements carried out on the 10◦
wedge-cavity case placed at 25 mm, 35 mm and 45 mm from the nozzle exit. The flow
phenomena as observed from the series of schlieren images compiled in Fig. 4.14, confirm
the observation that the flow phenomena due to the mixing of the two streams is highly
non-linear. Oscillation of the prominent shocks i.e. leading edge of the wedge as well
the leading and trailing edge of the cavity, and expansion fan at wedge trailing edge, is
also observed which are visible due to blurring in the Schlieren images thus confirming
that the flow is oscillatory. A more instantaneous method of obtaining Schlieren images
is possible through the use of nanosecond light sources, providing very short light pulses
of the order of 10-20 nanoseconds.
Fig. 4.14: Series of Schlieren images of the wedge-cavity combination at 25 mm from the nozzle
exit.
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(a) (b)
(c) (d)
Fig. 4.15: Pressure histories for the 10◦ wedge-cavity combination at a distance of 25 mm from
the nozzle exit.
The above compiled graphs of the pressure histories in Fig. 4.15 follow a similar trend
as that observed for the 10◦ wedge case. Back pressure increases with subsonic static
pressure (Fig. 4.15(a)) as observed before, whereas the Mach number of the subsonic
stream vs. subsonic static pressure (P1) (Fig. 4.15(b)) compared to the 10◦ wedge case
at 25 mm from the nozzle exit leading to a Mach number of 0.275 approximately is the
same. The pressure ratio (P4/P1) vs. mass flow ratio (m1/m0) curve given in Fig. 4.15(c)
shows as before a decreasing pressure ratio with increasing mass flow ratio. As observed
for previous cases, the placement of the critical pressure ratio (P4/P1)crit. vs. mass ratio
(m1/m0) (Fig. 4.15(d)) curve is higher than for the pressure ratio (P4/P1) vs. mass flow
ratio (m1/m0) case. The maximum critical pressure ratio (P4/P1)crit. obtained for this
case is 1.77 approximately, which is slightly lower than that obtained for the 10◦ wedge.
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4.5.2 35 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.16: Pressure histories for the 10◦ wedge-cavity combination at a distance of 35 mm from
the nozzle exit.
Compared to the previous case, in the case of 35 mm distance from the nozzle exit, the
10◦ wedge-cavity has an increase in measured back pressure (Fig. 4.16(a)) for the same
opening of the disc. A slight increase in the measured Mach number (Fig. 4.16(b)) to 0.28
is observed which moves away from the trend as observed for the previous cases. Also a
lower pressure ratio as compared to the previous case is seen in (Fig. 4.16(c)) vs. mass
flow ratio curve as well as critical pressure ratio (Fig. 4.16(d)) vs. mass flow ratio curve,
giving rise to a maximum critical pressure ratio (P4/P1)crit. of 1.7. There is an increase
in the subsonic static pressure measured following previous trends though there is a slight
increase in the Mach number compared to the 10◦ wedge placed at the same distance.
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4.5.3 45 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.17: Pressure histories for the 10◦ wedge-cavity combination at a distance of 45 mm from
the nozzle exit.
The pressure histories for the 45 mm case are plotted as above in Fig. 4.17. Unlike the 35
mm case, which does not follow the general trend in the case of Mach number, increased
subsonic pressure (Fig. 4.17(a)) and lower minimum Mach number (Fig. 4.17(b)) of 0.27
is observed, leading to a slower subsonic stream. Following the general trend, decrease
in the mass flow ratio vs. pressure ratio (Fig. 4.17(c)) and critical pressure ratio (Fig.
4.17(d)) of approximately 1.5 is observed.
The three cases of 10◦ wedge-cavity placed at 25 mm, 35 mm and 45 mm from the nozzle
exit, follow more or less the trend as observed for previous cases. Decreasing pressure ratio
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(P4/P1) with increasing mass flow ratio (m1/m0) (Fig. 4.18(a)) is observed as before for
the 45 mm case whereas the 25 and 35 mm cases have almost constant pressure ratios, as
well as a generally decreasing Mach number M1 (Fig. 4.18(b)) with increasing subsonic
static pressure is observed.
(a) Pressure ratio comparison. (b) Mach number comparison.
Fig. 4.18: Comparison of different parameters for 10◦ wedge-cavity at different distances from
the nozzle exit.
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4.6 20◦ Wedge-Cavity Combination
4.6.1 25 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.19: Pressure histories for the 20◦ wedge-cavity combination at a distance of 25 mm from
the nozzle exit.
The pressure histories that have been compiled above in Fig. 4.19 constitute the fourth
series of measurements carried out on the 20◦ wedge-cavity placed at 25 mm, 35 mm and
45 mm from the nozzle exit.
As is seen from the graphs, there is an increase in the back pressure as well as subsonic
static pressure measured (Fig. 4.19(a)), though the trend is the same as that of the 10◦
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wedge-cavity case. The Mach number (Fig. 4.19(b)) obtained is higher compared to the
10◦ case reaching a minimum value of approximately 0.28, though back pressure measured
is higher. The Mach number curve plotted follows the same trend as that observed for
the 20◦ wedge case. The pressure ratio (P4/P1) (Fig. 4.19(c)) as well as critical pressure
ratio (P4/P1)crit. (Fig. 4.19(d)) follow previously observed trends reaching a maximum
of approximately 1.76. The maximum critical pressure curve is placed higher than the
pressure ratio curve as before.
4.6.2 35 mm from the nozzle exit
(a) (b)
(c) (d)
Fig. 4.20: Pressure histories for the 20◦ wedge-cavity combination at a distance of 35 mm from
the nozzle exit.
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The 20◦ wedge placed at 35 mm from the nozzle exit provides the pressure histories mea-
sured in Fig. 4.20. Increase in the subsonic static pressure (Fig. 4.20(a)) vs. measured
back pressure compared to the 25 mm case is observed. The Mach number (Fig. 4.20(b))
vs. subsonic static pressure curve gives rise to an almost constant Mach number curve
reaching a value of approximately 0.275 compared to the 25 mm case. The back pressure
to static pressure (P4/P1) (Fig. 4.20(c)) as well as critical pressure ratio (P4/P1)crit.
(Fig. 4.20(d)) vs. mass flow ratio curves follow the same pattern as compared to pre-
vious cases. The critical pressure ratio curve is placed higher than the pressure ratio
curve, with the achievement of maximum critical pressure ratio (P4/P1)crit. of 1.6 ap-
proximately. Overall, a decrease in the maximum critical pressure ratios attained with
increasing distance from nozzle exit is observed as seen in previous cases.
4.6.3 45 mm from the nozzle exit
The last placement of the 20◦ wedge-cavity combination viz. 45 mm from the nozzle exit,
yields the following measured pressure histories as laid out in Fig. 4.21.
As can be seen, a slight increase in back pressure (Fig. 4.21(a)) following the observed
trends is seen. An almost constant Mach number (Fig. 4.21(b)) with increasing subsonic
static pressure compared to the 35 mm case (Fig. 4.22(b)) is its main feature, reaching a
value of approximately 0.276. In line with the 25 mm and 35 mm cases, a decrease in the
measured pressure ratio as well as critical pressure ratio can be seen in the pressure ratio
(Fig. 4.21(c)) and critical pressure ratio (Fig. 4.21(d)) vs. mass flow ratio plots, with a
maximum critical pressure ratio (P4/P1)crit. of 1.52. As seen before, higher placement of
the critical pressure ratio curve than the pressure ratio curve, with decreasing maximum
pressure ratio values is observed.
The single most important feature seen for the 20◦ wedge-cavity case is the almost constant
Mach number (Fig. 4.22(b)) with increasing distance from the nozzle exit, as well as the
pressure ratio (P4/P1) vs. mass flow ratio curves (Fig. 4.22(a)) follow an almost equal
curve.
The presence of the cavity for both the 10◦ and 20◦ cases is visible compared to the other
measurements carried out. This can be interpreted as follows -
• The presence of the cavity has little effect on the pressure ratios obtained. This can
be inferred from comparing the pressure ratio vs. mass flow ratio (Fig. 4.23(a))
curves, which follow almost the same curve for the 10◦ wedge and wedge-cavity case
as also the 20◦ wedge case, all 25 mm from the nozzle exit. The exception is the
higher pressure ratio for the 20◦ wedge-cavity which is the most pronounced.
• This is not true for the critical pressure ratio vs. mass flow ratio curves where the
effect of the cavity is more pronounced (Fig. 4.23(b)).
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(a) (b)
(c) (d)
Fig. 4.21: Pressure histories for the 20◦ wedge-cavity combination at a distance of 45 mm from
the nozzle exit.
• The cavity is a passive source of acoustic oscillations, and these being of a high order
have an effect on the measurements being carried out.
The other explanation for the observations could be due to high non-linearity of the
mixing process as well as cavity flow being a fluctuating and oscillating phenomena. The
fluctuations due to mixing between the two streams as well as the magnitude of acoustic
oscillations and shear-layer fluctuation in cavity flow are high enough to cause noticeable
effects in the flow phenomena as is seen.
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(a) Pressure ratio comparison. (b) Mach number comparison.
Fig. 4.22: Comparison of different parameters for 20◦ wedge-cavity at different distances from
the nozzle exit.
(a) Pressure ratio (P4/P1) comparison. (b) Critical pressure ratio (P4/P1)crit. comparison.
Fig. 4.23: Comparison of different parameters for different wedge/wedge-cavity combinations
at 25 mm from the nozzle exit.
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Chapter 5
Results: Numerical Simulation
Numerical simulations were carried out to compare and corroborate the results obtained
through experimental investigations. The code used for the simulations required that a
suitable grid for the simulated region be generated externally and then integrated into
the code. The code used for the simulations has been written using the Fortran 77
programming language. The simulations have been carried out on a bank of Unix/Linux
machines powered by RedHat Linux, Hewlett Packard and Digital Unix.
The medium used for all the simulations in both streams is air, which has been taken to
be a thermally and calorically perfect gas with γ = 7/5. Sutherland’s viscosity formula
has been applied to take into account the variation of viscosity with temperature. The
numerically simulated region is defined in Fig. 5.3 as the region given by the dotted lines,
which corresponds to the same region which has been experimentally investigated.
Primary
stream
Secondary
stream
Investigation region
Fig. 5.1: Schematic of the simulated area given by the dotted line.
The FORTRAN code used for the simulations does not have an in-built grid generation
capability. The grids used for the various simulations were externally generated. A sample
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boundary view for the total flow field simulated for the 10◦ wedge case is given below.
0
Length (mm)
50 100-50 150
Fig. 5.2: Schematic of the grid used for the 10◦ wedge case.
The obtained solutions have been plotted using the plotting program TECPLOT. This
gives us a very large field of view. The major area of interest in this work is the phenomena
taking place from nozzle exit to a little further downstream of the wedge. Thus all the
plots have been shortened to provide a larger view of the area of interest. A sample
boundary view for the area of interest for the 10◦ wedge case is given below.
0 50 100
Length (mm)
Fig. 5.3: Schematic of the grid used for plotted area of interest for the 10◦ wedge case.
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5.1 10◦ Wedge-only Combination
5.1.1 25 mm from the nozzle exit
The first series of cases to be simulated consists of the 10◦ wedge placed at 25 mm from
the nozzle exit. The computational domain consists of two grids with the upper grid
having 952x101 points and the lower grid having 877x70 points. The Mach number (Fig.
5.4), static pressure (Fig. 5.5), and density (Fig. 5.6) contours given in the respective
figures, show the salient features of the flow. The following initial boundary conditions
have been applied for all the simulations carried out. They are for the subsonic stream,
Mach number of 0.2, total pressure 100 mbar and for the supersonic stream Mach number
of 2.0 and total pressure equal to 1000 mbar (ambient conditions) and a constant total
temperature of 295 ◦K for both the streams. Since the exit boundary of the computation
could be composed of both subsonic and supersonic streams, an exit pressure condition
of 300 mbar was applied. In the static pressure and density plots, the pressure values are
normalized with ambient conditions and density values are given in terms of kg/m3.
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Fig. 5.4: Mach contour of the 10◦ wedge placed at 25 mm from the nozzle exit.
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Fig. 5.5: Pressure contour of the 10◦ wedge placed at 25 mm from the nozzle exit.
The presence of the oblique shock at the leading edge of the wedge and the shock reflection
pattern inside the channel have been captured. The spreading of the shear layer as well
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Fig. 5.6: Density contour of the 10◦ wedge placed at 25 mm from the nozzle exit.
as its interaction with the shock at the leading edge of the wedge is also seen. The
shock reflection pattern observed for the mixed subsonic/supersonic streams follows the
classic reflection pattern for the full length of the channel. The core exit Mach number is
observed to be in the supersonic regime from the Mach number plot. The averaged exit
Mach number from the simulations carried out is 1.5.
5.1.2 45 mm from the nozzle exit
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Fig. 5.7: Mach contour of the 10◦ wedge placed at 45 mm from the nozzle exit.
The 10◦ wedge placed at 45 mm from the nozzle exit, constitutes the third case in the
series simulated. Grids of 919x101 and 844x70 points for the upper and lower domains
were generated for the simulation. The contours of the three important parameters, viz
Mach number (Fig. 5.7), static pressure (Fig. 5.8) and density (Fig. 5.9) are given below.
The shear layer spreading rate as well as the shock at the leading edge of the wedge and
their interaction has been captured. The shock reflection patterns in the channel as well
as the expansion fan at the trailing edge of the wedge has been captured. The oscillations
in the shear layer due to the interaction with the shock reflections from the lower wall in
the supersonic stream are also visible. The averaged core exit Mach number as seen from
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Fig. 5.8: Pressure contour of the 10◦ wedge placed at 45 mm from the nozzle exit.
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Fig. 5.9: Density contour of the 10◦ wedge placed at 45 mm from the nozzle exit.
the Mach number plots shows the supersonic nature of the flow which is obtained to be
1.29. When compared to the 25 mm case, it is seen that the Mach number for this case
is lower than the former.
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5.2 20◦ Wedge-only Combination
5.2.1 25 mm from the nozzle exit
The second series of cases to be simulated consist of a 20◦ wedge placed at 25 mm, 35 mm
and 45 mm from the nozzle exit. The first case in this series is of the 20◦ wedge placed
at 25 mm from the nozzle exit. The computational domain for this case consists of two
grids which constitute the two regimes of flow - subsonic and supersonic. The upper grid
comprising the subsonic region contains 902x101 points and the lower grid comprising the
supersonic region consists of 827x70 points. The Mach number (Fig. 5.10), static pressure
(Fig. 5.11) and density (Fig. 5.12) contours obtained from the simulation have been given
in the respective figures.
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Fig. 5.10: Mach contour of the 20◦ wedge placed at 25 mm from the nozzle exit.
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Fig. 5.11: Pressure contour of the 20◦ wedge placed at 25 mm from the nozzle exit.
The shear layer in this case compared to the 10◦ wedge case is more narrower and has
a lower spreading rate as observed from the figures. The wedge leading edge shock and
trailing edge expansion fan are visible in the Mach number and density contour plots. The
shock/shear-layer interaction has also been captured in the plots as well as shear-layer
oscillation due to shock reflection from the bottom wall of the channel. The reflecting
shock pattern in the channel flow due to interaction between the subsonic and supersonic
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Fig. 5.12: Density contour of the 20◦ wedge placed at 25 mm from the nozzle exit.
streams is visible in all the three plots. The Mach number plots also shows the supersonic
nature of the exiting jet which has an averaged value of 1.52.
5.2.2 45 mm from the nozzle exit
The last case in this series consists of the 20◦ wedge placed at 45 mm from the nozzle
exit. To simulate this combination grids of 869x101 and 794x70 points for the upper and
lower streams were generated. The obtained results have been plotted as contours for the
different variables viz. Mach number (Fig. 5.13), static pressure (Fig. 5.14) and density
(Fig. 5.15) in the respective figures.
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Fig. 5.13: Mach contour of the 20◦ wedge placed at 45 mm from the nozzle exit.
The shear layer formed between the subsonic and supersonic streams comprises an oscil-
lation observed at approximately 20 mm from the nozzle exit leading to larger spreading
rate with pockets of oscillations further on. The wedge leading edge shock and trailing
edge expansion fans are visible as seen for the previous cases. In this case the flow pattern
inside the mixed stream channel does not have the same complexity as the previous cases
providing a more mixed appearance compared to the previous cases. The distinct shock
reflection patterns observed for the previous cases are not visible in this case. An exit
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Fig. 5.14: Pressure contour of the 20◦ wedge placed at 45 mm from the nozzle exit.
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Fig. 5.15: Density contour of the 20◦ wedge placed at 45 mm from the nozzle exit.
Mach number of 1.49 averaged over the exit provides a supersonic jet at the exit. The
obtained exit Mach numbers for all three cases of 20◦ wedge decrease with increasing
distance from the nozzle exit.
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5.3 10◦ Wedge-Cavity Combination
5.3.1 25 mm from the nozzle exit
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Fig. 5.16: Mach contour of the 10◦ wedge with cavity placed at 25 mm from the nozzle exit.
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Fig. 5.17: Pressure contour of the 10◦ wedge with cavity placed at 25 mm from the nozzle exit.
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Fig. 5.18: Density contour of the 10◦ wedge with cavity placed at 25 mm from the nozzle exit.
The introduction of the cavity into the 10◦ and 20◦ wedge adds more complexity to the
numerical simulation. A cavity of length-to-depth (L/D) ratio of 3 which in the present
case observing a 1:1 scale with experiments is taken as a cavity with dimensions of length
6 mm and depth 2 mm. The placement of this cavity on the slope of the 10◦ wedge
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comprises the next set of simulations carried out. The grids for this simulation have
been used from the simulations carried out for the wedge case using 952x101 points for
the upper subsonic stream and 877x70 points for the lower supersonic stream and 42x42
points to simulate the flow inside the cavity. The obtained results have been plotted as
contours of the Mach number, static pressure and density variables in Figs. 5.16, 5.17 and
5.18. Further, the area for the flow inside the cavity has been enlarged and the density
contours and the direction of the velocity vectors have been plotted in Figs. 5.19 and 5.20
respectively for an enlarged view of the flow phenomena taking place inside the cavity.
As before, the wedge leading edge shock has been captured. The interaction of the shear-
layer with the wedge leading edge shock as well as the cavity flow is also visible. The
present case has the added complexity of shock/shear-layer interaction as well as the effect
of the presence of the cavity. Compared to the 10◦ wedge case at 25 mm from the nozzle
exit, the flow in the channel downstream where the subsonic and supersonic streams are
brought together through the wedge, does not have the same complexity as previously
seen, giving rise to a more mixed effect. The presence of the cavity in the flow-field does
not have an adverse effect on the flow as is seen for the exit Mach number in the Mach
number plot which remains in the supersonic regime having an averaged exit value of 1.4.
The density contour as well as velocity vector plot of the inside of the cavity shows the
formation of a vortex being conducted in the direction of flow. The results obtained for
cavity flow follow the theory and match with the numerical results obtained for cavity
flow in supersonic flow regime, the gist of which has been schematically given in Fig. 4.13.
Further, the presence of a circulatory flow region inside the cavity also follows from the
theory as well as the explanations put forward for the internal flow physics of cavities in
supersonic flow regime.
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Fig. 5.19: Density contour of the close-up for the flow in the cavity of 10◦ wedge with cavity,
placed at 25 mm from the nozzle exit.
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Fig. 5.20: Velocity vectors of the close-up for the flow in the cavity of 10◦ wedge with cavity,
placed at 25 mm from the nozzle exit.
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5.3.2 35 mm from the nozzle exit
The 10◦ wedge with cavity placed at 35 mm from the nozzle exit comprises the second
case in this series. Grids of 936x101, 861x70 and 42x42 points for the upper subsonic,
lower supersonic and cavity regimes respectively have been used to simulate the flow.The
results obtained have been plotted as contours of the Mach number, static pressure and
density variables in Figs. 5.21, 5.22 and 5.23. Further, the area for the flow inside the
cavity has been enlarged and the density and velocity vectors have been plotted in Figs.
5.24 and 5.25 respectively.
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Fig. 5.21: Mach contour of the 10◦ wedge with cavity placed at 35 mm from the nozzle exit.
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Fig. 5.22: Pressure contour of the 10◦ wedge with cavity placed at 35 mm from the nozzle exit.
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Fig. 5.23: Density contour of the 10◦ wedge with cavity placed at 35 mm from the nozzle exit.
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The breakdown of the flow is observed for the 10◦ wedge-cavity combination placed at 35
mm from the nozzle exit as in Fig. 5.21.The further acceleration of the flow again into the
supersonic regime which is visible at the exit in the Mach number plot giving an averaged
exit Mach number value of 1.46. As before the shock reflection cells in the mixed streams
are not as pronounced giving a more mixed view of the two streams.
The density contour for the flow inside the cavity does not show any visible vortices
though the velocity vector plot does show the circulatory flow patterns in the cavity. At
the trailing edge of the cavity density plots show a higher density mass which appears to
be mass ejection from the cavity. This is confirmed on observing the velocity vector plot,
which points towards mass ejection from the trailing edge of the cavity.
The velocity vectors plotted for the cavity point towards two distinct flow patterns inside
the cavity. Clockwise direction of flow at the trailing edge of the cavity and anti-clockwise
direction of flow at the leading edge of the cavity is observed, which is in line with the
theory of supersonic cavity flow field. The undulating supersonic shear layer over the face
of the cavity is not seen here.
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Length (mm)
52 54 56 58
RHO: 0.04 0.08 0.11 0.15 0.19 0.23 0.27 0.31 0.35 0.38 0.42 0.46 0.50 0.54 0.58
Fig. 5.24: Density contour of the close-up for the flow in the cavity of 10◦ wedge with cavity,
placed at 35 mm from the nozzle exit.
Length (mm)
52 54 56 58
Fig. 5.25: Velocity vectors of the close-up for the flow in the cavity of 10◦ wedge with cavity,
placed at 35 mm from the nozzle exit.
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5.3.3 45 mm from the nozzle exit
Length (mm)
0 50 100
MA: 0.17 0.34 0.50 0.66 0.82 0.98 1.14 1.31 1.47 1.63 1.79 1.95 2.11 2.28 2.44
Subsonic
Supersonic
Fig. 5.26: Mach contour of the 10◦ wedge with cavity placed at 45 mm from the nozzle exit.
Length (mm)
0 50 100
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Fig. 5.27: Pressure contour of the 10◦ wedge with cavity placed at 45 mm from the nozzle exit.
Length (mm)
0 50 100
RHO: 0.06 0.10 0.13 0.16 0.19 0.23 0.26 0.29 0.32 0.36 0.39 0.42 0.45 0.49 0.52
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Fig. 5.28: Density contour of the 10◦ wedge with cavity placed at 45 mm from the nozzle exit.
The placement of the 10◦ wedge-cavity combination at a distance of 45 mm from the
nozzle exit constitutes the third case in the series. To simulate this configuration, an upper
subsonic grid of 919x101 points, a lower supersonic grid of 844x70 points and a cavity
grid of 42x42 points was employed. The simulation carried out for this configuration gave
the results which have been plotted as contour plots in terms of the Mach number (Fig.
5.26), static pressure (Fig. 5.27) and density (Fig. 5.28) variables. The enlarged part
of the density plot visualizing the flow inside the cavity and the velocity field inside the
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cavity in terms of velocity vectors have been plotted in Figs. 5.29 and 5.30 respectively.
The flow develops in terms of a shear layer between the two different velocity streams,
which further on shows oscillations due to the interaction with the high speed stream.
Further, interaction with the compression wave at the leading edge of the wedge as also
the wedge trailing edge expansion fan is visible. The flow breaks down and then again
speeds up in the mixed stream channel which shows the shock reflection cells and finally a
more mixed stream exiting the channel at supersonic velocity with an averaged exit Mach
number of 1.57 as is clearly seen from the Mach number contour plot shown.
The density contour plot for the flow inside the cavity does not show the presence of a
vortex inside, though cells of higher density flow over the cavity shear layer are visible.
The velocity vector plot shows the presence of three circulatory flow patterns inside the
cavity. Two areas of counter clockwise flow from the leading edge of the cavity and one
clockwise area of flow below the cavity shear layer at 2/3 distance from the leading edge
of the cavity are seen in the velocity vector plots. Comparison of all three cases for the 10◦
wedge-cavity gives a different result as that observed with the 10◦ wedge case. Here the
Mach number is seen to increase, whereas in the wedge case, the Mach number decreases
with increasing distance from the nozzle exit.
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Length (mm)
62 64 66 68
RHO: 0.06 0.10 0.13 0.16 0.19 0.23 0.26 0.29 0.32 0.36 0.39 0.42 0.45 0.49 0.52
Fig. 5.29: Density contour of the close-up for the flow in the cavity of 10◦ wedge with cavity,
placed at 45 mm from the nozzle exit.
Length (mm)
62 64 66 68
Fig. 5.30: Velocity vectors of the close-up for the flow in the cavity of 10◦ wedge with cavity,
placed at 45 mm from the nozzle exit.
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5.4 20◦ Wedge-Cavity Combination
5.4.1 25 mm from the nozzle exit
Length (mm)
0 50 100
MA: 0.17 0.34 0.50 0.66 0.82 0.99 1.15 1.31 1.47 1.64 1.80 1.96 2.12 2.29 2.45
Subsonic
Supersonic
Fig. 5.31: Mach contour of the 20◦ wedge with cavity placed at 25 mm from the nozzle exit.
Length (mm)
0 50 100
P: 0.05 0.08 0.11 0.14 0.17 0.20 0.23 0.27 0.30 0.33 0.36 0.39 0.42 0.46 0.49
Subsonic
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Fig. 5.32: Pressure contour of the 20◦ wedge with cavity placed at 25 mm from the nozzle exit.
Length (mm)
0 50 100
RHO: 0.09 0.13 0.17 0.21 0.25 0.29 0.33 0.37 0.41 0.45 0.49 0.53 0.57 0.61 0.65
Subsonic
Supersonic
Fig. 5.33: Density contour of the 20◦ wedge with cavity placed at 25 mm from the nozzle exit.
The final series of numerical simulations were carried out on the 20◦ wedge-cavity combi-
nation employing the same cavity of L/D ratio of 3 at 25 mm, 35 mm and 45 mm from
the nozzle exit. For the first case of this series, the wedge-cavity combination was placed
at a distance of 25 mm from the nozzle exit. This flow configuration was simulated using
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the generation of grids consisting of 902x101 points for the upper subsonic region, 827x70
points for the supersonic lower region and 42x42 points for the flow inside the cavity placed
on the slope of the wedge. Mach number, static pressure and density contour plots have
been plotted in Figs. (5.31), (5.32) and (5.33) respectively depicting the results obtained
from this simulation. Enlarged density contour and velocity vector plots depicting the
flow inside the cavity are given in Figs. (5.34) and (5.35).
The shear layer formation as well as the series of compression waves before the wedge
leading edge and their interaction has been captured in the results as can be seen in
the plots given. The leading and trailing edge shocks from the cavity are also visible
in the Mach contour plots and their interaction with the already mixed flow due to the
interaction of the shear layer and the separation shock in front of the wedge. The mixed
flow thus constitutes a complex field of shock cell formation in the mixed channel flow
of mostly supersonic flow till the channel end where the flow exits at supersonic velocity
with an averaged exit Mach number of 1.42.
The density contour plot for the flow inside the cavity captures the vortex being convected
downstream towards the trailing edge of the cavity as expected from supersonic cavity
flow theory. The presence of shock over the convecting vortex as well as a bow shock at
the trailing edge of the cavity can also be seen. The velocity vector plot for the cavity
shows that the flow direction inside the cavity is totally opposite to the channel fluid flow
direction. There is ejection of fluid at the leading edge which curls up into the vortex seen
while there is injection of fluid at the trailing edge of the cavity.
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Length (mm)
32 34 36 38
RHO: 0.09 0.13 0.17 0.21 0.25 0.29 0.33 0.37 0.41 0.45 0.49 0.53 0.57 0.61 0.65
Fig. 5.34: Density contour of the close-up for the flow in the cavity of 20◦ wedge with cavity,
placed at 25 mm from the nozzle exit.
Length (mm)
32 34 36 38
Fig. 5.35: Velocity vectors of the close-up for the flow in the cavity of 20◦ wedge with cavity,
placed at 25 mm from the nozzle exit.
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5.4.2 35 mm from the nozzle exit
The 20◦ wedge-cavity combination placed at 35 mm from the nozzle exit is the second case
to be simulated in this series. Grids consisting of 886x101 points for the upper subsonic
section, 811x70 points for the lower supersonic section and 42x42 points for the cavity
flow have been generated for the simulation of this configuration. The contour plots for
Mach number (Fig. 5.36), static pressure (Fig. 5.37) and density (Fig. 5.38) variables
are given for the obtained simulation results. Further more, enlarged density and velocity
vector plots for the cavity flow are given in Figs. (5.39) and (5.40).
Length (mm)
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Fig. 5.36: Mach contour of the 20◦ wedge with cavity placed at 35 mm from the nozzle exit.
Length (mm)
0 50 100
P: 0.04 0.06 0.09 0.11 0.14 0.16 0.19 0.21 0.24 0.26 0.28 0.31 0.33 0.36 0.38
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Fig. 5.37: Pressure contour of the 20◦ wedge with cavity placed at 35 mm from the nozzle exit.
Length (mm)
0 50 100
RHO: 0.08 0.11 0.14 0.17 0.20 0.24 0.27 0.30 0.33 0.36 0.40 0.43 0.46 0.49 0.53
Subsonic
Supersonic
Fig. 5.38: Density contour of the 20◦ wedge with cavity placed at 35 mm from the nozzle exit.
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Here also as seen for the 25 mm case, the shear layer formation as well as the interaction
between the shear-layer and the wedge leading edge compression wave is seen. Shocks
from the cavity leading and trailing edges are also visible. The complex flow pattern
formed due to the mixture of different phenomena in the mixed stream channel has also
been satisfactorily captured. The shock cell patterns observed as well as the spacing in
between them is definitely lower than for the comparable 10◦ wedge-cavity combination.
The exit Mach number is in the supersonic regime having an averaged exit Mach number
of 1.37 along with a more mixed subsonic/supersonic stream.
The presence of the cavity leading edge shock is visible in the density contour plot of
the enlarged section for cavity flow. Another shock reflection is also visible from the
shear layer over the cavity surface, though it is spreading towards the cavity trailing edge,
where mass ejection may be taking place. The velocity vector plot shows oscillatory flow
behavior inside the cavity, wherein two crests and a trough can be made out from the
flow pattern depicted by the velocity vectors.
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Length (mm)
42 44 46 48
RHO: 0.08 0.11 0.14 0.17 0.20 0.24 0.27 0.30 0.33 0.36 0.40 0.43 0.46 0.49 0.53
Fig. 5.39: Density contour of the close-up for the flow in the cavity of 20◦ wedge with cavity,
placed at 35 mm from the nozzle exit.
Length (mm)
42 44 46 48
Fig. 5.40: Velocity vectors of the close-up for the flow in the cavity of 20◦ wedge with cavity,
placed at 35 mm from the nozzle exit.
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5.4.3 45 mm from the nozzle exit
Length (mm)
0 50 100
MA: 0.17 0.35 0.51 0.68 0.84 1.01 1.18 1.34 1.51 1.68 1.84 2.01 2.17 2.34 2.51
Subsonic
Supersonic
Fig. 5.41: Mach contour of the 20◦ wedge with cavity placed at 45 mm from the nozzle exit.
Length (mm)
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P: 0.03 0.06 0.08 0.11 0.13 0.15 0.18 0.20 0.23 0.25 0.28 0.30 0.33 0.35 0.37
Subsonic
Supersonic
Fig. 5.42: Pressure contour of the 20◦ wedge with cavity placed at 45 mm from the nozzle exit.
Length (mm)
0 50 100
RHO: 0.07 0.10 0.14 0.17 0.21 0.24 0.28 0.31 0.35 0.38 0.42 0.45 0.49 0.52 0.56
Subsonic
Supersonic
Fig. 5.43: Density contour of the 20◦ wedge with cavity placed at 45 mm from the nozzle exit.
The final case in this series to be simulated consists of the 20◦ wedge-cavity combination
placed at 45 mm from the nozzle exit. Numerical computation on this configuration is
carried out using generated grids consisting of 869x101 points for the upper subsonic
region, 794x70 points for the lower supersonic region and 42x42 points for the cavity.
The obtained simulation results for this configuration have been plotted in terms of three
variables viz. Mach number, static pressure and density given in Figs. (5.41), (5.42) and
(5.43) respectively. For the cavity flow, closeups using the density contours (Fig. 5.44)
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and velocity vectors (Fig. 5.45) have been plotted.
The Mach number, static pressure and density plots for the simulated region show all the
salient features observed in the flow. The shear layer formation as well as its interaction
with the lower supersonic region and its oscillation is captured. The interaction of the
shear layer with the compression wave in front of the leading edge of the wedge as well as
the interaction due to the presence of the cavity is also visible. The leading edge shocks
from the cavity and their interaction with the flow in the channel is also captured. The
shock cell pattern inside the channel from the mixing of the two streams into a single one
and then flowing downstream and exiting at the right is portrayed. The core exit Mach
number is seen to lie in the supersonic regime having an averaged exit Mach number of
1.44.
The cavity flow density contour shows us the behavior of a shallow cavity in supersonic
flow. The presence of a downstream convecting vortex from supersonic cavity flow theory
and mass ejection at the trailing edge of the cavity is visible. The undulating or oscillating
shear layer over the face of the cavity has also been captured. Circulatory flow, another
salient feature of cavity flow is depicted ably by the velocity vector plot given as two
explicit zones of clockwise flow pattern inside the cavity. Here also as seen for the 10◦
wedge-cavity case, the Mach number increases with increasing distance with the exception
of the 35 mm case where it decreases slightly.
From the different test cases it can be inferred, that the presence of the cavity has some
interaction with the flow taking place and enhancing mixing in such a manner that the
mixing takes place in a shorter distance leading to higher exit numbers seen with increasing
distance from the nozzle exit.
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Length (mm)
52 54 56 58
RHO: 0.07 0.10 0.14 0.17 0.21 0.24 0.28 0.31 0.35 0.38 0.42 0.45 0.49 0.52 0.56
Fig. 5.44: Density contour of the close-up for the flow in the cavity of 20◦ wedge with cavity,
placed at 45 mm from the nozzle exit.
Length (mm)
52 54 56 58
Fig. 5.45: Velocity vectors of the close-up for the flow in the cavity of 20◦ wedge with cavity,
placed at 45 mm from the nozzle exit.
Chapter 6
Discussion
The experiments and simulations carried out on the different wedge/wedge-cavity com-
binations provide for a wide range of interpretations. The results so obtained provide
answers as well as raise questions for future work and study and also provide a better
insight into the pitfalls and challenges for a study of this kind to be carried out.
In the following sections, effect of back pressure on flow phenomena, supersonic pressure
recovery, diffuser efficiency estimation are covered and the results obtained are studied.
The purpose is to obtain the combination of a wedge/wedge-cavity which provides the
best compromise between enhanced mixing and pressure recovery versus acceptable losses
for a supersonic jet pump.
6.1 Effect of Back Pressure
The various wedge/wedge-cavity combinations investigated in this study show a marked
effect due to back pressure application. The easiest and most noticeable effect that can be
observed is through the use of schlieren images on flows with high and low back pressure.
The following two series of schlieren images have been arranged so as to form a continuous
movement of flow. The first group consists of schlieren images that have been taken
without the application of any sort of back pressure i.e. the flows exits into vacuum.
The series is shown in Fig. 6.1. The second group consists of images also ordered to
form a continuous flow phenomena, though in this case the combined flow exits into a
higher pressure medium than the former combined flow stream. The schlieren images
with application of back pressure to the mixing streams are given in Fig. 6.2.
As can be seen from the comparison of the two cases, the expansion fan for the low back
pressure application case is more inclined to the longitudinal axis, whereas the schlieren
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images for the back pressure application case show that the flow is more transversely
inclined. The primary shocks here seen at the wedge leading edge, cavity leading and
trailing edges and expansion fan as the wedge straightens out all show the effect of the
application of back pressure on the flow.
Fig. 6.1: Series of Schlieren images of the wedge-cavity combination 25 mm from the nozzle
exit exiting into vacuum.
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Fig. 6.2: Series of Schlieren images of the wedge-cavity combination at 25 mm from the nozzle
exit with application of back pressure at the exit.
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6.2 Supersonic Pressure Recovery
The driving and driven medium mix in the mixing chamber to form a jet mixture. Ideally
this jet mixture can be slowed down through the use of a diffuser. Conversion of the
kinetic energy of the jet into enthalpy leads to pressure increase, which is known as
pressure recovery. In supersonic flows, the slowing down of the stream does not take place
in a smooth fashion, but through a series of shocks first to the subsonic regime, which is
then further slowed down through the use of a subsonic diffuser. This leads to stagnation
pressure losses, because of the shocks formed, which rises with increasing Mach number of
the supersonic stream. The relation of the increasing pressure loss with increasing Mach
number is given in Fig. 6.3.
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Fig. 6.3: Relation between stagnation pressure loss behind normal shocks with freestream Mach
number.
In aerospace engines, a supersonic stream of Mach number 3.5 can be totally slowed down
using an inlet diffuser, thus making use of the inlet compressor non-essential e.g. for
RAMJET engines. Optimum increase in pressure or in other words pressure recovery
through the use of a diffuser to slow down supersonic stream to subsonic values, providing
higher combustion chamber pressure leads to a thermodynamically better combustion
efficiency of the combustion chamber.
6.3. ESTIMATION OF DIFFUSER EFFICIENCY 101
In the cases studied in this work, pressure recovery is taken as the maximum critical back
pressure measured or obtained for a fixed mass flow ratio e.g. 0.36. This leads us to the
following observations -
1. The 10◦ wedge case (Figs. 4.5, 4.6 and 4.7), shows that the critical pressure ratio
decreases with increasing distance from the nozzle exit for only the 35 mm case
whereas its almost identical for the 25 and 45 mm case.
2. The 20◦ wedge (Figs. 4.9, 4.10 and 4.11) gives the 35 mm case with the best pressure
recovery. Comparison of the two wedge cases shows that the 20◦ wedge case at 35
mm provides the best overall pressure recovery.
3. For the 10◦ wedge-cavity case (Figs. 4.15, 4.16 and 4.17), with increasing distance
from the nozzle exit, decreasing critical pressure ratio is observed only for the 45
mm case, whereas the 25 and 35 mm cases yield the same critical pressure ratios.
This implies that the 25 and 35 mm case for the 10◦ wedge-cavity provides the best
pressure recovery.
4. The 20◦ wedge-cavity case (Figs. 4.19, 4.20 and 4.21) follows the same pattern as
that followed by the other cases above. In this case, the 20◦ wedge-cavity placed 25
mm from the nozzle exit provides the maximum critical pressure ratio.
A comparison of all the cases together, provides the best combination for obtaining max-
imum critical pressure ratio and thus best pressure recovery configuration for fixed mass
flow (Fig. 4.23(b)). In essence, the nearer the placement of the wedge or wedge-cavity
combination to the nozzle exit, the better the pressure recovery observed. For the same
mass flow ratio, the 20◦ wedge-cavity placed at 25 mm from the nozzle exit provides the
best pressure recovery of the four wedge/wedge-cavity combinations used. This is followed
by the 10◦ wedge-cavity combination at 25 mm from nozzle exit and the 20◦ wedge at 35
mm from the nozzle exit. The rear is brought up by the 10◦ wedge placed at 25 mm from
the nozzle exit. The percentage differences between the four cases is of the order of 10%.
6.3 Estimation of Diffuser Efficiency
In an ideal jet apparatus, pressure recovery is obtained through the use of a diffuser
to slow down the flow from supersonic to subsonic regime as explained in the previous
section. For real jet apparatuses, pressure recovery begins due to the interaction of the
shock system in the mixing chamber with the wall boundary layers as well as the other
phenomena taking place in the mixing chamber.
The stagnation pressure ratio across a normal shock for a given Mach number is used
also as reference value for the quality of a supersonic diffuser. The diffuser efficiency
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is normally defined as the ratio of stagnation pressure ratio across the diffuser to the
stagnation pressure ratio across a normal shock as given by Anderson [90] and Liepmann
& Roshko [91].
In this work, the diffuser efficiency is defined as the maximum compression ratio of the
mixing jet system, which is given in other words as the critical back pressure. For small
back pressures, the mixing chamber consists of mixed supersonic flow regime as there is
no information flow in the upstream direction. With increasing back pressure, the shock
system moves upstream till the after expansion of the driving jet is so strongly influenced
that it breaks down and becomes subsonic. The driven medium mass flow is thus affected
as there is no more supersonic flow present to prevent upstream flow information. The
back pressure just before this state is defined as the critical back pressure, as the jet
apparatus is working at its maximum efficiency and the maximum mass compression
ratio of the driven medium. This leads to the maximum efficiency of the jet apparatus.
Further increase of the back pressure leads to a decrease in the mass flow. The supersonic
flow reverses into the driving jet, till it is totally subsonic in nature, leading to a totally
subsonic jet flow system.
The efficiency of the diffuser for this case is calculated as given below:
ηD =
p0b
p0y
(6.1)
In the study carried out for the different wedge and wedge-cavity combinations, the mea-
sured exit diffuser pressure (P4) is taken to be the critical back pressure (p0b). In this
case, the theoretically obtainable stagnation pressure (p0y) behind a normal shock inside
the mixing chamber, is taken as a reference value of the subsonic stagnation pressure
(P01). This as such does not provide an absolute measure of diffuser efficiency, but a
relative measuring scale.
The calculated diffuser efficiencies for the different combinations from the measured and
simulated ratios are compared in Fig. (6.4). Comparing the various relative efficiency
values obtained for wedge-only case (Figs. 6.4(a) and 6.4(b)), it is seen that the 20◦
wedge has a generally higher efficiency compared to the 10◦ wedge case for a particular
mass flow ratio. With increasing distance from the nozzle exit, the diffuser efficiency
decreases for the 10◦ wedge case as well as the 20◦ wedge case.
For the 10◦ and 20◦ wedge-cavity (Figs. 6.4(c) and 6.4(d)) cases, the curves follow the same
trend as for the wedge cases. The 20◦ wedge-cavity case has a generally higher efficiency as
compared to the 10◦ wedge-cavity which is the same as seen for the wedge-only cases. One
clear inference that can be drawn is that the presence of the cavity increases the efficiency
of the diffuser compared to the wedge-only case. The trend of decreasing efficiency with
further placement of the wedge-cavity from the nozzle is verified for the 10◦ case as well as
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the 20◦ case. Comparing all the cases together for a particular mass flow ratio e.g. 0.38, it
is seen that the 20◦ wedge-cavity case gives the highest diffuser efficiency of approximately
1.46 followed by the 10◦ wedge-cavity with 1.39 and 20◦ wedge-only case with 1.35 and
the rear is brought up by the 10◦ wedge-only case with approximately 1.31.
(a) Diffuser efficiency for 10◦ wedge. (b) Diffuser efficiency for 20◦ wedge.
(c) Diffuser efficiency for 10◦ wedge-cavity. (d) Diffuser efficiency for 20◦ wedge-cavity.
Fig. 6.4: Comparison of diffuser efficiencies for the wedge and wedge-cavity combinations.
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6.4 Comparison of Experimental and Numerical re-
sults
Qualitatively, the comparison of the experimental and numerical results can be done
through use of Schlieren pictures obtained for a particular case and its numerical visu-
alization in the form of density contours, as the schlieren images are a measure of the
density gradients in the flowfield.
A comparison of the schlieren and numerical density contours obtained for the 10◦ wedge
case placed at 25 mm from the nozzle exit is given below:
Fig. 6.5: Schlieren of the 10◦ wedge placed at 25 mm from nozzle exit with mass flow ratio
m1/m0 = 0.37.
Length (mm)
0 50 100
RHO: 0.05 0.08 0.11 0.14 0.17 0.20 0.23 0.26 0.29 0.32 0.35 0.38 0.41 0.44 0.47
Fig. 6.6: Density contour of the 10◦ wedge placed at 25 mm from the nozzle exit with mass
flow ratio as in Fig. 6.5.
As can be seen, the Schlieren shows the capture of all the major features of the flow, like
the nozzle trailing edge expansion wave and the series of reflecting shocks in the supersonic
region of the flow and their reflection from the shear layer and the bottom wall, the wedge
leading edge shock, and the expansion fan. In the numerical simulation, only the front
leading shock from the nozzle leading edge is visible and a very faint reflection unlike
the Schlieren image. The wedge leading edge shock is prominently seen whereas in the
Schlieren the shock is more upright. Also the expansion fan at the end of the wedge is
not seen in the numerical contour plot whereas the shock reflection pattern is seen.
For a quantitative comparison of the experimental and numerical results obtained, this
is carried out comparing the static pressure measured along the top wall of the mixing
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chamber to the static pressure obtained on the upper wall by the numerical simulation.
This is done for the case of the 10◦ wedge-cavity placed at 25 mm from the nozzle exit.
The static pressures normalized with ambient pressure (1000 mbar) for the two cases are
given in Fig. 6.7.
Fig. 6.7: Comparison of the normalized static pressures for the experiment and numerical sim-
ulation.
The above graph shows a significant difference in the quantitative values obtained from
experiment and numerical simulation. The simulation follows the same pattern as ob-
tained with the experimental measurements qualitatively. The difference in the values
obtained can be attributed to many factors i.e. experimental measurement uncertainty.
The numerical inaccuracies obtained can be due to the three dimensionality of the flow
phenomena as the numerical modelling is two-dimensional, the unsteadiness of the flow-
field in the experiment etc.
6.5 Final Comments
The results presented for the different wedge and wedge-cavity combinations both experi-
mental and numerical provide a glimpse into the phenomena taking place. The numerical
simulations carried out are two-dimensional in nature, whereas the phenomena experi-
mentally studied is fully three-dimensional in nature. This leads to erroneous conclusions
if this discrepancy is not taken into account.
For this reason, all experimental pressure measurements as well as schlieren images have
been obtained along the center line of the test setup to decrease three-dimensional effects.
The pressure measurements are measured with the intention of reduction of three dimen-
sional effects like pressure fluctuations in the spanwise direction. The schlieren images
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are also obtained with the mirrors focussing the image along the centerline of the exper-
imental setup, but due to it being a non-intrusive as well as time-averaged technique in
the double-pass schlieren setup, the averaged images obtained contain the fluctuations in
all three viz. longitudinal, transverse and spanwise directions.
The numerical simulations have been carried out for a purely two-dimensional case of the
different wedge and wedge-cavity combinations mentioned. The Mach number, pressure
and density variables have been considered and plotted as they are the variables that
define and give a meaningful insight into the flow phenomena taking place. The velocity
vector plots in the wedge-cavity cases have been included to take into account the flow
processes taking place inside the cavity. The code used is second order accurate in space
and first order accurate in time. The features in the flow required for accurate modelling,
especially shear layer and cavity acoustics, require the use of more accurate schemes.
This also leads to not so accurate modelling of the flow phenomena. Though as is seen,
confined supersonic flow phenomena has been adequately simulated, though the study of
finer features of the flow requires more refinement of the code through the use of better
and accurate three-dimensional schemes taking into account the complete flow-field and
their effects.
Chapter 7
Conclusion
In the preliminary work carried out for this study, experimental and numerical tools have
been successfully implemented to provide necessary data of different wedge and wedge-
cavity combinations for enhancing confined supersonic mixing for the study of a supersonic
jet pump model. On the experimental side an even supersonic test section previously con-
structed and modified for the experiments has been used to study the pressure fields for the
different combinations used. A double pass schlieren setup has been used to obtain images
of the instantaneous flow using a micro-second flash source. The back pressure studies
have been carried out using a throttle valve in conjunction with pressure measurements to
study the effect of back pressure on the upstream flow phenomena. On the numerical side,
a fast code comprising the full two-dimensional Navier-Stokes equations incorporating the
two-equation model for turbulence modelling has been modified for simulating the flow
phenomena. This is used for complementing the data obtained through the experiments,
though the experiments are three-dimensional in nature and give rise to other effects.
Nevertheless, preliminary results obtained give a very satisfactory overall view of the flow
process as well as related phenomena taking place. A full three-dimensional simulation
taking into account all the effects present or caused due to the three-dimensional nature of
the problem needs to be carried out to fully complement the experimental data and take
care of the uncertainties observed. Satisfactory results were obtained and the numerical
data complemented the experimental data and gave further insight into the mechanisms
observed.
Using the above stated tools, 12 combinations of 10◦ and 20◦ wedge and wedge-cavity
combinations were studied. Starting with a 10◦ wedge placed at 25 mm from the nozzle
exit, studies were carried out at different distances from the nozzle exit viz. 25 mm,
35 mm and 45 mm, to obtain the best placement for a particular combination providing
acceptable mixing, with acceptable pressure losses through skin friction and other effects of
the mixing process. This was obtained through the use of pressure recovery and diffuser
efficiency parameters. Pressure measurements both stagnation and static were carried
out all along the centerline of the experimental test section and schlieren images were
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obtained using the double-pass schlieren setup for both quantitative and qualitative as
well as a visual view of the flow process for different combinations and flow conditions
with mass flow variation and back pressure application. The pressure measurements along
the centerline provide the pressure history of the flow phenomena.
The numerical simulations were carried out using the full unsteady, two-dimensional,
compressible Navier-Stokes equations incorporating a two-zone, two-equation turbulence
model on a structured, multi-domain, body-fitted-coordinate system in finite-volume for-
mulation. The solver does not have the capability of generating grids for flow problems, so
multiple grids for the different flow conditions and wedge/wedge-cavity combinations have
been externally generated and then inserted into the code to carry out the simulations.
Depending on the flow conditions and the complexity of the flow-field as well as number
of iterations carried out, solutions were obtained in the range of a few hours to a few days.
The solution obtained for all the combinations tested in this study have been plotted in
terms of contour plots of the important variables viz. Mach number, static pressure and
density flow fields.
The results obtained show that the 20◦ wedge-cavity placed at 25 mm from the nozzle
exit provides the best pressure recovery obtained for all cases. The differences in pressure
recovery for the other cases for the same distance show a variation of approximately
7%, which means that increasing distance of placement of the wedge/wedge-cavity from
the nozzle exit leads to higher pressure losses incurred. Diffuser efficiencies calculated
for the different combinations show that the maximum efficiency is obtained for the 20◦
wedge-cavity case for all distances from the nozzle exit. This is followed by the 10◦ wedge-
cavity and then by the 20◦ wedge and 10◦ wedge combination. The presence of the cavity
in the flow field leads to not only higher pressure recovery but also an increase in the
diffuser efficiency as is seen in the discussions for maximum pressure recovery and diffuser
efficiency calculations.
The numerical simulations provide a better view of the flow phenomena taking place
inside the channel with and without the presence of a cavity with the different wedge
angles used at different distances from the nozzle exit. The Mach number, pressure
and density plots provide a fairly comprehensive view of the flow-field. The presence of
the cavity has a profound effect on the flow-field inside the channel, leading to a more
mixed flow-field at the channel exit as well as subdued shock reflection patterns inside the
channel in comparison to the wedge-only case as the interactions observed between the
wedge-only and wedge-cavity combinations have shown. The increase in the Mach number
observed with increasing mass flow ratio in the case of the 20◦ wedge-cavity with increasing
distance from the nozzle exit augurs well for high speed mixing processes which require
mixing to be carried out with the high free stream speed being maintained. High speed
stream mixing is only successful if the mixing is fully carried out both macroscopically and
microscopically. The use of active viz. wedge as a geometrical modification, and passive
techniques viz. presence of cavity as a passive source of acoustic oscillations and other
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turbulence phenomena provides a mixture of two methods required to obtain full mixing
between the two streams. Discrepancies in the measurements and numerical simulations
are due to both measurement errors due to unsteadiness of the flow and three dimensional
effects which have not been considered in the numerical simulations carried out.
The results obtained in this preliminary study provide some answers and raise some more
questions. The present work constitutes both experimental and numerical studies to keep
the problem a purely two-dimensional one, through averaged pressure measurements as
well as schlieren images along the centerline of the channel, and use of a two-dimensional
solver. Use of other non-intrusive techniques to obtain quantitative data experimentally
over the complete flow-field including all three directions viz. longitudinal, transverse
and spanwise directions, and the use of a fully three-dimensional solver for the flow-
field taking into account three-dimensional effects, will provide a more comprehensive
and detailed view of the actual flow physics. The best compromise between the different
combinations for optimum mixing to be achieved with comparable pressure recovery and
diffuser efficiency, which in other words means, acceptable pressure losses, can then be
more clearly obtained.
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