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Abstract-In this paper we describe our experience using the Analytic Hierarchy Process in the evaluation 
of drug effectiveness in medicine, wine tasting and tea production, selection of team members in sports, 
forecasting in the industrial sector and service and trade. Each of the applications presented involves the 
quantification of qualitative information. 
1. INTRODUCTION 
The purpose of this paper is to describe our experience in using the Analytic Hierarchy Process 
(AHP) [l] for solving some problems arising in various areas of human activity such as: 
-carrying out the comparative analysis of the effect of various drugs in medicine; 
-tasting various sorts of wines and tea in wine and tea production; 
-selecting team members and their distribution for relay-race stages in sport; 
-solving problems of forecasting in the industrial sector; 
-in the areas of service and trade. 
Each of the applications discussed is characterized by the situation when the systemic study of 
the phenomenon requires the quantitative estimation of qualitative information. 
In all cases the AHP serves as a convenient methodology for processing subjective information 
that is available to experts. Sometimes the expert is the decision-maker. Thus it is important to 
carefully structure the dialogue with the expert [Z]. 
2. THE METHOD OF DRUG EFFICACY EVALUATION 
In the prophylaxis and treatment of ischemic heart disease it is important to evaluate the efficacy 
of new pharmacological means. A basic stage in the investigation of the drugs is morphological 
analysis. A component of this analysis is the processing of large amounts of qualitative information. 
The method of morphological data processing suggested in Ref. [3], is useful to evaluate the 
action of separate drugs, as well as to compare their efficacy using data obtained from animals (in 
this case dogs) who have undergone experimental myocardial infarction. The main task is to choose 
the relevant attributes involved in the morphological analysis of the heart muscle, prioritize them 
and finally evaluate the efficacy of the drugs based on experimental data. 
The experimental data from the morphological evaluation card of the myocardium based on the 
dichotomic scale (norm-pathology) is weighted by the attributes’ priorities. Then we plot the 
variations of the overall morphological index (O.M.I.) as a function of time. The results thus 
obtained are compared with parallel findings from clinical observations of the drug effects. 
To estimate the morphological development of the myocardial infarction, we constructed special 
cards with 18 characteristics or attributes. Data obtained by electron microscopic investigations 
(on the dichotomic scale) concerning all attributes were filled in on the cards for three different 
parts of the heart muscle: the infarction zone, the adjacent area and the remote area. The electron 
microscope investigations were carried out at time intervals of 3 days, 1, 2, 4 and 8 weeks. The 
cards were then filled in for groups of experimental dogs treated by different drugs as well as for 
a control group consisting of operated on but untreated animals. 
To prioritize the characteristics on the morphological cards we first processed the data obtained. 
For ranking convenience we clustered the 18 characteristics into comparatively homogeneous 
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groups. The result is a hierarchy with three levels: the top level is myocardial infarction; the second 
level, clusters of characteristics (attributes); and the lowest level, characteristics. The object was to 
determine the impact of the characteristics on the myocardial infarction. 
The expert morphologist ranked the attributes as follows: (1) availability of the necrotic parts 
(0.23); (2) state of the myofibrils (0.198); and (3) the number of intact fibers in the ischemic zone 
(0.119). In addition, the following attributes did not seem to be significant: (1) state of the capillary 
blood vessels; (2) diameters of the arteriols; and (3) the degree of the capillary network development. 
Each of them received a priority of ~0.015. 
We mentioned above that the morphological cards were filled using the dichotomic scale (normal- 
pathological) because during the experimental study with the electron microscope the morphologist 
cannot make quantitative conclusions, but only observes the presence or absence of the pathology 
concerning the attributes. Thus, if the attribute is normal he assigns a zero, otherwise he assigns a 
value of unity. Once all the attributes in a card are assigned values of 0 or 1, the O.M.I., given by 
O.M.I. = !$ wiXi, 
i=l 
is computed. Note that Xi takes the value 0 in the normal state and 1 in the pathological state for 
the ith attribute and that wi is the overall priority of the attribute. Thus, for a healthy animal the 
O.M.I. = 0. In general, the O.M.I. varies between 0 and 1 (0 < O.M.I. < 1). 
Table 1 gives the O.M.I. values obtained for treatments by the antianginal drugs Pexide 
(meleatapergexilline), Trental (pentoxifylline) and Corvaton (molsidomine) and the control group 
which received no treatment at all. 
The data in Table 1 are plotted in Figs IA-C. Note that the most efficient drug is that which 
has the lowest value because the O.M.I. measures the composite pathology after treatment. We 
observe from these figures that Trental and Corvaton are most efficient on adjacent and remote 
areas of the heart muscle; Trental acts slightly better on the remote area; they seem to act identically 
in the adjacent area; Corvaton is more efficient in the infarction zone; and Pexide yields the poorest 
effects of the three drugs in all three areas. These results are in agreement with clinical investigations 
[4]. The authors developed a method [2] of drug action evaluation based on systemic studies of 
the disease. Main “affection zones” were chosen for a given stage of the illness to rank the effect 
of the drugs on them. 
We found that a large number of physicians prescribed drugs according the current fashion, that 
they were careful in discussing their former decisions and did not show interest in prioritization, 
perhaps out of fear that they may not have been doing the right thing. They had no objection to 
the traditional methods of statistical data analysis. But we note that in situations such as those we 
studied, as a rule, there is no possibility of collecting a sample of the size that would be necessary 
to obtain reliable statistical results. 
3. WINE AND TEA TASTING 
Quality setting and comparison of wines and tea brands is important in Georgia as it is the 
main producer of high-quality wines and tea in the U.S.S.R. 
Today, quality setting for wines is done by experts-wine-tasters-who rank them by the 
traditional method, based on giving marks to the wine according to flavor, color, taste, transparency 
and typicalness. After tasting each wine, a wine-taster allocates marks for each of the five 
abovementioned criteria. Each criterion has already been assigned a weight reflecting its importance. 
For example: taste-5.0; flavor-3.0; typicalness-1.0; color and transparency-0.5. The marks 
for each of the criteria are then set as percentages of these weights. Then these marks are summed 
and the given wine is assigned an overall mark. 
In the process of tasting, the wine-taster meets certain difficulties connected with the simultaneous 
evaluation of various wines according to several criteria. This gives rise to subjectivity in the 
evaluations [S]. A similar situation occurs in tea tasting. 
Because of the obvious advantages of pairwise comparisons [l] in such tastings, we suggested 
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Fig. 1. O.M.I. values obtained for treatments by the antianginal drugs Pexide, Trental and Corvaton 
and for the control group: A, infarction zone; B. adjacent area; C, remote area. 
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0.830 0.758 0.826 0.770 0.739 
0.843 0.830 0.788 0.747 0.665 
0.784 0.763 0.777 0.314 0.345 
0.912 0.833 0.862 0.833 0.794 
0.876 0.825 0.756 0.692 0.634 
0.741 0.748 0.341 0.250 0.147 
0.77 I 0.720 0.329 0.212 0.161 
0.895 0.920 0.869 0.810 0.789 
0.738 0.633 0.593 0.510 0.425 
0.785 0.118 0.119 0.112 0.076 
0.492 0.481 0.165 0.114 0.136 
0.743 0.661 0.63 1 0.641 0.615 
the AHP with its l-9 scale for the evaluation of various wines and tea according to separate 
criteria. 
In this case criteria weights are set beforehand. Then after making pairwise comparisons of 
various wines (tea) according to the criteria, we obtain the eigenvector in the usual way. The 
composition gives a vector of values of the quality of the wine (tea). 
MM 9:3,5-c 
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According to various experts, the new method facilitates the judging process and allows them 
to rank wines and tea more objectively. 
4. RELAY-RACE TEAM SELECTION 
The problem considered in this section, the selection of the relay-race team members, arises in 
various sports. Given a set of candidates for whom we have complete information, we need to 
select the athletes that will run in each of the four stages of the race. 
To show some of the peculiarities that arise, we limit ourselves to the analysis of the 4 x 1OOm 
track and field relay team. The general case and applications to other relay-races are straightforward. 
In our example the number of stages is equal to 4. Suppose we have a set consisting of seven 
candidates-A, B, C, D, E, F and G. The criteria used to evaluate the fitness of the sportsmen are 
taken from those actually used to evaluate track and field athletes [6]. In our example the following 







result in a 1OOm straight line race; 
result in a 30m race on the run; 
result in a 30m race from the low start; 
endurance; 
result in a 1OOm race on the curve; 
psychological training. 
The first five criteria are measured in seconds. The fourth criterion-endurance-is equal to the 
difference between the athlete’s result in a 200m race and his doubled result in a 1OOm race. The 
smaller the difference, the more endurance the athlete has. At the first and third stages the athletes 
run on the track curve, but at the second and fourth stages they run on the straight part of the 








(1) (2) (3) (4) (5) 
10.20 2.7 3.75 0.3 10.4 
10.21 2.71 3.7 0.4 10.45 1 
10.17 2.8 3.65 0.46 10.4 
10.23 2.6 3.8 0.34 10.5 
10.10 2.7 3.6 0.4 10.5 
10.15 2.65 3.7 0.1 10.5 
10.22 2.67 3.65 0.16 10.36 
The columns of the matrix B0 are no ‘t equally scaled. To eliminate this drawback we proceed as 
follows. Note that in the first and fifth columns we are interested in the difference up to two digits 
after the decimal point and in the second and third columns it is natural to choose 2.5 and 3.5, 
respectively, as threshold values. The fourth column would be unchanged. Then the matrix B, 
takes the form 
B, = (btj) = 
0.20 0.20 0.25 0.30 0.40 
0.21 0.21 0.20 0.40 0.45 
0.17 0.30 0.15 0.46 0.40 
0.23 0.10 0.30 0.34 0.50 
0.10 0.20 0.10 0.40 0.50 
0.15 0.15 0.20 0.10 0.50 
0.22 0.17 0.15 0.16 0.36 
The expert trainer now fills in a pairwise comparison matrix for the candidates’ psychological 
training. From it we obtain the eigenvector. Suppose that for our example it is 
b, = (0.117, 0.117, 0.177, 0.058, 0.177, 0.235, 0.117). 
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We now define the (7 x 6) matrix B*. The first five columns of B* are the normalized columns of 
B,, and the sixth column is vector b6. We have 
0.156 0.151 0.185 0.139 0.129 0.117 
0.164 0.160 0.148 0.185 0.145 0.117 
0.113 0.226 0.111 0.213 0.129 0.177 
B* = (&$) = 0.180 0.078 0.222 0.157 0.161 0.058 . 
0.078 0.151 0.074 0.185 0.161 0.177 
0.117 0.113 0.148 0.046 0.168 0.235 
0.180 0.128 0.111 0.074 0.116 0.117 
The criteria at the four stages of the race are not equally important. The pairwise comparison 
matrices and their principal eigenvectors are given below: 
&) 
1 l/3 l/6 2 l/7 3 
3 1 l/4 1 l/6 5 
P, = I 6 4 1 5 l/2 5 
l/2 1 l/5 1 l/5 2 
7 6 2 5 1 7 




a max = 6.46, C.I. = 0.09, C.R. = 0.07; 
w(2) 
1 4 9 2 8 
l/4 1 7 l/3 5 173 1 
1;s l/7 1 1;s 1 
l/2 3 9 1 8 3 
l/8 l/5 1 l/8 1 l/8 
l/4 3 8 l/3 8 l/8 J 1 
a max = 6.42, C.I. = 0.08, C.R. = 0.07; 
-1 
l/3 
5 l/2 l/5 l/5 
3 1 7 2 l/5 l/4 
l/5 l/7 1 l/6 l/8 l/8 
2 l/2 6 1 l/5 l/5 
6 5 8 5 1 3 
5 4 8 5 l/3 1 : 
An,, = 6.60, C.I. = 0.12, CR. = 0.09; 




















190 R. G. VACHNADZE and N. I. MARKOZASHVILI 
Multiplying B* by the vectors wti), i = 1, 2, 3,4, we obtain the overall estimates of the candidates 
at each stage: 
u!k’ = i b$ik’, i= l,..., m; k= I,..., n. 
j=l 
We have 
A B C D E F G 
u(1) = (0.150, 0.150, 0.142, 0.167, 0.131, 0.144, 0.117*) 
u(2) = (0.144, 0.161, 0.172, 0.142, 0.134, 0.119,* 0.127) 
0.143, 0.161, 0.124,** 0.159, 0.163, 0.117*) 
0.154, 0.184, 0.116,* 0.139, 0.132, 0.130) 
We select the athletes that have the smallest weight at each stage (because the priorities represent 
relative times and in a race a shorter time is better), i.e. G, F, G and D; G is chosen for the first 
and the third stages. To make the final decision we compare the four stages of the race. Suppose 
that the pairwise comparisons given by the trainer are as follows: 
According to the trainer, the first and fourth stages are the most important in the race. Thus, 
we assign athlete G to the first stage. At the third stage the second choice after G is athlete D. But 
he was chosen for the fourth stage, which is more important than the third stage. So, for the third 
stage we select athlete A who was the third best choice after G and D. Thus the final arrangement 
of the relay-race team is G, F, A, D. 
It is interesting to note that E who has the best result in the 1OOm race on the straight part of 
the track (10.10s) was not selected to run. 
5. CONCLUSION 
The applications of the AHP described in this paper underline once more the practical usefulness 
of the methodology. 
Among our other uses of the AHP we mention its application to problems of forecasting in the 
industrial sector, determination of weighting factors in problems of optimal allocation of service 
objects and the computation of objective function coefficients in problems of noncurrency barter; 
more details are given in Refs [7,8]. 
All the computations within the framework of the AHP were carried out using the software 
program “SAEMA” developed at the Institute of Computer Mathematics, Georgian SSR Academy 
of Sciences. This system is described in Refs [S, 91 and is available in the State Fund for Algorithms 
and Programs of the USSR [lo]. 
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