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Abstract
In this work we are concerned with the existence and uniqueness of strong global solutions and
exponential decay of the total energy for an initial-boundary value problem associated with the Kirch-
hoff equation with variable coefficients on the action of a nonlinear internal damping.
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1. Introduction
Kirchhoff model [7] was proposed for small vertical vibrations of stretched elastics
strings when the ends are fixed, but the tension is variable during the deformations of the
string. It can be written as
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(
P0 + P1
β0∫
α0
∣∣ux(x, t)∣∣2 dx
)
uxx(x, t) = 0, (1.1)
where the function u = u(x, t) represents the deformations of the string, which in the rest
position coincides with the segment [α0, β0]. We denote by P0 = τ0m , a constant, with τ0
being the tension in the rest position and m the mass of the string. Also, P1 = k2γ0m is a
constant, with γ0 = β0 − α0 and k = Eσ , where E is the Young modulus of the material
and σ the area of its cross section of the string. The nonlinear coefficient
C(t) =
β0∫
α0
∣∣ux(x, t)∣∣2 dx
is obtained by the variation of the tension during the deformation of the string.
Motivated by one-dimensional equation (1.1) it was formulated a significant initial-
boundary value problem in an open set by Bernstein [2], case n = 1, and in the general
case n  1, by Pohozhaev [15] and Lions [10]. In fact, for n  1, if Ω is an open and
bounded set of Rn with C1 boundary Γ , then in the cylinder Q = Ω × ]0, T [ of Rn+1, for
T > 0, with lateral boundary Σ the initial-boundary value problem is given by
u′′(x, t)− M
(∫
Ω
∣∣∇u(x, t)∣∣2 dx)∆u(x, t) = 0 in Q,
u(x, t) = 0 on Σ,
u(x,0) = u0(x), u′(x,0) = u1(x) in Ω. (1.2)
The function M = M(λ), for λ  0, is a generalization of M(λ) = P0 + P1λ obtained in
the deduction of the model when it is employed the linear Hook low.
We recall, see Lions [9, Problem 11.10, p. 302], that when M(λ) = P1λ and the initial
data belong to C∞ or Sobolev spaces the existence of global solution, in t , for (1.2) is still
an open problem.
As said above, problem (1.2) was investigated by Bernstein [2] for n = 1. The gen-
eral case n  1 was studied by Pohozhaev [15] and Lions [9] by Galerkin method and a
technique of dividing both sides of Eq. (1.2)1 by the coefficient M(λ), which is supposed
strictly positive as in the original model, where M(λ) = P0 + P1λ with P0 > 0. When
M(λ)  0, Yamada [16] employed a perturbation method considering M(λ) + ε, ε > 0,
a parameter which is destined to go to zero. Thus, he applied the techniques of dividing
both sides of the equation by M(λ) + ε and the Galerkin method. Still, for M(λ) 0, see
Arosio and Spagnolo [1] and Ebihara [6]. In Medeiros et al. [12] there exists a survey of
the results about this problem and an almost complete bibliography.
In the present investigation we consider the case when the density of the string, i.e.,
mass per unity of length depends on the variables x and t . What is plausible. Thus, the
model in one dimension is given by
utt (x, t) − a(x, t)
(
τ0 + k
β0∫ ∣∣ux(x, t)∣∣2 dx
)
uxx(x, t)+ δ(x, t)ut (x, t) = 0.2γ0
α0
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δ(x, t)ut (x, t) is a consequence of the hypothesis of the density to be variable. Note that
we suppose constant the area σ of the cross section. In a next opportunity we will analyze
the case when σ is also variable what is more realistic. Therefore, the precedent considera-
tions are motivations for the initial-boundary value problem formulated in Q = Ω ×]0, T [
as follows:
u′′(x, t)− a(x, t)M
(∫
Ω
∣∣∇u(x, t)∣∣2 dx)∆u(x, t) + ρ(u′(x, t))= 0 in Q,
u(x, t) = 0 on Σ,
u(x,0) = u0(x), u′(x,0) = u1(x) in Ω. (1.3)
Note that we choose in (1.3)1 a nonlinear damping ρ(u′).
Límaco et al. [8] investigated a similar problem to (1.3) when M = M(x, t, λ) without
separating the variables as in (1.3). De Caldas et al. [5] studied (1.3) with a(x, t) = 1 and
ρ = ρ(t, u′) with similar hypotheses as in the present case.
Similar investigations can be found in Patcheu [14] when a(x, t) = 1 and
ρ = ρ(u′), Matsuyama and Ikehata [11] when a(x, t) = 1 and a particular damping of the
type |u′|pu′ and Cousin et al. [4] considered the case (1.3) with a damping ρ = ρ(x, t, ξ)
but the dependence of ξ of the type α0(|ξ | + |ξ |p+1), α0 > 0. Besides that, the derivative
ρξ (x, t, ξ)  α0(1 + |ξ |p) is strictly positive, because α0 > 0. In our case, the damping
function is of the type α0|ξ |p+1 and consequently the derivative can be zero.
We will investigate the existence, uniqueness and asymptotic behavior of strong solu-
tions for (1.3). To obtain the existence of solutions it will be employed, simultaneously,
the techniques of division on the both sides of Eq. (1.3)1 by a(x, t) and a(x, t)M(λ) as in
Pohozhaev [15] and Lions [9], the Faedo–Galerkin method and argument of Nakao [13].
The asymptotic behavior of the energy is also obtained by Nakao’s argument as a limit of
approximate solutions.
2. Notations and main results
As fixed in the introduction, by Ω we denote the open-bounded set of Rn with C1
boundary Γ and Q = Ω × [0, T [, for T > 0, is a cylinder with lateral boundary Σ =
Γ × [0, T [. The scalar product and norm in L2(Ω) are represented by (· , ·) and | · |,
respectively. Thus, when we write |u(t)| and |∇u(t)|, it means the L2(Ω)-norm of u(x, t)
and ∇u(x, t). We represent by |u(x, t)| the absolute value of the real number u(x, t). In
these conditions we consider the initial-boundary value problem
u′′(x, t)− a(x, t)M
(∫
Ω
∣∣∇u(x, t)∣∣2 dx)∆u(x, t) + ρ(u′(x, t))= 0 in Q, (2.1)
u(x, t) = 0 on Σ, (2.2)
u(x,0) = u0(x), u′(x,0) = u1(x) in Ω, (2.3)
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∂t
and ∆u(x, t) is the usual Laplace operator in Rn of the function u(x, t).
On the real functions M , a and ρ of Eq. (2.1) are assumed the hypotheses:∣∣∣∣∣∣∣∣∣∣∣
M(λ) is C1
([0,∞[) with M(λ)m0 > 0,∣∣M ′(λ)∣∣
R
m1|λ|pR for p  1,
m2Mˆ(λ) λM(λ) where Mˆ(λ) =
λ∫
0
M(s)ds,
(2.4)
∣∣∣∣∣∣∣∣∣∣∣
a(x, t) is C1
(
Ω × [0,∞[),
0 < a0  a(x, t) a1, 0 a′(x, t) a2 and
∞∫
0
∣∣a′(t)∣∣
L∞(Ω) dt = a3 < ∞,
(2.5)
∣∣∣∣∣∣∣∣∣
ρ(ξ) is C1(R), ρ0|ξ |γ+1R 
∣∣ρ(ξ)∣∣
R
 ρ1|ξ |γ+1R ,
0 ρ′(ξ) ρ2|ξ |γR, ρ(0) = 0,
γ  2p + 1, 0 γ < ∞ if n = 1,2 or 0 γ  2
n− 2 if n 3.
(2.6)
Notice that m0,m1,m2, a0, . . . , a3, ρ0, ρ1, ρ2 are positive real constants, and besides that,
it is assumed that
max
{
a3
a0
,
2(γ+2)/2C0ρ1a3
a
3/2
0 m
1/2
0
}
<
1
K
for K > 3, (2.7)
where C0 is the constant of continuous embedded of H 10 (Ω) in L
2(γ+1)(Ω).
The next hypothesis is about the size of the initial data u0 = u0(x) and u1 = u1(x). To
obtain the global solutions, in t , for problem (2.1)–(2.3) we choose
u0 ∈ H 10 (Ω)∩ H 2(Ω) and u1 ∈ H 10 (Ω),
and denote the function of the solutions by E(t) = E(u(x, t)) which will be called an
energy system (2.1)–(2.3) and defined by
E(t) = 1
2
∫
Ω
|u′(x, t)|2
a(x, t)
dx + 1
2
Mˆ
(∣∣∇u(t)∣∣2). (2.8)
Finally, to obtain the second a priori estimate in Section 3, we define the following function
on the initial data:
F
(|∇u0|, |∆u0|, |u1|, |∇u1|)
= 1
2
|∇u1|2 + a
2
1m
2
3
a0m0
|∆u0|2 + C
2
0ρ
2
1a
2
1
a30m0
|∇u1|2(γ+1)L2(γ+1)(Ω)
+ γ
(
23/2m1 + 2
(γ+5)/2C0ρ1m1
)(
d4E(0)
)(2p+1)/2
, (2.9)2p + 1 − γ m0 a1/20 m3/20 m0
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u0 ∈ H 10 (Ω)∩H 2(Ω), u1 ∈ H 10 (Ω) and
F
(|∇u0|, |∆u0|, |u1|, |∇u1|)< ε0
K
for all 0 < ε0 < 1.
(2.10)
Definition 2.1. A global strong solution of initial-boundary value problem (2.1)–(2.3) is
a real function u = u(x, t) defined in Q such that
u ∈ L∞(0,∞;H 10 (Ω) ∩H 2(Ω)), u′ ∈ L2(0,∞;H 10 (Ω)),
u′′ ∈ L∞(0,∞;L2(Ω)), (2.11)
and u satisfies Eq. (2.1) a.e. in Q.
The Main Results
Theorem 2.1 (Existence of solutions). Assuming the hypotheses (2.4)–(2.7) and (2.10),
then there exists a unique strong global solution of initial-boundary value problem (2.1)–
(2.3).
Theorem 2.2 (Rate decay estimate). Assuming the hypotheses of Theorem 2.1, then the
total energy of system (2.1)–(2.3) defined in (2.8) satisfies
E(t) d4E(0)
(1 + t)2/γ for all γ > 0, (2.12)
E(t) d5 exp(−d6t) for γ = 0, (2.13)
where the positive real constants d4, d5 and d6 are defined in (4.24) and (4.25), respec-
tively.
3. Proof of Theorem 2.1
We employ Faedo–Galerkin approximate method with a hilbertian basis (wj )j∈N of
Sobolev space H 10 (Ω), cf. Brezis [3], defined as solution of the eigenvalue problem
((wj , v)) = λj (wj , v) for all v ∈ H 10 (Ω) and j ∈ N,
where ((· , ·)) represents the scalar product in H 10 (Ω). If Vn is the subspace of H 10 (Ω)
spanned by the n first vectors of {w1,w2,w3, . . .}, the approximate problem will consist of
determining one function un(x, t) =∑nj=1 gjn(t)wj (x) in Vn solution of the initial value
problem(
u′′n(x, t)
a(x, t)
,w
)
+M(∣∣∇un(t)∣∣2)(∇un(x, t),∇w)+
(
ρ(u′n(x, t))
a(x, t)
,w
)
= 0,
un(x,0) = u0n(x) −→ u0(x) in H 10 (Ω) ∩H 2(Ω),
u′n(x,0) = u1n(x) −→ u1(x) in H 10 (Ω), (3.1)
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on the interval [0, tn[. The estimates to follow permit us to extend the solution un to the
whole interval [0,∞[ and take the limit in (3.1). For a sake of simplicity, henceforth, we
will write u instead of un.
Estimate I. Setting w = u′(x, t) into (3.1)1 yields
1
2
d
dt
(∫
Ω
|u′(x, t)|2
a(x, t)
dx + Mˆ(∣∣∇u(t)∣∣2))+ 1
2
∫
Ω
a′(x, t)|u′(x, t)|2
a2(x, t)
dx
+
∫
Ω
ρ(u′(x, t))u′(x, t)
a(x, t)
dx = 0.
By using the hypotheses (2.5)2 and (2.6)1 in the third and in the fourth terms of the prece-
dent identity yields
1
2
d
dt
(∫
Ω
|u′(x, t)|2
a(x, t)
dx + Mˆ(∣∣∇u(t)∣∣2))+ ρ0
a1
∣∣u′(t)∣∣γ+2
Lγ+2(Ω)  0. (3.2)
If (3.2) is integrated from 0 to t < tn and in the result is used the hypotheses (2.4)1 and
(2.5)2, we get
1
a1
∣∣u′(t)∣∣2 +m0∣∣∇u(t)∣∣2 + ρ0
a1
t∫
0
∣∣u′(s)∣∣γ+2
Lγ+2(Ω) ds E(0). (3.3)
To obtain the next estimate which is the most important step in the proof of Theorem 2.1,
we will assume the following lemma to be proven later.
Lemma 3.1. The approximate energy
En(t) = 12
∫
Ω
|u′n(x, t)|2
a(x, t)
dx + 1
2
Mˆ
(∣∣∇un(t)∣∣2), (3.4)
which will be denoted by E(t), also satisfies the decay rates (2.12) and (2.13).
Estimate II. If (3.1)1 is divided by M(|∇u(t)|2) and the resulting expression is differenti-
ated with respect to t , it yields(
u′′′(x, t)
a(x, t)M(|∇u(t)|2) ,w
)
−
(
u′′(x, t)a′(x, t)
a2(x, t)M(|∇u(t)|2) ,w
)
− 2
(
u′′(x, t)M ′(|∇u(t)|2)
a(x, t)M2(|∇u(t)|2) ,w
)(∇u′(x, t),∇u(x, t))+ (∇u′(x, t),∇w)
+
(
ρ′(u′(x, t))u′′(x, t)
a(x, t)M(|∇u(t)|2) ,w
)
−
(
ρ(u′(x, t))a′(x, t)
a2(x, t)M(|∇u(t)|2) ,w
)
(
ρ(u′(x, t))M ′(|∇u(t)|2) )( ′ )− 2
a(x, t)M2(|∇u(t)|2) ,w ∇u (x, t),∇u(x, t) = 0. (3.5)
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1
2
∫
Ω
1
a(x, t)M(|∇u(t)|2)
d
dt
∣∣u′′(x, t)∣∣2 dx − ∫
Ω
|u′′(x, t)|2a′(x, t)
a2(x, t)M(|∇u(t)|2) dx
− 2(∇u′(x, t),∇u(x, t)) ∫
Ω
|u′′(x, t)|2M ′(|∇u(t)|2)
a(x, t)M2(|∇u(t)|2) dx +
1
2
∫
Ω
d
dt
∣∣∇u′(x, t)∣∣2 dx
+
∫
Ω
ρ′(u′(x, t))|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx −
∫
Ω
ρ(u′(x, t))a′(x, t)u′′(x, t)
a2(x, t)M(|∇u(t)|2) dx
− 2(∇u′(x, t),∇u(x, t)) ∫
Ω
ρ(u′(x, t))M ′(|∇u(t)|2)u′′(x, t)
a(x, t)M2(|∇u(t)|2) dx = 0.
Hence, by hypotheses (2.4)1, (2.5)2, (2.6)1 and Hölder’s inequality, we can write
1
2
d
dt
∫
Ω
( |u′′(x, t)|2
a(x, t)M(|∇u(t)|2) +
∣∣∇u′(x, t)∣∣2)dx + ∫
Ω
ρ′(u′(x, t))|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx

(
1
m0
∣∣M ′(∣∣∇u(t)∣∣2)∣∣∣∣∇u(t)∣∣∣∣∇u′(t)∣∣+ |a′(t)|L∞(Ω)
2a0
)
×
∫
Ω
|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx
+ ∣∣u′(t)∣∣γ+1
L2(γ+1)(Ω)
(
2ρ1
a
1/2
0 m
3/2
0
∣∣M ′(∣∣∇u(t)∣∣2)∣∣∣∣∇u(t)∣∣∣∣∇u′(t)∣∣
+ ρ1|a
′(t)|L∞(Ω)
a
3/2
0 m
1/2
0
)(∫
Ω
|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx
)1/2
. (3.6)
Denoting by H(t) the function
H(t) = 1
2
∫
Ω
|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx +
1
2
∣∣∇u′(t)∣∣2, (3.7)
then from (3.6) and (2.4)2 we have
d
dt
H(t)+
∫
Ω
ρ′(u′(x, t))|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx

(
m1
m0
∣∣∇u(t)∣∣2p+1∣∣∇u′(t)∣∣+ |a′(t)|L∞(Ω)
2a0
)∫
Ω
|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx
+ ∣∣∇u′(t)∣∣γ+1
L2(γ+1)(Ω)
(
2C0ρ1m1
a
1/2
0 m
3/2
0
∣∣∇u(t)∣∣2p+1∣∣∇u′(t)∣∣+ C0ρ1|a′(t)|L∞(Ω)
a
3/2
0 m
1/2
0
)
×
(∫ |u′′(x, t)|2
2 dx
)1/2
. (3.8)Ω
a(x, t)M(|∇u(t)| )
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(2.6)1 that∣∣u′′(0)∣∣ a1m3|∆u0| + a1C0ρ1
a0
|∇u1|γ+1, (3.9)
where m3 = max0λE(0)
m0
M(λ) is finite thanks to (3.3). By hypotheses (2.4)1 and (2.5)2,
we get
1
2
∫
Ω
|u′′(x,0)|2
α(x,0)M(|∇u0|2) dx 
1
2
1
a0m0
∣∣u′′(0)∣∣2. (3.10)
Thus, from (3.9) and (3.10) we obtain
1
2
∫
Ω
|u′′(x,0)|2
a(x,0)M(|∇u0|2) dx 
a21m
2
3
a0m0
|∆u0|2 + C
2
0ρ
2
1a
2
1
a30m0
|∇u1|2(γ+1)L2(γ+1)(Ω). (3.11)
From definition of H(t) in (3.7) and (3.11) we have
H(0) 1
2
|∇u1|2 + a
2
1m
2
3
a0m0
|∆u0|2 + C
2
0ρ
2
1a
2
1
a30m0
|∇u1|2(γ+1)L2(γ+1)(Ω). (3.12)
Our next goal is to show that H(t) is bounded for all t greater or equal to zero. Actually,
we will prove that
H(t) < ε0 for all t  0, (3.13)
where ε0 is defined in (2.10)2. In fact, suppose that (3.13) is not true. Then it will exist a
t∗ > 0 such that{
H(t) < ε0 for all 0 t < t∗,
H(t∗) = ε0. (3.14)
If (3.8) is integrated form 0 to t∗, in the resulting expression is used (3.14)1 and observing
that the second term on the left-hand side is not negative thanks to the hypotheses (2.4)1,
(2.5)2, (2.5)3 and (2.6)2 it yields
H(t∗)H(0)+ a3
a0
ε0 + 2
(γ+2)/2C0ρ1a3
a
3/2
0 m
1/2
0
ε
(γ+2)/2
0
+
(
23/2m1
m0
ε
3/2
0 +
2(γ+5)/2C0ρ1m1
a
1/2
0 m
3/2
0
ε
(γ+3)/2
0
) t∗∫
0
∣∣∇u(t)∣∣2p+1 dt. (3.15)
By Lemma 3.1 and hypothesis (2.4)1, we have
∣∣∇u(t)∣∣2  d4E(0)
m0
1
(1 + t)2/γ .Hence,
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0
∣∣∇u(t)∣∣2p+1 dt 
∞∫
0
∣∣∇u(t)∣∣2p+1 dt  (d4E(0)
m0
)(2p+1)/2 ∞∫
0
1
(1 + t)(2p+1)/γ dt
=
(
d4E(0)
m0
)(2p+1)/2
γ
2p + 1 − γ , (3.16)
where we have used in the last step of (3.16) the hypothesis (2.6)3, i.e., γ  2p+1. Taking
into account (3.16) into (3.15) yields
H(t∗)H(0)+ a3
a0
ε0 + 2
(γ+2)/2C0ρ1a3
a
3/2
0 m
1/2
0
ε
(γ+2)/2
0
+ γ
2p + 1 − γ
(
23/2m1
m0
ε
3/2
0 +
2(γ+5)/2C0ρ1m1
a
1/2
0 m
3/2
0
ε
(γ+3)/2
0
)
×
(
d4E(0)
m0
)(2p+1)/2
.
(3.17)
By using the function F , defined in (2.9), and the estimate (3.12) in (3.17) yields
H(t∗) a3
a0
ε0 + 2
(γ+2)/2C0ρ1a3
a
3/2
0 m
1/2
0
ε
(γ+2)/2
0 + F
(|∇u0|, |∆u0|, |u1|, |∇u1|). (3.18)
Combining (2.7) and (2.10)2 with (3.18), we obtain
H(t∗) < ε0,
which is a contradiction with (3.14)2. Therefore, we reach our aim (3.13). Thus, from
definition of H(t) we have
1
2
∫
Ω
( |u′′(x, t)|2
a(x, t)M(|∇u(t)|2) +
∣∣∇u′(x, t)∣∣2)dx  ε0 for all t  0. (3.19)
By using in (3.19) the hypothesis (2.5)2 and the constant m3 defined in (3.9), we can write
1
2a1m3
∣∣u′′(t)∣∣2 + 1
2
∣∣∇u′(t)∣∣2  ε0 for all t  0. (3.20)
Estimate III. If (3.1)1 is divided by M(|∇u(t)|2) and w is replaced by −∆u(x, t) it gives(
u′′(x, t)
a(x, t)M(|∇u(t)|2) ,−∆u(x, t)
)
+ ∣∣∆u(t)∣∣2
+
(
ρ(u′(x, t))
a(x, t)M(|∇u(t)|2) ,−∆u(x, t)
)
= 0. (3.21)
The first and the third term of (3.21) can be upper bound by using the Hölder’s inequality,
the hypotheses (2.4)1, (2.5)2, (2.6)1, Young inequality and the estimate (3.19) as follows:
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(
u′′(x, t)
a(x, t)M(|∇u(t)|2) ,−∆u(x, t)
)
 1
(a0m0)1/2
(∫
Ω
|u′′(x, t)|2
a(x, t)M(|∇u(t)|2) dx
)1/2∣∣∆u(t)∣∣

(
2ε0
a0m0
)1/2∣∣∆u(t)∣∣ 2ε0
a0m0
+ 1
4
∣∣∆u(t)∣∣2, (3.22)
•
(
ρ(u′(x, t))
a(x, t)M(|∇u(t)|2) ,−∆u(x, t)
)
 1
a0m0
(∫
Ω
ρ21
∣∣u′(x, t)∣∣2(γ+1) dx)1/2∣∣∆u(t)∣∣

C
1/2
0 ρ1
a0m0
∣∣∇u′(t)∣∣γ+1∣∣∆u(t)∣∣ C0ρ21(2ε0)γ+1
a20m
2
0
+ 1
4
∣∣∆u(t)∣∣2. (3.23)
Taking into account (3.22) and (3.23) into (3.21) yields
∣∣∆u(t)∣∣2  2( 2ε0
a0m0
+ C0ρ
2
1(2ε0)
γ+1
a20m
2
0
)
. (3.24)
From estimates (3.3), (3.20), (3.24) and Aubin–Lion’s Theorem, cf. Lions [10], we obtain
a subsequence of (un)n∈N, which will be represented by (un)n∈N, such that
un → u strongly in L2
(
0, T ;H 10 (Ω)
)
and a.e. in Q,
u′n → u′ strongly in L2
(
0, T ;L2(Ω)) and a.e. in Q.
Therefore, we can take the limit as n → ∞ for this subsequence in the approximate prob-
lem (3.1). Thus, system (2.1)–(2.3) has solutions in the sense of Definition 2.1. Finally,
the uniqueness is gotten by using the usual energy’s methods in view of the regularities in
(2.11). Therefore, the proof of Theorem 2.1 is finished.
4. Proof of Lemma 3.1 and Theorem 2.2
The proof of Lemma 3.1 will be based on Nakao’s result, cf. [13]. Thus, setting w =
u′(x, t) in (3.1)1, observing the hypotheses (2.5)2, (2.6)1 and the definition of En(t) in
(2.8) yields
d
dt
E(t)+ ρ0
a1
∣∣u′(t)∣∣γ+2
Lγ+2(Ω) 0. (4.1)
Integrating (4.1) from t to t + 1 it implies
ρ0
t+1∫ ∣∣u′(s)∣∣γ+2
Lγ+2(Ω) ds E(t)−E(t + 1) =:
[
F(t)
]2
. (4.2)a1
t
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t1 ∈ [t, t + 14 ], t2 ∈ [t + 34 , t + 1] and t∗ ∈ [t1, t2] such that
t+1/4∫
t
∣∣u′(s)∣∣γ+2
Lγ+2(Ω) ds =
1
4
∣∣u′(t1)∣∣γ+2Lγ+2(Ω)  a1ρ0
[
F(t)
]2
, (4.3)
t+1∫
t+3/4
∣∣u′(s)∣∣γ+2
Lγ+2(Ω)ds =
1
4
∣∣u′(t2)∣∣γ+2Lγ+2(Ω)  a1ρ0
[
F(t)
]2
, (4.4)
t2∫
t1
E(s) ds = (t2 − t1)E(t∗) 12E(t
∗). (4.5)
Note that by (4.1) the function E(t) is not increasing with the time. Thus, we can conclude
from (4.5) that
E(s)E(t∗)+ [F(t)]2  2
t2∫
t1
E(s) ds + [F(t)]2. (4.6)
On the other hand, we will show now that there exist positive real constants d1 and d2
such that
t2∫
t1
E(t) dt  d1
[
F(t)
]4/(γ+2) + d2
(
2E(t1)
m0
)1/2[
F(t)
]2/(γ+2)
. (4.7)
In fact, setting w = u(x, t) into (3.1)1 yields
M
(∣∣∇u(t)∣∣2)∣∣∇u(t)∣∣2 = − d
dt
∫
Ω
u(x, t)u′(x, t)
a(x, t)
dx +
∫
Ω
|u′(x, t)|2
a(x, t)
dx
−
∫
Ω
a′(x, t)u(x, t)u′(x, t)
a2(x, t)
dx
−
∫
Ω
ρ(u′(x, t))u(x, t)
a(x, t)
dx. (4.8)
If (4.8) is integrated from t1 to t2 and the resulting expression is modified by using the hy-
potheses fixed in (2.4)3, (2.5)2, (2.6)1 and the Hölder’s inequality, we obtain the following
inequalities:
•
t2∫
M
(∣∣∇u(t)∣∣2)∣∣∇u(t)∣∣2 dt m2
t2∫
Mˆ
(∣∣∇u(t)∣∣2)dt, (4.9)t1 t1
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∫
Ω
(
u(x, t2)u′(x, t2)
a(x, t2)
− u(x, t1)u
′(x, t1)
a(x, t1)
)
dx
 1
a0
(∣∣u(t2)∣∣∣∣u′(t2)∣∣+ ∣∣u(t1)∣∣∣∣u′(t1)∣∣)
 C1C2
a0
(∣∣∇u(t2)∣∣∣∣u′(t2)∣∣Lγ+2(Ω) + ∣∣∇u(t1)∣∣∣∣u′(t1)∣∣Lγ+2(Ω)), (4.10)
•
t2∫
t1
∫
Ω
|u′(x, t)|2
a(x, t)
dx dt  C1
a0
t2∫
t1
∣∣u′(t)∣∣2
Lγ+2(Ω) dt, (4.11)
•
t2∫
t1
∫
Ω
∣∣∣∣a′(x, t)u(x, t)u′(x, t)a2(x, t)
∣∣∣∣dx dt  a2a20
t2∫
t1
∣∣u(t)∣∣∣∣u′(t)∣∣dt, (4.12)
•
t2∫
t1
∫
Ω
∣∣∣∣ρ(u′(x, t))u(x, t)a(x, t)
∣∣∣∣dx dt  ρ1
t2∫
t1
∫
Ω
∣∣u′(x, t)∣∣γ+1∣∣u(x, t)∣∣dx dt, (4.13)
where C1 and C2 are continuous embedded constants of Lγ+2(Ω) in L2(Ω) and of H 10 (Ω)
in L2(Ω), respectively. Applying the Hölder’s inequality for r = γ+2
γ+1 and r
′ = γ + 2 on
the right-hand side of (4.13), we get
t2∫
t1
∫
Ω
∣∣∣∣ρ(u′(x, t))u(x, t)a(x, t)
∣∣∣∣dx dt  ρ1
t2∫
t1
∣∣u′(t)∣∣γ+1
Lγ+2(Ω)
∣∣u(t)∣∣
Lγ+2(Ω) dt
 C3ρ1
t2∫
t1
∣∣u′(t)∣∣γ+1
Lγ+2(Ω)
∣∣∇u(t)∣∣dt, (4.14)
where C3 is the continuous embedded constant of H 10 (Ω) in L
γ+2(Ω). Taking into account
(4.9)–(4.14) into (4.8) yields
m2
t2∫
t1
Mˆ
(∣∣∇u(t)∣∣2)dt
 C1C2
a0
(∣∣∇u(t2)∣∣∣∣u′(t2)∣∣Lγ+2(Ω) + ∣∣∇u(t1)∣∣∣∣u′(t1)∣∣Lγ+2(Ω))
+ C1
a0
t2∫
t1
∣∣u′(t)∣∣2
Lγ+2(Ω) dt +
a2
a20
t2∫
t1
∣∣u(t)∣∣∣∣u′(t)∣∣dt
+C3ρ1
t2∫ ∣∣u′(t)∣∣γ+1
Lγ+2(Ω)
∣∣∇u(t)∣∣dt. (4.15)t1
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∣∣u′(ti)∣∣γ+2Lγ+2(Ω)  a1ρ0
[
F(t)
]2 for i = 1,2,
∣∣∇u(ti)∣∣
(
2E(ti)
m0
)1/2

(
2E(t1)
m0
)1/2
for i = 1,2. (4.16)
Hence,
C1C2
a0
(∣∣∇u(t2)∣∣∣∣u′(t2)∣∣Lγ+2(Ω) + ∣∣∇u(t1)∣∣∣∣u′(t1)∣∣Lγ+2(Ω))
 2C1C2
a0
(
a1
ρ0
)1/(γ+2)(2E(t1)
m0
)1/2[
F(t)
]2/(γ+2)
. (4.17)
Besides, by Hölder’s inequality, (4.2) and (4.16)2 the three last terms of (4.15) can be upper
bound as follows:
C1
a0
t2∫
t1
∣∣u′(t)∣∣2
Lγ+2(Ω) dt 
C1
a0
(
a1
ρ0
)2/(γ+2)[
F(t)
]4/(γ+2)
, (4.18)
a2
a20
t2∫
t1
∣∣u(t)∣∣∣∣u′(t)∣∣dt  C2a2
α20
(
a1
ρ0
)1/(γ+2)(2E(t1)
m0
)1/2[
F(t)
]2/(γ+2)
, (4.19)
C3ρ1
t2∫
t1
∣∣u′(t)∣∣γ+1
Lγ+2(Ω)
∣∣∇u(t)∣∣dt
 C3ρ1
(
a1
ρ0
)(γ+1)/(γ+2)(2E(t1)
m0
)1/2[
F(t)
]2(γ+1)/(γ+2)
. (4.20)
Combining (4.17)–(4.20) with (4.15) yields
m2
t2∫
t1
Mˆ
(∣∣∇u(t)∣∣2)dt
 2C1C2
a0
(
a1
ρ0
)1/(γ+2)(2E(t1)
m0
)1/2[
F(t)
]2/(γ+2)
+ C1
a0
(
a1
ρ0
)2/(γ+2)[
F(t)
]4/(γ+2)
+ C2a2
α20
(
a1
ρ0
)1/(γ+2)(2E(t1)
m0
)1/2[
F(t)
]2/(γ+2)
(
a1
)(γ+1)/(γ+2)(2E(t1))1/2[ ]2(γ+1)/(γ+2)+C3ρ1
ρ0 m0
F(t) . (4.21)
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1
2
t2∫
t1
∫
Ω
|u′(x, t)|2
a(x, t)
dx dt  1
2a0
(
a1
ρ0
)2/(γ+2)[
F(t)
]4/(γ+2)
. (4.22)
Thus, from (4.21) and (4.22) we have the desired estimate (4.7). As a consequence of (4.6)
and (4.7), we can conclude that there exists a positive real constant d3 such that
E(s) d3
([
F(t)
]2)2/(γ+2)
,
and it implies that
sup
s∈[t,t+1]
(
E(s)
)1+γ /2  d1+γ /23 [F(t)]2. (4.23)
Therefore, from (4.23) and Nakao’s theorem, cf. [13] we obtain
En(t)
d4En(0)
(1 + t)2/γ for all γ > 0, (4.24)
En(t) d5 exp(−d6t) for γ = 0. (4.25)
This concludes the proof of Lemma 3.1. Finally, Theorem 2.2 is a consequence of (4.24),
(4.25) and Banach–Steinhauss’ theorem.
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