I. INTRODUCTION
Optimization-based automatic clustering algorithms greatly rely on a cluster validity function (optimization criterion) the optima of which appear as proxies for the unknown "correct classification" in a previously unhandled dataset [1] . Different formulations of the clustering problem vary in the optimization criterion used. Most existing clustering methods, however, attempt to optimize just one such clustering criterion modeled by a single cluster validity index. This often results into considerable discrepancies observable between the solutions produced by different algorithms on the same data. A single cluster validity measure is hardly able to judge the correctness of clustering for a wide variety of real life datasets. A wrong choice of the validity measure may lead to poor clustering results. Thus, the singleobjective clustering method may prove futile (as judged by means of expert's knowledge) in a context where the criterion employed is inappropriate. In situations where the best solution corresponds to a tradeoff between different conflicting objectives, common sense advocates a multi-objective framework for clustering. In the case of iterative optimization algorithms, it is possible that a single-objective approach would visit such tradeoff solutions during a run, but would not recognize them as good and discard them.
Although there has been a plethora of papers reporting several single-objective evolutionary clustering techniques (a comprehensive survey of which can be found in [1, 2] ), very few research works have so far been undertaken towards the application of evolutionary multiobjective optimization algorithms (EMOA) for pattern clustering [3, 4] . A state-of-the-art literature survey indicates that DE has already proved itself as a promising candidate in the field of evolutionary multi-objective optimization (EMO) [5 -8] . Earlier it has also been successfully applied to single-objective partitional clustering [9 -11] .
The work reported in [3] is based on Deb et al.'s celebrated NSGA (Non Dominated Sorting genetic Algorithm)-II [12] and the clustering method described in [4] is based on PESA (Pareto Evolution based Selection) II [13] , and both the algorithms are multi-objective variants of Genetic Algorithm (GA). However, the multiobjective variants of DE have not been applied to the general data clustering problems till date, to the best of our knowledge. This paper primarily compares the performances of four most representative multi-objective DE algorithms on the multi-objective fuzzy clustering problem. The multi-objective DE-variants considered here are namely the Pareto DE (PDE) [5] , the Multi-objective DE (MODE) [6] , DE for Multi-objective Optimization (DEMO) [7] , and Non-Dominated Sorting DE (NSDE) [8] . Since DE, by nature, is a real-coded population-based optimization algorithm, we here resort to centroid-based representation scheme for the search variables. Note that in contrast to single objective optimization that yields a single best solution, in MOO, a number of, often conflicting, objective functions are optimized simultaneously and thus an MOO algorithm, in general, ends up with a number of Pareto optimal solutions. None of these Pareto optimal solutions can be improved upon an objective any further without degrading it on another. Here we consider the Xie-Beni index [14] and the Fuzzy C Means (FCM) measure ( m J ) [15] as the objective functions. Note that any other and any number of objective functions could be used in the proposed MOO clustering framework. The performance of the multiobjective DE-variants have also been contrasted with two best-known EMOA-based clustering methods till date. The first one of these is MOCK by Handl and Knowles [4] while the second one is based on NSGA II and was used by Bandyopadhyay et al. for pixel clustering in remote sensing satellite image data [3] . Although we experimented with a large variety of datasets, here we report the results for ten representative datasets including the microarray Yeast sporulation data [16] .
II. MULTI-OBJECTIVE OPTIMIZATION WITH DE

The MO Problem
In many practical or real life problems, there are many (possibly conflicting) objectives that need to be optimized simultaneously. Under such circumstances there no longer exists a single optimal solution but rather a whole set of possible solutions of equivalent quality. The field of Multi-objective Optimization (MO) [17 -19] deals with simultaneous optimization of multiple, possibly competing, objective functions. The MO problems tend to be characterized by a family of alternatives, which must be considered equivalent in the absence of information concerning the relevance of each objective relative to the others.
The family of solutions of an MO problem is composed of the parameter vectors, which cannot be improved in any objective without causing degradation in at least one of the other objectives. This forms the central idea of Pareto-optimality. The concepts of dominance and Pareto-optimality may be presented more formally in the following way [18, 19] : Definition 1: Consider without loss of generality the following multi-objective optimization problem with m decision variables x (parameters) and n objectives : Maximize:
where 
Based on this convention, we can define non-dominated, Pareto-optimal solutions as follows: 
Next a crossover operation takes place to increase the potential diversity of the population. We use 'binomial' crossover in which case the number of parameters inherited from the mutant has a (nearly) binomial distribution. Thus for each target
is created in the following fashion:
is a randomly chosen index which ensures that ) (t R i r gets at least one component from
. Next step of the algorithm calls for 'selection' in order to determine which one between the target vector and trial vector will survive in the next generation i.e. at time t = t+1. If the trial vector yields a better value of the fitness function, it replaces its target vector in the next generation; otherwise the parent is retained in the population:
where f(.) is the function to be minimized.
The Multi-objective Variants of DE
We compared the performances of four recently developed and popular MO-variants of DE: the Pareto DE (PDE) [3] , the Multi-objective DE (MODE) [4] , DE for Multi-objective Optimization (DEMO) [5] , and NonDominated Sorting DE (NSDE) [6] . Due to space limitations, we briefly discuss here the outline of these algorithms instead of reiterating through their details available in cited literatures.
1) PDE:
In the PDE algorithm proposed by Abbas and Sarker, an initial population is generated at random from a Gaussian distribution with mean 0.5 and standard deviation 0.15. All dominated solutions are removed from the population. The remaining non-dominated solutions are retained for reproduction. If the number of nondominated solutions exceeds some threshold, a distance metric relation (will be described in the next paragraph) is used to remove those parents who are very close to each others [17, 18] . Three parents are selected at random. A child is generated from the three parents and is placed into the population if it dominates the first selected parent; otherwise a new selection process takes place 2) MODE: MODE was proposed by Xue et al. in [8] . This algorithm uses a variant of the original DE, in which the best individual is adopted to create the offspring. A Pareto-based approach is introduced to implement the selection of the best individual. If a solution is dominated, a set of non-dominated individuals can be identified and the "best" turns out to be any individual (randomly picked) from this set. Also, the authors adopt ( λ μ + ) selection, Pareto ranking and crowding distance in order to produce and maintain well-distributed solutions.
3) DEMO:
The algorithm, proposed by Robic and Filipic combines the advantages of DE with the mechanisms of Pareto-based ranking and crowding distance sorting. DEMO only maintains one population and it is extended when newly created candidates take part immediately in the creation of the subsequent candidates. This enables a fast convergence towards the true Pareto front, while the use of non-dominated sorting and crowding distance (derived from the NSGA-II [12] ) of the extended population promotes the uniform spread of solutions.
4) NSDE:
In Iorio and Li's NSDE algorithm, within the NSGA-II framework, the DE-variants are used to generate N offspring from the selected parents. The offspring individuals are then evaluated on the objective functions. Following this, they are combined with the parent generation. The combined population is then sorted into dominance ranks, as was mentioned previously. Each individual also has a crowding distance associated with it. New candidates are generated using the DE/current-torand/1 strategy. NSDE is used to solve rotated problems with a certain degree of rotation on each plane.
III. MULTI-OBJECTIVE CLUSTERING SCHEME
Search-variable Representation
In the proposed method, for n data points, each ddimensional, and for a user-specified maximum number of clusters max K , a chromosome is a vector of real numbers of dimension 
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Selecting the Objective Functions
The performance of a multi-objective clustering algorithm critically depends upon the clustering objectives it tries to optimize simultaneously. Conflict among the objective functions is often beneficial since it guides to globally optimal solutions. It also ensures that no single clustering objective is optimized leaving other probable significant objectives unnoticed.
In this work, we choose the Xie-Beni index XB q and the FCM objective function J q as the two objectives. The FCM measure J q may be defined as:
where q is the fuzzy exponent, d indicates a distance measure between the j-th pattern vector and i-th cluster (15) and the cluster membership values are recomputed. Note that the XB q index is a combination of global (numerator) and particular (denominator) situations. The numerator is similar to J m but the denominator has a factor that gives the separation between to minimum distant clusters. Hence this factor only considers the worst case, i.e. which two clusters are closest to each other and forgets about the other partitions. Here, greater value of the denominator (lower value of whole index) signifies a better partitioning. Thus it is evident that J m and XB q indices should be simultaneously minimized in order to get good solutions. The two terms at the numerator and the denominator of XB q may not attain their best values for the same partitioning when the data has complex and overlapping clusters, such as remote sensing image data.
Avoiding Erroneous Vectors
There is a possibility that in our scheme, during computation of the XB or J q , a division by zero may be encountered. This may occur when one of the selected cluster centers in a DE-vector is outside the boundary of distributions of the data set. To avoid this problem we first check to see if any cluster has fewer than two data points in it. If so, the cluster center positions of this special chromosome are re-initialized by an average computation. We put k n data points for every individual cluster center, such that a data point goes with a center that is nearest to it
Selecting the Best Solution from Pareto-front
Multi-objective clustering does not return a single solution, but a set of clustering solutions. These individual groupings correspond to different tradeoffs between the two objectives and, in our case, also consist of different numbers of clusters. Several researchers have already investigated the identification of promising solutions from Pareto front approximations recently [22, 23] . For choosing the most interesting solutions from the Pareto front, we apply Tibshirani et al.'s Gap statistic [24] , a statistical method to determine the number of clusters in a data set. The Gap statistic is based on the expectation that the most suitable number of clusters shows in a significant "knee" when plotting the performance of a clustering algorithm (in terms of a selected internal evaluation measure) as a function of the number of clusters.
Evaluating the Clustering Quality
In this work, the final clustering quality is evaluated using two external measures. Specifically we choose the Adjusted Rand Index [25] (which is a generalization of the Rand index [26] ) and the Sihouette index [27] . Silhouette width reflects the compactness and separation of the clusters. Given a set of data points } ,...., 
is defined as the mean silhouette width over all the data points:
Greater values of ) (C s (near to 1) reflect that most of the data points are correctly clustered and this in turn indicates a better clustering solution. Silhouette index can be evaluated for any distance measure.
IV. EXPERIMENTAL RESULTS
Datasets used
The experimental results showing the effectiveness of multi-objective DE based clustering has been provided for six artificial and four real life datasets. The artificial datasets are named as Dataset_1 to Dataset_6 with number of clusters varying from 3 to 10. Table 1 presents the number of objects, dimensionality and the number of clusters for each data. The real-life datasets are iris, wine, breast-cancer [28] and the yeast sporulation data. We consider here the microarray data on the transcriptional program of sporulation in budding yeast, the collection and analysis of which have been described in [16] . The sporulation dataset is available publicly from [31] . This dataset consists of 6118 genes measured across 7 time points (0, 0.5, 2, 5, 7, 9, and 11.5 h) during the sporulation process of budding yeast. The data are then logtransformed. Among the 6118 genes, the genes, whose expression levels did not change significantly during the harvesting, have been ignored from further analysis. This is determined with a threshold level of 1.6 for the root mean squares of the log2-transformed ratios. The resulting set consists of 474 genes. Please note that for the yeast sporulation dataset, we have used the Pearson correlation coefficient based distance measure [29] , instead of the conventional Euclidean distance (which has been used for the rest of the datasets), as it has been shown to be more effective for clustering microarray datasets [29] .
Parameters for the Algorithms
All the multi-objective DE variants have been used with 40 parameter vectors in each generation and each run of each algorithm was continued for 100 generations. The value of scale factor F is a random value between 0.5 and 1. The other parameters for the multi-objective GA (NSGA II) based clustering are fixed as follows: number of generations = 100, population size = 50, crossover probability = 0.8, mutation probability = length Chromosome _
1
. Please note that the four DE variants and the NSGA II use the same parameter representation scheme.
Presentation of Results
The mean Silhouette index values of the best-of-run solutions provided by six contestant algorithms over the 10 datasets have been provided in Table 2 . The best entries have been marked in boldface in each row. Table 3 enlists the adjusted rand index values except for Yeast sporulation data as no standard nominal classification is known for this dataset. Table 4 shows the results of unpaired t tests (standard error of difference of the two means, 95% confidence interval of this difference, the t value, and the two-tailed P value) between the best and second best algorithms in terms of average Silhouette index (we omit a similar table for adjusted rand index due to space limitations). For all cases in Table 4 , sample size = 30 and number of degrees of freedom = 58. The results listed in Tables 2 to 4 indicate that there is always one or more multi-objective DE variant that beats the NSGA II or MOCK in terms of mean Silhouette index in a statistically significant fashion. 
Significance and Data Clustering Results
The best clustering solution provided by different algorithms on the sporulation data of yeast has been visualized using the cluster profile plot (in parallel coordinates) and the heatmap plot in MATLAB 7.0.4 version. Parallel coordinates [41] is a common way of visualizing high-dimensional geometry. A point in ndimensional space is represented as a polyline with vertices on the parallel axes; the position of the vertex on the i-th axis corresponds to the i-th coordinate of the point. Cluster profile plots (in parallel coordinates) of seven clusters for the best clustering result (provided by MODE) on yeast sporulation data has been shown in Figure 1 . The blue polylines indicate the member genes within a cluster while the black polyline indicates the centroid of that gene. Cluster profile plots (Figure 1 ) also demonstrate how the cluster profiles for the different groups of genes differ from each other, while the profiles within a group are reasonably similar. 
