Tag-less Back-Translation by Abdulmumin, Idris et al.
Noname manuscript No.
(will be inserted by the editor)
Tag-less Back-Translation
Idris Abdulmumin · Bashir Shehu
Galadanci · Aliyu Garba
This work is supported by the National Information Technology Development
Agency under the National Information Technology Development Fund PhD
Scholarship Scheme 2018
Received: date / Accepted: date
Abstract An effective method to generate a large number of parallel sen-
tences for training improved neural machine translation (NMT) systems is the
use of back-translations of the target-side monolingual data. The method was
not able to utilize the available huge amount of monolingual data because of
the inability of models to differentiate between the authentic and synthetic
parallel data. Tagging, or using gates, has been used to enable translation
models to distinguish between synthetic and authentic data, improving stan-
dard back-translation and also enabling the use of iterative back-translation
on language pairs that underperformed using standard back-translation. This
work presents pre-training and fine-tuning as a simplified but more effective
approach of differentiating between the two data. The approach — tag-less
back-translation — trains the model on the synthetic data and fine-tunes it
on the authentic data. Experiments have shown the approach to outperform
the baseline and standard back-translation by 4.0 and 0.7 BLEU respectively
on low resource English-Vietnamese NMT. While the need for tagging (nois-
ing) the dataset has been removed, the technique outperformed tagged back-
translation by 0.4 BLEU. The approach reached the best scores in less training
time than the standard and tagged back-translation approaches.
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1 Introduction
Neural Machine Translation (NMT) (Bahdanau et al., 2014; Gehring et al.,
2017; Vaswani et al., 2017) has been the state-of-the-art approach for machine
translation in recent years (Edunov et al., 2018; Ott et al., 2018), outper-
forming Phrase-Based Statistical Machine Translation (Koehn et al., 2003)
when high-quality parallel data between the languages is available in abun-
dance (Zoph et al., 2016). This huge training dataset is usually scarce and
expensive to compile for many language pairs. Recently, researchers have pro-
posed methods to exploit the easier-to-get monolingual data of one or both
of the languages to augment the parallel data and improve the performance
of the translation models. Such methods include integrating a language model
(Gulcehre et al., 2017), back-translation (Sennrich et al., 2016; Hoang et al.,
2018; Graca et al., 2019), forward translation (Zhang and Zong, 2016) and
dual learning (He et al., 2016).
The back-translation approach is simple and has been the most effective
technique yet for NMT (Edunov et al., 2018; Hoang et al., 2018). The method
involves training a target-to-source (backward) model on the available real
bitext. The model is then used to translate a large amount of monolingual
sentences in the target language into synthetic source sentences, generating
the synthetic parallel data. The real and synthetic parallel data are then mixed
to train a source-to-target (forward) model. When the amount of monolingual
data used in back-translation continues to increase, a point is reached when the
model stops learning and the performance starts to drop (Fadaee and Monz,
2018). This is because the synthetic data contains more noise than the parallel
data and the model tends to learn more from the noises in the synthetic data
than from the correct sentences in the authentic data.
Extensive studies by Edunov et al. (2018) have shown that in low resource
NMT, noising beam search outputs improve the models than other generation
methods such as sampling. The authors claimed that the method enhances
source-side diversity. But the works of Caswell et al. (2019); Yang et al. (2019)
found that the noising technique only indicates to the model that a data is
back-translated and this enables the model to learn differently from the two
data. They, instead, introduced the use of tags (and gates) to indicate synthetic
inputs.
This work is aimed at simplifying the works of Edunov et al. (2018); Caswell
et al. (2019); Yang et al. (2019) that explicitly differentiate between the two
data using noise/tags/gates. Instead of noising the back-translated data, our
approach tag-less back-translation aims to enable the model to learn effi-
ciently from the two data through pre-training and fine-tuning. We hypoth-
esize that although the tagged and noising approaches improve the forward
models, the models may not be able to completely differentiate between the
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authentic and synthetic data. Also, the use of tags and noising to indicate
synthetic data may further deteriorate the quality of the already fragile data.
Pre-training involves training a model for some time on a dataset. The model
is usually not final because the parameters learned will either be fine-tuned on
an in-domain data domain adaptation or transferred to a different dataset
transfer learning. As shown in Fig. 1, the forward model will be trained on the
synthetic data and fine-tuned on the authentic data. Training the model on
synthetic data has been shown to attain a performance that is close to that
of using authentic data only (Edunov et al., 2018; Poncelas et al., 2018) and
fine-tuning has been shown to improve the model even when it is trained on
a general domain data (Sennrich et al., 2016).
We make the following contributions in this paper:
• We investigated the use of pre-training and fine-tuning to enable the for-
ward model in back-translation to differentiate between synthetic and au-
thentic data without further deteriorating the quality of the synthetic data
with tags. We investigated different training scenarios that include: pre-
training on both the synthetic and authentic data and fine-tuning on the
other dataset, fine-tuning the tagging and standard back-translation ap-
proaches, etc.
• Extensive experiments have shown that the pre-training and fine-tuning —
tag-less back-translation — not only out-performs the other approaches, it
also converges earlier, thus requiring less training time.
The remaining sections are as follows: Section 2 reviews relevant literature on
NMT, leveraging monolingual data in NMT and pre-training and fine-tuning.
Section 3 explains the tag-less back-translation approach, Section 4 describes
the data and experimental set-up used in training the models, Section 5 dis-
cusses the results obtained after the experiment. Finally, Section 6 concluded
the work and suggest future works.
2 Related Works
This section presents prior work on NMT, back-translation and pre-training
in NMT.
2.1 Neural Machine Translation (NMT)
The NMT is based on a sequence-to-sequence encoder-decoder system with
attention mechanism (Bahdanau et al., 2014; Sutskever et al., 2014; Luong
et al., 2015). The encoders and decoders are made of neural networks that
model the conditional probability p(y|x) of source sentence x, to a target
sentence y. The encoder converts the input in the source language into a set of
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vectors while the decoder converts the set of vectors into the target language
through an attention mechanism, one word at a time. The attention mechanism
was introduced to keep track of context in longer sentences (Bahdanau et al.,
2014).
The NMT model produces the translation sentence by generating one tar-
get word at every time step. Given an input sequence X = (x1, ..., xTx) and
previously translated words (y1, ..., yi−1), the probability of the next word yi
is
p(yi|y1, ..., yi−1, X) = g(yi−1, si, ci) (1)
where si is the decoder hidden state for time step i and is computed as
si = f(si−1, yi−1, ci) (2)
Here, f and g are nonlinear transform functions, which can be implemented
as long short-term memory (LSTM) network (Hochreiter and Schmidhuber,
1997) or gated recurrent units (GRU) (Cho et al., 2014), and ci is a distinct
context vector at time step i, which is calculated as a weighted sum of the
input annotations hj
Tx∑
j=1
ai,jhj (3)
where hj is the annotation of xj calculated by a bidirectional Recurrent Neural
Network. The weight ai,j for hj is calculated as
ai,j =
exp ei,j∑Tx
t=1 exp ei,t
(4)
and
ei,j = va tanh(Wsi−1 + Uhj) (5)
where va is the weight vector, W and U are the weight matrices.
All of the parameters in the NMT model, represented as θ, are optimized to
maximize the following conditional log-likelihood of the M sentence aligned
bilingual samples
L(θ) =
1
M
M∑
m=1
Ty∑
i=1
log(p(ymi |ym<i, Xm, θ)) (6)
To remove the recurrence and enable parallelization across multiple GPUs
during training, the convolutional neural networks were used to create the
convolutional NMT (CNMT) encoder-decoder architecture (Gehring et al.,
2017; Wu et al., 2019). The CNMT utilizes 1-dimensional convolutional layers
followed by gated linear units, GLU (Dauphin et al., 2016). The decoders
compute and apply attention to each of the layers. The model uses positional
embeddings along with residual connections (Gehring et al., 2017).
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The transformer (Vaswani et al., 2017; Dehghani et al., 2019) architecture
was introduced to remove the recurrence and convolutions of previous archi-
tectures. The transformer is based solely on multi-headed self-attention lay-
ers. It enables parallelization across multiple GPUs, thereby, reducing training
time. The architecture is used in current state-of-the-art translation systems
(Edunov et al., 2018; Ott et al., 2018).
2.2 Leveraging Monolingual Data for NMT
The use of monolingual data of target and/or source language has been stud-
ied extensively to improve the performance of translation models, especially
in low resource settings. Gulcehre et al. (2017) explored the use of language
models trained on monolingual data, Currey et al. (2017); Burlot and Yvon
(2019) proposed augmenting a copy or slightly modified copy respectively of
the target data as source, Sennrich et al. (2016) proposed the back-translation
approach, Zhang and Zong (2016) proposed the forward translation and He
et al. (2016) used both forward and back-translations to improve the trans-
lation models. The back-translation approach has been shown to outperform
other approaches in low and high resource languages (Edunov et al., 2018;
Hoang et al., 2018).
Various studies have investigated back-translation to improve the backward
model, to select the most suitable generation/decoding methods and to reduce
the impact of the ratio of the synthetic to real bitext. The quality of the models
trained using back-translation depends on the quality of the backward model
(Edunov et al., 2018; Fadaee and Monz, 2018; Hoang et al., 2018; Burlot and
Yvon, 2019; Graca et al., 2019; Kocmi and Bojar, 2019; Yang et al., 2019).
To improve the quality of the synthetic parallel data, Hoang et al. (2018)
used iterative back-translation iteratively using the back-translated data to
improve the backward and forward models. Kocmi and Bojar (2019) and Dabre
et al. (2019) used high resource languages through transfer learning and Zhang
et al. (2018) explored the use of both target and source monolingual data to
improve both the backward and forward models.
Niu et al. (2018) trained a bilingual system based on Johnson et al. (2017)
to do both forward and backward translations, eliminating the need for two
separate models. Poncelas et al. (2019) used Transductive data selection meth-
ods to select monolingual data that are in the same domain as the test set for
back-translation, improving performance.
The works of Fadaee and Monz (2018); Poncelas et al. (2018) have found that
the ratio of synthetic to authentic data affects the performance of the models
most. When the ratio is high, the model tends to learn from the synthetic
data, which contains more mistakes than the authentic data. Investigations
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Fig. 1 Tag-less Back-Translation: Training the forward model on the synthetic parallel data
generated using the backward model. The forward model is then fine-tuned on the authentic
data
have found that sampling and adding noise to beam search output outper-
forms the regular beam decoding technique (Edunov et al., 2018; Imamura
et al., 2018). These approaches improve the models by enhancing source-side
diversity. Caswell et al. (2019) claimed, instead, that noise only indicates to
the model that the input is either synthetic or authentic, enabling the model
to better utilize the two data.
Yang et al. (2019) and Caswell et al. (2019) used tags (and gates) to enable
the model to distinguish between the data and the approach has been shown
to utilize more synthetic data, outperforming standard back-translation and
enhancing the efficiency of iterative back-translation.
2.3 Pre-training and Fine-tuning
Pre-training has been used successfully in various machine learning tasks to
improve performance when the data is not enough to train a good enough
model. It was used for training word embeddings (Mikolov et al., 2013), com-
puter vision (Whatmough et al., 2019), domain adaptation (Edunov et al.,
2018) and low resource NMT (Zoph et al., 2016).
In NMT, the approach was used in transfer learning. The transfer learning
for machine translation approach involves training a model on a high resource
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Algorithm 1: Tag-less Back-Translation
Input: Parallel data DP = {(x(u), y(u))}Uu=1 and Monolingual target data Y = {(y(v))}Vv=1
1: procedure BACK-TRANSLATION
2: Train backward model Mx←y on bilingual data DP
3: Use Mx←y to create D′ = {(x(v), y(v))}Vv=1, for y ∈ Y ;
4: Pre-train forward model Mx→y on parallel data D′;
5: Fine-tune the forward model Mx→y on parallel data DP ;
6: end procedure
Output: forward model Mx→y
language pair and transferring the training on a low resource pair. The works
of Zoph et al. (2016); Nguyen and Chiang (2017); Kocmi and Bojar (2018)
have shown tremendous improvements over models that are trained with the
low resource data from scratch.
Pre-training has been used in back-translation. Sennrich et al. (2016) showed
that fine-tuning a pre-trained model on in-domain data improves the quality of
back-translation model. Popel (2018) pre-trained the model on the authentic
data and fine-tunes it on the mixed synthetic and authentic data. Kocmi and
Bojar (2019) and Dabre et al. (2019) pre-trained a model on a high resource
language and fine-tunes it on a low resource language pair.
3 The Model
The approach is shown in Fig. 1. As illustrated in Algorithm 1, the authen-
tic parallel data: DP = {(x(u), y(u))}Uu=1 is used to train a target-to-source
model, Mx←y. This model — the backward model — is used to translate the
monolingual target data, Y = {(y(v))}Vv=1, to generate the synthetic parallel
data: D′ = {(x(v), y(v))}Vv=1. The synthetic data is then used to train the for-
ward model, Mx→y, until no improvement is observed on the development set.
Finally, the forward model is fine-tuned on authentic data.
4 Experiments
4.1 Data
For this work, we use the preprocessed (Luong et al., 2015) low resource
English-Vietnamese parallel data of the IWSLT 2015 Translation task (Cet-
tolo et al., 2017). We used the 2012 and 2013 test sets for development and
testing respectively. For the monolingual data, we used the preprocessed En-
glish monolingual data of WMT 2014 English-German translation task (?).
The statistics of the datasets are shown in Table 1. We shuffled the monolin-
gual data and selected 400k monolingual sentences which is thrice as much as
the En-Vi parallel data.
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Table 1 Datasets Used
Dataset Train Dev Test
IWSLT15 En-Vi 133, 317 1, 553 1, 268
WMT14 EnDe parallel data Mono English 700, 000 - -
4.2 Set-up
We used the TensorFlow (Martn et al., 2015) implementation of the Open-
NMT (Klein et al., 2017) framework to train the models. The set-up is based on
the NMTSmallV1 configuration. Specifically, the configuration is a 2-layer uni-
directional LSTM encoder-decoder model with Luong attention (Luong et al.,
2015). It has 512 hidden units and a vocabulary size of 50,000 for both source
and target languages. The models are trained for a total of 200,000 training
steps or when there is no improvement of over 0.2 BLEU after four training
steps. We used Adam (Kingma and Ba, 2014) optimizer and a batch size of
64 with a dropout probability of 0.3, a static learning rate of 0.0002 and the
models are evaluated on the development set after every 5,000 training steps.
The models were evaluated using the bi-lingual evaluation understudy metric,
BLEU (Papineni et al., 2002), specifically the multi-bleu (Koehn et al., 2007)
implementation.
We first created a baseline Vietnamese-English (Vi-En) model on the avail-
able parallel data. The model trains for 75,000 steps before the stopping cri-
teria was met. We then trained a backward (En-Vi) model for 55,000 steps.
We used checkpoint averaging on the last 8 checkpoints to obtain the best
performance 25.79 BLEU. This ensemble model was used to back-translate
the monolingual English data to generate synthetic parallel data. We mixed
the two data synthetic and authentic without differentiating between the two
and used the resulting large dataset to train a forward model. We labelled this
model as standard bt for standard back-translation (Sennrich et al., 2016).
This model was trained for 165,000 before the stopping criteria were met.
Finally, the synthetic corpus was used to pre-train a forward model tagless bt
for 130, 000 steps. The authentic parallel data was then used to fine-tune the
tagless bt model for a further 35, 000 training steps. Stopping at each of these
steps were based on the stopping criteria. The baseline model was trained
for further 110, 000 steps but the performance continues to flatten without
observing any improvement. The training was, thus, stopped at this step and
not until the 165, 000 steps as in the other two models.
After the pre-training, the vocabulary of the checkpoint to be fine-tuned was
always updated with the vocabulary of the new training dataset. This update
is done to infuse words (vocabulary) that are not previously included in the
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Table 2 Performance of Tag-less Back-translation compared to the baseline and standard
back-translation models.
baseline standard bt tagless bt
best BLEU (training step) 21.19 (65k) 24.46 (155k) 25.16 (145k)
average 22.22 25.28 25.77
Table 3 Performance of Tag-less Back-translation: pre-training on synthetic data and fine-
tuning on authentic data Vs pre-training on authentic data and fine-tuning on synthetic
data.
tagless bt reverse tagless bt
best BLEU (training step) 25.16 (145k)
21.19 (65k) - pre-train
18.95 (100k) - fine-tune
average 25.77 18.91
training dataset and the frequency of such words is significant to be included
in the training vocabulary. Weights of shared vocabularies are copied to the
new checkpoint which will be fine-tuned.
5 Result and Analysis
5.1 Pre-training and Fine-tuning
The backward model achieved the best BLEU score of 24.78 after 55,000
training steps.
The pre-trained model performed very low compared to the baseline and the
standard bt models. This is obviously because the quality of the data used in
the training the model is low. The synthetic data, although generated from a
reasonably good backward model, is not sufficient to train a model whose qual-
ity is the same as the other models that are trained in whole or in part with the
authentic data. Fine-tuning the model on the authentic data results in a sharp
rise in performance. The model was fine-tuned until the stopping criteria were
met. The approach outperformed the baseline and standard back translation
models by ∼4.0 and ∼0.7 BLEU respectively. The gap in performance was,
however, reduced to ∼3.6 and ∼0.5 BLEU after checkpoint averaging.
The evaluation scores of the best models and the improved models obtained
after taking the checkpoint averaging of the last 8 checkpoints are shown in
Table 2. In Fig. 2, we show how the BLEU scores continue to improve with
an increase in training steps. The tagless bt model continues to outperform
the two others during training, specifically during the fine-tuning stage. Apart
from the baseline whose performance is well below the other two models —
standard bt and tagless bt, the tagless bt converged earlier than the standard bt
and reached a better performance despite training for 10, 000 fewer steps.
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Fig. 2 Tag-less back-translation: pre-training on synthetic data and fine-tuning on authentic
data. Showing how this technique compares to the baseline and the standard back-translation
approaches.
Fig. 3 Fine-tuning the baseline model on the synthetic data
5.2 Fine-tuning: Synthetic Vs Authentic Data
Our technique proposed pre-training the forward model on the synthetic par-
allel data and fine-tuning the model afterwards on the authentic data. This
was proposed to enable the model to unlearn the mistakes it learned from the
synthetic data using correct sentences in the authentic parallel data. We ex-
periment the other way round to investigate the effects of pre-training on the
authentic data and fine-tuning on the synthetic data. We used the baseline as
the pre-trained model and fine-tune it on the synthetic data.
This approach did not show any benefit to the final forward model. As shown
in Fig. 3, the performance of the model decreased and the curve flattens as
the number of training steps increases. The best and average scores are shown
in Table 3.
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Table 4 Performance of Tag-less Back-translation compared to the Tagged back-translation
model.
tagged bt tagless bt
best BLEU (training step) 24.76 (165k) 25.16 (145k)
average 25.05 25.77
Fig. 4 Tagged Vs Tag-less back-translation
5.3 Tagged Vs Tag-Less Back-translation
We compared the performance of the tagless bt model — our technique —
with the tagged back-translation (Caswell et al., 2019). The synthetic sources
were labelled with the <BT> token at the beginning of each sentence and
mixed with the authentic sources to generate the mixed tagged parallel corpus.
This mixed data is used to train the forward tagged back-translation model —
tagged bt. The tagged bt model stopped at 125,000 steps and the training was
continued up to 165,000 steps to equal the number of training steps reached by
the tagless bt model. Our technique outperforms the best score of the tagged
approach by ∼0.7 BLEU.
5.4 Quantity of Monolingual Data
Our work hypotheses that the more monolingual data available, the more the
performance of the model decreases if the model is not able to differentiate
between the two data, therefore, learning efficiently. We experiment with dif-
ferent ratios of the authentic to synthetic data. We sample the authentic to
synthetic data in the ratios, 1:1, 1:3 and 1:5. The result is shown in Table 5.
We also pointed out that since the data is mixed in both the standard and
tagged back-translation approaches, the model may not be able to completely
differentiate between the data, although in the latter approach, the model is
expected to treat the tagged synthetic sources as a different domain.
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Table 5 Using different ratios of the authentic to synthetic data.
tagged bt tagless bt
1:1 1:3 1:5 1:1 1:3 1:5
best BLEU
(training step)
22.73
(85k)
24.76
(165k)
24.62
(155k)
20.58
(105k)
25.16
(145k)
25.69
(155k)
average 22.73 25.05 25.47 20.08 25.77 25.66
Table 6 Performance of Tag-less Back-translation compared to the Tagged back-translation
model.
tagged bt (1:5) standard bt (1:3)
baseline fine-tune baseline fine-tune
best BLEU
(training step)
24.62
(155k)
25.55
(175k)
24.46
(155k)
25.15
(180k)
average 25.47 25.64 25.28 25.32
The best scores continue to rise from using the same amount of monolingual
data for back-translation to using three times the authentic data of the mono-
lingual data for back-translation. It is observed that the performance dropped
slightly when we used five times the amount of available parallel data. The per-
formance of the tag-less back-translation models continues to increase when
the ratio of authentic to monolingual data is increased. This supports the
hypothesis that although the tagged back-translation explicitly differentiate
between the two data, the model may not be able to differentiate between
them completely during training.
However, when the same number of monolingual sentences are used as the
authentic data (1:1), the performance of the tagged approach out-performs
the tag-less approach. This may be because the amount of synthetic data used
was not sufficient to pre-train a good model.
For the experiment above, it can be proposed that the best ratio for mixing
authentic and synthetic data when training a tag-less back-translation system
is three synthetic parallel sentences for every authentic sentence pair. Although
the performance for the individual model increases when the ratio is increased
to 1:5, that of the average model obtained from the last 8 checkpoint dips a
little.
5.5 Fine-tuning Standard And Tagged Back-Translations
The work of Popel (2018) reported no observable advantage of using the
authentic data to train the forward model and fine-tuning it henceforth on the
mixed data. Instead, we train the forward model on the mixed data first and
then fine-tune it on the authentic data. As shown in Table 6, this approach
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reaches the same performance as the tag-less back-translation using the same
amount of synthetic sentences albeit after 30,000 more training steps. The tag-
less approach converges earlier than fine-tuning the standard back-translation
model, at 145,000 training steps.
We also explored the use of fine-tuning to determine whether or not the
tagged approach will be improved. After fine-tuning the tagged bt (1:5) model
for a further 35,000 training steps, the performance gained was a significant
+0.9 BLEU after just 20,000 steps of fine-tuning. The performance is still
short of the tagless bt (1:5) that is trained for only 155,000 steps (20,000 steps
fewer) by -0.1 BLEU.
6 Conclusions and Future Work
This work has shown that an NMT model pre-trained on synthetic data
and fine-tuned on the authentic data outperforms the successful method of
tagging the synthetic data in low resource NMT. While the technique enable
models to converge quickly than in both standard and tagged back-translation
approaches, it enable the models to differentiate between authentic and syn-
thetic data. This enhances the performance of the model by +0.7 and +0.4
BLEU over standard and tagged back-translation approaches respectively.
The approach, however, does not improve the performance when the final
model is trained on the authentic data and then fine-tuned on the synthetic
data. This approach makes the model to unlearn the useful representations
learned by the model in favour of the noise in the synthetic data. This explains
the hypothesis that without differentiating between the two data, the synthetic
data is most likely to hurt the performance of the forward model.
It was shown also, that the more synthetic data used, the better the perfor-
mance of the forward model. It is suggested in the work that the best ratio of
authentic to synthetic data for pre-training and fine-tuning is 1:3 but the most
effective ratio was not yet determined through thorough experimentation. This
will inform the basis of future works.
We experiment fine-tuning the models trained using the standard and tagged
back-translation approaches. The results showed the standard back-translation
equalling the performance of the tag-less approach after many more rounds of
training. The performance of the tagged approach improved considerably but
still trailed the tag-less approach.
Finally, we intend to investigate the technique in high resource languages in
the future.
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Appendix
Table 7 Performance of Tag-less Back-translation compared to the baseline and standard
back-translation models. BLEU Scores for each Checkpoint of the Models (best score at
each step shown in bold).
training step
(thousands)
baseline standard bt
tagless bt
pre-train fine-tune
5 2.50 1.92 2.88
10 4.25 3.50 7.54
15 5.54 11.34 10.70
20 6.68 15.83 12.86
25 10.87 17.20 12.96
30 16.89 19.47 14.07
35 19.47 18.95 15.10
40 20.37 20.81 15.59
45 21.09 21.61 15.61
50 20.13 22.18 15.99
55 21.09 21.98 16.69
60 21.11 22.35 16.66
65 21.19 22.37 16.73
70 20.17 23.43 17.63
75 19.41 22.92 17.13
80 20.43 23.41 17.33
85 20.18 23.62 16.97
90 19.80 23.71 17.85
95 20.36 23.77 17.30
100 19.48 23.73 17.31
105 19.63 24.07 17.36
110 19.77 23.99 17.34
115 - 24.07 16.93
120 - 23.98 17.35
125 - 24.30 17.64
130 - 24.15 17.62
135 - 24.18 23.70
140 - 24.42 25.12
145 - 23.65 25.16
150 - 24.39 24.93
155 - 24.46 24.68
160 - 24.11 24.29
165 - 24.12 24.25
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Table 8 Tagged Vs Tag-less Back-translation. BLEU Scores for each Checkpoint of the
Models (best score at each step shown in bold).
training step
(thousands)
tagged bt
tagless bt
pre-train fine-tune
5 1.78 2.88
10 3.64 7.54
15 9.88 10.70
20 15.29 12.86
25 16.99 12.96
30 19.22 14.07
35 19.62 15.10
40 19.71 15.59
45 20.99 15.61
50 22.03 15.99
55 21.85 16.69
60 22.03 16.66
65 22.33 16.73
70 22.95 17.63
75 23.05 17.13
80 22.90 17.33
85 23.25 16.97
90 23.91 17.85
95 23.87 17.30
100 23.69 17.31
105 24.21 17.36
110 23.91 17.34
115 23.90 16.93
120 24.33 17.35
125 24.08 17.64
130 24.34 17.62
135 24.17 23.70
140 24.27 25.12
145 24.28 25.16
150 24.44 24.93
155 24.15 24.68
160 24.50 24.29
165 24.76 24.25
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Table 9 Pre-training on the authentic data (baseline model) and fine-tuning on the syn-
thetic data. BLEU Scores for each Checkpoint of the Model
training step
(thousands)
pre-train fine-tune
5 2.50 -
10 4.25 -
15 5.54 -
20 6.68 -
25 10.87 -
30 16.89 -
35 19.47 -
40 20.37 -
45 21.09 -
50 20.13 -
55 21.09 -
60 21.11 -
65 21.19 -
70 20.17 -
75 19.41 20.00
80 - 17.60
85 - 17.57
90 - 18.16
95 - 17.62
100 - 18.95
105 - 17.98
110 - 18.04
115 - 18.63
120 - 18.36
125 - 18.20
130 - 18.25
135 - 18.46
140 - 18.09
145 - 18.32
150 - 17.94
155 - 18.21
160 - 18.25
165 - 18.38
170 - 17.69
average - 18.91
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Table 10 Using a different ratio of authentic to synthetic parallel data and its effect on
performance. BLEU Scores for each Checkpoint (tagless bt colour code: BLACK pre-train,
RED fine-tune)
training step
(thousands)
tagged bt tagless bt
1:1 1:3 1:5 1:1 1:3 1:5
5 2.31 1.78 1.87 0.77 2.88 1.02
10 3.31 3.64 3.23 1.86 7.54 1.90
15 7.35 9.88 4.05 2.94 10.70 2.93
20 14.45 15.29 5.08 3.62 12.86 3.31
25 17.12 16.99 5.71 4.16 12.96 4.87
30 18.54 19.22 13.36 3.97 14.07 4.63
35 20.45 19.62 16.41 4.53 15.10 5.18
40 21.76 19.71 17.28 4.33 15.59 6.29
45 21.86 20.99 19.20 4.97 15.61 6.84
50 21.96 22.03 19.93 4.43 15.99 9.30
55 22.87 21.85 20.33 4.37 16.69 12.57
60 22.71 22.03 20.85 4.38 16.66 15.45
65 23.05 22.33 21.62 4.42 16.73 15.89
70 23.33 22.95 21.83 4.80 17.63 16.77
75 22.84 23.05 21.84 8.91 17.13 16.04
80 23.25 22.90 23.05 14.34 17.33 16.91
85 23.51 23.25 22.56 18.42 16.97 16.97
90 22.99 23.91 23.15 20.21 17.85 17.48
95 23.06 23.87 23.62 19.65 17.30 17.26
100 22.89 23.69 23.37 20.58 17.31 17.70
105 22.96 24.21 23.58 20.44 17.36 17.44
110 22.80 23.91 23.49 19.64 17.34 18.17
115 22.92 23.9 23.90 20.03 16.93 17.79
120 22.83 24.33 23.69 19.40 17.35 17.96
125 22.29 24.08 23.79 19.35 17.64 17.43
130 22.53 24.34 24.10 19.30 17.62 18.23
135 22.43 24.17 24.01 18.58 23.70 17.97
140 22.36 24.27 24.52 18.75 25.12 18.29
145 22.34 24.28 24.57 18.38 25.16 24.95
150 22.08 24.44 23.88 - 24.93 25.54
155 22.08 24.15 24.62 - 24.68 25.69
160 21.74 24.50 24.49 - 24.29 25.18
165 22.14 24.76 24.12 - 24.25 24.05
average 22.73 25.05 25.47 20.08 25.77 25.66
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Table 11 Fine-tuning the tagged and standard back-translations
training step
(thousands)
tagged bt (1:5) standard bt (1:3)
165 23.38 24.21
170 25.11 24.61
175 25.55 24.87
180 24.99 25.15
185 24.79 24.11
190 23.58 23.98
195 23.37 23.36
200 23.15 22.97
average 25.64 25.32
