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Abstract-The secant method is one of the most popular methods for root finding. Standard text 
books in numerical analysis state that the secant method is superlinear: the rate of convergence is set 
by the gold number. Nevertheless, this property holds only for simple roots. If the multiplicity of the 
root is larger than one, the convergence of the secant method becomes linear. This communication 
includes a detailed analysis of the secant method when it is used to approximate multiple roots. Thus, 
a proof of the linear convergence is shown. Moreover, the values of the corresponding asymptotic 
convergence factors are determined and are found to be also related with the golden ratio. @ 2003 
Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The secant method is a variation of the Newton-Raphson method due to Newton himself [l]. The 
Newton-Raphson method converges quadratically to simple roots. Nevertheless, the convergence 
degenerates to linear when approximating a root with multiplicity m larger than 1. On the other 
hand, it is well known that the secant method is superlinear for simple roots. It has also been 
noticed that the superlinear behavior is lost for multiple roots. This note recalls a compact proof 
of the convergence properties of the Newton-Raphson method and performs an accurate analysis 
of the secant method in front of multiple roots. 
1.1. Assessing the Convergence 
The goal of an iterative solver for nonlinear scalar equations is to approximate cx such that 
;(f)yAjb ein a g g iven function. The iterative method furnishes a sequence of approximations 
2 ,x ,x ,... }. The analysis of the convergence of such a method is based on characterizing the 
evolution of the error sequence {e0,e1,e2,. .}, where ek := cy - xk. The method is said to be 
convergent if 
lim lekj =O. 
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More precisely, the method is said to have convergence of order p if there exists X such that 
where X is denoted by the asymptotic error constant (AEC) [2]. When p = 1, convergence is 
reached only if X 5 1 (linear convergence). 
Assuming that the method is convergent, that is, equation (1) holds, the order of convergence 
of the method is studied using the following truncated Taylor expansions: 
f (xk). = -f’(0)ek + if”(a) (ek)” + 0 ( Iek[“) (3) 
(recall that f(o) = 0) and 
f’ (x”) = f’(a) - f”(a)ek + 0 (Ie”I”) . (4) 
If o is of multiplicity m > 1 (that is, f(o) = f’(a) = . . = fmP1(o) = 0), equation (3) is replaced 
by 
f (x”) = yfm(a) (ek)m + 0 ( (eklm+‘) , 
and equation (4) is replaced by 
f’ (x”) =i:rir f”(a) (ek)m-l + 0 ( Ieklm) . 
1.2. Convergence of the Newton-Raphson Method 
The analysis of the Newton-Raphson method is recalled because both the framework and the 
results are very similar to those of the secant method. Newton-Raphson iteration generates a 
sequence of approximations using the following expression: 
The corresponding expression for the error is 
(8) 
The analysis of the behavior of the method for simple roots (f’(o) # 0) is performed by 
replacing equations (3) and (4) in equation (8), that is, 
,k+l - 
-(1/2)7’(a) (e”)’ + 0 ( Iek[“) 
- 
f’(a) - f”(a)ek + 0 ( Iek12) ’ 
(9) 
Assuming that the method is convergent, in the asymptotic range (for k --f oo), the higher-order 
terms in equation (9) are neglected. In the following the “asymptotic equality” is denoted by x 
and is used when the equality holds for k -+ co. Then, 
,k+l x 
-WV”(a) (e”)” 
f’(a) 
and (10) 
Therefore, the convergence is quadratic (p = 2). 
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On the contrary, when the root is of multiplicity m > 1, the analysis is performed by replacing 
equations (5) and (6) in equation (8), that is, 
ekfl =ek+ 
((-l)m/m!) fn(o) (ek)m + 0 (jeklm+l) 
((-l)“-i/(m - l)!) fm(,) (ek)“-’ + 0 (leklm) = 
ekl-llm+o(lekl). (11) 
1 + 0 &“I) 
Then, in the asymptotic range, 
,k+l x that is, lim - - (12) 
Consequently, for roots of multiplicity m, the method exhibits linear convergence with AEC equal 
to 1 - l/m. In particular, for double roots (m = 2) the AEC is l/2. 
The same kind of analysis is performed to derive the convergence properties of the secant 
method for both simple and multiple roots. 
2. ANALYSIS OF THE SECANT METHOD 
The secant method may be seen as a variation of the Newton-Raphson method. The derivative 
in equation (7) is replaced by an incremental rate 
f’ (xk) ~ f b”) - f (‘“-‘) 
5k-5k-l ’ 
Thus, the secant iteration is obtained by replacing equation (13) 
xk+l - xk--lf (x”) - x”f (x”“) - 
f (xk) - f (xk-1) . 
(13) 
in equation (7), that is, 
The corresponding sequence of errors is generated by the following expression: 
e”+l - ekmlf (x”) - e”f (Xk+l) - 
f (xk) - f (xk-1) . 
(14 
(15) 
2.1. Behavior for Simple Roots 
Let a be a simple root (f’(a) # 0). A ssume that the method is convergent (that is, equation (1) 
holds). Introducing the expansion of equation (3) and the corresponding version for f(xk-‘) in 
equation (15), one gets 
ek+l - 
1/2f”(cr)ekek-’ i-0 (Ie”l”) - 
f’(a) + 1/2f”(cu) (ek + ekml ) + 0 (lek13) ’ 
(16) 
where, since convergence is assumed, the term 0 (lek-’ I’) dominates the term 0 ( leklr) for T = 3 
and T = 4. Then, the asymptotic version of equation (16) (for k -+ oo) is 
(17) 
Extracting the logarithm of equation (17)) and introducing the notation ak := In ek yields 
In ek+l =: C + In ek + In ek--l and ak+l x C + ak + ak--l, 08) 
where C := In(f”(cr)/2f’(cr)). Th a is, the sequence {a”} (k = 1,2,. . . ) is a Fibonacci numerical t 
sequence. 
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Assume the following asymptotic behavior: 
uk+l x !Buk + p. (19) 
Then, imposing (18) for k and k + 1, the only possible (positive) values for Cp and p are found to 
be 
6,=6+1 - M 1.618 
2 
and (20) 
Of course, Q, is the gold number related with the Fibonacci sequences. 
To verify that the assumption introduced in equation (19) is valid in the asymptotic range, we 
introduce the error associated with this hypothesis, that is, 
Ek+l := uk+l - (ad + p) . (21) 
We characterize the evolution of the error in the assumption of equation (19) replacing equa- 
tion (21) in equation (18). That yields 
That is, the error .sk tends linearly to 0 because l/Q, = 0.618 < 1. Consequently, equation (19) 
tends to be verified, asymptotically. 
Thus, in the asymptotic range, equation (19) holds, and therefore, 
ek+l =: exp(P) (e”)” , 
that is, the secant method exhibits superlinear convergence (convergence of order p = Q, > 1) 
with AEC X = expp = (f”(o)/2f’(a)) I/’ . The proof of this property is classical but, not unique, 
see [3] for two different options and a discussion. 
2.2. Behavior for Multiple Roots 
Let Q: be a root with multiplicity m > 1. 
Introducing the expansion of equation (5) and the corresponding version for f(~‘-‘) in equa- 
tion (15), one gets 
,k+l - 
,$--I (ek)m - ek (e”-l)m + 0 (l&l Imf2) 
(ek)” - (ek-l)m + 0 ((ek-l/m+l) ’ 
(24) 
where, since convergence is assumed, the term O(]e”-‘I’) dominates the term O(]e”]‘) for T = 
mfl andr=m+2. 
2.2.1. Double roots (m = 2) 
For double roots, neglecting the terms O(]ek-1]3) and O(]ek-1]4), equation (24) becomes 
,k+l v 
ek-lek 
- ek + ek-l ’ 
and equation (25) may be rewritten as 
1 1 1 
x--f-. 
ek+l ,k ek-l (26) 
Thus, the sequence of l/ek, k = 0, 1,2,. . . , is a Fibonacci sequence (with C = 0). Then, according 
to the previous section, the following expressions hold in the asymptotic regime: 
and therefore, ek+’ =: $ek. 
Recall that l/Q, = Q, - 1 z 0.618. Thus, for double roots, the secant method exhibits linear 
convergence with AEC equal to @ - 1. 
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2.2.2. Multiplicity larger than 2 (m > 2) 
The superlinear converge is lost for double roots. Then, for m > 2, the secant method is also 
assumed to be linear with AEC equal to X. Thus, in the asymptotic range, the following equality 
holds: 
ek+l x Xe’“. (28) 
An equation for X is recovered introducing equation (28) in equation (24) and neglecting higher- 
order terms 
x2 = z =+ X(X - 1) (X” + X”--l - 1) = 0. (29) 
This polynomial equation has a unique root such that 0 < X < 1. This root is slightly lower 
than (and almost equal to for large m) (1/2)l/“. Obviously for m = 2 the value of the previous 
section is recovered and for m = 3 an analytical expression is also available 
x = $ (100 + 12&S) 1’3 + 
2 
3 (100 + 12&S) 1’3 
- l/3 M 0.7548776667. 
3. CONCLUSION 
The analysis performed in this work proves that the convergence behavior of the secant method 
is analog to behavior of the Newton-Raphson method. The convergence properties of both meth- 
ods are summarized in Tables 1 and 2. The analysis shows that the secant method loses the 
superlinear behavior when the root has multiplicity larger than one. Moreover, the AEC is 
characterized as one of the solutions of a polynomial equation of degree m. 
Table 1. Summary of the convergence behavior of Newton-Raphson method. 
Table 2. Summary of the convergence behavior of the secant method. 
Multiplicity (m) Order (p) AEC (X) 
1 a 72 1.618 
2 
m 1 0 < X < 1 such that 
Xn+Xm-l-1=0 
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