Energy levels, radiative rates (A-values) and lifetimes, calculated with the grasp code, are reported for an astrophysically important O-like ion Mg V. Results are presented for transitions among the lowest 86 levels belonging to the 2s 2 2p 4 , 2s2p 5 , 2p 6 , and 2s 2 2p 3 3 configurations. There is satisfactory agreement with earlier data for most levels/transitions, but scope remains for improvement. Collision strengths are also calculated, with the darc code, and the results obtained are comparable for most transitions (at energies above thresholds) with earlier work using the DW code. In thresholds region, resonances have been resolved in a fine energy mesh to determine values of effective collision strengths (Υ) as accurately as possible. Results are reported for all transitions at temperatures up to 10 6 K, which should be sufficient for most astrophysical applications. However, a comparison with earlier data reveals discrepancies of up to two orders of magnitude for over 60% of transitions, at all temperatures. The reasons for these discrepancies are discussed in detail.
Introduction
Spectral lines of Mg V are frequently observed from a wide range of astrophysical plasmas, including the Sun (see for example, [1] , [2] , [3] , [4] ), other stars [5] , and planetary nebulae [6] . Similarly, Mg V lines have also been detected from laboratory plasmas ( [7] , [8] ). Since many emission line pairs of Mg V are density or temperature sensitive [9] , they provide excellent diagnostics for astrophysical plasmas. However, the analysis of observations requires information on atomic data, such as energy levels, radiative rates (A-values), and excitation rates which are obtained from the collision strengths (Ω). Measurements of energy levels for Mg V have been compiled and assessed by [10] and their recommended values are available on the NIST (National Institute of Standards and Technology) website http://www.nist.gov/pml/data/asd.cfm. However, to our knowledge there are no measurements for the A-values and Ω, and therefore theoretical results for these are required.
Early calculations for Ω (and effective collision strengths Υ) for Mg V were performed by [11] and [12] , but only for transitions among levels of the n=2 configurations. Their results are not sufficient for the analysis of observed lines in the x-ray region, because these arise from levels of the n=3 configurations [13] . Therefore, [14] extended the work to include 37 levels of the 2s 2 2p 4 , 2s2p 5 , 2p 6 , 2s 2 2p 3 3s, and 2s 2 2p 3 3p configurations. They adopted the Breit-Pauli R-matrix method of [15] , although their calculations were primarily in LS coupling (Russell-Saunders or spin-orbit coupling). However, for a lowly ionised ion, such as Mg V, this method should not affect the accuracy of the calculated data, because relativistic effects are not too important. Furthermore, [14] resolved resonances in a narrow energy mesh and presented values of Υ over a wide temperature range, up to 10 7 K. However, a much larger calculation involving 86 levels of the 2s 2 2p 4 , 2s2p 5 , 2p 6 , and 2s 2 2p 3 3
configurations, has already been reported by [13] . For the calculation of energy levels they adopted the SuperStructure (SS) code and considered up to 24 configurations (n ≤ 4). However, for the scattering calculations, their wavefunctions were rather basic (among the above listed six configurations) and hence the discrepancies between the calculated energies and the NIST compilation are significant for several levels, in both magnitude and orderings -see table 1 of [13] , and note particularly the position of the 2p 6 1 S 0 level. More importantly, they calculated their data for Ω at only five energies, in the 10-50 Ryd range, with the distorted wave (DW) method, and did not consider resonances in the thresholds region. Since resonances for transitions in Mg V are very important (see section 5), the results obtained for Υ from their calculated values of Ω are likely to be highly underestimated for many transitions, particularly non-dipole allowed ones. Therefore, recently [16] have performed yet another calculation for Mg V. They have considered the same 86 levels of the six configurations as by [13] , but have made several improvements over their work. For the determination of atomic structure (i.e. to calculate energy levels and A-values) they adopted the multiconfiguration Hartree-Fock (MCHF) code of [17] , used non-orthogonal orbitals up to n=5 ( ≤ 4), and included very large configuration interaction (CI), up to 5179. As a result, the accuracy of their calculated energy levels is much better -see their table 1. Advantages of this methodology (over the use of orthogonal orbitals) include the determination of accurate energy levels, but avoidance of pseudo resonances in the subsequent scattering calculations, as faced by [14] . However, the inclusion of such a large CI is not feasible in the scattering calculations, due to computational limitations. Therefore, [16] had to make a compromise by reducing the CI to 427 configurations, and the energies obtained with this reduced model are not too different from the larger one -see their table 1. For the calculation of Ω, [16] adopted the B-spline R-matrix (BSR) code developed by [18] . They included a moderately large range of partial waves with angular momentum J up to 29.5, but calculated Ω over a wide energy range up to 50 Ryd. To resolve resonances in the thresholds region they considered up to as narrow an energy mesh as 0.000 05 Ryd, and reported values of Υ up to T e = 10 6 K. Therefore, their calculated results not only cover a larger range of transitions, but would be expected to be the most accurate. Hence, there should be no strong reason to perform yet another calculation for Mg V. However, they conclude that they observed a good agreement for most transitions between their results of Υ and those of [14] . We do not find this to be true (as discussed below), and hence have undertaken a further calculation.
In Fig. 1 (a, b and c) we show comparisons of Υ calculated by [14] and [16] , referred to as RM1 and RM2 for convenience, at three temperatures of 10 4 , 10 5 , and 10 6 K. These are shown as the ratio (R) of Υ RM 2 /Υ RM 1 ,
with negative values indicating Υ RM 1 /Υ RM 2 . Two conclusions can be easily drawn from this figure. First, the discrepancies are large (up to two orders of magnitude) for a significant number of transitions (∼80%), and second the agreement worsens with increasing T e . It is interesting to note that at T e = 10 6 K, the Υ RM 1 of [14] are much larger than those of [16] , whereas the opposite would be expected, because the RM2 calculations included more levels, and hence significantly more resonances. We discuss these comparisons in more detail below to try to understand the reasons for the discrepancies.
At T e =10 4 K, the Υ RM 2 are larger than Υ RM 1 for many transitions, by up to two orders of magnitude.
Differences between the two sets of Υ are greater than 20% for 83% of transitions. For only a few, Υ RM 1 are larger than Υ RM 2 , by a maximum of a factor of 40. Although 10 4 K is a comparatively low temperature at which the positions and magnitudes of resonances are very important, the differences between the two sets of Υ are still very large, considering that both calculations resolved resonances in a fine energy mesh, i.e. 0.0008 Ryd in RM1 and 0.000 05 Ryd in RM2. The most noticeable discrepancies seen in Fig. 1a and magnitude of resonances may considerably affect the determination of Υ. We also note that the ordering (labelling) of these levels is that given in Table 1 (but slightly different from RM1 and RM2, which position the 2s 2 2p 3 3s 5 S o 2 level at number 11), but there is no ambiguity in comparing results. Since the discrepancy is greatest for the 5-10 transition, we focus our attention on this alone. The background value of Ω (Ω B ) for this transition in the thresholds region is ∼10 −3 in our calculations (see section 4) and is ∼10 −8 at energies well above the thresholds, comparable to the DW results of [13] , and resonances are neither too numerous nor too large in magnitude. Subsequently, our values of Υ for this transition are ∼10 −3 (see Table 5 in section 5). However, the corresponding Υ of RM1 and RM2 are lower and higher, respectively, than our result by about an order of magnitude, and hence the discrepancies. If [16] have some very large resonances close to the threshold, then their Υ may be considerably higher towards the lower end of T e . Indeed this is the case as may be noted from Fig. 1 (b and c) , because the discrepancies have decreased with increasing temperature. At T e =10 5 K, the RM1 and RM2 values of Υ differ for 79% of transitions by over 20%, and in most cases the results of [16] are larger, as seen in Fig. 1b . However, at T e =10 6 K the trend has reversed, as for most transitions the Υ of [14] are larger by up to three orders of magnitude (note that a few transitions are out of scale in Fig. 1c ). This is not expected (as noted already) and the greatest discrepancies are for the transitions: [13] and [16] , or in our calculations -see Table 5 in section 5. In conclusion, we may confidently state that the results of [14] are overestimated, at least at high T e . We therefore do not discuss their results further.
The temperature range below 10 6 K is most important for the analysis of astrophysical observations of Mg V lines [13] , and unfortunately there are large discrepancies between the values of Υ calculated by [14] and [16] , as shown in Fig. 1 and discussed above. Additionally, we have reason to suspect the accuracy of the results for Υ reported by [16] , but will discuss these in detail more appropriately in section 5. Therefore, we have performed one more calculation for this important ion, and for consistency as well as for practical (computational) reasons include the same 86 levels as by [16] . However, our approach is different (but similar) from their work because for the generation of wavefunctions we have adopted the fully relativistic grasp (General-purpose Relativistic Atomic Structure Package) code, originally developed by [19] , but significantly revised by Dr. P. H. Norrington. It is a fully relativistic code, based on the jj coupling scheme. Further higher order relativistic terms arising from the Breit interaction and QED (quantum electrodynamics) effects (vacuum polarisation and Lamb shift) have also been included in the same way as described in the original version. Additionally, we have used the option of extended average level (EAL), in which a weighted (proportional to 2j+1) trace of the Hamiltonian matrix is minimised. This produces a compromise set of orbitals describing closely lying states with moderate accuracy, and generally yields results comparable to other options, such as average level (AL). Finally, energy levels and radiative data determined with grasp are generally comparable with those obtained with other codes, such as CIV3, FAC, MCHF, and SS, provided similar CI is included.
A particularly useful feature of the adopted version is that it also has provisions for listing the LSJ designations of the levels/configurations, apart from the usual jj nomenclature of the relativistic codes. This feature helps in correctly identifying the states/levels and facilitates direct comparisons with other calculations. Another useful advantage of this version is that its output can be directly linked to the collisional code (i.e. the Dirac atomic R-matrix code, DARC), adopted here for the scattering calculations. This code also includes the relativistic effects in a systematic way, in both the target description and the scattering model, because it is based on the jj coupling scheme, and uses the Dirac-Coulomb Hamiltonian in the R-matrix approach. However, the code does not include the Breit and QED corrections, and hence the target energies obtained are slightly different (and comparatively less accurate) than from grasp. A disadvantage of this code is that the calculations are more time consuming because the size of the Hamiltonian matrix is large, due to the inclusion of fine-structure in the definition of channel coupling. On the other hand, an advantage of the code is that resonances arising in between the fine-structure levels of a state can be included, and hence improving the further calculations of effective collision strengths -note particularly the ground state levels (2s 2 2p 4 3 P 0,1,2 )
in Table 1 . Both the atomic structure and scattering codes, i.e. grasp and darc, are hosted at the website:
http://amdpp.phys.strath.ac.uk/UK APAP/codes.html. Finally, we stress that although we have adopted fully relativistic codes for calculations of both atomic structure and collisional parameters, the relativistic effects are not too important for a comparatively light ion such as Mg V.
Energy levels
Determining the atomic structure of Mg V is not simple and straightforward, as also discussed by [13] -see their table 1. For the same reason, [16] considered a large CI and adopted the route of pseudo (correlation) and non-orthogonal orbitals. Our DARC code does not allow such a provision and therefore, as in most of our work on many other ions, we use the orthogonal orbitals. However, we consider 12 configurations, namely 2s 2 2p 4 , 2s2p 5 , 2p 6 , 2s 2 2p 3 3 , 2s2p 4 3 , and 2p 5 3 , which generate 226 levels in total. Inclusion of these configurations considerably improves the accuracy of the energy levels and is a good 'compromise' for the subsequent calculations of scattering parameters. Furthermore, as stated above, the calculations for energy levels have been performed in an 'extended average level' (EAL) approximation. The contribution of Breit and QED (quantum electrodynamic) effects has also been included, but has been found to be insignificant, as expected.
In Table 1 we compare our GRASP energies with the measurements compiled by NIST, and with other calculations, namely MCHF1 [16] , MCHF2 [20] , and SS [13] . It may be noted that the MCHF2 energies are listed from the website http://nlte.nist.gov/MCHF/view.html, and are slightly different from those given in [20] . As expected, the MCHF1 and MCHF2 energies are comparable, in both magnitude and orderings, and the slight differences observed for a few levels (such as 23-25) are due to the 'reduced' CI model considered by [16] for the collisional work. Otherwise, the discrepancies between the two sets of energies are (even) smaller, as may be seen in table 1 of [16] . The SS energies calculated by [13] are in worse agreement with NIST, in both magnitude and orderings, because of the limited CI, and this has already been commented on by these authors. Our calculated energies with the grasp code are comparatively more accurate than those of SS, because of the larger CI included. However, there is scope for improvement, but keeping in mind our further (and more important) calculations for Ω, it is a reasonable compromise as already stated. Differences with the NIST compilation are within 0.1 Ryd for most levels, except 12 (2p 6 1 S 0 ) which differs by 0.4 Ryd and its position is also different. A few more levels for which the orderings (slightly) differ between our work and NIST are 13/14, 65-67, and 69-71, but all these are closely lying, i.e. ∆E is very small. Finally, we note that the 2p 3 3d 1 S o 0 and 2p 3 3p 1 S 0 levels (58 and 60) have reverse orderings between GRASP and MCHF1 (and MCHF2). However, a closer look at the Υ results of [16] indicates that their ordering for these two levels is the same as ours, and this has been based on the trend of the allowed and forbidden transitions related to these levels. Some of the levels listed in Table 1 (under the GRASP column) are not strictly in the order of increasing energy -see for example, levels 13-15, 35/36, 38/39, 61-63, and 65/66. This is because the contributions of Breit and QED effects (included in grasp but not in darc), although not very significant as already stated, alters the orderings of the Coulomb energies, used in the calculations of Ω and subsequently Υ. Therefore, the orderings of levels for all atomic parameters, namely energies, A-values, τ , Ω, and Υ, are consistent with the one listed in Table 1 , although some anomalies for energies are noticeable.
Radiative rates and lifetimes
Besides energy levels, we have also calculated A-values for four types of transitions, namely electric dipole (E1), electric quadrupole (E2), magnetic dipole (M1), and magnetic quadrupole (M2), because these are required for plasma modelling as well as for the determination of lifetimes (τ ), a measurable quantity. Our calculated energies/wavelengths (λ, inÅ), radiative rates (A ji , in s −1 ), oscillator strengths (f ij , dimensionless), and line strengths (S, in atomic unit = 6.460×10 −36 cm 2 esu 2 ) are listed in Table 2 for all E1 transitions, but only among the lowest 86 levels of Mg V, although calculations have been performed for 226 levels (see section 2). This is because our subsequent calculations for Ω and Υ are only for these 86 levels. The indices used to represent the lower and upper levels of a transition are defined in Table 1 . Furthermore, for the E2, M1, and M2 transitions only the A-values are listed in Table 2 , because corresponding data for f-values can be easily obtained through the following equation, i.e.
where m and e are the electron mass and charge, respectively, c the velocity of light, and ω i and ω j the statistical weights of the lower (i) and upper (j) levels, respectively. Finally, results are only listed in the length form, which are (generally) considered to be comparatively more accurate. However, ratio of the velocity and length forms of A-values for E1 transitions are also listed in this table as a last column, as it gives an indication of the accuracy of the calculated data. Similar results, particularly for the E1 transitions, are available in the literature, mainly by [13] and [16] , and the latter have also shown comparisons with earlier existing results. Since the A-values of [16] are comparatively more accurate (because of the inclusion of larger CI and hence more accurate determination of energy levels and subsequent other atomic parameters) we compare our results with them (MCHF1) alone. In Table 3 are compared the f-values for transitions among the lowest 13 levels, and as expected, the agreement between our GRASP and their MCHF1 results is (generally) within 20%, particularly for those which have significant magnitude. However, for a few weaker transitions, such as 4-7, 4-13, and 5-13, discrepancies are up to a factor of two, whereas for 12-13 (f∼ 10 −8 ) the two sets of f-values differ by three orders of magnitude.
Such discrepancies for weak(er) transitions, between any two calculations differing in CI and/or methodology, are quite common. Similarly, the ratio (R) of the velocity and length forms are generally within 20% of unity, but are larger for the weak(er) transitions, as also shown in fig.1 of [16] . Finally, we stress that the f-(A-) values of [16] may be comparatively more accurate (for the reasons already stated), but our results are given again in Table 2 for two reasons, i.e. firstly for consistency with our subsequent results of Υ (see section 5) and secondly, for the addition of the E2, M1, and M2 transitions, which were not considered by [16] . Inclusion of A-values for all types of transitions results in a more accurate determination of the lifetime (τ = 1.0/ i A ji ). This is a measurable quantity and helps in assessing the accuracy of the calculated data. Unfortunately, no measurements of τ are available for the levels of Mg V, but the theoretical MCHF2 results of [20] are available on the website http://nlte.nist.gov/MCHF/view.html. Therefore, in Table 1 we have also listed our and their calculated values of τ for all levels. For most, the two sets of τ agree within ∼20%, but discrepancies are larger (by up to a factor of two) for a few levels, such as 40-45 for which the GRASP results are lower. These differences are a direct consequence of the corresponding discrepancies in the A-values. For example, for level 40 (2p 3 3p 3 S 1 ) the dominant A-value is for the 6-40 E1 transition, for which our result is 2.67×10 9 (s −1 ) whereas that from MCHF2 is 6.55×10
. This is a weak transition (f ∼ 10 −3 ) for which the differences in f-and A-values have already been noted. The same analysis applies to other levels where the discrepancies are large. In the absence of measurements or other theoretical results, it is difficult to say with confidence which set of τ values is more accurate.
Collision strengths
As stated in section 1, we have adopted the relativistic darc code for calculating Ω, a symmetric and dimensionless quantity. The R-matrix radius adopted for Mg V is 8.0 atomic units, and 62 continuum orbitals (NRANG2) have been included for each channel angular momentum in the expansion of the wavefunction. This large expansion allows us to compute results for Ω up to an energy of 30 Ryd. Furthermore, the maximum number of channels generated for a partial wave is 388, but considering the high value of NRANG2 the size of the (largest) Hamiltonian (H) matrix becomes 24 079. For calculating Ω we have considered all partial waves with angular momentum J ≤ 40.5, sufficient for convergence for a majority of transitions and at all energies. However, to improve the accuracy further we have included the contribution of higher neglected partial waves through the Coulomb-Bethe [21] and geometric series approximations for allowed and forbidden transitions, respectively. To our knowledge no measurements for Ω have been made for the transitions of Mg V, and the only theoretical results available for comparison with our data are those of [13] . Some differences with their results are expected, because they have adopted the DW method and (more importantly) their wavefunctions are basic, as already stated in section 1. Nevertheless, in Fig. 2a we show the comparisons of Ω for three forbidden transitions, namely 1-2 (2s 2 2p 4 3 P 2 -2s 2 2p 4 3 P 1 ), 1-22 (2s 2 2p 4 3 P 2 -2s 2 2p 3 ( 4 S)3p 3 P 2 ), and 1-42 (2s 2 2p
. These transitions are selected because of their comparatively larger magnitudes. For the 1-2 and 1-22 transitions there are no discrepancies between the two sets of Ω, but for 1-42 our results are lower by up to 15%. We stress that for this (and most other) forbidden transitions, the values of Ω have fully converged within our partial waves range. In fact, for this transition, Ω has converged within the lowest 20 partial waves alone, and therefore the discrepancies noted here are because of the differences in methodology and the wavefunctions. Similar comparisons are shown in Fig. 2b for three allowed transitions, namely 1-6 (2s 2 2p 4 3 P 2 -2s2p
, and 4-9 (2s
. For these (and many other) allowed transitions there are no discrepancies between our results and those of [13] , because the f-values are also comparable. Therefore, we have confidence in our calculations for Ω and in Table 4 we list our results for all transitions from the ground level over the 9-30 Ryd energy range. These data should be useful for future comparisons.
Effective collision strengths
Our listed values of Ω in Table 4 are not very useful for applications. This is because, in most plasmas, electrons do not have mono-energetic velocities but rather have a distribution, most often a Maxwellian one. Furthermore, in the thresholds region values of Ω do not vary as smoothly as shown in Fig. 2 . For most transitions, particularly the non-dipole allowed ones, the thresholds region is full of numerous closed-channel (Feshbach) resonances, as shown by [14] in their fig. 3 for three transitions, and by [16] in their figs. 3 and 4 for two transitions. However, the importance of resonances cannot be fully appreciated from their figures, because they cover a very wide energy range, up to 50 Ryd, whereas the thresholds region is below 9 Ryd. Therefore, in Fig. 3 (a, b and c) [16] resolved these in a fine energy mesh, up to 0.000 05 Ryd in some energy regions. In most of the thresholds region, our energy mesh is 0.0001 Ryd and in total we have calculated Ω at 47 114 energies, compared to [16] who used 34 352 energy points.
From the data for Ω, the effective collision strengths Υ are determined as follows:
where k is Boltzmann constant, T e the electron temperature in K, and E j the electron energy with respect to the final (excited) state. This value of Υ is related to the excitation q(i,j) and de-excitation q(j,i) rates as follows:
and q(j, i) = 8.63 × 10
where ω i and ω j are the statistical weights of the initial (i) and final (j) states, respectively, and E ij is the transition energy. Results for these rates are required in the modelling of plasmas.
Our calculated values of Υ are listed in Table 5 up to T e = 10 6 K, well above the temperature of maximum abundance in ionisation equilibrium for Mg V, i.e. 10 5.5 K [22] . As discussed in section 1, the most recent, extensive and perhaps best available corresponding data for Υ are those of [16] . Therefore, we undertake a detailed comparison with their results. In Fig. 4 (a, b and c) we compare our results (Υ DARC ) with those of [16] (Υ T S ) in the form of the ratio R = Υ T S /Υ DARC , with negative values of R representing Υ DARC /Υ T S , i.e. Υ DARC > Υ T S . These comparisons of Υ are for all transitions among the lowest 86 levels, and at three temperatures of 10 4 , 10 5 , and 10 6 K.
Furthermore, they are similar to those shown in Fig. 1 , but the lower levels (I) have been replaced by the upper ones (J), as this provides a clearer picture of the similarities or differences among transitions up to level(s) J. From Fig. 4 two conclusions can be clearly drawn, i.e. the discrepancies between the two sets of Υ worsen with increasing temperature, and for a majority of transitions Υ DARC > Υ T S , by up to two orders of magnitude. At 10 4 K, there is reasonable agreement between the two sets of Υ for transitions among the lowest ∼25 levels alone, but at 10 5 and 10 6 K, this reduces to J = ∼20 and ∼15, respectively. Since the [16] and our calculations are based on the R-matrix method, resolve resonances in a fine energy mesh, and have taken care to obtain converged values of Ω at all energies and for all (type of) transitions, a much better agreement between the Υ values is expected. Unfortunately, the discrepancies are very large and therefore we discuss the potential reasons in detail.
As most of the discrepancies between the two sets of Υ are for transitions among the higher levels of Mg V, in Table 6 we compare our results with those of [16] at three temperatures of 10 4 , 10 5 , and 10 6 K, for all transitions with upper level 86. This comparison alone should, we believe, be sufficient to obtain a clear(er) idea about the discrepancies, and for the same reason we have also listed the f-values (for allowed) and Ω values for all transitions at three energies of 9, 12, and 15 Ryd. The energy of 9 Ryd is close to that of threshold for level 86 (i.e. ∼8.3 Ryd -see Table 1 ) and resonances play no part in determining the Υ for these transitions. Hence, the values of Ω and Υ should increase/decrease with increasing energy/temperature, depending on the (type of) transition. Indeed, this is the case in our calculations as may be seen from Table 6 . However, the Υ of [16] show a "hump" at 10 5 K for almost all transitions, i.e. between 10 4 and 10 6 K they first increase (by up to a factor of two) and then decrease. This trend in their Υ results, except for the strong allowed transitions (such as 5-86, 48-86, and 60-86), indicates the presence of pseudo resonances in their calculated values of Ω. To specifically avoid this problem they adopted the non-orthogonal orbitals in the construction of wavefunctions and employed the BSR code for the calculations of Ω, but unfortunately their results are not correct. We discuss this further below.
Apart from pseudo resonances which affect the values of Υ at higher temperatures, the [16] results appear to be highly underestimated at low(er) temperatures. This is (again) indicated by in particular the abovementioned strong allowed transitions -see We do not observe this in our calculations for Mg V and nor have, for example, [23] in their work on S III, which is also a light, lowly-ionised ion. The only transitions for which our values of Υ increase by up to a factor of 100 over this temperature range are three forbidden (12-72, 18-26, and 26-38) and two inter-combination, namely 12-71 (f = 3.5×10 −7 ) and 12-73 (f = 9.5×10 −10 ), and the reason for the increase is understandable,
i.e. due to the large number of resonances. Furthermore, for the 5/48/60-86 allowed transitions, the f-values in the two calculations are comparable for 48-86, but differ by ∼50% for the other two. However, the Υ of [16] are comparable with our results at 10 5 and 10 6 K, but are significantly underestimated at 10 4 K (by up to a factor of three) as shown in Table 6 . For some forbidden transitions listed in Table 6 , the Υ of [16] increase (by up to two orders of magnitudesee their table 4 for full results) with increasing temperature whereas our values decrease (by a maximum factor of three), and are in accordance with the corresponding behaviour of Ω. Examples of such transitions are: 9/17/34/37/38/68/74 to 86. A part of the reason for these anomalies may be that [16] calculated values of Ω up to an energy of 50 Ryd, but the partial waves range included was only up to 29.5, although they did include the contribution of higher neglected partial waves with top-ups in the same way as in our calculations. In comparison we included all partial waves up to J = 40.5 to calculate Ω up to 30 Ryd, sufficient to determine Υ up to 10 6 K, as already discussed. Some transitions, such as 34-86 (2p
, and 74-86 (2p
) converge very slowly, particularly towards the higher end of the energy range. We have undertaken test calculations with top-ups at J = 20.5, 30.5, and 40.5 to assess what differences they make. Values of Ω obtained with top-up at 20.5 are larger by up to 50% than at 30.5, for some transitions (such as those mentioned here) at an energy of 30 Ryd. However, a similar comparison with top-ups at 30.5 and 40.5 shows a maximum difference of ∼10%. However, similar comparisons at 50 Ryd will almost certainly be different and most likely the values of Ω in the calculations of [16] are overestimated, although this cannot be confirmed as their data are not available. Nevertheless, it does explain (to some extent) why for some forbidden transitions their Υ results increase with increasing temperature. Therefore, for many transitions their Υ values appear to be underestimated towards the lower end of the temperature range but overestimated at the higher end, and hence the discrepancies shown in Fig. 4 and Table 6 . However, if the Υ of [16] are overestimated, particularly at higher temperatures, because of the presence of pseudo resonances and/or overestimation in their calculated values of Ω (as discussed earlier), then why are our results still larger for many transitions, as shown in Fig. 4 . To understand this anomaly we need to undertake some additional comparisons.
In Fig. 5 (a, b and c) we compare the two sets of Υ again, as in Fig. 4 , but this time replacing the upper levels (J) with lower ones (I). It is clear from this figure that the maximum discrepancies are for transitions from lower levels below 12, and our results are invariably higher (by up to two orders of magnitude) at all temperatures. There are a few more transitions (such as 9 -52/53/54 and 23 -43) which are out of scale, but among those shown in Fig. 5 are two -12-28 (2p 6 1 S 0 -2p 3 3p 3 D 2 ) and 12 -30 (2p
both forbidden, for which our Υ are higher by a factor of 140 at 10 6 K. In Fig. 6 we show our Ω for the 12-30 transition alone. Although there are some resonances for this (and other similar) transitions, they are neither too dense nor too large in magnitude, and therefore our greater values of Υ are not because of the resonances, but due to the background values of collision strengths (Ω B ), which are ∼10 −3 and so are the Υ results. We also note that at energies above thresholds (9-30 Ryd range) our values of Ω are comparable with the DW results of [13] , and therefore we have confidence in our data. In conclusion, for some transitions for which our Υ are larger than of [16] , the differences are (probably) due to the corresponding values of Ω B -see also section 1 regarding the discussion about the 5-10 transition.
Conclusions
In this paper we have reported energies and lifetimes for the lowest 86 levels of the 2s 2 2p 4 , 2s2p 5 , 2p 6 , and 2s 2 2p 3 3 configurations of Mg V. Differences with the compiled experimental energies of NIST are within 0.1 Ryd for most levels, except 2p 6 1 S 0 for which our result is higher by 0.4 Ryd. In addition, the ordering of levels also slightly differs in a few instances. Similarly, there is a good agreement (within 20%) between our calculated values of τ and those of [20] (available on the web) for most levels, and differences for a few are within a factor of two, due to the corresponding differences in the A-values. Radiative rates for E1. E2, M1, and M2 transitions are also provided and there is a good agreement with other available theoretical results for E1 transitions. Although scope remains for improvement in the accuracy of the reported data, due to computational restraints it is not possible in the present work, bearing in mind our further calculations for the more important collisional parameters. Collision strengths have been calculated with the fully relativistic darc code and are listed for all transitions, from ground to higher excited levels, at energies up to 30 Ryd. Furthermore, resonances in the thresholds region have been resolved in a fine energy mesh (0.0001 Ryd) to determine Υ values at temperatures up to 10 6 K, sufficient for applications to the modelling of a variety of plasmas. Similar results for the same number of transitions and with the R-matrix code (BSR) are available [16] , but discrepancies between the two sets of data are significant (up to two orders of magnitude) for over 60% of the transitions, and at all temperatures. In some cases the earlier Υ are larger, but for a majority of transitions our results are higher. These discrepancies have been discussed in detail and the likely reasons for them include: pseudo resonances, overestimation in the values of Ω at higher energies, and incorrect trends in the behaviour of transitions. Based on a number of comparisons, the earlier values of Υ by [16] are assessed to be inaccurate. Some discrepancies between the present and [16] sets of Υ are expected because the atomic structures are different. However, the scale of the discrepancies cannot be explained by differences in the atomic structure alone. For example, discrepancies in Υ for the allowed transitions are not proportionate to the corresponding differences in the f-values. Similarly, for many forbidden transitions (including the weak(er) ones), the Υ trends of [16] cannot be correct, because their results significantly increase with increasing temperature whereas the reverse is expected.
Our presented results for Υ are probably the best available todate and therefore, we believe, should be adopted for the modelling and diagnostics of plasmas. However, scope remains for improvement. Apart from improving the accuracy of the wavefunctions, the main scope is in expanding the collisional calculations to all 226 levels of Mg V. This will definitely improve the accuracy of transitions, particularly among the higher levels, because all remaining 140 levels lie just above the lowest 86 and at energies below 13.7 Ryd.
Resonances arising from these levels will significantly contribute to the calculations of Υ. Unfortunately our present computational resources are inadequate to undertake such a large calculation, but that may be possible sometime in the future. 
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