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現代書き言葉解析用 UniDicと現代話し言葉解析用 UniDicの 2つを公開している (1)。これら
の解析用辞書の語彙は共通であり、1,745,957の書字形出現形（表層系）と、その活用変化や
異語形を束ねた語彙素（辞書の見出し語相当）を 258,550を含んでいる (表 1)。しかしながら、
2013年以来、（現代語の）解析用 UniDicには新規の短単位登録がなく、辞書の語彙もすでに古












No. of URLs 83,992,556
Tokens 3,885,889,575
Types 1,463,142,939
No. of Characters 33,226,333,292
国語研日本ウェブコーパス（NWJC） [Asahara et al., 2014]からの新規語彙素の候補の抽出に
取り組みについて述べる。日本語は英語など分かち書きする言語と異なり、単語境界がスペー
スで明示されない。そのため新規語彙素を文字列中から発見することは難しい。そこで本研究






日本語のウェブコーパスである。ウェブページの収集には Heritrix crawler (2)が使用され、この

























sembei アルゴリズム [Oshikiri, 2017] を採用し、新規語彙素の候補を品詞ごとに NWJC から
K-neighbour classifier を使って抽出する方法をとる。sembei アルゴリズムについては次節で
述べる。本手法は単語の分散表現ベクトルと近傍法を利用したものであるが、本質的には
[Mori et al., 1996]の文字ベースの日本語未知語獲得手法の亜種であるといえる。
4. 提案手法： sembeiアルゴリズムと K-neighbour classifierを用いた新規語彙素候補の抽出
4.1 sembeiアルゴリズムの詳細とパラメータ設定
sembei アルゴリズムのフレームワークでは、まずコーパス中に頻出する文字 N-gram で文
をラティスに変換する。これは頻出文字 N-gramに基づく当該文の可能な分割候補を列挙して
いるとも捉えられるため、辞書ベースの形態素解析で構築される単語ラティスに類似のもので





から 22,455,810個、長さ 1～8文字の異なり N-gramを獲得した。
sembeiアルゴリズムでは、コーパス中の頻出文字 N-gramのみでラティスを構築する。これ
に対し本手法では、生コーパス中の高頻度 N-gramだけでなく、なるべく均等に N-gramを選




次に、変換した N-gramラティス上での N-gram同士の共起（連接）頻度から各 N-gramのベ
クトルを学習する。Oshikiri (2017)では、negative samplingありの skip-gramモデル (SGNS-






eigenwords (OSCCA) [Dhillon et al., 2015]を使用した。ここで 1,150,000個の N-gram集合を
V = {v1, v2, ..., v1150000} と表す。vi は各 N-gram を表している。vi の頻度を #(vi) と表記し、vi





















ここで OSCCA の分散表現は G−1/21 [u1, ..., uK] であり、G1 は #(v1), #(v2), ..., #(vV ) を要
素とする V 次対角行列である。u1, ..., uK は
√
C の左特異ベクトルの上位 K 件である。√
C の要素は √c である。c は C の要素である。u1, ..., uK を計算するため、randomized
SVD [Halko et al., 2011]を使用し、K = 200に設定した。この方法で、1,150,000個の N-gram
から、それぞれ 200次元の 1,150,000個のベクトル（分散表現）が作成された。
4.2 N-gramの分散表現からの新規語彙素候補の抽出
N-gramの分散表現から新規語彙素の候補を抽出するため、 Python machine learning toolkit
である scikit-learn の K-Neighbour Classifier を使用する。K-Neighbour Classifier のコンスト
ラクタ引数は、n neighbours = 5、weights = ‘distance′ に設定した。
N-gram(∈ V)がすでに書字形出現形として UniDicに登録されており、それが指定された品
詞をただ 1つを取りうる場合に限り、当該 N-gramの分散表現ベクトルを訓練用の正例とし、










（(K-neighbour classifier.pred proba(X)関数の出力)0～1の値をとる）で 1.0で正例と判断した
結果を表 3に示す。
































は獲得されなかった。これは NWJC 中に「エモい」の出現がわずか 500 件しかなく、lossy
counting の時点で頻出 N-gram から漏れていたことが原因である。lossy counting のパラメー
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