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Abstract
We consider a nearest-neighbor symmetric zero-range process, evolving on the d-dimensional
periodic lattice, with a random jump rate and investigate its hydrodynamic behavior. We prove
that the empirical distribution of particles converges in probability to the weak solution of the
non-linear diusion equation. Our approach follows the method of entropy production introduced
by Guo et al. (1988, Comm. Math. Phys. 118, 31{59). We adapt and generalize some results in
Benjamini et al. (1996, Stochastic Process. Appl. 61, 181{204). c© 1999 Published by Elsevier
Science B.V. All rights reserved.
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1. Introduction
Since the fundamental paper of Guo et al. (1988), the hydrodynamic behavior of
particle systems has been successfully investigated for many of them (see Kipnis and
Landim (1998) for a survey of these results) and is now well understood. Recently,
Benjamini, Ferrari and Landim have studied this problem (Benjamini et al., 1996) in
the context of random media. They consider an asymmetric zero-range process on Zd
where the jump rate of particle from site x is decreased by px; p = (px)x2Zd is an
i.i.d sequence of discrete random variables on [c; 1] (c> 0); and they prove that the
hydrodynamic equation (in this case an hyperbolic equation) does not depend on the
environment p. From the work of Rezakhanlou (1990) on attractive asymmetric particle
systems, one of the main ingredients needed in the proof of the hydrodynamic limit is
the so-called one block estimate. It can be obtained in the case of the zero-range process
with random rates using some results developed by Landim (1996) for inhomogeneous
systems.
Here we are interested in the nearest-neighbor symmetric zero-range process with
random jump rates. We assume that the environment p = (px)Zd is stationary, ergodic
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and that its marginal law is absolutely continuous with respect to the Lebesgue measure
on [b0; b1], (0<b06b1 <1). The main result of this paper is the derivation of the
hydrodynamic limit for this system (Theorem 2.1): The empirical distribution of par-
ticles converges in probability to the weak solution of a non-linear diusion equation
which does not depend on the environment p.
The method of Guo, Papanicolaou and Varadhan (cf. Guo et al., 1988) consists of
the following: We rst remark that the sequence of laws of the empirical distribution,
under diusive scaling, is tight. Then we show that any limit point is supported by the
set of weak solutions to the hydrodynamic equation. Therefore, if there is uniqueness
of the weak solution, the theorem follows. The second step in this method is obtained
from the computation of martingales related to the jumps of particles (cf. Kipnis and
Landim, 1998, Chapter V for details). But terms involving local functions of the mi-
croscopic particle conguration appear and they should be replaced by some function
of the macroscopic distribution in order to close the equation. This is achieved while
introducing a new scale: The large microscopic boxes. On the one hand, the one-block
estimate states that the average of the local functions in a large microscopic box can
be replaced by the expectation of these functions with respect to the grand canonical
measure having the average of particles in the box as density. On the other hand, the
two-blocks estimate states that the average of particles in a large microscopic box is
close to the average in a small macroscopic box.
The paper is organized as follows: Section 2 is devoted to the statement of the
main results and notation. We also recall some well-known lemmas which are valid
in our case without major modications in their proof. In Section 3, we establish
the one-block estimate (Lemma 3.1). Notice that this result also applies to the case
studied in Benjamini et al. (1996) and therefore extends their result (Benjamini et al.,
1996, Section 4) to stationary ergodic environment with absolutely continuous law.
The two-blocks estimate is proved in Section 4 (Lemma 4.1).
2. Notation and results
Let fpx; x2Zdg be a family of random variables on [b0; b1] (0<b06b1 <1)
with a stationary ergodic joint distribution m. We assume that the one-dimensional
marginals of m are absolutely continuous with respect to the Lebesgue measure and
that mfp; b06p06b1g=1 and for every > 0; mfp: p0 2 [b0; b0+)g> 0; mfp: p0 2
(b1 − ; b1]g> 0.
Let TdN = (Zd=NZd) be the d-dimensional torus of size N . We denote the congu-
ration space NTdN by XdN and the elements of XdN by the greek letters  and , so that
(x) stands for the total number of particles at site x for the conguration .
For each realization of p, we consider the Markov process (t) t>0 on XdN whose
generator is dened by
(LpNf)() = (1=2)
d
X
jx−yj=1
x;y2TdN
pxg((x))[f(x;y)− f()];
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where f :XdN ! R is a cylinder function, that is f() only depends on  through
a nite number of coordinates. The function g is positive and vanishes at 0: g(0) =
0<g(k) for all k>1. In the previous formula, x;y(z) is the conguration obtained
from  by letting a particle jump from x to y:
x;y(z) =
8<
:
(z) if z 6= x; y;
(x)− 1 if z = x;
(y) + 1 if z = y:
For every non-negative real ’, the product measure p’ := 
N;p
’ on XdN , whose marginals
are dened by
N;p’ f : (x) = kg=
1
Z(’p−1x )
(’P−1x )
k
g(1)    g(k)
is invariant for the process. In this formula, Z :R+ ! R+ is the partition function
Z(’) =
X
k>0
’k
g(1)    g(k) :
Let ’ be the radius of convergence of Z(), we assume that
lim
’"’
Z(’) =1: (1)
Let M : [0; ’) ! R+ be the function dened by M (’) = 1’[(0)], where 1’() is
the invariant measure of the process (t) in the case where m is the Dirac measure
concentrated on the set fp : pk = 1; k 2Zdg (see (Andjel, 1982).
A simple computation shows that M (’) = ’@’ log Z(’) and from assumption (1)
we check that M is an increasing continuous bijection from [0; ’) to R+. We dene
the continuous and increasing function R : [0; b0’) ! R+ by
R(’) = m[M (’p−10 )]
and in order to ensure the existence of an invariant measure for any given value of
the density, we assume that
lim
’"b0’
R(’) =1: (2)
Moreover, under this assumption, the function R is a bijection from [0; b0’) to R+.
We denote by  its inverse (which is also a continuous increasing bijection). We shall
impose some conditions on the jump rate g() to have nite exponential moments of
(x) under the measures p’. We assume that
(H1) g = sup
k
jg(k + 1)− g(k)j<1:
Given two measures  and , the entropy of  with respect to  is dened by
H [j] :=
Z
d
d
()log
d
d
() d();
when  is absolutely continuous with respect to  and where (d=d)() is the Radon{
Nikodyn derivative of  with respect to .
For a xed time T > 0, for each realization p of the environment and each proba-
bility measure N on XdN , we denote by P
N;p
N the law of the Markov process (t)t 2 [0;T ]
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with generator LpN accelerated by N
2 and starting from the measure N , and EN;pN is
the expectation with respect to PN;pN . We now state the assumptions concerning the
initial states of the process. Let 0 :Td ! R+ be a function in  L1(Td), we suppose
that (N )N>1 is a sequence of the probability measures on XdN satisfying a weak local
equilibrium with respect to 0, i.e. for every continuous function G :Td ! R and every
positive constant  we have
(H2) lim
N!1
N
"N−d
X
k
G(k=N )(k)−
Z
Td
G(x)0(x) dx
>
#
= 0;
m-almost surely.
Furthermore, we assume that N satises the entropy condition
(H3) H [N j1’]6CNd
for some nite constant C.
The strategy adopted to prove Theorem 2.1 below is analogous to the one presented
in Guo et al. (1988) and we adapt some results from Chapter V of Kipnis and Landim
(1998); we will discuss only the main dierences.
For a xed positive integer N , we consider on the space  L2(TdN ) of complex func-
tions on TdN the inner product
hf; hi= 1
Nd
X
x2TdN
f(x)h(x);
where h(x) stands for the conjugate of h(x). We denote by 4N the discrete Laplacian.
As in Chapter V (Section 6) of Kipnis and Landim (1998), for each f in  L2(TdN ), we
dene the H1 norm jjfjj1 of f by
jjfjj21 = hf; (I − N 24N )fi
and the dual norm of H1 with respect to  L2(TdN ) by
jjfjj2−1 = sup
h
f2jhf; hij − jjhjj21g;
where the supremum is taken over all h in  L2(TdN ). Finally, since we also need the
uniqueness of the weak solution of the hydrodynamic equation, we suppose that
(H4) lim sup
N!1
EN [jjjj2−1]<1:
Theorem 2.1. Under hypothesis (H1); if the sequence of initial measures N satises
(H2){(H4); then; for every 06t6T; every continuous function H :Td ! R and every
positive ;
lim
N!1
PNp;N
"N−d
X
y
H (y=N )t(y)−
Z
Td
H (x)(t; x) dx
>
#
= 0;
m-almost surely; where  is the weak solution of the non-linear diusion equation
(which does not depend on the environment p)
(E)
@t = (1=2)4 (());
(0; ) = 0():
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In Eq. (E), 4() represents the Laplacian operator.
We denote by Nt (du) the empirical measure
Nt (du) =
1
Nd
X
x
t(x)x=N (du)
for 06t6T and by QpN := Q
N;p
N the measure on the path space D([0; T ];M+) associ-
ated to the process Nt starting from 
N and accelerated by N 2, where M+ is the space
of the nite positive measures on Td endowed with the weak topology. We denote by
SN;pt the semi-group associated to the generator N 2L
p
N .
We rst recall some results about the entropy production and the Dirichlet form of
the density of NSN;pt with respect to 
p
’. From the explicit formula of entropy and
assumption (H3), we obtain that for any environment p,
(H30) H [N jp’]6C(p;’)Nd:
For any density function f, the entropy of f with respect to p’ is
HpN (f) :=
Z
f()log(f())p’(d):
The next well-known result (cf. Chapter V of Kipnis and Landim, 1998) is used to
control the entropy production:
Lemma 2.1. Let fN;pt := (dNS
N;p
t =d
p
’) and F
p
T () :=F
N;p
T () =
1
T
R T
0 f
N;p
t () dt. Then
HpN [F
p
T ]6C(p;’
)Nd;
DpN (F
p
T )6 (C(p;’
)=T )Nd−2:
In the last formula, DpN (f) is the Dirichlet form given by
DpN (f) =
X
jx−yj=1
x;y2TdN
Ipx;y(f);
where
Ipx;y(f) = (1=2)
d
Z
pxg((x))[
p
f(x;y)−
p
f()]2p’(d):
Lemma 2.2. For any environment p; the sequence of probabilities (QpN )N>1 is tight.
Lemma 2.3. For any environment p; under the hypotheses of Theorem 2:1; all limit
points Qp; of the sequence QpN satisfy
Qp;[; (t; du) = (t; u) du] = 1:
Lemma 2.4. There is at most one weak solution in H1 of Eq. (E).
The proofs of these lemmas are similar to the ones of Lemma V.1.5, V.1.6 and
V.7.5 in Kipnis and Landim (1998) (for Lemma 2.4, see also Brezis and Crandall,
1979).
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The main step towards the proof of the hydrodynamic behavior of the system in
random environment is the replacement of the local function pxg((x)) by a function
of the empirical density of particles in a small macroscopic box. More precisely:
Lemma 2.5 (Replacement lemma). For all > 0
lim sup
!0
lim sup
N!1
PNp;N
2
4Z T
0
1
Nd
X
x

1
(2N + 1)d
X
jy−xj6N
pyg(s(y))− (Ns (x))
>
3
5= 0
m-almost surely.
In this lemma and below, we denote by l(x) the mean density of particles in a box
of length (2l+1) centered at x. As in Kipnis and Landim (1998, Chapter V), this lemma
is a consequence of the lemmas dealing with one-block and two-blocks estimate. Once
Lemma 2.5 is obtained, the proof of Theorem 2.1 follows from well-known arguments:
Using martingales associated to the jump process it is not hard to see from Lemma
2.3 and from the replacement lemma that any weak limit Qp; of the sequence QpN is
concentrated on the weak solutions to (E) (cf. Kipnis and Landim, 1998, Chapter I for
details). Therefore, from Lemma 2.4 we conclude that Nt converges in probability to
this solution and Theorem 2.1 is proved.
3. One-block estimate
For each bounded cylinder function  :N ! R, depending only on one site, we
dene
 (’p−1x ) := 
p
’[ ((x))] = 
1
’p−1x
[ ((0))]
and
~ () :=m[p()( ((0)))]:
We denote by x the shift operator dened by x (()) =  (x()) where x(y) =
(x+y). The following lemma states that for a parameter l independent of N , increasing
to innity after N , the quantity (2l + 1)−d
P
jx−yj6l x ((y)), i.e. the average of  
over a large microscopic box of length l, may be replaced by ~ (l(x)).
Lemma 3.1 (One-block estimate). Under the hypothesis of Theorem 2:1; for every
Lipschitz function  such that  (k)6Ck for all k 2N; for some positive constant C;
we have
lim sup
l!1
lim sup
N!1
EN;pN
2
6664N−d
X
x2TdN
Z T
0
ds

1
(2l + 1)d
X
jy−xj6l
x;y2TdN
 (s(y))− ~ (ls(x))

3
7775= 0
m-almost surely.
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Proof. We dene
V  l () =

1
(2l + 1)d
X
jyj6l
y2TdN
 ((y))− ~ (l(0))

and
V  l; A() = V
 
l ()1fl(0)6Ag:
The next lemma states that it is enough to prove Lemma 3.1 for V  l; A, for all A, instead
of V  l .
Lemma 3.2. Under the hypothesis of Theorem 2:1;
lim sup
A!1
lim sup
l!1
lim sup
N!1
sup
p
sup
f
Z
1
Nd
X
x
xV
 
l ()1fl(x)>Agf()
p
’(d) = 0;
where the rst supremum is taken over all the densities f with respect to p’ such
that HpN [f]6CN
d and the second one is over all the environments p in [b0; b1]Z
d
.
The proof of this lemma is also omitted since it is analogous to Lemma V.4.2 in
Kipnis and Landim (1998). Recall from the denition of FpT () (see Lemma 2.1) that
EN;pN
"
N−d
X
x
Z T
0
xV
 
l; A(s) ds
#
= T
Z
1
Nd
X
x
xV
 
l; A()F
p
T ()
p
’(d):
Using Lemma 2.1, for any > 0, this last expression is bounded above by
T sup
f
(
1
Nd
X
x
Z
xV
 
l; A()f()
p
’(d)− N 2−dDpN (f)
)
+ C(’;p; T ):
Here the supremum is taken over all the densities f with respect to p’.
We dene the shift operator y() on the environments by
(yp)(x) = p(x + y):
Let l be the cube of length (2l + 1) centered at the origin: l = f−l; : : : ; lgd. Since
the functional V  l; A() depends on the conguration  only through f(x); x2lg, we
may restrict the integral to microscopic blocks. To do that we need some notation.
For a xed z 2Zd, we denote by z;l the block z + l, by Xl the conguration
space Nl , by p’; z; l the product measure 
zp
’ restricted to Xl, by fz;l the density, with
respect to l’;p; z, of the marginal of the measure f()
zp
’ (d) on Xl and by Dp’; z; l(h)
the Dirichlet form on Xl given by
Dp’; z; l(h) =
X
jx−yj=1
x;y2z;l
Ipx;y(h):
Since the Dirichlet form is convex (by Schwarz inequality), the last supremum is
bounded above by
sup
f
(
1
Nd
X
x
Z
V  l; A()fx; l()
p
’; x; l(d)− C(l)N 2Dp’; x; l(fx; l)
)
: (3)
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In the following steps, we characterize the sites x where the environment behaves
badly.
Fix > 0; > 0 and n2N suciently large such that 1=n<. For 06j6n − 2,
let I j = [j; j+1[ where j 2 [b0; b1] is such that
j = b0 + (b1 − b0)

j
n

:
Let I n−1 = [n−1; b1] and notice that, for 06j6n− 1, we have jj+1 − jj<.
Fix k < l and L = [(2l + 1)=(2k + 1)]d. We now subdivide l into L disjoint cubes
of length (2k + 1); let B1; : : : ; BL be such that
Bil; Bi \ Bj = ; for i 6= j and Bi = xi + k for some xi 2Zd:
We take B1 = k and let B0 = l −
SL
j=1 Bj. Finally we dene Bj(x) = x + Bj for
06j6L and x2TdN .
For x2TdN ; n2N; 06j6n − 1 and 16i6L; N l; k; x; j; i (p) is the average number of
sites y in Bi(x) such that py 2 I j :
Nl; k; x; j; i (p) =
1
(2k + 1)d
X
z2 Bi(x)
1fpz 2 I j g: (4)
For > 0, we let
Al; k; x; i; = fp; jNl; k; x; j; i (p)− m(I j )j6 for all j; 06j6n− 1g: (5)
To keep notation simple, we denote Al; k; 0;1; by A
l; k; 
 . Let
Al; k; x; =
(
p;
1
L
LX
i=1
1fp2 Al; k; x; i; g>1− 
)
: (6)
Since V  l; A is bounded, (3) is bounded above by
sup
f
8<
: 1Nd
X
x2TdN
1fp2 Al; k; x; g
Z
V  l; A()fx;l()
p
’; x; l(d)− C(l)N 2Dp’; x; l(fx;l)
9=
;
+C( ; A)
1
Nd
X
x
1fp 62Al; k; x; g: (7)
Since we assumed the environment law to be ergodic and stationary, the second term
converges m-almost surely, as N " 1, to
C( ; A)mfp 62Al; k; 0; g:
Using again the ergodicity of m, this expression converges to 0 as l " 1 and k " 1
afterwards.
Now let us turn to the rst term in (7). It is bounded above by
sup
p2 Al; k; 0;
sup
f
Z
V  l; A()f0; l()
p
’;0; l(d)− C(l)N 2Dp’;0; l(f0; l)

;
where the rst supremum is taken over all the densities with respect to p’. Since
V  l; A() is bounded and vanishes on the subset of congurations with the total number
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of particles bigger than (2l + 1)dA, since the Dirichlet form is lower semi-continuous,
and since for the weak topology the space of densities concentrated on congurations
with at most (2l + 1)dA particles is compact, the limit sup as N " 1 of the last
expression is bounded by
sup
p2 Al; k; 0; 
sup
f
Z
V  l; A()f()
p
’;0; l(d)

:
The rst supremum is taken over all densities f with respect to p’;0; l which are
concentrated on congurations with at most (2l+1)dA particles and with their Dirichlet
form equal to 0.
A probability density with zero Dirichlet form is constant on hyperplanes with a xed
total number of particles. We may therefore decompose each density f, with particles
density bounded by A, along these hyperplanes. Thus dene for 06K6A(2l + 1)d
pl;K () := p’;0;l
2
4 X
jzj6l
(z) = K
3
5 :
Notice that pl;K does not depend on ’. The previous supremum is bounded above by
sup
p2 Al; k; 0;
max
06K6A(2l+1)d
Z
V  l; A()
p
l;K (d)

: (8)
Let k be a positive integer that will increase to innity after l. Recalling the notation
introduced right after (3), the integral term in (8) is bounded above by
1
L
LX
i=1
Z  1(2k + 1)d
X
x2 Bi
 ((x))− ~ (K=(2l + 1)d)
 pl;K (d) + O(k=l): (9)
We shall now use the equivalence of ensembles to replace the canonical measure pl;K
by a grand canonical measure. Notice that the function ’ ! p’[l(0)] is increasing,
continuous and that lim’"’ 
p
’[l(0)] =1; this last property follows from assumption
(1). In particular, for each 06K6A(2l+ 1)d, let ’pK be the number implicitly dened
by
K
(2l + 1)d
=
1
(2l + 1)d
X
jzj6l
M (’pKp
−1
z ):
Remark that ’pK depends on l; K and p, but there exists a positive constant C(A) such
that
06 max
06K6A(2l+1)d
’pK6C(A): (10)
As in step 6, Section 4, Chapter V of Kipnis and Landim (1998), the next result, based
on the local central limit theorem (see Petrov, 1975), allows to replace the canonical
measure pl;K by a grand canonical measure.
Lemma 3.3. We have
lim
l!1
sup
p; i
06K6A(2l+1)d
sup
2NBi

p
l;K (; jBi = )
p’pK ; xi ; k
()
− 1
= 0:
306 A. Koukkous / Stochastic Processes and their Applications 84 (1999) 297{312
Proof. Using the result in Appendix 2 of Kipnis and Landim (1998), we only have to
prove the uniformity on p and i which is not hard to check owing to (10) and because
p takes values in the compact set [b0; b1] (see also Theorem VII.1.4 and below in
Petrov, 1975).
Therefore, to show that (8) vanishes, it is enough to prove the following lemmas.
Lemma 3.4. For all > 0 and > 0;
lim sup
k!1
lim sup
l!1
sup
p2 Al; k; 0;
max
06K6A(2l+1)d(
1
L
LX
i=1
Z  1(2k + 1)d
X
x2 Bi
( ((x))−  (’pKp−1x ))
 dp’pK; xi ; k ()
)
= 0: (11)
Lemma 3.5.
lim sup
k!1
lim sup
l!1
sup
p2 Al; k; 0;
max
06K6A(2l+1)d(
1
L
LX
i=1
 1(2k + 1)d
X
x2 Bi
 (’pKp
−1
x )− ~ (K=(2l + 1)d)

)
6C(; ); (12)
where C(; ) vanishes as  # 0 and  # 0 afterwards.
Proof of Lemma 3.4. Under p’pK ;0;k
, the random variables ( ((x)) −  (’pKp−1x ))
are independent and have zero mean. Thus, by the Schwarz inequality and since
px 2 [b0; b1], the supremum in (11) is bounded above by
1
(2k + 1)d=2
max
06K6A(2l+1)d
sup
b2 [b0 ;b1]
n
1’pKb−1 [( ((0))−  
(’pKb
−1))2]
o1=2
:
Since (10) holds for ’pK and since  
 is bounded on the compact sets, the last supre-
mum is bounded by a constant which does not depend neither on l nor on k. Letting
then k increase to 1 after l, we get our result.
Proof of Lemma 3.5. The term between braces in (12) can be written as
1
L
LX
i=1
1fp2 Al; k; 0; i; g
 1(2k + 1)d
X
x2 Bi
 (’pKp
−1
x )− ~ (K=(2l + 1)d)

+
1
L
LX
i=1
1fp 6 2 Al; k; 0; i; g
 1(2k + 1)d
X
x2 Bi
 (’pKp
−1
x )− ~ (K=(2l + 1)d)
 :
Since 06K6A(2l + 1)d and since ’pK is bounded, it follows from the denition of
Al; k; 0; that the second term is bounded above by C(A; b0;  ) and therefore vanishes
for any environment p as  # 0.
The rst one is bounded above by
sup
p2 Al; k; 
max
06K6A(2l+1)d

1
(2k + 1)d
X
x2k
 (’pKp
−1
x )− ~ (K=(2l + 1)d)
 : (13)
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Notice that the term inside the absolute value in the previous expression is a continuous
function on p and that Al; k;  is a compact set. Thus the supremum in (13) is achieved
for some p in Al; k;  and some K s.t. 06K6A(2l + 1)
d. For these maximizers, let ’
be a weak limit of ’pK as l " 1. Inside the term in absolute value in (13) we add and
substract
1
(2k + 1)d
X
x2k
 (’p−1x ):
The rst term we get in this way is bounded above by C( ; b0)j’pK −’j because  
is a Lipschitz function and px 2 [b0; b1]. It vanishes therefore weakly as l " 1.
From the denition of ’pK , the second term shall be bounded above by

1
(2k + 1)d
X
x2k
 (’p−1x )− m( (’p−10 ))
 (14)
+
m( (’p−10 ))− ~ 
0
@ 1
(2l + 1)d
X
x2l
M (’p−1x )
1
A
 (15)
+
 ~ 
0
@ 1
(2l + 1)d
X
x2l
M (’p−1x )
1
A− ~ 
0
@ 1
(2l + 1)d
X
x2l
M (’pKp
−1
x )
1
A
 : (16)
Since ’2 [0; C(A)], px 2 [b0; b1] and ~ , M are Lipschitz functions, the term in (16)
is bounded above by C( ~ ;M; b0)j’pK − ’j. It vanishes therefore weakly as l " 1.
From the denition of Nl; k; 0; j;1 () (see (4)), the term inside the absolute value in (14)
is bounded above by
1
(2k + 1)d
X
x2k
n−1X
j=0
( (’p−1x )−  (’−1j ))1fpx 2 I j g

+

n−1X
j=0
 (’−1j )(N
l; k; 
0; j;1 (p)−m(I j ))
+

n−1X
j=0
 (’−1j )m(I

j )−m( (’p−10 ))
 :
Thus taking p2Al; k;  (see (5)), this expression is bounded by
C( ; ’; b0)( + n):
It vanishes therefore as  # 0 and  # 0 afterwards.
Finally, notice that m( (’p−10 )) = ~ (R(’)). So, we can bound in the same way
the term in (15) by a vanishing function as rst  # 0 and then  # 0. That concludes
Lemma 3.5.
Remark. This lemma can be adapted to the function  ((x)) = pxg((x)) and also in
the asymmetric case studied in Benjamini et al. (1996). As a consequence, the results
in Section 4 of that paper hold with our general case of environment.
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4. Two-blocks estimate
The second step in the replacement lemma consists in proving that the particle density
over large microscopic boxes is close to the particle density over small macroscopic
boxes.
Lemma 4.1 (Two-blocks estimate). Under the hypothesis of Theorem 2:1; for all T>0
lim sup
l!1
lim sup
!1
lim sup
N!1
EN;pN
2
4N−d Z T
0
X
x2TdN
j(ls(x))− (Ns (x))j ds
3
5= 0 (17)
m-almost surely.
Proof. Since  is a Lipschitz function, the expectation in (17) is bounded by
TC()
Z
N−d
X
x2TdN
jl(x)− N (x)jFpT () dp’();
where FpT () has been dened in Lemma 2.1. We rst replace the average over a small
macroscopic box by an average over large microscopic boxes. For N suciently large,
the last expression is bounded above, up to a multiplicative constant, byZ
N−d
X
x2TdN
1
(2N + 1)d
X
2l<jyj6N
jl(x)− l(x + y)jFpT () dp’()
+

l
N
d Z
N−d
X
x2TdN
l(x)FpT () d
p
’():
Using the entropy inequality, we get for any > 0,
l
N
d Z
N−d
X
x2TdN
l(x)FpT () d
p
’()
6

l
N
d 1
Nd

HpN [F
p
T ]
+

l
N
d 1
Nd

log
Z
exp
8<
:
X
x2TdN
l(x)
9=
; dp’(): (18)
By Lemma 2.1 and the proof of Lemma 3.2, the rst term of the right-hand side of
(18) converges to zero as N " 1, for any environment p. Now, dene WlN;A() as
WlN;A() =
1
(2N + 1)d
X
2l<jyj6N
jl(0)− l(y)j1fl(x)_l(x+y)6Ag:
In the same way as we introduced an indicator function in the previous section, Lemma
4.1 is a consequence of the following result.
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Lemma 4.2. Under the hypothesis of Lemma 4:1; for every A> 0;
lim sup
l!1
lim sup
!1
lim sup
N!1
Z
1
Nd
X
x2TdN
xW lN;A()F
p
T () d
p
’() = 0
m-almost surely.
Proof. By Lemma 2.1, for all > 0, the expectation in the lemma is bounded
above by
sup
f
8<
: 1Nd
Z X
x2TdN
xW lN;A()f()
p
’(d)− N 2−dDpN (f)
9=
;+ C(’;p; T ); (19)
where the supremum is taken over all the densities f with respect to p’. The second
term converges to zero as  # 0. Recalling the denition of WlN;A() and noticing that
l(x) and l(x + y) depend on the conguration  only through its values on the set
x;y;l :=x;l [ (y + x;l);
we may replace f by its conditional expectation with respect to the -algebra generated
by f(z); z 2x;y;lg. To this aim, we need some extra notation. For xed integer l and
environments p and q, we denote by ~Xl the conguration space NlNl , by p;q’;0;l the
product measure xp’ ⊗ xq’ restricted to ~Xl, and by fpx;y;l the conditional expectation
of f with respect to the -algebra generated by f(z); z 2x;y;lg. We dene
Wl; A(1; 2) = jl1(0)− l2(0)j1fl1(0)_l2(0)6Ag:
With this notation, the supremum over f in formula (19) is bounded above by
sup
f
8<
: 1Nd
Z X
x2TdN
1
(2N + 1)d
X
2l<jyj6N
xWl; A(1; 2)f
p
x;y;l(1; 2)
p;yp
’;0;l (d)
− N 2−dDpN (f)
)
; (20)
where the supremum is taken over all densities f with respect to p’.
We now study the Dirichlet form of fpx;y;l corresponding to the exchanges of particles
in the box x;y;l. Let D
p;q
l (h) be
Dp;ql (h) = I
p; q
l;1 (h) + I
p; q
l;2 (h) +
X
z; z02l
jz−z0j=1
Ip; qz; z0 ;1(h) +
X
z; z02l
jz−z0j=1
Ip; qz; z0 ;2(h);
where, for each z; z0 2l, such that jz − z0j= 1,
Ip; qz; z0 ;1(h) = (1=2)
d
Z
pzg(1(z))
q
h(z; z
0
1 ; 2)−
p
h(1; 2)
2
p; q’;0;l(d);
Ip; qz; z0 ;2(h) = (1=2)
d
Z
qzg(2(z))
q
h(1; 
z; z0
2 )−
p
h(1; 2)
2
p; q’;0;l(d);
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Ip; ql;1 (h) = (1=2)
d
Z
p0g(1(0))
q
h(0;−1 ; 
0;+
2 )−
p
h(1; 2)
2
p; q’;0;l(d);
Ip; ql;2 (h) = (1=2)
d
Z
q0g(2(0))
q
h(0;+1 ; 
0;−
2 )−
p
h(1; 2)
2
p; q’;0;l(d):
The congurations 0;() are dened by
0;(z) =

(z) if z 6= 0;
(0) 1 if z = 0:
Lemma 4.3. For all density function f with respect to p’ and for 2l< jyj6N;
the conditional expectation fpx;y;l of f with respect to the -algebra generated by
f(z); z 2x;y;lg satises
(i) Ip;ypz; z0 ;1 (f
p
x;y;l)6I
p
z; z0(f);
(ii) Ip;ypz; z0 ;2 (f
p
x;y;l)6I
p
z+y;z0+y(f);
(iii) Ip;ypl;1 (f
p
x;y;l)6(d)
2N 2−dDpN (f),
(iv) Ip;ypl;2 (f
p
x;y;l)6(d)
2N 2−dDpN (f).
This lemma is established in the proof of Lemma V:3:5 of Kipnis and Landim (1998)
and we omit it. Consequently, we have
1
Nd
X
x2TdN
1
(2N + 1)d
X
2l<jyj6N
Dp;ypl (f
p
x;y;l)6C(l)
2N 2−dDpN (f):
We then bound the supremum on f in (20) by
sup
f
1
(2N + 1)d
X
2l<jyj6N
1
Nd
X
x2TdN
Z
xWl; A(1; 2)f
p
x;y;l(1; 2)
p;yp
’;x;l (d)
−C(l; )−2Dp;ypl (fpx;y;l)

: (21)
We now specify the sites where p may behave badly. Notice that
(i) p;q’;x;l = 
xp;xq
’;0;l .
(ii) fpx;y;l is a density function with respect to 
p;yp
’;x;l ().
Fix > 0; > 0; n2N; k < l and L=[(2l+1)=(2k +1)]. Using the same notation
as in (4){(6), we introduce the indicator function 1fp2 Al; k; x; ; yp2 Al; k; x; g in (21). Thus,
the last supremum on f is bounded above by
2A
(2N + 1)d
X
2l<jyj6N
1
Nd
X
x2TdN
(1fxp 6 2 Al; k; 0; g + 1fx+yp 6 2 Al; k; 0; g)
+ sup
p;q
sup
f
Z
Wl; A(1; 2)f()
p;q
’;0;l(d)− C(l; )−2Dp;ql (f)

:
In this formula, the rst supremum is taken over all the densities f with respect to
p;q’;0;l and the second one over all (p; q) in A
l; k; 
0;  Al; k; 0; .
Since Wl; A is bounded, we can restrict ourselves to densities concentrated on con-
gurations with at most 2A(2l+ 1)d particles and having a Dirichlet form bounded by
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C(A; l; )2. By the proof of Lemma 3.1 (see (7) and below), letting N " 1 and then
 # 0, the proof of the lemma will follow from
lim sup
l!1
lim sup
!0
lim sup
N!1
1
(2N + 1)d

X
2l<jyj<N
1
Nd
X
x2TdN
(1fxp 6 2 Al; k; 0;l g + 1fx+yp 6 2 Al; k; 0;l g) = 0 (22)
m-almost surely and
lim sup
!0
lim sup
!0
lim sup
k!1
lim sup
l!1
sup
p;q
sup
f
Z
Wl; A(1; 2)f()
p;q
’;0;l(d)

= 0:
(23)
In (23), the rst supremum is taken over all the densities with at most 2A(2l + 1)d
particles and with Dirichlet form equal to 0. The second one is over all (p; q) in
Al; k; 0;l  Al; k; 0;l . Eq. (22) is a consequence of the ergodicity and the stationarity of the
environment. The strategy we shall follow to check the second result is analogous to
the one of (8).
For 06K62A(2l + 1)d, dene the canonical measure as
p;qK;l () = p;q’;0;l
0
@X
jzj6l
1(z) + 2(z) = K
1
A :
Notice that p;qK;l () does not depend on ’. The supremum in (23) is bounded above by
sup
p;q
max
06K62A(2l+1)d
Z
Wl; A(1; 2)
p;q
K;l (d)

; (24)
where the supremum is taken over all (p; q) in Al; k; 0;l  Al; k; 0;l . Notice that under p;qK;l
we can bound Wl; A(1; 2) by
2

1
(2l + 1)d
X
x2l
1(x)− K2(2l + 1)d
 :
Recalling the notation introduced before Eq. (8), the integral term in (24) is therefore
bounded above by
2
L
LX
i=1
Z  1(2k + 1)d
X
x2 Bi
1(x)− K2(2l + 1)d
 dp;qK;l () + O(k=l): (25)
By the same argument as for the study of Eq. (8), for 06K62A(2l+ 1)d, we let ’p;qK
be implicitely dened by the equation
K
(2l + 1)d
=
1
(2l + 1)d
X
jzj6l
(M (’p;qK p
−1
z ) + M (’
p;q
K q
−1
z )):
We easily check that ’p;qK depends only on K; l; p and q and that there exists a positive
constant C0(A) such that
sup
06K62A(2l+1)d
’p;qK 6C
0(A):
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The integral term in (25) can be decomposed intoZ  1(2k + 1)d
X
x2 Bi
1(x)− K2(2l + 1)d

(
p;qK;lf: =Bi = 1g
p’p;qK ; xi ;k
(1)
− 1
)
p’p;qK ; xi ;k
(d1)
+
Z  1(2k + 1)d
X
x2 Bi
1(x)− K2(2l + 1)d
 p’p;qK ; xi ;k(d1): (26)
Thus the rst term in (26) can be studied as in Lemma 3.3, the second one as in
Lemmas 3.4 and 3.5. That concludes our proof.
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