The self-join finds all objects in a dataset within a threshold of each other defined by a similarity metric. As such, the self-join is a building block for the field of databases and data mining, and is employed in Big Data applications. In this paper, we advance a GPU-efficient algorithm for the similarity self-join that uses the Euclidean distance metric. The search-and-refine strategy is an efficient approach for low dimensionality datasets, as index searches degrade with increasing dimension (i.e., the curse of dimensionality). Thus, we target the low dimensionality problem, and compare our GPU self-join to a search-and-refine implementation, and a state-of-the-art parallel algorithm. In low dimensionality, there are several unique challenges associated with efficiently solving the self-join problem on the GPU. Low dimensional data often results in higher data densities, causing a significant number of distance calculations and a large result set. As dimensionality increases, index searches become increasingly exhaustive, forming a performance bottleneck. We advance several techniques to overcome these challenges using the GPU. The techniques we propose include a GPU-efficient index that employs a bounded search, a batching scheme to accommodate large result set sizes, and a reduction in distance calculations through duplicate search removal. Our GPU self-join outperforms both search-and-refine and state-of-the-art algorithms.
I. INTRODUCTION
The similarity self-join is a routine operation, and is described as follows: given a dataset of objects, find all objects that have common attributes based on a similarity metric. In spatial applications, the problem typically focuses on distance metrics to find points that are near each other. However, in principle, distance similarity is a common metric, and can be applied to non-spatial applications as well. We focus on the distance similarity self-join that finds all points that are within a distance of each other using Euclidean distance.
Similarity self-joins are building blocks of existing data analysis algorithms. For example, the DBSCAN clustering algorithm requires range queries that search the neighborhood of all data points to find those within a given distance [1] . Other algorithms require range queries that constitute similarity joins, such as mining spatial association rules [2] , information retrieval optimization [3] , the OPTICS algorithm [4] , and time series data analysis [5] . Therefore, the self-join is a fundamental component of established data analysis methods [6] , [7] and, as such, is used in many Big Data applications.
Self-joins and the related similarity join typically target either low or high dimensionality in the literature. This is because the methods used for the self-join in low dimensionality are often unsuitable for high dimensional data, and vice versa. As described in [8] , a typical approach in low-dimensionality is to use the search-and-refine strategy as follows: search an index for points that may be within the search radius of a query point, which generates a candidate set, and then refine these points by performing the distance calculation between the query point and all points in the candidate set. This technique has been shown to be very efficient for low dimensional data; however, index performance degrades with dimensionality. We consider data up to 6-D, which is within the regime where index search performance degradation is not prohibitive for canonical spatial indexing schemes, and thus allows us to make a direct comparison to the search-and-refine approach. We elaborate on performance as a function of dimensionality. Figure 1 (a) plots the self-join response time and the average number of neighbors per point vs. dimension for datasets with 2 million points that are indexed in the R-tree [9] on the CPU. Since the number of data points are kept constant, as the dimensionality increases, the data density decreases, as the average distance between objects increases with dimension [10] . Therefore, the average number of neighbors per point decreases significantly with dimensionality. While this demonstration is not representative of all possible scenarios, it shows two interesting computational problems. First, from Figure 1 (a), we see that the greatest response time (i.e., worst performance) occurs at 2 and 6 dimensions. In 2-D, there are many neighbors to consider per point, and while the Rtree index filters many of them, we must still perform costly Euclidean distance calculations between a large number of points to find those within the query distance. Second, at 6-D there are very few neighbors within per point, unless is increased (Figure 1 (b) ). However, the index search for 6-D data is more exhaustive in comparison to 2-D. Thus, index performance degenerates with increasing dimension, caused by the well-known curse of dimensionality [11] - [14] .
In this paper, we propose an algorithm that leverages GPU hardware to efficiently compute the distance similarity selfjoin. This paper makes the following contributions:
• We present an efficient indexing strategy that bounds the search for nearby points and exploits the high memory bandwidth and parallelism afforded by the GPU. • By carefully considering the domain decomposition provided by the index, we provide a selection strategy that eliminates duplicate searches and distance calculations. We show that the performance of this optimization is dependent on GPU cache utilization. • For self-joins that yield a large number of nearby neighbors which would exceed the memory capacity of the GPU, we exploit an efficient batching scheme between host and GPU to incrementally compute the entire self-join result. • We show that for a fixed dimension, our approach achieves similar performance gains on real-world and uniformly distributed synthetic datasets. • Related to the above, we motivate that uniformly distributed data should represent a worst-case scenario for our gridbased indexing approach. Despite this, our approach is still significantly faster than the reference implementation using an R-tree across the 2-6 dimensions evaluated. Furthermore, our approach outperforms the parallel state-of-the-art implementation across nearly all experimental scenarios. The paper is outlined as follows: Section II provides background information, Section III formalizes the problem, Section IV presents our GPU indexing strategy, Section V describes additional techniques used to improve self-join performance, Section VI outlines the methodology and experimental evaluation, and finally, we conclude the work in Section VII.
II. BACKGROUND
We consider several relevant categories of related work. The self-join problem is a special case of a join operation on two different sets of data points (or feature vectors). It is also similar to the problem of querying a database to find the subset of points whose values are within an distance from a query point. Therefore, works in these other areas are directly applicable to the self-join problem. All of these operations are typically supported by indexing data structures that are used to accelerate range queries on the input dataset. Thus, since we use GPUs to improve performance in this work, we also consider related work that focuses on algorithmic transformations and GPU optimized indexes. We present an overview of each of these relevant areas below. Search-and-refine: Several works have studied the similarityjoin problem on the CPU [3] , [6] , [8] , [15] , [16] . We focus on [6] as it uses the canonical search-and-refine strategy to compute the similarity self-join to accelerate clustering by calculating the neighbors of each point before clustering.
The authors in [6] utilize the search-and-refine strategy and evaluate their approach using the R*-Tree [17] and X-tree [18] to accelerate multidimensional searches on both 9-D and 64-D datasets. They report that performing the self-join first, instead of a series of individual range queries in the instruction flow of the clustering algorithm can significantly improve clustering performance. Using the self-join over the iterative approach, they achieve significant performance gains in the context of out-of-core processing, which has different overheads than the in-memory processing examined here. This work shows that the self-join is used in other algorithms, and that indexes improve self-join performance. Employing Grids and Grid-based Indexes: Spatial indexes, such as the R*-Tree [17] mentioned above, are highly efficient at pruning the search space because the index is constructed based on the input data. Thus, regions with high data densities generate more data partitions (fewer partitions are needed in low density regions). This is similar to many other tree-based indexes such as k-d trees [19] or quad trees [20] .
In contrast to these index-trees, grid-based methods make a static partitioning of the data, whereby some data partitions may contain over-densities of the data and other partitions may contain mostly empty space. Thus, the index is independent of the data distribution. One drawback of grids is that index-trees may be much faster at data retrieval on data distributions for which they are designed. Consequently, data-dependent indextrees have been the predominant index type for the search-andrefine strategy above. However, a benefit of grids is that they are fast to construct, and can be very space efficient, as their size is predominantly independent of the data distribution.
Grid-based approaches have been used to solve the similarity join problem on the CPU. The "epsilon grid order" [21] overlays the physical space with a non-materialized n-dimensional grid, where each grid cell is of length (the query distance). To summarize their approach, finding points within is bounded to the points in the adjacent grid cells of the cell of a query point, and these cells can be pruned by determining how far away they lie based on the individual cell's n dimensional coordinates. Similarly, [8] advances an epsilon grid order approach (Super-EGO) that uses the data distribution to inform pruning the search, and is state-of-theart for join operations. We compare our approaches to a multithreaded implementation of Super-EGO in [8] .
Indexes for the GPU: To reduce the number of distance calculations, several papers have advanced GPU-efficient indexes [7] , [14] , [22] - [26] . A major question in this field is whether indexes suited for the CPU are efficient when implemented for the GPU. Since tree-based indexes require many branch instructions, a loss in parallel efficiency can occur on the GPU due to the SIMD architecture [27] . A key insight from [26] is that it is preferable to have a less selective index that is very efficient on the GPU, rather than a more selective (tree-based) index that suffers from additional overheads and lower parallel efficiency. Consequently, we will motivate the use of a non-tree-based indexing scheme. A hierarchical grid index for the GPU that is designed for efficient searches in skewed data distributions is presented in [22] . In our evaluation, we utilize both real-world and uniformly distributed data. However, future work includes examining skewed data in greater detail. GPU Similarity Joins: The similarity-join in [7] uses a directory structure to reduce the number of candidates that may be within of a query point. On 8-D datasets of up to 8 million points, the GPU outperforms the CPU algorithm when is selected such that each point has 1-2 average neighbors [7] . Given the input data and result set sizes, the self-join may not have exceeded the GPU's global memory capacity. We use batching to enable results that exceed GPU memory capacity.
LSS [28] advances a GPU similarity join for highdimensional data that achieves impressive results. However, the target dimensionality is higher than that considered here.
III. PROBLEM STATEMENT
The distance similarity self-join problem is described as follows. Let D be a database of points. Each point is denoted as p i , where i = 1, . . . , |D|. Each p i ∈ D has coordinates in n-dimensions, where each coordinate is denoted as x j where j = 1, . . . , n, and n is the number of dimensions of the point/feature vector. We use the following notation to denote a data point and associated coordinates: p i = (x 1 , x 2 , . . . , x n ).
We find all points, p i ∈ D, that are within the Euclidean distance, , of each other (known as a range or distance query). As an example, given points a ∈ D and b ∈ D, we say that the points are within when the distance function, dist(a, b) ≤ , where dist(a, b) = n j=1 (a(x j ) − b(x j )) 2 . All processing occurs in-memory on the GPU and CPU.
IV. GPU INDEXING

A. Motivation: Utilizing a Grid
There are a number of challenges that need to be overcome for efficient indexing on the GPU. Due to the constrained global memory capacity, it is crucial that the index structure is small. However, spatial index structures often encapsulate the entire space, and thus may retain information regarding empty space. While this may be feasible in low dimensionality (i.e., 2-D [29] ), it is intractable in higher dimensions. In contrast to previous work in [29] , we do not index empty cells.
Index-trees have been implemented for both the CPU [9] and GPU [14] . However, the non-deterministic nature of treetraversals leads to branch divergence, which is known to degrade GPU performance due to thread serialization [27] . Also, the access patterns of such tree-traversals may lead to poor cache efficiency. In contrast, a search for nearby points in a grid can be bounded to adjacent cells (as discussed in the related work). Since the search is bounded, it is likely to have more regular memory access patterns in comparison to indextrees. As has been shown in other contexts, algorithms with regular memory access patterns on GPUs often yield significant performance gains over multi-core CPU algorithms [30] .
Because the grid is constructed independently of the data distribution (with the exception of encompassing the entire dataset in each dimension), the grid is well-suited for employing a work-avoidance strategy. As we demonstrate, employing a grid enables us to reduce the number of distance calculations and index searches by a factor of ∼2.
We utilize a grid-based index for the GPU because: (i) the memory requirements of the index are small, which is important to maximize the space for other data; (ii) bounded grid index searches have regular memory access patterns and thus less thread divergence, which would otherwise degrade performance; and, (iii) the grid index presents an opportunity to reduce the total workload of the self-join.
B. Index Properties
In this section, where appropriate, we use similar notation as previous work [29] to describe our index. We denote g j as the properties of the index structure in the j th dimension. We find the minimum and maximum values of each dimension across all points. Using these values, we define as g min j and g max j as the minimum and maximum dimensions of our index grid, respectively. This defines the index range [g min
where g min j = min pi∈D x j − and g max j = max pi∈D x j + , for each dimension j. The range is appended by to avoid boundary conditions in grid cell lookup calculations.
To generate an n-dimensional grid, we compute grid cells in each dimension, where the length of each cell is . The number of cells in each dimension, |g j |, is computed as |g j | = (g max j − g min j )/ . For simplicity, we assume evenly divides the range of each dimension (g max j − g min j ). This ensures that, for a query point in a cell, the search for neighboring points within will be constrained to the adjacent cells, bounding the search and regularizing the instruction flow.
If all cells were indexed, this would yield n j=1 |g j | grid cells. For even moderate dimensionality datasets, the total number of cells would make the space complexity intractable. Thus, in contrast to [29] we elect to only store non-empty grid cells in our grid index, denoted as G. The space occupied by the index is a function of the data density and distribution and not the total (hyper)volume defined by n j=1 g max j − g min j .
C. Index Components
In this section, we describe the components of the index shown in Figure 2 (a) and in the following section describe the index search using an example grid in Figure 2 (b). To minimize the space occupied by the index structure, we use several supporting components, enabling us to only store non-empty grid cells. When finding the adjacent grid cells of a point, we determine if a grid-cell exists based on the ]. Since A provides a direct mapping between D and the points inside each grid cell, |A| = |D|. A masking array is also computed to reduce the search space by filtering the cells as a function of the n-dimensional coordinates. We store only the coordinates of grid cells that are non-empty in each dimension. We denote this masking array as M j , where j ∈ {1, . . . , n}.
D. Index Search
We illustrate searching the index. Figure 2 (b) shows a 2-D example grid, where non-empty cells are shaded and are labeled in lexicographic order. In the figure, there are 11 nonempty cells, thus |B| = |G| = 11. Cell C h = 7 (linear id 30) contains a point a ∈ D, which requires calculating the neighbors within of the adjacent grid cells. We begin by storing the range in each dimension of the neighboring grid cells of C h = 7, in a range for each dimension, denoted as O j , where j = 1, . . . , n, which yields O 1 = [1, 3] and O 2 = [3, 5] in the respective dimensions (cells outlined with the black dashed lines in Figure 2 (b)). We then compare O j to the masking array M j . In the example, M 1 = [1, 2] (in j = 1, there are no points in the 3rd cell column), and M 2 = [3, 5] . We then take O j ∩ M j , which yields [1, 2] , and [3, 5] , respectively (cells outlined in orange in Figure 2 (b)). Then, with the ranges in each dimension, for each cell (6 in total), we compute the linear coordinate and binary search B (Figure 2 (a) ) to see if the linear coordinate exists. If so, we compute the distances to the points in the cell and filter the points with distances that are > . For example, C 6 has linear coordinate 22, and the points in D are found using A, as
As an alternative to the lookup array A, one could store the points within each cell, C h , thus mapping G directly to D. However, this would require allocating a constant amount of memory per cell, the size of which would be the cell containing the greatest number of points. This would waste a significant amount of memory. Likewise, we could store all cells, including those that are empty, but that would increase |G| exponentially with the number of dimensions, potentially causing the index to require more memory than the global memory capacity. With our strategy, the space complexity required by the index is O(|B| + |G| + |A|), where |B| = |G| and |A| = |D|. Since our cells contain at least one point, our space complexity simplifies to O(|D|).
The curse of dimensionality [11] is expected to reduce the pruning efficiency of index searches [14] in higher dimensions. The number of adjacent cells to a query cell is 3 n , and this leads to a significant number of cells to check to see if they exist in B. However, since average density decreases in higher dimensions, fewer adjacent cells to a query cell will be nonempty, allowing us to ignore many neighbor cells.
E. Global Memory GPU Kernel
In this section we provide details of GPUSELFJOIN-GLOBAL, the main GPU kernel of our algorithm, with pseudocode provided in Algorithm 1. We refer to Figure 2 when illustrating the kernel, and thus the kernel is presented in 2-D. For this kernel, we employ |D| threads, where each thread considers a single point and finds all neighbors within using the grid-based index. Threads do not utilize shared memory in this kernel. The GPU kernel takes as input D, A, G, B, M , and, . Each thread begins by getting its global thread id and checking to see if the global id is larger than D (lines 2-3). The thread then stores its point in registers (line 5) and computes index ranges of adjacent cells in each dimension (line 6), corresponding to the black dashed box in Figure 2 (b). The ranges are then filtered in each dimension using M (line 7), resulting in the orange box in Figure 2 (b). The thread then iterates over these filtered ranges in each dimension (lines 8-9) to create 2-D coordinates that are used to compute a linear coordinate for each non-empty neighbor cell (line 10). In the example in Figure 2 , the two loops generate the linearized ids: 22, 23, 29, 30, 36, 37 (orange outline). Each of these are searched in B, resulting in the non-empty cells 22, 30, and 36.
For each of these cells, the thread finds the points contained therein using array G to get the minimum and maximum ranges in A (lines [12] [13] . The thread then iterates over all points in this range (line 14), computing the distance from the query point (lines [15] [16] . If the distance computed is within , then the result is stored as a key/value pair (line 17), where the key is the query point id and the value is the point found to be within the distance. After the kernel's execution, we sort the key/value pairs, and transfer the result to the host. Our example in Algorithm 1 illustrates GPUSELFJOIN-GLOBAL in 2-D (i.e., n = 2). When n > 2, additional loops are required after the loops on lines 8-9, and the adjacent cell ids and filtered cell id ranges (lines 6-7) also compute these ranges for the additional dimensions.
Algorithm 1
The GPUSELFJOINGLOBAL Kernel. 1 : procedure GPUSELFJOINGLOBAL(D, A, G, B for dim1 ∈ filteredRngs [1] .min, . . . , filteredRngs [1] .max do 9:
for dim2 ∈ filteredRngs [2] .min, . . . , filteredRngs [2] .max do 10:
linearID ← getLinearCoord(dim1,dim2) 11:
if linearID ∈ B then 12:
lookupMin
for candidateID ∈ {lookupMin,. . . ,lookupMax} do 15:
result ← calcDistance(point, D[candidateID]) 16:
if result ≤ then 17:
atomic: resultSet ← resultSet ∪ result return
V. OPTIMIZATIONS
The indexing scheme presented in Section IV provides a general method for us to efficiently solve the self-join problem for datasets ranging from 2 to 6 dimensions. In this section, we discuss optimizations that further improve the performance of our self-join algorithm on the GPU. Since this work focuses on datasets from 2-6 dimensions, we focus on optimizations that address the challenges of processing low dimensional data.
A. Batching the Result Set
Batching schemes are required by many GPU-accelerated approaches that process large volumes of data. In low dimensionality, the hyper-volume of the space is small in comparison to high dimensionality, so more points co-occur in the same region, leading to larger result set sizes (e.g., Figure 1 ). Since there are potentially a large number of points within the distance, a bottleneck is the data transfer of the result set between the GPU and host. We leverage the work of [29] that calculated the -neighborhood of 2-D points on the GPU for use in the DBSCAN clustering algorithm [1] . In our context, without incrementally batching the result set it may not be possible to process low-dimensional data in a single kernel invocation as the result set may exceed global memory capacity. Furthermore, the batching scheme allows us to overlap GPU computation with bidirectional data transfers between host and GPU. Thus, even for workloads that would not overflow the GPU's global memory capacity, it is more efficient to use the batching scheme. In all experiments, the minimum number of batches is set to 3.
B. Avoiding Duplicate Calculations
Thus, if we can evaluate pairs of neighboring points only once, we can report both corresponding ordered pairs and eliminate redundant work. We present a general method of accomplishing this for n dimensions, which we call "unidirectional comparison" (UNICOMP).
We consider each dimension separately and, for each point contained in a cell that has an odd coordinate for the given dimension, we evaluate points in a specific set of neighbor cells. Figure 3 illustrates which neighbor cells we want to evaluate when the query point is located in a (blue) cell with an odd index in each of the first 3 dimensions.
x is odd y is odd z is odd Fig. 3 : Illustration of the UNICOMP optimization. The blue cell is our source cell and the white cells drawn around it are those we want to evaluate if the source cell index at the particular dimension is odd.
In the example of n = 3 (x, y, and z coordinates), we first consider the x-index. If cell C a containing the source point has an odd x-index, we evaluate the neighbor cells that differ by x-index but share the same y and z indices as C a . If the cell has an even x-index, we do nothing. We then consider the y-index: if odd, we evaluate all neighbor cells that differ by y but share the z-index as C a . Finally, we consider z; if odd, we evaluate all neighbor cells with z-index that differs from C a . Pseudocode illustrating this process for 3 dimensions (x, y, and z) is presented in Algorithm 2.
We apply this pattern when considering which neighbor cells to evaluate for each point p. Whenever a point q is found within the distance of p, we add both (p, q) and (q, p) to our result set. UNICOMP reduces both the index search overhead (cell evaluations) and Euclidean distance calculations roughly by a factor of two. Thus, we expect the UNICOMP optimization to improve overall performance by this factor.
VI. EXPERIMENTAL EVALUATION A. Datasets
We utilize both real and synthetic datasets to evaluate the performance of our approaches. Our synthetic datasets (Syn) assume data is uniformly distributed and independent in each dimension. As will be elaborated on in the experimental evaluation, uniformly distributed data represents a worstcase scenario for our GPU grid indexing scheme because it if linearID ∈ B then 7:
ComparePoints(point, linearID) 8:
if Ca.y is odd then 9:
for x ∈ filteredRngs[1] do 10:
for y ∈ filteredRngs[2] do 11:
if y = Ca.y then 12:
linearID ← getLinearCoord(x, y, Ca.z) 13:
if linearID ∈ B then 14:
ComparePoints(point, linearID) 15:
if Ca.y is odd then 16:
for x ∈ filteredRngs[1] do 17:
for y ∈ filteredRngs[2] do 18:
for z ∈ filteredRngs[3] do 19:
if z = Ca.z then 20:
linearID ← getLinearCoord(x, y, z) 21:
if linearID ∈ B then 22:
ComparePoints(point, linearID) return maximizes the number of non-empty cells, leading to higher search overhead in comparison to datasets with regions of higher density, relative to the average data density. We generate datasets in multiple dimensions with 2 and 10 million points to observe how performance varies as a function of data density and dimensionality. Each data point is represented as a 64-bit floating point value uniformly distributed in the range [0,100] in each dimension. Additionally, we evaluate performance using the following real-world datasets. The SWdataset contains the latitude/longitude and the total electron content in the ionosphere [31] . We use this dataset in either 2 or 3 dimensions: in 2-D, we use the coordinates of the point, and in 3-D we include the total electron content value. The SDSSdatasets are galaxies from the Sloan Digital Sky Survey, data release 12 [32] . Galaxies are represented in 2-D, spanning redshift (z) of 0.30 ≤ z ≤ 0.35. A summary of dataset properties are outlined in Table I. 
B. Experimental Methodology
The GPU code is written in CUDA [33] and executed on an nVIDIA TITAN X (Pascal architecture) GPU with 12 GiB of global memory. All C/C++ host code is compiled with the GNU compiler with the O3 optimization flag. The platform has 2 × 16 = 32 Intel E5-2683 v4 2.1 GHz CPU cores. The self-join CUDA kernel (Algorithm 1) is configured to run with 256 threads per block, and uses 64-bit double precision floats. All results are averaged over 3 trials. We denote our GPU approach as GPU-SJ. Reference Implementation (CPU-RTREE): We compare the performance of GPU-SJ to a sequential reference implementation using an R-tree [9] index, denoted as CPU-RTREE. The performance of the R-tree search is sensitive to the insertion order of the data, and co-located data should be inserted together (e.g., using a Hilbert curve [34] ). Thus, in all experiments, we first sort the data into bins of unit length in each dimension. This ensures that internal nodes of the R-tree do not encompass too much empty space. Since we focus on index search performance, we omit index construction time. We note, however, that inserting points into the grid in GPU-SJ requires far less work than constructing the R-tree.
As discussed in Section I, the search-and-refine strategy that is reflected in CPU-RTREE is efficient in low dimensionality; however, index search performance degrades in higher dimensions. For this reason, we only focus on dimensions 2-6.
State-of-the-art (SUPEREGO):
The Super-EGO algorithm [8] for the CPU performs fast self-joins on multidimensional data. It has been shown to outperform many other join algorithms on both low and high dimensional data and is considered state-of-the-art. As such, we compare our approach to the multi-threaded version of Super-EGO [8] , using 32 threads on our 32 core platform. We execute the algorithm using 32-bit floats (execution with 64-bit floats failed). However, our GPU implementation uses 64-bit floats; therefore, the SUPEREGO algorithm is expected to be slower if it were executed with 64-bit floats (e.g., more cache misses would occur). Furthermore, SUPEREGO normalizes all data in the range [0,1] in each dimension. We modified our datasets accordingly, but in our figures, we show the non-normalized value of so that we can compare results. We validated consistency between our implementations by comparing the total number of neighbors within . In all time measurements, we use the total time to ego-sort and join. We are grateful to D. Kalashnikov for making his code publicly available. GPU Brute Force Implementation: As dimensionality increases, there is increased index search overhead in any selfjoin operations that use an index. Thus, at some dimension, a brute force nested loop join O(|D| 2 ) algorithm [8] that compares all points to each other is expected to be more efficient than using an index. Since this brute force approach compares all pairs of points, it is independent of . We also compare to a parallel brute force implementation on the GPU. The kernel simply uses |D| threads, where each thread is assigned one point to compare to each of the other points in the dataset. We exclude the time to transfer the result set back to the host, and thus only execute a single kernel invocation. This represents a lower bound on the brute force implementation. Since the performance of the brute force algorithm is not dependent on , we only run the brute force algorithm for a single value of on a given dataset. This GPU brute force implementation demonstrates that the performance gains of our approaches are not due to the high throughput of the GPU.
C. Results
As the search distance, , increases, the performance of the self-join degrades for two reasons: (i) more comparisons are required to determine if two points are within of each other; and, (ii) the performance of index searches degrade as the search volume increases. Our grid-based index is less susceptible to the effect in (ii) above because the search is limited to adjacent grid cells of a given query point. Real-world datasets: Figure 4 plots the response time vs.
for the real-world datasets, which span 2-3 dimensions. The figure is plotted on log scale so that we can observe differences in response times across multiple orders of magnitude (we summarize speedup in a subsequent figure) . Across all datasets, GPU-SJ outperforms CPU-RTREE. Furthermore, GPU-SJ outperforms the state-of-the-art algorithm, SUPEREGO (executed in parallel with 32 threads) across most scenarios. We find that on SW3DA when > 1.8, SU-PEREGO outperforms GPU-SJ with UNICOMP. However, on the largest dataset, SDSS2DB (containing 15 million points), GPU-SJ with UNICOMP achieves up to ∼6× speedup over SUPEREGO. Although GPU-SJ is faster than the brute force method for all of our experiments, on the SW3DA dataset ( Figure 4 (e) ), brute force outperforms CPU-RTREE at > 1.8. This is because the values are quite large in this experiment, increasing the number of distance calculations and diminishing the efficacy of the index. Synthetic datasets: Figures 5 and 6 show the response time vs. for synthetic datasets with 2 and 10 million datapoints, respectively, spanning 2-6 dimensions. While the results on the 2-D datasets are consistent with the observations for the real-world datasets in Figure 4 , the results for higher dimensions are not. The performance of UNICOMP improves with dimensionality, particularly when the number of dimensions, n ≥ 3 (comparing Figures 5 and 6 (b)-(e)). Across all synthetic datasets, GPU-SJ (with UNICOMP) outperforms CPU-RTREE. Furthermore, GPU-SJ with UNICOMP outperforms SUPEREGO on nearly all experiments.
Impact of data distribution on performance: We use uniformly distributed synthetic datasets because: (i) the performance of searches is data-dependent and uniformly distributed data is an average case compared to sparse datasets or datasets with over-dense regions; and (ii) uniformly distributed data is a worst-case scenario for the GPU-SJ grid index. Datasets having more over-dense regions will have fewer non-empty cells, resulting in fewer cells to search. In contrast, uniformly distributed data will have more cells with fewer points contained within, maximizing the number of non-empty cells. Thus, uniformly distributed data has greater search overhead than data distributions with highly varying densities (i.e., realworld data).
SUPEREGO also tends to perform better on non-uniform data for many of the same reasons as GPU-SJ. However, SUPEREGO reorders the dimensions to improve cell pruning as a function of data distribution [8] . We find that across the uniformly distributed synthetic datasets, the performance of SUPEREGO degrades with in a similar manner to GPU-SJ.
GPU-SJ vs. CPU-RTREE: Figure 7 plots the speedup of GPU-SJ with UNICOMP over CPU-RTREE vs. for each dataset from Figures 4, 5 , and 6. The lowest performance gain over CPU-RTREE occurs on SDSS2DA and SW2DA (i.e., the smallest workloads). When 2 ≤ n ≤ 3, we see fairly consistent speedups, regardless of or |D|. This indicates that the speedup of GPU-SJ over CPU-RTREE is less a function of data distribution (e.g., uniform vs. skewed). Rather, data dimensionality dictates the rate at which degrades index performance, and this relationship differs between GPU-SJ and CPU-RTREE. This suggests that the speedup we see with synthetic datasets when 4 ≤ n ≤ 6 ( Figure 7 ) will be consistent with real-world datasets of the same dimensionality. Furthermore, index degradation with dimensionality explains why the performance gains are largest on the higher dimen- sional datasets (up to 125×). Across all datasets, GPU-SJ is on average 26.9× faster than CPU-RTREE. GPU-SJ vs. SUPEREGO: Figure 8 plots the speedup of GPU-SJ with UNICOMP over SUPEREGO (with 32 threads). Similar to Figure 7 , the GPU performance gain is lowest on scenarios with small workloads. We find that there are only 6 instances where SUPEREGO outperforms GPU-SJ (below the black line). The average speedup on real-world datasets is ∼ 2× (blue line), while the average across all datasets is 2.38× (red line). On average GPU-SJ with UNICOMP is 138% Figure derived from Figures 4, 5 , and 6. The black line shows where our approach achieves a speedup (or slowdown). The red and blue lines show the average speedup across all of the datasets and real-world datasets, respectively. faster than SUPEREGO. As expected, SUPEREGO performs worse on the synthetic datasets, as it cannot benefit from dimensionality reordering on uniformly distributed data.
Many-core GPUs can be leveraged in heterogeneous environments for data-intensive (self-) join operations. SU-PEREGO is a state-of-the-art join algorithm, and across nearly all scenarios, our GPU-SJ algorithm outperforms SUPEREGO as executed on 32 CPU cores. Also, recall that our results for SUPEREGO are using 32-bit data points, while GPU-SJ uses 64-bit on all scenarios; therefore, we expect further performance gains over SUPEREGO if 64-bit floats are used. Performance characterization of UNICOMP: As previously mentioned, while UNICOMP decreases the number of point comparisons and cells searched by a factor of ∼2, it does not yield a corresponding decrease in response time. This leads to unexpected speedups over CPU-RTREE and SUPEREGO as a function of and dataset size, as mentioned above. Figure 9 shows the ratio of the response times of GPU-SJ with and without UNICOMP, derived from the results shown in Figures 4, 5, and 6 (by dividing the respective response times). While there are are a few scenarios in Figure 9 (a) for which UNICOMP results in a slight performance loss due to overhead, the resulting slowdowns are negligible; thus, UNICOMP can be used without concern of significant performance degradation.
When using UNICOMP on real-world datasets (Figure 9 (a) ), the response time ratios are within 1.5×, and not 2× as expected. However, the higher dimensionality (n ≥ 3) results shown in Figure 9 (b) and (c) demonstrate that UNICOMP achieves some performance gains that are ≥ 2×. This is a surprising result, as UNICOMP reduces the number of cells and points searched by a factor of ∼2. To understand this phenomenon, we consider two cases: when the response time ratio is < 2 and when it is > 2. We use the nVIDIA Visual Profiler [35] to collect two metrics during execution: occupancy and unified cache utilization. Occupancy is a measure of the number of threads running simultaneously on the GPU. Thus, low occupancy can result in under-utilization of GPU cores. On the nVIDIA Maxwell and Pascal GPUs, the unified (L1) cache is a coalescing buffer for memory accesses [36] . Particularly relevant is the caching of global loads. We compare the occupancy and unified L1 cache bandwidth utilization on the self-join kernels (without and with UNICOMP). Table II shows two datasets with response time ratios of GPU-SJ (without/with UNICOMP) < 2 (SW2DA, SDSS2DA) and > 2 (Syn5D2M, Syn6D2M). In all datasets, using UNI-COMP results in lower occupancy due to more registers being used per thread. As expected higher dimensionality also reduces occupancy due to register usage. Thus, while UNICOMP reduces occupancy, we notice that the relative cache utilization depends on the dataset. For those with response time ratios < 2 (SW2DA, SDSS2DA), UNICOMP reduces cache utilization. However, when ratios are > 2 (Syn5D2M, Syn6D2M), UNICOMP increases cache utilization. Thus, we attribute the increased performance of UNICOMP on higher dimensional datasets to a higher degree of temporal locality in the L1 cache. This explains the variance in performance from UNICOMP, despite it decreasing the work by a factor of ∼2.
VII. DISCUSSION & CONCLUSION
The self-join is a widely used operation in many data intensive search algorithms and Big Data applications. We demonstrate that our algorithm, GPU-SJ, that combines a grid-based index that is suited for the GPU with batched result reporting and duplicate search removal (UNICOMP), outperforms the multi-threaded state-of-the-art SUPEREGO algorithm with an average speedup of 2.38×. GPU-SJ also significantly outperforms the search-and-refine strategy, CPU-RTREE.
Due to the large range of relevant related work (Section II), we summarize the novelty of our techniques as follows:
•In low-dimensionality, there are likely to be many neighbors within the query distance . We batch the results to process self-join result sets that exceed the GPU's global memory capacity. The batching scheme overlaps computation and communication to amortize the host-GPU overheads. •We motivate the use of a grid index for the GPU due to its bounded search, and thus greater regular instruction flow in comparison to index-trees. While grids have been used on the CPU for the similarity join [8] , [21] , we have not found any works that apply a grid on the GPU to compute the self-join. •By virtue of utilizing a grid, our novel UNICOMP optimization reduces the number of grid cells searched and distance calculations, is generalizable to n-dimensions, and improves cache utilization when n > 3.
Future work includes applying this work to other spatial searches, such as kNN, and determining if this work is relevant for self-joins on higher dimensional datasets.
