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Frank Trujillo
IMJ-PRG, Universite´ de Paris
Paris, France
Abstract. For a fixed frequency vector ω P R2 z t0u obeying ω1ω2 ă 0 we
show the existence of Gevrey-smooth Hamiltonians, arbitrarily close to an in-
tegrable Kolmogorov non-degenerate analytic Hamiltonian, having a Lyapunov
unstable elliptic equilibrium with frequency ω. In particular, the elliptic fixed
points thus constructed will be KAM stable, i.e. accumulated by invariant
tori whose Lebesgue density tend to one in the neighbourhood of the point
and whose frequencies cover a set of positive measure.
Similar examples for near-integrable Hamiltonians in action-angle coordi-
nates in the neighbourhood of a Lagragian invariant torus with arbitrary ro-
tation vector are also given in this work.
1. Introduction
By classical KAM theory, non-resonant elliptic fixed points satisfying the Kol-
mogorov’s non-degeneracy condition are accumulated by invariant tori whose Le-
besgue density tend to one in the neighbourhood of the point and whose frequencies
cover a set of positive measure. This property is sometimes called KAM stability.
V. Arnold [1] proved1 that non-resonant elliptic fixed points of Hamiltonians with
two degrees of freedom which are simultaneously Kolmogorov and isoenergetic non-
degenerate must be Lyapunov stable.
Restricted to elliptic fixed points in two degree-of-freedom Hamiltonian systems,
we consider the question of wether or not KAM stability by itself implies stability
in the sense of Lyapunov. We point out that for systems with three or more
degrees of freedom this question has a negative answer. In fact, examples related
to Arnold’s diffusion [2] show that for systems with at least five degrees of freedom
KAM-stability does not imply Lyapunov stability of the elliptic equilibrium, even
if we assume isoenergetic non-degeneracy. More recently, B. Fayad [6] constructed
similar examples for systems with three or more degrees of freedom.
In this work we show that for systems with two degrees of freedom the answer to
this question is also negative. Moreover, our examples can be taken arbitrarily close
to non-degenerate integrable Hamiltonians, i.e. systems for which the phase space
is completely foliated by invariant tori. The construction is inspired in the diffusion
along resonances mechanism for Hamiltonians in action-angle coordinates, that we
describe in detail in Section 3.1. Let us point out that similar results to those
1991 Mathematics Subject Classification. 37J25, 37J40, 70H08, 70H14.
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1According to Bruno [5] Arnold’s original proof was not correct. A different proof of this result
can be found in [12].
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concerning the stability and accumulation by invariant tori of non-resonant elliptic
fixed points also hold for Diophantine invariant tori of Hamiltonians in action-angle
coordinates. The aforementioned mechanism will allow us to construct examples of
Lyapunov unstable invariant tori with arbitrary rotation vector for non-degenerate
near-integrable Gevrey-Smooth Hamiltonians in action-angle coordinates. As we
shall see, for frequency vectors ω “ pω1, ω2q obeying ω1ω2 ă 0, this construction
can be carried to the elliptic fixed point case.
2. Setting and notations
2.1. Hamiltonians flows near a fixed point. Throughout this work we denote
vectors in R4 by px1, y1, x2, y2q and endow R4 with its canonical symplectic structure
dx1^dy1`dx2^dy2. Recall that a Hamiltonian on R4 is simply a smooth function
H on R4 and that its associated Hamiltonian system is given by
(1) 9xi “ ByiH, 9yi “ ´BxiH.
The solution to the previous system, which we denote by ΦtH , is called the Hamil-
tonian flow of H . We denote by XH the Hamiltonian vector field given by (1).
A fixed point p0 of a Hamiltonian flow H is said to be Lyapunov unstable if there
exists A ą 0 such that for any δ ą 0 there exist p and t P R obeying
|p´ p0| ă δ,
ˇˇ
ΦtHppq ´ p0
ˇˇ ą A.
A fixed point of a Hamiltonian flow is called elliptic if the eigenvalues of the lin-
earized system are purely imaginary. In this case the spectrum of the associated
matrix will be given by t˘iω1,˘iω2u for some ω “ pω1, ω2q in R2. We call ω the
frequency vector of the elliptic equilibrium. A vector ω P R2 is said to be non-
resonant if the equation xω, ky “ 0 has no solution k P Z2 z t0u. An elliptic fixed
point is said to be non-resonant if its frequency vector is non-resonant.
Every Hamiltonian H : R4 Ñ R having a non-resonant elliptic fixed point at the
origin with frequency vector ω can be expressed in the form
(2) Hpx, yq “
2ÿ
i“1
x2i ` y2i
2
ωi `O3px, yq
by means of a linear symplectic transformation (see [3] for a proof). Moreover, if
we define I “ pI1, I2q : R4 Ñ R2 by
Iipx, yq “ x
2
i ` y2i
2
,
for any n P N the Birkhoff normal form ensures the existence of a symplectic
transformation taking the Hamiltonian (2) to the form
Hpx, yq “ fnpIpx, yqq `O2n`1px, yq,
where fn is a polynomial of degree at most n. A smooth Hamiltonian H of the form
(3) Hpx, yq “ hpIpx, yqq `O5px, yq
is said to be Kolmogorov non-degenerate if
(4) det
ˇˇB2Ihp0qˇˇ ‰ 0
and is said to be isoenergetic non-degenerate if
(5) det
ˇˇˇ
ˇ B2Ihp0q BIhp0qTBIhp0q 0
ˇˇˇ
ˇ ‰ 0.
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Notice that for H of the form (3) the origin is an elliptic equilibrium with rotation
vector BIhp0q. In the following, given a smooth function h : U Ă R2 Ñ R defined on
an open neighbourhood of 0 we will say that h is Kolmogorov (resp. iso-energetic)
non-degenerate if (4) (resp. (5)) is verified.
A smooth Hamiltonian H of the form (3) is said to be integrable if it can be
conjugated by means of a symplectic transformation to a Hamiltonian of the form
hpIpx, yqq. Notice that in this case the phase space will be completely foliated by
invariant tori.
2.2. Hamiltonians in action-angle coordinates. In the following we denote
vectors in T2 ˆ R2 as pθ,Rq “ pθ1, θ2, R1, R2q and we endow T2 ˆ R2 with the
canonical symplectic structure dθ1 ^ dR1 ` dθ2 ^ dR2. We will refer to I and θ as
the action and angle coordinates respectively. A Hamiltonian defined on an open
set of the form T2 ˆ U Ă T2 ˆ R2 is said to be in action-angle coordinates. Recall
that by the Arnold-Liouville theorem under mild non-degeneracy hypotheses near-
integrable Hamiltonians can put into action-angle coordinates in the neighbourhood
of an invariant torus of the unperturbed system.
For a Hamiltonian H on T2 ˆ R2 its associated Hamiltonian system is given by
9θi “ BRiH, 9Ri “ ´BθiH.
In this work we will be mostly interested in Hamiltonians on T2 ˆ R2 for which
the torus T0 “ T2 ˆ t0u is invariant and whose restricted dynamics are given by a
continuous translation, that is, smooth Hamiltonians of the form
(6) Hpθ,Rq “ hpRq `O2pRq.
In this case, denoting ω “ BRhp0q, the associated Hamiltonian flow ΦtH restricted
to T0 is given by
ΦtHpθ, 0q “ pθ ` tω, 0q
and we say that the invariant torus T0 has translation vector ω. The invariant torus
T0 is said to be Lyapunov unstable if there exists A ą 0 such for every δ ą 0 there
exists p and t P R obeying
dpp,T0q ă δ, d
`
ΦtHppq,T0
˘ ą A.
A Hamiltonian H of the form (6) is said to be Kolmogorov (resp. iso-energetic)
non-degenerate if h is Kolmogorov (resp. iso-energetic) non-degenerate.
As we shall see, for h : U Ă R2 Ñ R defined on an open neighbourhood of
the origin, some of the elliptic equilibrium’s stability properties for Hamiltonians of
type (3) can be related to stability properties of the torus T2ˆt0u for Hamiltonians
in action-angle coordinates of the form (6).
2.3. Function spaces. Since the properties we are interested in are purely local,
let us introduce suitable spaces of functions that will simplify the exposition. For
s ą 1 let GspT0q denote the set of Gevrey-smooth functions of class s defined on
some open neighbourhood of T0 Ă T2 ˆ R2. Recall that a real C8 function f
defined on an open set U is said to be Gevrey of class s if for every compact set
K Ă U there exist positive constants c, ρ such that
}f}K “ sup
zPK
|Bαfpzq| ď cρ|α|pα!qs
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for every multi-index α. Similarly, for r “ 8, ω and for any s ą 1 we denote by
C rp0q and Gsp0q the set of Cr and of Gevrey-smooth functions of class s defined
on some open neighbourhood of 0 P R2.
3. Instability in action-angle coordinates
The goal of this section is to prove the following.
Theorem 3.1. Given σ ą 0 and ω P R2 z t0u there exist a Kolmogorov non-
degenerate analytic function h P C ωp0q and a Gevrey-smooth function f P G1`σpT0q
flat at T0 such that for any ǫ ą 0 T0 is a Lyapunov unstable invariant torus with
rotation vector ω for the Hamiltonian
Hǫpθ,Rq “ hpRq ` ǫfpθ,Rq.
Remark. The unstable orbits exhibited in the proof of the theorem will drift away
from T0 at a linear speed. See (16).
This theorem is proven in Section 3.2. To motivate its proof, let us give first a
detailed explanation of the diffusion mechanism we intend to use.
3.1. Diffusion along resonances. For the remaining of this work, given a vector
v “ pv1, v2q P R2 we denote
|v| “ |v1| ` |v2|, |v|max “ maxt|v1|, |v2|u
vK “ p´v2, v1q, xvy “ Vectpvq.
Let us start by considering a simple example of a near-integrable system admitting
unbounded orbits. Suppose k P Z2 and define h : R2 Ñ R as hpRq “ xk,Ry. Notice
that k is resonant since xk, kKy “ 0. Fix ǫ P R and define Hǫ : T2 ˆ R2 Ñ R as
(7) Hǫpθ,Rq “ hpRq ` ǫ cospθ ¨ kKq.
The Hamiltonian flow associated to Hǫ is given by
ΦtHǫpθ,Rq “ pθ ` tk, R` tǫ sinpθ ¨ kKqkKq.
Let θ0 P T2 such that sinpθ0 ¨ kKq “ 1. Then for any R0 P R2
ΦtHǫpθ0, R0q “ pθ0 ` tk, R0 ` tǫkKq
defines an unbounded solution for the Hamiltonian which drifts at linear speed
along the affine subspace Λ “ R0 ` xkKy.
Although in the previous example T0 is not invariant by Hǫ, this can be easily
fixed if we multiply the perturbative term by an appropriate bump function. Nev-
ertheless, h0 is far from being Kolmogorov non-degenerate. Moreover, although T0
is invariant for h0, for the previous construction to make sense its rotation vector
has to be an integer vector. We claim that the main feature allowing solutions to
‘escape’ is not the particular form of the function h but the fact that the gradient
of h restricted to some affine subspace Λ of rational slope remains orthogonal to
it. This will allow us to adapt the previous construction and to consider similar
examples for more general integrable Hamiltonians h.
In fact, let h : R2 Ñ R smooth and Λ Ă R2 be a line (not necessarily passing
through the origin) of rational slope such that h |Λ is constant. Then Λ “ R0`xkKy,
for some R0 P R2 and k P Z2. Notice that h |Λ being constant is equivalent to BRh
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being orthogonal to Λ. Let Hǫ as in (7), θ0 P T2 such that sinpθ0 ¨ kKq “ 1 and
denote
zptq “ pzθptq, zRptqq “ ΦtHǫpθ0, R0q.
We claim that zRptq verifies zRptq “ R0 ` tǫkK for all t P R. Recall that ΦtHǫ is the
flow associated to the Hamiltonian vector field
XHǫpθ,Rq “ pBRHǫpθ,Rq,´BθHǫpθ,Rqq
“ pBRhpRq, ǫ sinpθ ¨ kKqkKq.
Since BθHǫ is always collinear with kK it follows that zRptq ´ R0 is collinear with
kK for all t P R. Thus zptq P T2 ˆ Λ for all t P R. Since BRh |Λ is always collinear
with k it follows that xzθptq ´ θ0, kKy “ 0 for all t P R. Hence
9zptq “ XHǫpzptqq “ pBRhpzRptqq, ǫkKq.
Therefore zRptq “ R0 ` tǫkK for all t P R.
This obstruction to stability (the fact that the gradient of the unperturbed
Hamiltonian when restricted to some linear subspace might remain orthogonal to
it) its well-known. Moreover, N. Nekhoroshev [9] showed that this was the main
obstruction for the exponential stability of invariant tori, where by exponential sta-
bility we mean that solutions close to the invariant torus remain close to it for an
interval of time that is exponentially large with respect to the inverse of the dis-
tance to the torus. Nekhoroshev introduced the concept of steep functions which
quantifies the idea of the gradient of a function not remaining orthogonal to any
given linear subspace and proved that generically invariant torus of analytic near-
integrable Hamiltonians having a Diophantine rotation vector are exponentially
stable. Recent works by A. Bounemoura et al. [4] improved Nekhoroshev’s re-
sult and showed that generically Diophantine invariant torus of analytic or Gevrey
smooth near-integrable Hamiltonians are actually super-exponentially stable.
3.2. Proof of Theorem 3.1. Let us first give a brief sketch of the proof. Inspired
by the examples considered in the previous section, we will construct an integrable
Hamiltonian h defined on an open neighbourhood of 0 and whose gradient is or-
thogonal to a family of affine subspaces approaching the origin. We then define an
appropriate perturbation f in order to obtain unbounded solutions for the Hamil-
tonian Hǫ with initial conditions arbitrarily close to T0. The perturbation will be
flat on T0 and hence T0 will be invariant for the perturbed Hamiltonian.
Fix ω in R2 z t0u. Let v : RÑ R2 analytic with vp0q “ ω and denote
Λt “ p0, tq ` xvKptqy
for every t P R. Suppose there exists h : R2 Ñ R analytic such that
(8) ∇hp0, tq “ vptq, h |Λt“ hp0, tq,
and assume that the graph of v is not contained in any line of the plane. Since
close to the origin the angle of v with the x-axis changes we can find sequences
pynqně1 Ă R`, pknqně1 Ă Z2 such that
(9) yn Ñ 0, vpynq P xkny.
Define
(10) fpθ,Rq “
ÿ
ně1
ǫnanpRq cospθ ¨ kKn q,
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for some constants ǫn P R and some functions an : R2 Ñ R of disjoint support, flat
at 0, such that
(11) an |Λyn“ 1.
If f is at least of class C1 then for any ǫ ą 0 the Hamiltonian vector field associated
to Hǫ is given by
XHǫpθ,Rq “
´
∇hpRq ` ǫ cospθ ¨ kKqanpRq,
ÿ
ně1
ǫǫnanpRq sinpθ ¨ kKn qkKn
¯
.
Hence for any θpnq P T2 such that sinpθpnq ¨kKn q “ 1 and any Rpnq P Λyn the previous
equation becomes
XHǫ
`
θpnq, Rpnq
˘ “ `∇hpRpnqq, ǫǫnkKn ˘.
Then, by the same arguments of last section, the solution zpnqptq with initial con-
ditions
`
θpnq, Rpnq
˘
is completely contained in T2 ˆ Λyn and obeys
(12) z
pnq
R ptq “ Rpnq ` tǫǫnkKn ,
where we denote zpnqptq “ `zpnqθ ptq, zpnqR ptq˘. Therefore, the functions h, f defined
above will satisfy the conclusions of Theorem 3.1. We formalize this construction
in the following proposition.
Proposition 3.2. Fix σ ą 0. Let v : J “ p´1, 1q Ñ R2 analytic obeying:
(13) v2ptq ‰ 0, v11ptqv2ptq ‰ v1ptqv12ptq.
Then there exist h P C ωp0q, pynqnPN Ă R`, pknqnPN Ă Z2, panqnPN Ă C8p0q
verifying (8), (9), (11) and positive constants pǫnqnPN such that f as defined in
(10) belongs to G1`σpT0q and is flat at T0. If in addition v satisfies one of the
following conditions:
v1p0q “ 0, v11p0q ‰ 0,(14)
or
v1p0qv12p0q ‰ 0, v11p0q “ 0,(15)
then h will be Kolmogorov non-degenerate.
Before proving Proposition 3.2 let us show how it implies Theorem 3.1.
Proof of Theorem 3.1. Suppose ω2 ‰ 0. Take any analytic path v : p´1, 1q Ñ R
with vp0q “ ω satisfying (13) and obeying (14) or (15). Let h, f , pynqnPN, pknqnPN,
panqnPN as in Proposition 3.2 when applied to v. Notice that in this case h is
Kolmogorov non-degenerate, f is flat at T0 and for any ǫ P R the torus T0 is
invariant for the Hamiltonian Hǫ “ h` ǫf and has rotation vector ω.
For all n P N let θpnq P T2 such that sinpθpnq ¨ kKn q “ 1. By construction, for
ǫ P R fixed, the solution zpnqptq “ `zpnqθ ptq, zpnqR ptq˘ of the Hamiltonian flow of Hǫ
with initial conditions pθpnq, p0, ynqq obeys (12) with Rpnq “ p0, ynq, namely
(16) z
pnq
R ptq “ p0, ynq ` tǫǫnkKn ,
for every t P R such that the flow is defined. This clearly implies the instability of
the invariant torus T0. The argument for ω1 ‰ 0 is completely analogous. 
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3.3. Proof of Proposition 3.2. We will split the construction in several steps.
Lemma 3.3 concerns the integrable Hamiltonian h. Explicit definitions of pynqnPN,
pknqnPN will be made in Lemma 3.4 and the functions panqnPN will be constructed
in Lemma 3.5.
Lemma 3.3. Let v : J Ñ R2 as in Proposition 3.2 and denote Λt “ p0, tq`xvKptqy.
Define ϕptq “ v1ptq
v2ptq
and suppose that 0 ă |ϕ1ptq| ă β for every t P J . Then there
exist δ ą 0, an open set U Ă R2 and an analytic function h : U Ñ R such that:
(1) U “ ŮtPJ Λδt where Λδt “ Λt X p´δ, δq ˆ R. In particular t0u ˆ J Ă U .
(2) h obeys (8) for every t P J .
(3) If v satisfies (14) or (15) then h is Kolmogorov non-degenerate.
Proof. Let δ “ 1{β and define φ : p´δ, δq ˆ J Ñ R2 by
φpx, yq “ px, y ´ xϕpyqq .
Denote V “ p´δ, δq ˆ J and U “ φpV q. We will show that φ is an analytic
diffeomorphism. Given px, yq P V
detpDφqpx, yq “ 1´ xϕ1pyq
which is non-zero by the definition of δ. Thus φ is a local analytic diffeomorphism.
To prove injectivity let px, yq, px1, y1q P V be such that φpx, yq “ φpx1, y1q. This
clearly implies x “ x1 and
y ´ xϕpyq “ y1 ´ xϕpy1q.
If y ‰ y1 we would have
0 ă |y ´ y1| “ |x||ϕpyq ´ ϕpy1q| ă δβ|y ´ y1| “ |y ´ y1|
which is impossible. Thus y “ y1. This shows that φ is injective and therefore an
analytic diffeomorphism. Notice that φpp´δ, δqˆttuq “ Λδt for every t P J and thus
U verifies the first assertion in the lemma. Define g : J Ñ R, h : U Ñ R by
gpyq “
ż y
0
v2ptqdt, hpx, yq “ g ˝ π2 ˝ φ´1px, yq,
where π2 : R
2 Ñ R denotes the projection to the second coordinate. For all y P J ,
w P Λδy, we have π2 ˝ φ´1pwq “ y which implies hpwq “ gpyq. Therefore h |Λδy is
constant and x∇hpwq, vKpyqy “ 0 for every y P J and every w P Λδy. In particular
(17) Bxhp0, yqv2pyq ´ Byhp0, yqv1pyq “ 0.
As φ´1p0, yq “ p0, yq it follows that Byhp0, yq “ g1pyq “ v2pyq. By (17), for any
y P J Bxhp0, yq “ v1pyq and thus
∇hp0, yq “ vpyq,
which proves the second assertion. It remains to show h is Kolmogorov non-
degenerate whenever (14) or (15) are satisfied. Differentiating the equation above
B2yhp0q “ v12p0q, B2xyhp0q “ v11p0q.
A simple calculation leads to
B2xxhp0q “ v12p0qϕ2p0q ` 2v2p0qϕp0qϕ1p0q.
Hence
det |B2hp0q| “ pv12p0qϕp0qq2 ` 2v2p0qv12p0qϕp0qϕ1p0q ´ pv11p0qq2.
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If v1p0q “ 0, v11p0q ‰ 0
det |B2hp0q| “ ´pv11p0qq2 ‰ 0.
If v1p0qv12p0q ‰ 0, v11p0q “ 0
ϕ1p0q “ ´ϕp0qv
1
2p0q
v2p0q ,
and we have
det |B2hp0q| “ ´pv12p0qϕp0qq2 ‰ 0.

Lemma 3.4. Let v : J Ñ R2 and ϕ : J Ñ R as in Lemma 3.3. There exist
sequences pynqně1 Ă J, pknqně1 Ă Z2 and a constant C ą 0 such that:
(1) 0 ă 2yn`1 ď yn,
(2) vpynq P xkny and |kn|max ď C{yn.
Proof. Let ψ : J Ñ R given by ψptq “ tan´1pϕptqq. This function measures the
angle of vptq with the x-axis. From the hypotheses there exists ρ positive, such
that ψ1p0q “ 2ρ ą 0. Let t0 ą 0 such that ψ1ptq ą ρ for |t| ă t0. Then for every
interval I Ă p´t0, t0q we have |ψpIq| ą ρ|I|, where we denote by | ¨ | the Lebesgue
measure of the interval. Let
Jn “
„
1
22nρ
,
1
22n´1ρ

.
For n sufficiently large Jn is contained in p´t0, t0q and thus |ψpJnq| ą 1{22n.
Claim. Let I Ĺ T be an interval such that |I| ą 1
n
. There exists k P Z2 obeying
|k|max “ n, k}k}2 P I.
Proof of the Claim. Let
Zn “
"
k
}k}2
∣
∣
∣
∣
|k|max “ n
*
.
This set splits T in 8n intervals. It suffices to note that the biggest interval has size
sin´1
ˆ
1?
n2 ` 1
˙
ă 1
n
.

By the claim there exists kn P Z2 such that
|kn|max “ 22n, k}k}2 P ψpJnq.
Since ψ measures the angle of v with the x-axis, there exists yn P Jn such that
vpynq belongs to xkny. Defining yn, kn in this fashion we obtain the result. 
Lemma 3.5. Let v : J Ñ R2 as in Lemma 3.3 and pynqnPN, pknqnPN as in Lemma
3.4. Denote Λt “ p0, tq ` xvKptqy. For every γ ą 0 there exist a sequence of
functions tan : U Ñ Runě1 in G1`γpUq, obeying (11), such that:
(1) Supppanq Ă tR P R2 | dpR,Λynq ă yn{4u.
(2) Supppanq X Supppamq “ H for n ‰ m sufficiently large.
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(3) There exist constants ca, ρa ą 0 such that
}Bαan}U ď ca
ˆ
ρa
yn
˙|α|
pα!q1`γ
for any multi-index α and any n ě 1.
Proof. Let a : RÑ R
apt´ 1{2q “
$&
%
0 if t R p0, 1q,
exp
ˆ ´1
pp1 ´ tqtqγ{2
˙
if t P p0, 1q.
Denote δn “ yn{4, wn “
`
w
pnq
1
, w
pnq
2
˘ “ vKpynq}vKpynq}2 and let an : U Ñ R
anpRq “ a
˜
xR, vny ´ ynwpnq2
δn
¸
.
Then an is a smooth function obeying (11) and such that anpRq “ 0 whenever
dpR,Λynq ą yn{4. This proves the first assertion. The second assertion follows
easily from the first and the definition of yn. The function a belongs to G
1`γ{2pRq
(see [11]), thus there exist constants m, c ą 0 such that
}apkq}R ď mckpk!q1`γ{2
Given a multi-index α “ pα1, α2q P N2
BαanpRq “ w
pnq
1
α1
w
pnq
2
α2
δ
|α|
n
ap|α|q
˜
xR, vny ´ ynwpnq2
δn
¸
.
Thus
}Bαan}U ď m
ˆ
c
δn
˙|α|
p|α|!q1`γ{2.
Note that p|α|!q1`γ{2 ď pα!q1`γ for |α| sufficiently large. So there exists m1 ą 0
such that
}Bαan}U ď mm1
ˆ
4c
yn
˙|α|
pα!q1`γ .
Take ca “ mm1, ρa “ 4c. 
Proof of Proposition 3.2. Let h : U Ñ R as in Lemma 3.3. By construction, h
depends only on the analytic function v and it will be Kolmogorov non-degenerate
if conditions (14) or (15) are satisfied. Let h as in Lemma 3.3, pynqnPN, pknqnPN as
in Lemma 3.4 and panqnPN as in Lemma 3.5 with γ “ σ{2. Denote ρ “ 1{σ and
define ǫn “ expp´1{yρnq for all n P N.
It follows from the previous definitions that f , which is given by (10), is a well
defined function of class C8 on T2 ˆ pU z t0uq. Thus it suffices to show that f
admits continuous derivatives of all orders on T2 ˆ t0u and that it is a Gevrey-
smooth function. We may suppose WLOG that condition 2 of Lemma 3.5 is true
for all n ‰ m. Indeed if this were not the case it suffices to take δ in Lemma 3.3
smaller as to guarantee
p´δ, δq ˆ RX tR P R2 | dpR,Λynq ă yn{4, dpR,Λymq ă ym{4u “ H.
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Let α “ pτ, βq P N2 ˆ N2 and pθ,Rq P Supppanq. By Lemmas 3.4 and 3.5
|Bαfpθ,Rq| ď |ǫnpBτanqpRq||kKn ||β|max
ď ǫnca
ˆ
ρa
yn
˙|τ |
pα!q1`γ
ˆ
C1
yn
˙|β|
ÝÝÝÑ
nÑ8
0.
Thus f is infinitely derivable on T2ˆt0u. Moreover f is flat on this set. By Lemma
3.6 (which is proved below) there exists C2 ą 0, independent of α and n, such that
ǫn
y
|α|
n
“ e
´1{yρn
y
|α|
n
ď C2pα!qγ .
Hence taking c “ caC2 and ρ “ maxtρa, C1u
}BαpH ´ hq}U ď sup
ně1
ǫn}pBαanq}U |kKn ||β|max
ď caC2ρ|τ |a C |β|1 pα!q1`2γ
ď cρ|α|pα!q1`σ .
Therefore f P G1`σp0q. 
Lemma 3.6. Let d P N, γ ą 0. There exist a constant C ą 0 , such that
exp
`´y´2{γ˘
y|α|
ď Cpα!qγ
for every y ą 0 and every α P Nd.
Proof. Fix k P N and let fk : R` Ñ R
fkpyq “ 1
yk
exp
ˆ´y2{γ
d
˙
.
This function clearly converges to 0 as y Ñ 0. Calculating its derivative we can
conclude that it attains it maximum at the point
y “
ˆ
2
dγk
˙γ{2
.
Using Stirling’s formula
lim
kÑ8
max
tPR
fkptq
k!γ
ď lim
kÑ8
pdeγkqγk{2
2γk{2kγkp2πkqγ{2
ď lim
kÑ8
pdeγqγk{2
γγ{2kkγ{2
“ 0.
Thus there exists a constant M depending only on d, γ such that
1
yk
exp
ˆ´y2{γ
d
˙
ďMk!γ
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for every k ě 1 and every y P R`. Hence, for C “Md and for every α P Nd
exp
`´y´2{γ˘
y|α|
“
dź
i“1
1
y|αi|
exp
ˆ´y´2{γ
d
˙
ď Cpα!qγ .

4. Instability for elliptic equilibria
As mentioned at the beginning of this work, Hamiltonians in action-angle coor-
dinates and Hamiltonians near an elliptic fixed point are not equivalent settings.
Nevertheless, we can relate them by means of the symplectic change of coordinates
(18)
T : T2 ˆ R2` Ñ R2˚ ˆ R2˚
pθ,Rq ÞÑ `?2R1eiθ1 ,?2R2eiθ2˘ ,
where
R
2
` “ tR P R2 | R1, R2 ą 0u, R2˚ “ R2 z t0u.
Recall that since T is symplectic, that is T ˚
´ř2
i“1 dθi ^ dRi
¯
“ ř2i“1 dxi ^ dyi,
for any Hamiltonian H defined on an open subset of T2 ˆ R2` we have
ΦtH˝T´1ppq “ T ˝ ΦtH ˝ T´1ppq,
for any p P R2˚ˆR2˚ and any t P R such that the Hamiltonian flows are well defined.
In the following we denote by I the function I “ pI1, I2q : R4 Ñ R2 given by
Iipx, yq “ x
2
i ` y2i
2
.
By adapting the examples constructed in Theorem 3.1, and with the help of the
symplectic change of coordinates T , we will prove the following.
Theorem 4.1. Given σ ą 0 and ω P R2 z t0u such that ω1ω2 ă 0 there exist
h P C ωp0q and f P G1`σp0q flat at 0 such that for any ǫ ą 0 the origin is a
Lyapunov unstable Kolmogorov non-degenerate elliptic fixed point with frequency
vector ω for the Hamiltonian
Hǫpx, yq “ hpIpx, yqq ` ǫfpx, yq.
Notice that, contrary to the action-angle case where we were able to construct
Lyapunov unstable invariant tori with arbitrary rotation vector, an elliptic fixed
point whose rotation vector ω is non-resonant and verifies ω1ω2 ą 0 must be Lya-
punov stable. In fact, as discussed in Section 2, we can suppose WLOG that the
Hamiltonian associated to such an elliptic point is of the form
Hpx, yq “
2ÿ
i“1
ωi
x2i ` y2i
2
`O3px, yq.
If ω1ω2 ą 0 the energy surfaces H´1peq must be compact for e sufficiently small.
Since the orbits of the Hamiltonian flow are always contained in the energy surfaces
of the Hamiltonian the elliptic fixed point must be Lyapunov stable.
Let us sketch the proof of Theorem 4.1. Suppose f, h as in Theorem 3.1. Define
f “ f ˝ T´1, h “ h ˝ T´1,
with T as in (18). Notice that f, h are only defined on V X pR2˚ ˆ R2˚q, for some
open neighbourhood V of the origin. Since h depends only on R it is easy to show
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that h extends to an open neighbourhood of 0. Moreover, the origin is an elliptic
fixed point with frequency vector ω for the integrable Hamiltonian h. We would
like to extend f to an open neighbourhood of 0 so that the origin is an elliptic fixed
point of Hǫ and to use the unstable orbits associated to the Hamiltonian flow of
Hǫ “ h` ǫf to prove Theorem 4.1. This approach poses two main difficulties:
‚ The unstable orbits of Hǫ might not be contained in T´1pR2˚ ˆ R2˚q.
‚ A smooth extension of f to V may not exist.
Recall that the unstable orbits zpnqptq “ `zpnqθ ptq, zpnqR ptq˘ associated to Hǫ, which
were described in detail Section 3.2, are contained in sets of the form T2 ˆ Λyn ,
where Λyn “ p0, ynq ` xkny for some yn P R, kn P Z2. Moreover, they obey (16),
namely
z
pnq
R ptq “ p0, ynq ` tǫǫnkKn ,
for all t P R such that the flow is defined. Therefore the first difficulty can be
solved if we show that Λyn X R2` contains an infinite segment of Λyn . By looking
at the definition of the vectors kn (Lemma 3.4), this will be true if and only if the
frequency vector ω satisfies ω1ω2 ă 0.
To overcome the second difficulty it suffices to note that an extension of f to an
open neighbourhood of the origin exists if f is flat on the boundary of R2` that we
denote by BR2`. Notice that in this case the origin will be an elliptic equilibrium
with rotation vector ω for Hǫ. Let us recall the definition of f which is given by
(10), namely
fpθ,Rq “
ÿ
ně1
ǫnanpRq cospθ ¨ kKn q,
where ǫn P R, kn P Z2 and an P C8p0q. To guarantee that f is flat on BR2` we will
modify the sequence of functions an, constructed in Lemma 3.5, so that its support
will be contained in R2`. We do this by considering a new family of bump functions
bn (Lemma 4.2) and taking the product anbn. Following these ideas, instead of
taking f as in (10), we will consider a function F of the form
(19) F pθ,Rq “
ÿ
ně1
δnǫnanpRqbnpR1q cospθ ¨ kKn q
for some constants δn converging to 0. Finally, we will show that for appropriate
sequences bn, δn the function f “ F ˝ T´1 admits a Gevrey-smooth extension to
an open neighbourhood of 0 and that for any ǫ ą 0 the origin will be a Lyapunov
unstable elliptic point for the Hamiltonian Hǫ
4.1. Proof of Theorem 4.1. We start by defining the bump functions bn.
Lemma 4.2. Let γ ą 0. Given a sequence of positive numbers pynqnPN there exists
a sequence of functions tbn : RÑ Runě1 in G1`γpRq such that for every n ě 1
(1) bnptq “ 0 for t ď yn.
(2) bnptq “ 1 for t ě 2yn.
(3) There exist constants cb, ρb ą 0 such that
}Bαbn}R ď cb
ˆ
ρb
yn
˙|α|
pα!q1`γ
for every α P N.
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Proof. Let f, b : RÑ R
fptq “
$&
%
0 if t ă 0
exp
ˆ
´ 1
tγ
˙
if t ě 0 ,
bptq “ fptq
fptq ` fp1´ tq .
We have f P G1`γ . A proof of this can be found in the appendix of [8]. As Gevrey
classes are closed under addition, products and reciprocals (as long as the function
does not get arbitrarily close from 0) it is clear that b P G1`γ . Thus there exist
constants cb, ρb ą 0 such that
}Bαb}R ď cbρ|α|b pα!q1`γ
for every α P N. Define bn : RÑ R
bnptq “ b
ˆ
x´ yn
yn
˙
.

To analyse f it will be useful to study the composition of the functions cospθiq
and sinpθiq with T´1. Define g : R2˚ ˆ R2˚ Ñ R4 as
g “ pcospθ1q, sinpθ1q, cospθ2q, sinpθ2qq ˝ T´1.
It is easy to show that
gpx, yq “
ˆ
x1
px2
1
` y2
1
q1{2 ,
y1
px2
1
` y2
1
q1{2 ,
x2
px2
2
` y2
2
q1{2 ,
y2
px2
2
` y2
2
q1{2
˙
.
In the following we denote
(20) St “
 px1, y1, x2, y2q P R2˚ ˆ R2˚ | maxpx21 ` y21 , x22 ` y22q ě t2( .
Lemma 4.3. There exist constants cg, ρg ą 0 such that
sup
zPSt
|Bαgpzq| ď cg
´ρg
t
¯|α|
α!
for every t ą 0 and every α P N4.
Proof. Denote g “ pg1, g2q. We will prove the bounds for the function g1 as those
for g2 are analogous. Since g1 only depends on two variables we can consider it as
being defined on R2. Notice that for every λ ą 0, and every px, yq P R2
g1pλxλyq “ g1px, yq.
Thus
Bαg1pλx, λyq “ 1
λ|α|
Bαg1px, yq
for every α P N2. Since g1 is analytic on a small open neighbourhood of S1 Ă R2
there exist constants cg1 , ρg1 such that
sup
px,yqPS1
|Bαg1px, yq| ď cg1ρ|α|g1 α!.
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Given t ą 0, α P N2
sup
px,yqPSt
|Bαg1px, yq| “ sup
tďλ
sup
px,yqPS1
|Bαg1pλx, λyq|
ď 1
t|α|
sup
px,yqPS1
|Bαg1px, yq|
ď cg1
´ρg1
t
¯|α|
α!.
The bounds for the other functions are completely analogous. Taking maximum
over the constants the result follows. 
Proof of Theorem 4.1. Suppose ω2 ‰ 0. As in the proof of Theorem 3.1 take any
analytic path v : p´1, 1q Ñ R2 with vp0q “ ω satisfying (13) and obeying (14) or
(15). Let h, f , pynqnPN, pknqnPN, panqnPN as in Proposition 3.2 when applied to v
and pbnqnPN as in Lemma 4.2 when applied to the sequence pynqnPN with γ “ σ2 .
Define F P C8pT0q as in (19), namely
F pθ,Rq “
ÿ
ně1
δnǫnanpRqbnpR1q cospθ ¨ kKn q,
for some positive constants pδnqnPN that we will specify later. We will show that
h “ h ˝ T´1, f “ F ˝ T´1,
where T is the symplectic change of coordinates given by (18), can be extended
to an open neighbourhood of the origin and that they verify the conclusions of
Theorem 4.1. Since by construction h depends only on R and
πR
`
T´1px, yq˘ “ Ipx, yq,
where πR : T
2ˆR2 Ñ R2 denotes the canonical projection, it is clear that h admits
an extension to an open neighbourhood of 0. As an abuse of notation we will denote
this extension also by h. Let
fnpθ,Rq “ anpRqbnpR1q cospθ ¨ kKn q
and define fn “ fn ˝ T´1. Recall that by definition of an and bn
Supppanq Ă tR P R2 | dpR,Λynq ď yn{4u, Supppbnq Ă tR P R2 | R1 ě ynu,
where Λt “ p0, tq ` xvKptqy. Since v1p0qv2p0q “ ω1ω2 ă 0, we have v1ptqv2ptq ă 0
for t sufficiently small which implies
Λt X ppt,8q ˆ Rq Ă pt,8q ˆ pt,8q.
Thus for n sufficiently large
Supppfnq Ă S3yn{4,
with St as defined in (20). We may assume WLOG that the previous relation holds
all n P N. In fact, if this were not the case, we can set an equal to zero for all n ď N
for some N sufficiently large. Hence fn “ fn ˝ T´1 can be extended by zero to an
open neighbourhood V of the origin in a smooth way. Notice that this extension
will be flat on V XBpR2˚ˆR2˚q. Thus the function f , which is equal to the sum over
n of the functions fn, can be extended by zero to a continuous function on V . As
an abuse of notation we will denote this extensions also by fn and f .
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Let us show that f is of class C8 on V. By definition f is of class C8 on
V XR2˚ˆR2˚ and since f it is equal to 0 outside this set it suffices to show that f is
infinitely differentiable on BpR2˚ ˆ R2˚q. Notice that cospθ ¨ knq can be expressed as
pnpcospθ1q, sinpθ1q, cospθ2q, sinpθ2qq,
for some polynomial pn of degree at most |kn|. Thus
fn “ pbn ˝ I1qpan ˝ Iqppn ˝ gq.
Let cn “ }pn}C|kn|pUq, d “ }I}C2pV q. Since Supp
`
fn
˘ Ă S3yn{4 the bounds for an,
bn, g in Propositions 5.1 and 5.2 yield to››Bαfn››V ď chcnyn
ˆ
ρh
yn
˙|α|
pα!q1`γ ,
for every multi-index α P N4 where ch “ d2cacbcgρaρb and
ρh “ 36max
"
4
3
ρgp1` cgq, 1` dρa, 1` dρb
*
.
Let δn “ ynchcn . For any α P N4, zn P Supp
`
fn
˘
|Bαfpznq| ď ǫnca
ˆ
ρh
yn
˙|α|
pα!q1`γ
ÝÝÝÑ
nÑ8
0.
Thus f is infinitely differentiable on V X BpR2˚ ˆ R2˚q and it is actually C8-flat on
it. Hence f is of class C8 on V . By Lemma 3.6, there exists C ą 0, independent
of α and n, such that
ǫn
y
|α|
n
“ e
´1{yρn
y
|α|
n
ď Cpα!qγ .
Then
}Bαf}V ď sup
ně1
ǫnδn}pBαhnq}V
ď Cρ|α|h pα!q1`2γ
“ Cρ|α|h pα!q1`σ .
Therefore f P G1`σpUq. Fix ǫ ą 0 and denote
Hǫpθ,Rq “ hpRq ` ǫF pθ,Rq.
Notice that for θpnq such that sinpθpnq ¨ kKn q “ 1 and every R “ pR1, R2q P Λyn X U
with R1 ě 2yn we have
XHǫpθpnq, Rq “ p∇hpRq, ǫδnǫnkKn q.
Let Rpnq “ Λyn X pt2ynu ˆ Rq, which will belong to U for n sufficiently large. If
Rpnq is in U and the first coordinate of kKn is positive (resp. negative), the solution
zpnqptq starting at pθpnq, Rpnqq will satisfy
(21) z
pnq
2
ptq “ Rpnq ` tǫǫnδnkKn
for all positive (resp. negative) t where the flow is defined. Notice that for this
values of t the solutions will be contained on T2 ˆ R2`. Therefore these unstable
orbits will be taken by T to orbits of Hǫ “ h` ǫf . This finishes the proof. 
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5. Appendix: Results on Gevrey-smooth functions
Gevrey functions were first introduced by Maurice Gevrey while studying solu-
tions of partial differential equations. In [7] he proves that this class is actually
closed under products and compositions. Here we state those results in our partic-
ular context. A proof in the more general context of ultra-differentiable functions
can be found in [10].
Proposition 5.1. Let f, g : U Ă Rd Ñ R smooth and K Ă U compact. Suppose
sup
zPK
|Bαgpzq| ď cgρ|α|g pα!qs,
sup
zPK
|Bαfpzq| ď cfρ|α|f pα!qs,
for every α P Nd and some positive constants cf , cg, ρf , ρg. Then h “ fg : U Ñ R
satisfies
sup
zPK
|Bαhpzq| ď cfcgp6maxtρf , ρguq|α|pα!qs
for every α P Nd.
Proposition 5.2. Let f : V Ă Rm Ñ R, g : U Ă Rd Ñ V Ă Rm smooth and
K1 Ă U , K2 Ă V compact sets with gpK1q Ă K2. Suppose
sup
zPK1
|Bαgpzq| ď cgρ|α|g pα!qs,
sup
zPK2
|Bβfpzq| ď cfρ|β|f pβ!qs,
for every α P Nd, β P Nm and some positive constants cf , cg, ρf , ρg. Then the
composite function h “ f ˝ g : U Ñ R satisfies
sup
zPK1
|Bαhpzq| ď cfcgρf pρgp1 ` ρfcgqq|α|pα!qs
for every α P Nd.
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