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“. . . for geometry, you know, is the gate of science, and the gate is so low and
small that one can only enter it as a child.”
William Kingdon Clifford (1845 - 1879)
Resumen
Estudio de los sistemas cua´nticos de dos estados desde el enfoque del a´lgebra
geome´trica
Se estudian los sistemas de dos niveles sin recurrir al espacio de Hilbert el cual
es sustituido por el a´lgebra geome´trica del espacio tridimensional (G3). En esta
descripcio´n los estados son codificados mediante elementos de un ideal izquierdo
mı´nimo del a´lgebra par de G3, mientras los operadores son codificados mediante
la combinacio´n lineal de los vectores del a´lgebra impar de G3. La dina´mica que
obedecen estos sistemas esta´ gobernada por la ecuacio´n de “Schro¨dinger real” ya
que el nu´mero imaginario
√−1 es sustituido por el pseudoescalar de G3. Intro-
duciendo los idempotentes primitivos del a´lgebra geome´trica, se generalizan las
descripciones previas estando en completo acuerdo con la literatura convencional.
Utilizando los axiomas del a´lgebra geome´trica, se demuestra que las relaciones de
conmutacio´n cano´nica que obedecen los operadores de esp´ın son consecuencia de
la anticonmutatividad del producto geome´trico.
Abstract
Geometric algebra approach of the two state quantum systems
We study two level quantum systems in the geometric algebra approach; the Hil-
bert space is substituted by the geometric algebra of the tridimensional space
(G3). In this description, the states are encoded in the elements of minimal left
ideals of the even algebra of G3, whereas operators are encoded by the linear com-
bination of vectors in G3. The dynamics of these systems are governed by “real
Schro¨dinger equation” because the imaginary number
√−1 is substituted by the
pseudo-scalar of G3. Introducing the primitive idempotents of the geometric alge-
bra, we generalize previous approaches in complete agreement with the standard
literature. Starting from the axioms of the geometric algebra, we show that the
canonical commutation relations obeying spin operators, are consequence of the
anti-commutativity of the geometric product.
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Convenciones
En esta tesis a no ser que se mencione explicitamente usaremos unidades naturales,
a saber:
~ = c = 1
adema´s el nu´mero imaginario i =
√−1 se escribira´ como i′
Utilizaremos la signatura dada por el tensor me´trico
gµν =

+1
−1
−1
−1

Los elementos del algebra de Clifford se denotara´n de acuerdo a su grado, segu´n:
Escalares (grado cero), por letras griegas minu´sculas como λ, δ, etc.
Vectores (grado uno), por letras minu´sculas como a, b, c, etc.
Multivectores (grado mayor a uno), por letras mayusculas como A,B,C, etc.
A mis padres
x
Cap´ıtulo 1
Introduccio´n
El A´lgebra de Clifford ofrece una manera alternativa de estudiar los sistemas f´ısi-
cos, prescindiendo del a´lgebra de matrices y de los nu´meros complejos; esto se logra
introduciendo un nuevo tipo de producto entre los elementos del a´lgebra llamado
“producto geome´trico”. El producto geome´trico, introducido por William Kingdon
Clifford en 1878 [1], es una herramienta poderosa que permite entre otras cosas
generalizar e integrar dentro del mismo lenguaje matema´tico a diferentes sistemas
algebraicos aparentemente dis´ımiles como: el a´lgebra de los nu´meros complejos,
a´lgebra de cuaterniones, a´lgebra vectorial, a´lgebra de matrices, entre otros [2].
En f´ısica, el a´lgebra de Clifford es poco conocida y esta´ comu´nmente relaciona-
da con el a´lgebra de Dirac en la meca´nica cua´ntica relativista. En contraste, en
matema´ticas el a´lgebra de Clifford esta´ extensamente desarrollada [3], [4], [5], [6],
[7] y puede considerarse como un tipo de a´lgebra asociativa sobre un campo. El
a´lgebra de Clifford sobre el campo de los nu´meros reales se conoce como A´lge-
bra Geome´trica y fue desarrollada en gran parte por David Hestenes alrededor de
1963 [8], [9],[10], [11] y posteriormente ampliada por el grupo de Chris Doran en
la Universidad de Cambridge [12].
Uno de los sistemas f´ısicos que pueden ser estudiados mediante el a´lgebra geome´tri-
ca es el sistema cua´ntico de dos estados [13], [14], [15]. En la meca´nica cua´ntica
el estudio de los sistemas de dos estados es fundamental debido a que siendo uno
de los sistemas de menor complejidad, exhiben todas las propiedades inherentes a
sistemas cua´nticos ma´s complejos como son: superposicio´n, entrelazamiento, de-
coherencia etc. Convencionalmente dichos sistemas se codifican matema´ticamente
en el espacio de Hilbert complejo; sin embargo, dicho espacio no es el u´nico ya que
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se puede codificar el principio de superposicio´n mediante los ideales izquierdos
mı´nimos del a´lgebra geome´trica [11].
Revisando la literatura reciente [14], [16], [17], puede verse que el a´lgebra geome´tri-
ca se suele construir partiendo de una serie de axiomas de los cuales se derivan
sus dema´s propiedades. Segu´n Doran [13] las propiedades centrales del a´lgebra
geome´trica son el grado y el producto geome´trico. La primera propiedad permite
clasificar a los elementos del a´lgebra de acuerdo a su naturaleza, (escalares, vec-
tores, bivectores, etc), mientras que la segunda permite enlazar a estos elementos.
Esta manera de introducir el a´lgebra geome´trica tiene la ventaja de que puede
ser fa´cilmente asimilada puesto que los axiomas del a´lgebra pueden considerarse
como una generalizacio´n de los axiomas de los espacios vectoriales estudiados en el
a´lgebra lineal. Sin embargo, la descripcio´n de los sistemas cua´nticos de dos estados
en base a esta construccio´n [14] tiene algunas limitaciones, ve´ase la seccio´n 4.4,
que pueden resolverse estudiando el a´lgebra geome´trica en el contexto ma´s general
del a´lgebra abstracta.
En [14], Doran estudia los sistemas de dos estados introduciendo el mapeo M :
|ψ〉 → R; es decir, la informacio´n contenida en el espinor |ψ〉 ∈ H se codifica en el
rotor R del a´lgebra geome´trica en tres dimensiones (G3). Adema´s los operadores
que actu´an sobre el espinor se codifican mediante los vectores de G3, debido al iso-
morfismo que existe entre estos y las matrices de Pauli. Finalmente la dina´mica del
sistema obedece a la ecuacio´n de “Schro¨dinger real” ya que el nu´mero imaginario√−1 es reemplazado por un bivector tambie´n de G3. De otra parte, en [18] Basil
Hiley utiliza el a´lgebra de Clifford (Clm,n), para codificar el principio de superpo-
sicio´n en un ideal izquierdo mı´nimo (ψL) del mismo a´lgebra. Au´n cuando Hiley no
se centra en la discusio´n de los sistemas de dos estados, se puede aprovechar su
enfoque para generalizar el mapeo introducido por Doran.
Debido a que el a´lgebra geome´trica es un caso particular del a´lgebra de Clifford, se
pueden aprovechar las propiedades de esta u´ltima para estudiar los sistemas de dos
estados limita´ndonos al a´lgebra geome´trica en tres dimensiones. Para lograr ello, en
esta tesis se ha modificado el mapeo discutido en el pa´rrafo anterior introduciendo
los idempotentes primitivos del a´lgebra. La matema´tica necesaria para la discusio´n
del a´lgebra geome´trica en el contexto del a´lgebra abstracta aparece en el cap´ıtulo 3,
donde se presenta la definicio´n del a´lgebra de Clifford para signaturas arbitrarias.
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En el cap´ıtulo 2 se presenta una breve revisio´n del a´lgebra geome´trica en dos,
tres y cuatro dimensiones, haciendo hincapie´ en el formalismo de las rotaciones en
tres dimensiones necesarias para la discusio´n de los sistemas de dos estados. La
conexio´n entre el a´lgebra de matrices y el a´lgebra geome´trica se discute en la sec-
cio´n 2.2.3. El cap´ıtulo 4 esta´ dedicado a la discusio´n de los sistemas de dos estados
para el caso de una part´ıcula de esp´ın 1/2 en interaccio´n con un campo magne´tico
externo. El a´lgebra geome´trica predice la precesio´n del esp´ın en completo acuerdo
con el formalismo convencional [19]. Adicionalmente, el considerar al espinor como
elemento de G3 permite encontrar una parametrizacio´n alternativa a la esfera de
Bloch, ve´ase el ejemplo 4. Alternativamente la informacio´n codificada por la fun-
cio´n de onda puede codificarse en el multivector ρc ∈ Clm,n introducido por Hiley
[20]. En el cap´ıtulo 5 se presenta una revisio´n de este formalismo para el caso de
Cl0,1 y Cl3,0. Finalmente en el cap´ıtulo 6 se resume y presentan las conclusiones.
Cap´ıtulo 2
El A´lgebra Geome´trica
El a´lgebra geome´trica es un a´lgebra asociativa no Abeliana sobre el campo de
los nu´meros reales. Una de sus caracter´ısticas ma´s relevantes, es que a los ele-
mentos del a´lgebra, llamados multivectores, se les puede representar como figuras
geome´tricas orientadas tales como: lineas, planos, volu´menes, etc. Mejor au´n, la
mayor´ıa de los resultados operacionales entre los elementos del a´lgebra, tambie´n
tienen su correspondiente representacio´n geome´trica en forma de rotaciones, refle-
xiones, proyecciones, etc.
El a´lgebra geome´trica introduce un nuevo tipo de producto asociativo entre sus
elementos llamado producto geome´trico. Este permite entre otras cosas unificar,
tanto el producto interno y cruz convencionales del a´lgebra vectorial, en un solo
tipo de producto. El producto geome´trico es una herramienta poderosa, que per-
mite realizar operaciones geome´tricas como rotaciones y reflexiones prescindiendo
completamente del a´lgebra matricial. Estas ventajas a su vez permiten una nueva
manera de entender los conceptos f´ısicos ocultos en el formalismo matema´tico que
se utiliza para expresarlos. Pese a estas ventajas, el a´lgebra geome´trica es poco
conocida y au´n no forma parte de la curricula en las universidades.
Con el propo´sito de motivar su uso y desarrollo, presentamos en este cap´ıtulo
una breve revisio´n del a´lgebra geome´trica desarrollada en gran parte por David
Hestenes y Chris Doran [9], [21], [2],[13], [14]. Este resumen se ha enriquecido en
gran parte por el trabajo de Pertti Lounesto [22], Venzo de Sabbata y B. K. Datta
[16] y tambie´n por el trabajo reciente de Alan Mc Donald [23], [17]. Se presentan
adema´s algunas de sus aplicaciones para el estudio de las rotaciones en dos y
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tres dimensiones, muy importantes para el estudio del esp´ın desde el enfoque del
a´lgebra geome´trica.
2.1. Definicio´n formal
A continuacio´n definiremos el a´lgebra geome´trica a partir de ciertos axiomas de
los cuales derivaremos sus propiedades,1
Definicio´n 1. El a´lgebra geome´trica (Gn), es un a´lgebra unital2 asociativa no
Abeliana de dimensio´n 2n, la cual es una extensio´n del espacio producto interior
Rn; es decir, es un espacio vectorial con un producto llamado producto geome´trico
que satisface los siguientes axiomas, para todo escalar λ y vectores a, b ∈ Gn.
1. a(b+ c) = ab+ac, (b+ c)a = ba+ ca. (Distributividad izquierda y derecha)
2. (λa)b = a(λb) = λ(ab).
3. (ab)c = a(bc). (Asociatividad)
4. 1a = a1 = a. (Existencia de la identidad)
5. El producto geome´trico en Gn esta´ enlazado con la estructura algebraica de
Rn mediante
aa = a · a = |a|2, ∀a ∈ Rn. (2.1.1)
6. Toda base ortonormal de Rn determina una base cano´nica3 para Gn.
En base estos axiomas es posible desarrollar las dema´s propiedades del a´lgebra
geome´trica. Comencemos destacando de que a diferencia del producto interior de
Rn, el producto geome´trico es invertible, ya que utilizando la ecuacio´n (2.1.1)
podemos definir la inversa de a como:
a−1 =
a
|a|2 (2.1.2)
1Este enfoque es similar al desarrollado en [23]
2Un a´lgebra es unital si tiene por elemento a la unidad
3Esta es la base esta´ndar de Rn.
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de donde aa−1 = 1; adema´s gracias a la identidad de polarizacio´n [6], ve´ase el
ape´ndice B.2
a · b = 1
2
(|a+ b|2 − |a|2 − |b|2)
y el axioma (5) podemos verificar que
a · b = 1
2
(ab+ ba) (2.1.3)
El resultado anterior demuestra que si a · b = 0, entonces ab = −ba, es decir, la
anticonmutatividad indica ortogonalidad.
De otra parte, si introducimos la base ortonormal4 de R2, {e1, e2}, podemos escribir
los vectores a y b como: a = α1e1 +α2e2 y b = β1e1 + β2e2; de este modo podemos
calcular el producto geome´trico
ab = (α1β1 + α2β2) + (α1β2 − α2β1)e1e2 (2.1.4)
donde el primer te´rmino α1β1 +α2β2 es similar al producto interior a · b convencio-
nal, mientras que el te´rmino (α1β2−α2β1)e1e2 sugiere una analog´ıa con el producto
cruz. En realidad, este te´rmino representa geome´tricamente un a´rea orientada cuyo
mo´dulo es α1β2 − α2β1.
La discusio´n anterior nos motiva a definir el producto exterior representado por el
operador cun˜a “∧” como
a ∧ b = 1
2
(ab− ba). (2.1.5)
Al igual que el operador punto “·”, el operador cun˜a, nos permite construir objetos
de diferente naturaleza a los originales. En este caso, el resultado es un objeto
conocido como bivector el cual esta´ constituido por dos vectores que definen un
a´rea orientada tal como se muestra en la figura 1.1.
Al igual que con el producto interior, si a ∧ b = 0, entonces ab = ba, es decir, la
conmutatividad indica que a y b son colineales.
Sumando (2.1.3) y (2.1.5), podemos escribir el producto geome´trico de manera
compacta como:
ab = a · b+ a ∧ b (2.1.6)
4En el a´lgebra geome´trica es convencional utilizar la notacio´n {ei}, i = 1, 2, . . . , n para denotar
a los vectores ortonormales
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Θ a
b
aï b
Figura 2.1: Representacio´n geome´trica del bivector a ∧ b, la orientacio´n se
encuentra dada por el circuito a→ b→ −a→ −b.
la cual se conoce como identidad fundamental. Au´n cuando la identidad anterior
se ha deducido para el caso de los vectores a y b en G2, se puede probar que este
puede generalizarse para cualesquiera multivectores de Gn, ve´ase por ejemplo el
cap´ıtulo 4 de [14].
Debemos notar que la identidad fundamental (2.1.6) es la suma de dos objetos de
diferente naturaleza: un escalar (grado cero) y un bivector (grado dos), lo cual es
a primera vista inaceptable; sin embargo, si hacemos la analog´ıa con el conjunto
de los nu´meros complejos C, vemos que la ecuacio´n anterior es similar al nu´mero
complejo z = x+ i′y, donde x y y son nu´meros reales mientras que i′ es un nu´mero
imaginario puro que suele asociarse con un fasor para fines pra´cticos; sin embargo,
en el a´lgebra geome´trica a este se le asocia con un bivector.
En general los elementos del a´lgebra geome´trica se clasifican de acuerdo a su
naturaleza, es decir, de acuerdo a su grado, segu´n:
Escalares (grado cero)
Vectores (grado uno)
Bivectores (grado dos), etc.
Es as´ı que todo multivector puede escribirse como la suma de elementos de dife-
rente grado, sin embargo, debe notarse que la suma usual solo puede realizarse
entre elementos del mismo grado, mientras que la suma de elementos de diferente
grado debera´ entenderse como una suma indicada.
Como se vio en la definicio´n, toda base ortonormal de Rn define una base cano´nica
de Gn, para comprender esto veamos los casos ma´s simples.
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2.2. A´lgebra geome´trica en dos dimensiones (G2)
Uno de los casos ma´s sencillos de estudiar es el a´lgebra geome´trica bi-dimensional
o a´lgebra geome´trica del plano; la cual esta´ generada por la base ortonormal de R2,
{e1, e2}; ello implica que la dimensio´n de G2 sera´ 22 = 4. De otra parte, aplicando
la identidad fundamental (2.1.6) calculemos el producto geome´trico de los vectores
e1 y e2
e1e2 = e1 · e2 + e1 ∧ e2 = e1 ∧ e2, (2.2.1)
como se puede apreciar, el resultado es el bivector e1 ∧ e2 = e1e2, al cual denota-
remos de manera resumida como e12. En consecuencia, los elementos de G2 son los
siguientes: la identidad 1 (ya que el a´lgebra geome´trica es unital), los vectores e1,
e2 y el bivector e12; estos elementos forman una base que denotaremos por
span{1, e1, e2, e12}, (2.2.2)
a partir de la cual puede construirse la tabla de multiplicacio´n mostrada en el
cuadro 2.1
1 e1 e2 e12
1 1 e1 e2 e12
e1 e1 1 e12 e2
e2 e2 −e12 1 −e1
e12 e12 −e2 e1 −1
Cuadro 2.1: Tabla de multiplicacio´n para G2.
En consecuencia, todo multivector M ∈ G2 puede escribirse en funcio´n de los
elementos dados en la ecuacio´n (2.2.2):
M = α + βe1 + ζe2 + κe12, (2.2.3)
que de manera resumida se denota por:
M = 〈M〉0 + 〈M〉1 + 〈M〉2 ,
donde se ha introducido el s´ımbolo 〈 〉r para clasificar a los te´rminos de M de
acuerdo a su grado: r = 0 escalar, r = 1 vector y r = 2 bivector, respectivamente.
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En adelante prescindiremos del sub´ındice r = 0 para denotar al te´rmino de grado
cero, es decir, 〈M〉 se referira´ siempre a la parte escalar de M .
No´tese adema´s que a consecuencia de la anti-conmutatividad del producto geome´tri-
co, el bivector e12 conmuta con los escalares y anti-conmuta con los vectores de
G2
(e12)e1 = −e2
e1(e12) = e2
(e12)e2 = e1
e2(e12) = −e1,
mientras que del cuadro 2.1 se aprecia que (e1e2)
2 = −1. Esta u´ltima propiedad
motiva a introducir el s´ımbolo “i” para denotar al elemento e12 ∈ G2, ya que este
cumple las mismas propiedades del nu´mero imaginario
√−1. De ahora en adelante
el nu´mero imaginario
√−1 se denotara´ siempre por el s´ımbolo i′.
Con ayuda de la fo´rmula del producto interior (2.1.3), podemos demostrar que los
vectores e1 y e2 satisfacen la identidad
eiej + ejei = 2δij, i, j = 1, 2. (2.2.4)
donde δ es la funcio´n delta de Kronecker.
Nota
En el a´lgebra geome´trica del plano el elemento de mayor grado es i = e12, mientras
que en el a´lgebra geome´trica del espacio (G3) es el elemento e123, al cual tambie´n
denotaremos por el mismo s´ımbolo i. Ambos elementos tienen cuadrado negativo,
sin embargo no cumplen las mismas reglas de conmutacio´n. A pesar de esto con-
viene utilizar el mismo s´ımbolo ya que la distincio´n de i quedara´ clara conociendo
las dimensiones del espacio en el cual se este´ trabajando.
Ejemplo 1. Conviene en este punto mencionar algunos ejemplos sobre las mag-
nitudes f´ısicas que pueden representarse mediante los multivectores del a´lgebra
geome´trica. Por ejemplo, en meca´nica cla´sica, la temperatura, masa y energ´ıa son
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funciones escalares y esta´n asociadas a los multivectores de grado cero. En con-
traste, la velocidad, momentum y aceleracio´n son magnitudes vectoriales o mul-
tivectores de grado uno. Finalmente es posible codificar el torque y el momentum
angular mediante los bivectores del a´lgebra. Por ejemplo, definimos el momentum
angular L como
L = r ∧ p, (2.2.5)
de donde puede calcularse el torque
τ = L˙ =
d
dt
(r ∧ p) = r˙ ∧ p+ r ∧ p˙
= v ∧ (mv) + r ∧ (mv˙)
= r ∧ f. (2.2.6)
Debe notarse que a diferencia de los vectores axiales ~L = ~r × ~p y ~τ = ~r × ~f , los
bivectores L y τ esta´n siempre contenidos en el plano generado por los vectores
mediante los cuales esta´n definidos. En el caso del momentum angular este bi-
vector es un a´rea cuya orientacio´n se muestra en la figura 2.2. La notacio´n del
�
�⋀ � �
Figura 2.2: Bivector momentum angular, la orientacio´n de L esta´ dada por el
circuito r → p→ −r → −p
momentum angular introducida anteriormente, es muy conveniente para el estudio
del problema de dos cuerpos, ya que el movimiento en general queda restringido a
un plano, dado que el momentum angular del sistema se conserva. Puede verse la
solucio´n del problema de los dos cuerpos desde el enfoque del a´lgebra geome´trica
en el cap´ıtulo 3 de [14].
2.2.1. El Algebra par de G2 y los Nu´meros Complejos
El producto geome´trico demuestra que el conjunto de los nu´meros complejos C
puede considerarse como un suba´lgebra de G2, este suba´lgebra se conoce como
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a´lgebra par y se denota por G+2 .
Anteriormente vimos que la identidad fundamental (2.1.6) relaciona a dos objetos
de diferente naturaleza, de la misma manera en que el nu´mero complejo z = u+vi′
relaciona a un nu´mero real y a un nu´mero imaginario puro
producto geome´trico︷ ︸︸ ︷
Z = ab = a · b+ a ∧ b ↔
nu´mero complejo︷ ︸︸ ︷
z = u+ vi′ . (2.2.7)
El producto geome´trico Z = ab, es la suma de un escalar a · b (grado 0) y un
bivector a ∧ b (grado 2), es decir, es la suma de dos multivectores de grado par;
por lo tanto el multivector Z puede escribirse en te´rminos de los elementos
span{1, e12}, (2.2.8)
de donde
Z = α + βe12. (2.2.9)
Recordar adema´s que e212 es un nu´mero negativo:
(e1e2)
2 = e1e2e1e2 = −e1(e2)2e1 = −(e1)2(e2)2 = −1,
puesto que ambos vectores anticonmutan.
En s´ıntesis podemos hacer el siguiente mapeo en la ecuacio´n (2.2.7):
a · b→ u, a ∧ b→ vi′. (2.2.10)
Este mapeo demuestra que podemos interpretar el producto ab como un nu´mero
complejo. Adema´s, al igual que los nu´meros complejos, G+2 es un a´lgebra cerrada
que tiene las mismas propiedades del campo complejo; ve´ase el cap´ıtulo 3.
Alternativamente, se puede considerar que todo nu´mero complejo z = u+vi′ puede
ser generado por los elementos:
span{1, i′}, con 12 = 1 e i′2 = −1, (2.2.11)
es decir, z = u1 + vi′, mientras que en G+2 , Z = α1 + βe12. Esto demuestra el
isomorfismo5 entre G+2 y C. En general podemos considerar que C es un caso
5Un isomorfismo es una clase especial de homomorfismo que admite inversa, en este contexto,
debe entenderse que G+2 y C satisfacen: f(xy) = f(x)f(y) y f(x+ y) = f(x) + f(y).
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particular del a´lgebra de Clifford Clp,q con p = 0 y q = 1; ve´ase el cap´ıtulo 3.
2.2.2. Involuciones de G2 y Conjugacio´n Compleja
Para completar la discusio´n del isomorfismo entre G+2 y C, es necesario introdu-
cir el concepto de conjugacio´n compleja. Para ver ello basta tomar el producto
geome´trico ab en orden inverso, es decir:
ba = b · a+ b ∧ a = a · b− a ∧ b, (2.2.12)
de donde puede apreciarse el cambio de signo en el segundo te´rmino, el cual debido
al mapeo introducido en la ecuacio´n 2.2.10 nos indica que la conjugacio´n compleja
en C es equivalente a tomar el producto geome´trico en orden inverso en G2. Esta
discusio´n motiva a introducir el reverso de Z denotado por Z† 6 como:
Z† = ba = α− βe12. (2.2.13)
Utilizando el reverso de Z se puede calcular su mo´dulo
ZZ† = |Z|2 = α2 + β2. (2.2.14)
En general, definimos tres tipos de involucio´n7 las cuales han de utilizarse poste-
riormente en el cap´ıtulo 5. Puede consultarse el cap´ıtulo 2 de [22] para mayores
detalles
Mˆ = 〈M〉 − 〈M〉1 + 〈M〉2 . Involucio´n de grado
M † = 〈M〉+ 〈M〉1 − 〈M〉2 . Reversio´n
M˜ = 〈M〉 − 〈M〉1 − 〈M〉2 . Conjugacio´n de Clifford.
De la definicio´n anterior, se puede apreciar que la conjugacio´n compleja es simple-
mente una restriccio´n de la reversio´n y la conjugacio´n de Clifford.
6La notacio´n aqu´ı utilizada difiere de la notacio´n adoptada por Lounesto [22] para la reversio´n,
ya que el s´ımbolo:˜, ha de utilizarse para denotar a la conjugacio´n de Clifford.
7En matema´ticas una involucio´n es una funcio´n f : X → X que aplicada dos veces nos
devuelve el mismo valor. Un ejemplo sencillo de esto la conjugacio´n compleja (z∗)∗ = z.
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2.2.3. Relacio´n con el a´lgebra de matrices
Los nu´meros complejos pueden representarse mediante matrices 2×2 con entradas
reales [22]
z = u+ vi′ →
(
u −v
v u
)
. (2.2.15)
Por los discutido en la seccio´n anterior, los nu´meros complejos pueden obtenerse
a partir del producto geome´trico de dos vectores; esto sugiere que dichos vectores
tienen tambie´n su representacio´n matricial correspondiente. Por ejemplo, es fa´cil
demostrar que los generadores de G2 pueden representarse mediante las matrices:
e1 →
(
1 0
0 −1
)
, e2 →
(
0 1
1 0
)
, (2.2.16)
ya que satisfacen todas las propiedades de los vectores de G2. Esto ayuda a repre-
sentar a los vectores a = α1e1 + α2e2 y b = β1e1 + β2e2 de G2 como las matrices:
a→
(
α1 α2
α2 −α1
)
, b→
(
β1 β2
β2 −β1
)
. (2.2.17)
Utilizando esta equivalencia, se puede escribir el equivalente matricial del producto
geome´trico ab como:
ab→
(
α1 α2
α2 −α1
)(
β1 β2
β2 −β1
)
=
(
α1β1 + α2β2 α1β2 − α2β1
−(α1β2 − α2β1) α1β1 + α2β2
)
, (2.2.18)
que es ide´ntica a la ecuacio´n (2.2.15). El resultado anterior motiva a representar
a los vectores a y b como:
a→
(
α1e1 α2e2
α2e2 −α1e1
)
, b→
(
β1e1 β2e2
β2e2 −β1e1
)
, (2.2.19)
en donde las componentes de las matrices son ahora vectores de G2; entonces el
producto geome´trico equivale a multiplicar ambas matrices, por lo cual
ab→
(
α1β1e
2
1 + α2β2e
2
2 (α1β2 − α2β1)e12
−(α2β1 − α1β2)e12 α1β1e21 + α2β2e22
)
=
(
a · b a ∧ b
−a ∧ b a · b
)
. (2.2.20)
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Sean los vectores unitarios m y n los cuales forman un a´ngulo θ, entonces el
producto interior y exterior puede ponerse en funcio´n de este a´ngulo mediante:
m · n = cos θ, m ∧ n = i sen θ, (2.2.21)
de donde utilizando la ecuacio´n (2.2.20) tenemos
mn→
(
cos θ i sen θ
−i sen θ cos θ
)
. (2.2.22)
Este u´ltimo resultado, nos ayuda a ver de manera ma´s clara lo siguiente:
Los vectores de G2 pueden alternativamente ser representados por vectores
con entradas reales.
El producto geome´trico es equivalente al producto matricial.
Finalmente, la identidad fundamental (2.1.6) esta´ impl´ıcita en el producto
matricial segu´n lo demuestra la ecuacio´n (2.2.20).
2.3. A´lgebra geome´trica en tres dimensiones (G3)
El a´lgebra geome´trica en tres dimensiones, esta´ generada por la base cano´nica de
R3; por lo tanto, esta es de dimensio´n ocho y esta´ constituida por los siguientes
multivectores:
span{1, e1, e2, e3, e12, e23, e31, e123},
cuya tabla de multiplicacio´n y representacio´n geome´trica aparecen en el cuadro 2.2
y la figura 2.3, respectivamente.
En consecuencia, todo multivector M ∈ G3 se escribe como:
M = α + βe1 + ζe2 + κe3 + λe12 + µe31 + νe23 + ρe123
= 〈M〉+ 〈M〉1 + 〈M〉2 + 〈M〉3 .
En G3 se tienen dos suba´lgebras, las cuales describiremos a continuacio´n.
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1 e1 e2 e3 e23 e31 e12 e123
1 1 e1 e2 e3 e23 e31 e12 e123
e1 e1 1 e12 −e31 e123 −e3 e2 e23
e2 e2 −e12 1 e23 e3 e123 −e1 e31
e3 e3 e31 −e23 1 −e2 e1 e123 e12
e23 e23 e123 −e3 e2 −1 −e12 e31 −e1
e31 e31 e3 e123 −e1 e12 −1 −e23 −e2
e12 e12 −e2 e1 e123 −e31 e23 −1 −e3
e123 e123 e23 e31 e12 −e1 −e2 −e3 −1
Cuadro 2.2: Tabla de multiplicacio´n para G3.
1
Figura 2.3: Representacio´n geome´trica de los elementos de G3. El escalar 1 es
un punto, los tres vectores de la base cano´nica son l´ıneas orientadas, los tres
bivectores son los planos orientados y finalmente el elemento de mayor grado
(pseudoescalar), es el volumen de aristas e1 e2 y e3. Figura tomada de [24].
2.3.1. El A´lgebra par de G3 y el a´lgebra de los cuaterniones
Los elementos de grado par de G3 forman un suba´lgebra de dimensio´n cuatro a
la cual denotaremos similarmente al caso bi-dimensional por G+3 . Es as´ı que todo
multivector en G+3 puede escribirse como:
M = α + λe12 + µe31 + νe23.
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Adema´s, los tres bivectores de G+3 cumplen las siguientes relaciones:
e212 = e
2
23 = e
2
31 = e12e23e31 = −1,
las cuales son ide´nticas al a´lgebra de cuaterniones descubierta por Hamilton:
i2 = j2 = k2 = ijk = −1. (2.3.1)
Se concluye entonces que el a´lgebra par de G3 es isomorfa al a´lgebra de cuaterniones
H. La demostracio´n de Hamilton aparece en el ape´ndice A.
2.3.2. El Centro de G3
El elemento i = e123 junto con la identidad 1, forman un suba´lgebra de dimensio´n
2 y esta´n en el centro de G3.8, es decir, esta´ generada por los elementos:
span{1, i}, (2.3.2)
por lo tanto, todo multivector en el centro de G3
M = α + βi, (2.3.3)
es isomorfo al nu´mero complejo z = u+ vi′ ∈ C.
2.3.3. Involuciones de G3
Al igual que en dos dimensiones, se tienen las siguientes involuciones para el caso
tridimensional:
Mˆ = 〈M〉 − 〈M〉1 + 〈M〉2 − 〈M〉3
M † = 〈M〉+ 〈M〉1 − 〈M〉2 − 〈M〉3
M˜ = 〈M〉 − 〈M〉1 − 〈M〉2 + 〈M〉3
que corresponden a la involucio´n de grado, reversio´n y conjugacio´n de Clifford,
respectivamente.
8En un a´lgebra, los elementos que conmutan con todos los dema´s, forman un suba´lgebra
conocida como centro.
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-e3
e3
e1 ⋀e2
Figura 2.4: El producto cruz en el a´lgebra geome´trica. El producto ie12 resulta
en el vector −e3.
No´tese que la reversio´n permite calcular el mo´dulo del multivector M:
|M |2 = MM † = α2 + β2 + ζ2 + κ2 + λ2 + µ2 + ν2 + ρ2, (2.3.4)
mientras que la conjugacio´n de Clifford es el resultado de las dos anteriores M˜ =
(Mˆ)†.
2.3.4. El Producto Cruz de R3 en G3
En tres dimensiones, el producto geome´trico entre el pseudoescalar y los tres bi-
vectores de G3, pueden utilizarse para encontrar el equivalente al producto cruz
convencional de R3. Por ejemplo, el producto
i(e1 ∧ e2) = −e3, (2.3.5)
nos devuelve un vector ortogonal al plano e1 ∧ e2, ve´ase la figura 2.4. Se puede ver
que este resultado es similar al obtenido por el producto cruz excepto por el signo
negativo. Esto motiva a definir el producto cruz como
a× b = −i(a ∧ b), (2.3.6)
el cual es completamente equivalente al producto vectorial en tres dimensiones.
Sin embargo, ya que en el a´lgebra geome´trica se tiene a disposicio´n el producto
exterior, el uso del producto cruz es redundante e innecesario.
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2.3.5. A´lgebra de Pauli
Los vectores de la base cano´nica de G3, cumplen las siguientes propiedades:
e21 =e
2
2 = e
2
3 = 1,
eiej =− ejei i 6= j.
Utilizando la identidad fundamental (2.1.6) se tiene:
eiej = ei · ej + ei ∧ ej = δij + iijkek, i, j, k = 1, 2, 3 (2.3.7)
en donde el s´ımbolo i juega el papel del nu´mero imaginario i′ y ijk es el s´ımbolo
alternante de Levi-Civita.
La ecuacio´n anterior es similar al a´lgebra de matrices encontrada por Pauli en su
estudio del esp´ın:
σiσj = δijI+ i′ijkσk, i, j, k = 1, 2, 3 (2.3.8)
Comparando ambas expresiones, vemos que el a´lgebra de las matrices de Pauli, son
en realidad, la representacio´n matricial del a´lgebra geome´trica en tres dimensiones.
El hecho de que la matrices de Pauli se comporten como los vectores de la ba-
se cano´nica de G3, implica que podemos realizar todos los ca´lculos del a´lgebra
geome´trica utilizando dichas matrices; sin embargo, el a´lgebra matricial esconde
la geometr´ıa que esta´ impl´ıcita en ella, es por esto que es preferible evitar en lo
posible su uso, salvo para comparar los resultados del a´lgebra geome´trica con el
formalismo convencional.
2.4. A´lgebra geome´trica en cuatro dimensiones
(G1,3)
Uno de los postulados de la relatividad especial es que todos los sistemas de re-
ferencia inerciales son equivalentes en su descripcio´n de los feno´menos f´ısicos. La
consecuencia inmediata de ello es que la geometr´ıa en la cual se desarrolla la re-
latividad especial ya no es la euclidiana sino la del espacio-tiempo de Lorentz.
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Para entender el porque´, supongamos que un haz de luz esfe´rica es emitida desde
una fuente y que este evento es descrito en dos sistemas de referencia inerciales.
Estos sistemas de referencia esta´n en movimiento relativo uno respecto al otro y
dispuestos de tal forma que sus or´ıgenes coinciden con la fuente de luz cuando esta
es emitida y que en ese mismo instante los relojes en ambos sistemas de referen-
cia son puestos a cero. En el primer sistema la fuente permanece en reposo y se
expande radialmente de acuerdo a
r = ct, (2.4.1)
mientras que en el segundo sistema de referencia tambie´n se observara´ lo mismo
pero de acuerdo a
r′ = ct′. (2.4.2)
Ya que ambos sistemas de referencia ven frentes de onda esfe´ricos debe cumplirse
la siguiente relacio´n
c2t2 − r2 = c2t′2 − r′2 = 0, (2.4.3)
este es el intervalo invariante de la relatividad especial que necesitamos codifi-
car. Para ello requerimos que el vector asociado a la componente temporal tenga
distinto signo que los tres vectores asociados a las componentes espaciales.
Siguiendo la convencio´n utilizada en la relatividad especial para el tensor me´trico
gµν = diag(1 − 1 − 1 − 1), introducimos la base cano´nica9 de G1,3 {γµ}, con µ =
0, 1, 2, 3 como:
span{γ0, γ1, γ2, γ3} (2.4.4)
donde
γ20 = 1, γ
2
i = −1 (2.4.5)
con i = 1, 2, 3. Esta es un a´lgebra similar a los casos vistos anteriormente excepto
que ahora tenemos vectores tanto con cuadrado positivo como negativo. Este hecho
repercute en que los multivectores de G1,3 se comportan de manera distinta a los
casos en dos y tres dimensiones. Para ver este comportamiento, veamos en primer
lugar el caso de los bivectores.
9Es conveniente utilizar la notacio´n γµ introducida por Dirac en lugar de eµ.
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2.4.1. Los bivectores spacelike y timelike de G1,3
En el a´lgebra del espacio-tiempo se tienen seis bivectores que se clasifican de
acuerdo a si esta´n o no en funcio´n de γ0. Estos son los tres bivectores timelike
γi ∧ γ0 y los tres bivectores spacelike10 γi ∧ γj. Recordando que si a y b son dos
vectores perpendiculares, entonces el cuadrado del bivector es
(a ∧ b)2 = abab = −ab2a = −a2b2. (2.4.6)
Utilizando este resultado se puede probar que los cuadrados de los bivectores
timelike y spacelike son diferentes
(γi ∧ γ0)2 = −(−1)(+1) = +1 timelike (2.4.7)
(γi ∧ γj)2 = −(−1)(−1) = −1 spacelike (2.4.8)
Este resultado demuestra que los bivectores timelike tienen cuadrado positivo,
mientras que los spacelike tienen cuadrado negativo. Esto u´ltimo se debe a que
estamos trabajando en un espacio de signatura mixta.11
Hay que sen˜alar que los bivectores timelike revelan que la geometr´ıa del espacio
de Lorentz es hiperbo´lica, ya que por ejemplo, en el caso particular del bivector
γ10 se tiene la exponencial
eγ10α = 1 + αγ10 +
1
2!
α2 +
1
3!
α3γ10 +O4
= coshα + γ10 senhα, (2.4.9)
ve´ase el cap´ıtulo 5 de [14] para ma´s detalles.
2.4.2. El pseudoescalar de G1,3
Al igual que en los casos de menos dimensiones, el elemento de mayor grado se
conoce como pseudoescalar y esta´ definido por
i = γ0123 (2.4.10)
10Preferimos las palabras en ingles timelike, spacalike y lightlike en lugar de “como el tiempo,
como el espacio y como la luz”.
11 El a´lgebra geome´trica tiene simulta´neamente vectores con cuadrado positivo y negativo.
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el cual geome´tricamente es un hiper-volumen que define la orientacio´n del espacio-
tiempo; aqu´ı seguimos asumiendo que los vectores γi (i = 1, 2, 3) forman un sistema
coordenado derecho. Vemos adema´s que el reverso de i es
i† = γ3210 = −γ0321 = −γ0132 = γ0123 = i (2.4.11)
gracias a ello, es sencillo calcular el cuadrado de i
i2 = ii† = γ0123γ3210 = −1. (2.4.12)
El pseudo-escalar permite obtener los seis bivectores discutidos anteriormente
iγi0 = i · γi0 + i ∧ γi0
iγij = i · γij + i ∧ γij
ya que los te´rminos i ∧ γi0 = i ∧ γij = 0 son de grado seis (esta´n fuera de G1,3),
mientras que los te´rminos i · γi0 y i · γij son de grado dos.
2.4.3. Los trivectores de G1,3
Los cuatro trivectores del a´lgebra del espacio-tiempo son
γµi = γµ · i+ γµ ∧ i = γµ · i (2.4.13)
puesto que el producto exterior γµ∧ i se anula ya que el producto resultante es un
multivector de grado cinco (esta´ fuera de G13), mientras que el producto interior
nos devuelve los cuatro trivectores
γ123 − γ023 − γ013 γ012. (2.4.14)
Ya que estamos en un espacio de dimensio´n par (4), el pseudo-escalar anticonmuta
con los multivectores de dimensio´n impar y conmuta con los multivectores de
dimensio´n par.
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2.4.4. Los multivectores de G1,3
Combinando los resultados anteriores, llegamos a un a´lgebra con 16 elementos,
span{1, γµ, γµγν , iγµ, i} µ, ν = 0, 1, 2, 3. (2.4.15)
Esta es el a´lgebra del espacio-tiempo G1,3, la cual describe al espacio plano de
Lorentz. Por tanto, cualquier multivector puede escribirse como combinacio´n lineal
de los te´rminos anteriores
M = 〈M〉+ 〈M〉1 + 〈M〉2 + 〈M〉3 + 〈M〉4 (2.4.16)
Finalmente, utilizando la definicio´n del producto interior, se aprecia que los gene-
radores de G1,3 cumplen
γµ · γν = 1
2
(γµγν + γνγµ) = gµν (2.4.17)
que es ide´ntica al a´lgebra de las matrices de Dirac!.
2.5. Algunas aplicaciones
2.5.1. Reflexiones en G2
Sean a un vector arbitrario y n un vector unitario de G2, entonces, se puede utilizar
la identidad: a = n2a en conjunto con la asociatividad del producto geome´trico
para escribir el vector a en sus componentes paralela y perpendicular al vector
unitario n, como se demuestra a continuacio´n
a = n2a
= n(na) = n(n · a) + n(n ∧ a).
Para entender este resultado analicemos los te´rminos del lado derecho de la ecua-
cio´n anterior por separado. En primer lugar, el te´rmino n(n · a) es un vector que
se puede identificar como la proyeccio´n de a en la direccio´n de n, por ello es con-
veniente denotarlo por a‖. En segundo lugar, el te´rmino n(n∧ a) es ortogonal a n.
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Para comprobar esto, calculemos el producto interior n · nn ∧ a; para simplificar
este ca´lculo, es conveniente recordar que la parte escalar del producto geome´trico
se representa por
a · b = 〈ab〉 (2.5.1)
es decir, preferimos trabajar con el producto geome´trico en lugar del producto
escalar, por lo tanto
n · nn ∧ a = 〈nnn ∧ a〉 = 〈n ∧ a〉 = 0, (2.5.2)
ya que el bivector no tiene parte escalar. Entonces podemos concluir que el vector
a se descompone en sus componentes paralela y perpendicular, segu´n se muestra
en la figura 2.5.
a = a‖ + a⊥. (2.5.3)
Tomando el negativo del vector a‖, se puede escribir el vector a′ como:
n
a
a'
a´
a
¦
-a´
Figura 2.5: Reflexio´n del vector a. El vector a′ se obtiene refleja´ndolo en el
plano ortogonal al vector unitario n.
a′ = a⊥ − a‖. (2.5.4)
Geome´tricamente a′ es la reflexio´n del vector a respecto al vector a⊥. Habiendo
encontrado el significado geome´trico de la ecuacio´n anterior podemos escribirla de
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manera ma´s simple
a′ = a⊥ − a‖
= n(n ∧ a)− n(n · a)
= −n(a · n− n ∧ a)
= −n(a · n+ a ∧ n),
de donde se tiene
a′ = −nan. (2.5.5)
Esta fo´rmula es va´lida para reflejar cualquier multivector de Gn como veremos a
continuacio´n.
2.5.2. Rotaciones
Usando el resultado anterior, es fa´cil obtener una fo´rmula general para rotar cual-
quier multivector, es decir, la fo´rmula es va´lida para rotaciones en n dimensiones.
Sean los vectores unitarios m y n y sea θ el a´ngulo formado por ellos, entonces
se puede rotar el vector a mediante doble reflexio´n, ve´ase la figura 2.6. En primer
Figura 2.6: Rotacio´n en tres dimensiones. El vector c se obtiene mediante
doble reflexio´n: el vector a se refleja en el plano ortogonal al vector unitario n,
vector b, finalmente b se refleja en el plano ortogonal al vector unitario m.
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lugar reflejamos el vector a en el plano ortogonal a n, resultando en el vector
b = −nan.
En segundo lugar volvamos a rotar el vector b en el plano ortogonal a m, de modo
que
c = −mbm.
De esta forma, el resultado de las dos rotaciones sucesivas sera:
c =−m(−nan)m (2.5.6)
=mnanm. (2.5.7)
Definimos el multivector R = mn, de donde la ecuacio´n anterior puede escribirse
de manera sencilla como
c = RaR†, (2.5.8)
este resultado se interpreta geome´tricamente como la rotacio´n del vector a en un
a´ngulo 2θ.
Utilizando la identidad fundamental (2.1.6) podemos obtener una forma alterna-
tiva del multivector R como
R = m · n+m ∧ n (2.5.9)
ya que m y n son unitarios es fa´cil darse cuenta que
R = cos θ +m ∧ n. (2.5.10)
Para demostrar la potencia del a´lgebra geome´trica, calculemos de manera detallada
el cuadrado del bivector B = m ∧ n
B2 = (m ∧ n)(m ∧ n)
B2 = (mn−m · n)(mn−m · n),
donde hemos hecho uso de la identidad fundamental (2.1.6). El te´rmino mn del
segundo factor (mn−m ·n) en la ecuacio´n anterior, puede reescribirse nuevamente
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gracias a (2.1.6) como 2m · n− nm, resultando
B2 = (nm− n ·m)(m · n− nm)
B2 = (m · n)2 −m2n2
B2 = − sen2 θ
donde se ha utilizado la conocida identidad a · b = |a||b| cos θ y utilizado el hecho
de que m y n son unitarios.
Aprovechando el resultado anterior podemos escribir B como
B =
n ∧m
sen θ
.
No´tese que hemos escrito n ∧m en lugar de m ∧ n ya que este bivector define la
direccio´n de rotacio´n de los elementos del a´lgebra que han de ser rotados. Con esto
la ecuacio´n (2.5.10) toma la forma simple [14]
R = cos θ −B sen θ = e−Bθ, (2.5.11)
ya que este rotor produce rotaciones en un a´ngulo de 2θ, ve´ase el Ape´ndice B.3.
Es convencional escribir la ecuacio´n anterior como
R = e−Bθ/2 (2.5.12)
para lograr rotaciones en un a´ngulo θ.
2.5.3. Ley de composicio´n de Rotores
Veamos que sucede ahora si se tienen rotaciones sucesivas descritas por los rotores
R1 y R2. Sea el vector a sobre el cual hacemos actuar el rotor R1 de modo que
obtenemos el vector b = R1aR
†
1. Finalmente podemos volver a rotar el vector b
mediante R2, teniendo como resultado el vector c = R2bR
†
2, es decir
c = R2R1aR
†
1R
†
2 = RaR
†.
En la ecuacio´n anterior se ha definido el rotor R como R = R2R1, es decir, el
producto de dos rotores nos entrega un nuevo rotor equivalente a los dos primeros.
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Es interesante darse cuenta que el producto RR† = 1, es decir, los rotores preservan
la norma de los vectores sobre los cuales actu´an. En general se pueden conseguir
rotaciones sucesivas mediante
R = RlRm . . . . (2.5.13)
Este u´ltimo resultado se conoce como ley de composicio´n de rotores el cual es uno
de los resultados fundamentales del a´lgebra geome´trica. Finalmente es fa´cil darse
cuenta que estos rotores junto con el producto geome´trico forman un grupo, ve´ase
el cap´ıtulo 3.
2.5.4. A´ngulos de Euler
Los a´ngulos de Euler sirven para describir la orientacio´n de un so´lido r´ıgido en el
espacio tridimensional. Dicha orientacio´n puede conseguirse a trave´s de rotaciones
sucesivas parametrizadas por los a´ngulos {φ, θ, ψ}, conocidos como a´ngulos de
Euler. Esta parametrizacio´n transforma el sistema coordenado definido por los
vectores {e1, e2, e3} en el nuevo sistema {e′1, e′2, e′3}. El a´lgebra geome´trica provee
una nueva manera de abordar este problema de una forma ma´s sencilla e intuitiva
mediante los rotores descritos en la seccio´n anterior.
Sea el sistema coordenado definido por los vectores unitarios {e1, e2, e3}, ve´ase la
figura 2.7. En primer lugar hagamos una rotacio´n del vector e1 alrededor del vector
e3 en sentido antihorario en un a´ngulo φ.
12 El rotor correspondiente sera´
Rφ = e
−e12φ/2. (2.5.14)
Seguidamente hagamos una segunda rotacio´n esta vez alrededor del nuevo vector
e′1. Para conseguir esto, debemos calcular el nuevo plano de rotacio´n; este plano
puede encontrarse fa´cilmente utilizando el pseudoescalar i, es decir, el plano en
consideracio´n sera´
ie′1 = iRφe1R
†
φ = Rφe23R
†
φ, (2.5.15)
donde se ha utilizado el hecho de que e′1 se calcula como: Rφe1R
†
φ.
12Equivalentemente, puede considerarse la rotacio´n del vector e1 en el plano e12.
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Figura 2.7: A´ngulos de Euler; se llega a la configuracio´n final {e′1, e′2, e′3} ha-
ciendo primero una rotacio´n en el plano ie3 en un a´ngulo φ, luego se hace una
segunda rotacio´n en el plano ie′2 en un a´ngulo θ, finalmente la tercera rotacio´n
es el plano ie′3 en un a´ngulo ψ.
Una vez encontrado el plano de rotacio´n es fa´cil escribir el rotor correspondiente
al cual denotaremos por Rθ
Rθ = e
−Rφe23R†φθ/2. (2.5.16)
La ecuacio´n anterior se simplifica fa´cilmente si la expandimos en series de Taylor:
Rθ = 1−Rφe23R†φ
θ
2
+
1
2!
(
Rφe23R
†
φ
θ
2
)2
− 1
3!
(
Rφe23R
†
φ
θ
2
)3
+O4
= Rφ
(
1− e23 θ
2
+
1
2!
e223
(
θ
2
)2
− 1
3!
e323
(
θ
2
)3
+O4
)
R†φ,
resultando en el rotor
Rφe
−e23θ/2R†φ = RφRθR
†
φ, (2.5.17)
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de modo que el rotor intermedio —la aplicacio´n de las dos rotaciones sucesivas—
se simplifica sencillamente en
R′ = (RφRθR
†
φ)Rφ = RφRθ, (2.5.18)
resultado que escrito de manera expl´ıcita sera´:
R′ = RφRθ = e−e12φ/2e−e23θ/2. (2.5.19)
Para finalizar, realizamos una tercera rotacio´n esta vez respecto al eje e′3 en un
a´ngulo ψ; vemos entonces que el plano de rotacio´n sera´:
ie′3 = iR
′e3R′† = R′e12R′†, (2.5.20)
por lo tanto, el rotor correspondiente sera´
Rψ = e
−R′e12R′†ψ/2. (2.5.21)
Volviendo a expandir la ecuacio´n anterior se puede demostrar que
Rψ = R
′e−e12ψ/2R′† = RφRθRψR
†
θR
†
φ, (2.5.22)
con lo cual, tenemos el efecto de las tres rotaciones sucesivas
R = RψR
′ = RφRθRψR
†
θR
†
φRφRθ, (2.5.23)
que se simplifica de manera muy sencilla en
R = RφRθRψ = e
−e12φ/2e−e23θ/2e−e12ψ/2 . (2.5.24)
Esta forma es ma´s sencilla de visualizar y trabajar que su equivalente matricial.
Ejemplo 2. Para demostrar co´mo actu´an los rotores discutidos en la seccio´n ante-
rior sobre los vectores de G3, veamos el caso particular del rotor R = e−e12pi/4e−e23pi/4e−e12pi/4
sobre el vector e1.
Re1R
† = RφRθ(Rψe1R
†
ψ)R
†
θR
†
φ,
CAPI´TULO 2. EL A´LGEBRA GEOME´TRICA 30
evaluando el te´rmino entre pare´ntesis se tiene
Rψe1R
†
ψ =e
−e12pi/4e1ee12pi/4
=(cospi/4− e12 sen pi/4)e1(cos pi/4 + e12 sen pi/4)
=(
1√
2
− e12 1√
2
)e1(
1√
2
+ e12
1√
2
)
=(
1√
2
e1 − e121 1√
2
)(
1√
2
+ e12
1√
2
)
=
1
2
e1 +
1
2
e112 − 1
2
e121 − 1
2
e12112
=
1
2
e1 +
1
2
e2 +
1
2
e2 − 1
2
e1
=e2,
como era de esperarse. La primera rotacio´n en sentido antihorario en el plano e12
del vector e1 en un a´ngulo de pi/2 nos devuelve e2. La segunda rotacio´n sera´ la
siguiente
Rθe2R
†
θ =e
−e23pi/4e2ee23pi/4
=
1
2
e2 +
1
2
e3 +
1
2
e3 − 1
2
e2
=e3,
es decir, el vector e2 se rota en el plano e23 en pi/2 en sentido antihorario resultando
e3. La u´ltima rotacio´n es trivial ya que tiene la siguiente forma
Rφe3R
†
φ =e
−e12pi/4e3ee12pi/4
=e3
es decir, la u´ltima rotacio´n no tiene ningu´n efecto sobre el vector e3 ya que este
es ortogonal al plano e12.
Se puede aplicar el mismo procedimiento para el caso de los vectores e2 y e3, con
lo cual el efecto neto del rotor R sobre cada uno de los ejes coordenados sera´:
Re2R
† = −e2
Re3R
† = e1,
ve´ase la figura 2.8.
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Figura 2.8: Efecto del rotor R = e−e12pi/4e−e23pi/4e−e12pi/4 sobre cada uno de los
vectores e1, e2 y e3; la nueva orientacio´n de estos vectores es: e
′
1 = e3, e
′
2 = −e2
y e′3 = e1.
2.6. Sumario
En este cap´ıtulo se ha revisado el formalismo del a´lgebra geome´trica en dos, tres y
cuatro dimensiones. Debe destacarse el hecho de que el a´lgebra de los generadores
eµeν+eνeµ = 2gµν es la misma en todos los casos, salvo el tensor me´trico que difiere
dependiendo de la dimensio´n del espacio, por ejemplo en el caso tridimensional
µ, ν = 1, 2 y 3, entonces se tiene el tensor me´trico tridimensional gµν = diag(+1 +
1 + 1).
Au´n cuando los axiomas fundamentales del a´lgebra geome´trica se han definido para
el caso de los vectores de Gn, estos han de cumplirse para cualesquiera multivectores
tambie´n de Gn; similarmente la identidad fundamental (2.1.6) preserva su forma
para cualesquiera multivectores de Gn. Puede verse el desarrollo axioma´tico del
a´lgebra geome´trica para dimensiones arbitrarias en el cap´ıtulo 4 de [14].
De otro lado, se ha demostrado que el producto geome´trico esta´ impl´ıcito en el
producto matricial; sin embargo, el a´lgebra geome´trica posee ma´s estructura que el
a´lgebra matricial ya que incluye el subespacio de vectores o 1-vectores de Rn ⊂ Gn.
Cap´ıtulo 3
Algunos to´picos de a´lgebra
abstracta
En el cap´ıtulo anterior se ha estudiado el a´lgebra geome´trica, partiendo de una
serie de axiomas de los cuales se han derivado sus propiedades; sin embargo, e´sta
puede considerarse como un caso particular del a´lgebra de Clifford, que su vez
puede ser estudiada en el contexto ma´s general del a´lgebra abstracta. El a´lgebra
abstracta es una rama especializada de las matema´ticas, dedicada al estudio de
estructuras algebraicas1 tales como campos, anillos, grupos, espacios vectoriales,
algebras, etc.
En f´ısica, el a´lgebra de Clifford es poco conocida y esta´ comu´nmente relaciona-
da con el a´lgebra de las matrices γ de Dirac. En contraste, en matema´ticas el
a´lgebra de Clifford esta´ extensamente desarrollada [4], [5], [6], [7] y puede conside-
rarse como un tipo de a´lgebra asociativa sobre un campo.2 Puesto que el a´lgebra
geome´trica es un caso particular del a´lgebra de Clifford, esto implica que podemos
estudiar la primera en el contexto ma´s general del a´lgebra abstracta.
La necesidad de estudiar el a´lgebra geome´trica en el contexto ma´s general del
a´lgebra abstracta, surge cuando se requiere estudiar los sistemas cua´nticos ya que
se sabe que dichos sistemas —por ejemplo espinores— son elementos de un ideal
izquierdo mı´nimo de un anillo [20]. En su formulacio´n actual, el a´lgebra geome´trica
1Una estructura algebraica es un conjunto en el cual se han definido operaciones entre sus
elementos, por ejemplo, el conjunto N junto a la operacio´n de adicio´n es una estructura alge-
braica.
2Por ejemplo el a´lgebra vectorial en R3, es un a´lgebra asociativa sobre el campo de los nu´meros
reales
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prescinde de los conceptos de a´lgebra abstracta, por ello se requiere discutir algunos
to´picos de a´lgebra abstracta que sera´n utilizados ma´s adelante en el estudio de los
sistemas cua´nticos de dos estados.
3.1. Grupos
Un grupo es una estructura algebraica con una u´nica operacio´n binaria3 la cual
satisface ciertos axiomas, llamados axiomas de grupo.
Definicio´n 2. Un grupo (G, ∗), se define por el conjunto G junto a la opera-
cio´n binaria (∗) para cualesquiera elementos a, b y c diferentes de cero en G que
satisfacen los siguientes axiomas
G1 a ∗ (b ∗ c) = (a ∗ b) ∗ c. (Asociatividad).
G2 a ∗ b = c. (Clausura)
G3 a ∗ e = e ∗ a = a. (Al elemento e se le conoce como identidad).
G4 a ∗ f = f ∗ b = e, donde f ∈ G es el inverso de a. (Inversa).
En general no se exige que la operacio´n (∗) sea conmutativa, en cuyo caso G se
conoce como Abeliano. Como ejemplo cla´sico de grupo, podemos mencionar al
conjunto de los nu´meros enteros junto a la adicio´n (Z,+), ya que la adicio´n es
asociativa y cerrada; adema´s la identidad es el cero y el elemento inverso ser´ıa el
inverso aditivo. Los rotores R junto al producto geome´trico, forman un grupo ya
que el producto de dos o ma´s rotores nos devuelve tambie´n un rotor (cumple G1 y
G2), la identidad ser´ıa en este caso la unidad ya que RR† = 1, (cumple G3 y G4).
3.2. Anillos
Un anillo es una estructura algebraica que generaliza los conceptos de adicio´n y
multiplicacio´n a objetos no nume´ricos como polinomios, matrices, funciones, etc.
3La operacio´n es entre dos elementos del grupo
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Definicio´n 3. Un anillo es un conjunto R provisto de dos operaciones binarias
(+) y (·) que satisfacen los siguientes axiomas, para todo a, b, c ∈ R:
Bajo la adicio´n R es un grupo aditivo abeliano:
R1 (a+ b) + c = a+ (b+ c).
R2 Existe la identidad aditiva 0 en R tal que a+ 0 = 0 + a = a.
R3 Existe el inverso aditivo −a en R tal que a+ (−a) = (−a) + a = 0.
R4 a+ b = b+ a, + es abeliano.
R es monoide4 bajo la multiplicacio´n:
R5 (a · b) · c = a · (b · c), es asociativa bajo la multiplicacio´n.
R6 Existe la identidad multiplicativa 1 en R, tal que, 1 · a = a · 1 = a.
La multiplicacio´n es distributiva bajo la adicio´n:
R7 a · (b+ c) = a · b+ a · c (izquierda).
R8 (b+ c) · a = b · a+ c · a (derecha).
En el desarrollo de la tesis siempre ha de considerarse que los anillos cumplen con
el axioma R6, adema´s ha de omitirse la notacio´n (·) para denotar el producto de
los elementos del anillo.
3.3. Campos
En el a´lgebra abstracta, un campo es una estructura algebraica conmutativa cuyos
elementos diferentes de cero poseen inversa multiplicativa. Como tal, en un campo
esta´n definidas las operaciones de suma y producto incluyendo las operaciones
inversas, resta y divisio´n, respectivamente. Los ejemplos ma´s comunes de campos
son el conjunto de los nu´meros reales y el campo de los nu´meros complejos.
4En el a´lgebra abstracta, un monoide es una estructura algebraica (S), con una u´nica opera-
cio´n binaria (·) la cual no necesariamente posee inversa, adema´s tiene un elemento identidad I
de modo que ∀a ∈ S se cumple: a · I = I · a = a.
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Hay que notar, en base a lo antes discutido, que todo campo es un anillo mas no
todo anillo es un campo ya que todo campo permite la divisio´n mientras que en
un anillo no esta definida la inversa multiplicativa. Definimos entonces un campo
en base a las operaciones de adicio´n y multiplicacio´n donde las identidades adi-
tivas y multiplicativas son diferentes, es decir, 0 6= 1. Adema´s las operaciones de
sustraccio´n y divisio´n esta´n definidas en funcio´n de las dos anteriores.
Definicio´n 4. Un campo es un conjunto F provisto de dos operaciones binarias
(+) y (·) que satisfacen los siguientes axiomas, para todo a, b, c en F :
F1 F es cerrado bajo la adicio´n y multiplicacio´n: (a+ b) ∈ F y (a · b) ∈ F .
F2 F es asociativo tanto para la suma como la multiplicacio´n (a + b) + c =
a+ (b+ c) y (a · b) · c = a · (b · c)
F3 Existe la identidad aditiva 0 en F tal que a+ 0 = 0 + a = a.
F4 Existe la identidad multiplicativa 1 en F tal que: a · 1 = 1 · a = a.
F5 Existe el inverso aditivo −a e inverso multiplicativo a−1 en F tal que a +
(−a) = (−a) + a = 0 y a · a−1 = a−1 · a = 1, en otras palabras, existen tanto
la sustraccio´n como la divisio´n.
F6 Distributividad de la multiplicacio´n sobre la suma, es decir: a · (b + c) =
(a · b) + (a · c)
3.4. Idempotentes primitivos
En todo anillo R existen elementos e ∈ R junto a la operacio´n binaria (·) que cum-
plen: e · e = e, a estos elementos se les llama idempotentes primitivos. En general,
se puede probar por induccio´n que: en = e. Dentro del a´lgebra abstracta existen
muchos tipos de idempotentes, sin embargo, so´lo discutiremos los idempotentes
primitivos puesto que son importantes para nuestro propo´sito, como se vera´ en el
pro´ximo cap´ıtulo.
Un idempotente e se llama primitivo si este no puede descomponerse en la suma
de otros dos. Los idempotentes e y f se aniquilan mutuamente si: ef = fe = 0,
en general los idempotentes e1, e2, . . . en se aniquilan en pares, es decir, eiej = 0.
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3.5. Ideales Izquierdos y Derechos
Dentro de la teor´ıa de anillos, un ideal es un subconjunto especial el cual generaliza
ciertos tipos de conjuntos. Por ejemplo, en el conjunto de los nu´meros enteros, los
nu´meros pares forman un subconjunto en el cual la suma resulta en otro nu´mero
par, es decir, la suma es cerrada; de otro lado, el producto de dos nu´meros pares
tambie´n resulta en otro nu´mero par, es decir, el producto “absorbe” a cualquier
elemento dentro del mismo conjunto.
Definicio´n 5. Un subconjunto I de R se dice que es un ideal bilatero en R si
cumple las siguientes condiciones:
(I,+) es subgrupo aditivo de (R,+), donde (R,+) es el grupo aditivo aso-
ciado al anillo (R,+, ·)
∀x ∈ I,∀r ∈ R: xr ∈ I
∀x ∈ I,∀r ∈ R: rx ∈ I.
Ya que se va a trabajar con anillos no abelianos tenemos que distinguir otros dos
tipos de ideales:
El subconjunto I ⊂ R es un ideal izquierdo de R si es subgrupo aditivo de (R,+)
y adema´s:
∀x ∈ I,∀r ∈ R : rx ∈ I (3.5.1)
de manera similar: el subconjunto I ⊂ R es un ideal derecho de R si es subgrupo
aditivo de (R,+) y adema´s:
∀x ∈ I,∀r ∈ R : xr ∈ I. (3.5.2)
3.5.1. Ideales Izquierdos Mı´nimos
En meca´nica cua´ntica los espinores forman un ideal izquierdo dentro del a´lgebra de
Clifford adecuada, estos pueden construirse a partir de los idempotentes primitivos
e ideales izquierdos descritos anteriormente.
Un ideal Izquierdo I ⊂ R es mı´nimo, si este no contiene otros ideales propios
distintos de cero. Adema´s si I es un ideal izquierdo mı´nimo dentro del anillo R,
CAPI´TULO 3. ALGUNOS TO´PICOS DE A´LGEBRA ABSTRACTA 37
entonces o bien II = 0 o I = Re, para cualquier idempotente primitivo e de R
[25].
3.6. Formas Cuadra´ticas Reales
Las formas cuadra´ticas son en general polinomios de grado dos en n variables, por
ejemplo el polinomio 2x2 + 3y2 − z2 es una forma cuadra´tica en las variables x,
y y z, sin embargo, el polinomio ax2 + bx + c no lo es a no ser que b = c = 0.
Las formas cuadra´ticas reales juegan un rol muy importante en muchas a´reas
de las matema´ticas como teor´ıa de grupos, a´lgebra lineal, etc. En esta seccio´n
presentamos so´lo las formas cuadra´ticas sobre el campo de los nu´meros reales, ya
que los nu´meros complejos esta´n embebidos dentro de la estructura general del
a´lgebra de Clifford.
Definicio´n 6. Sea el espacio vectorial V sobre el campo de los nu´meros reales,
se dice que V es un espacio cuadra´tico (V, q), si existe una funcio´n de valor real
q, llamada forma cuadra´tica, en V tal que q(x) = b(x, x), donde b es una forma
bilineal5 sime´trica en V , para todo x en V .
Si {e1, e2 . . . en} es una base ortonormal de V y la forma bilineal b esta´ representada
por la matriz b = (bij), entonces la forma cuadra´tica puede escribirse como
q(x) =
n∑
i=1
n∑
j=1
bijxixj. (3.6.1)
Esta forma cuadra´tica puede escribirse como
q(x) =
n∑
i=1
biixixi, (3.6.2)
haciendo b diagonal. Los coeficientes bii en este caso pueden tomar los valores 0,
+1 o −1 y generalmente se denotan por la signatura (n0, n+, n−), donde n0 es el
nu´mero de 0s, n+ es el nu´mero de +1s y n− es el nu´mero -1s respectivamente. Si
n0 = 0 entonces la forma cuadra´tica es no degenerada y la signatura se escribe
5Una forma bilineal es una funcio´n b : V ×V → F , donde F es el campo de los nu´meros reales,
esto es, ∀u, v, w ∈ V se cumple que b(u+v, w) = b(u,w) + b(v, w), b(u, v+w) = b(u, v) + b(u,w),
adema´s para cualquier escalar λ se tiene: b(λu, v) = b(u, λv) = λb(u, v).
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simplemente como (p, q) con p+ q = n. Resumiendo:
bii = 1 para 1 ≤ i ≤ p
bii = −1 para p+ 1 ≤ i ≤ p+ q y
bij = 0 para los dema´s casos.
con esto podemos escribir q(x) de manera ma´s familiar
q(x) =
p∑
i=1
x2i −
n∑
i=p+1
x2i (3.6.3)
donde n = p+ q es llamada el rango de b.
Ejemplo 3. En este punto conviene mencionar algunos ejemplos relacionados a
las formas cuadra´ticas encontradas en la f´ısica, por ejemplo si (p = 3, q = 0), es
decir, para la signatura (3, 0) se tiene la forma cuadra´tica
q(x) = x21 + x
2
2 + x
2
3 = x
2 + y2 + z2, (3.6.4)
resultando en el espacio euclidiano tridimensional, mientras que la signatura (1, 3)
representa a la forma cuadra´tica asociada al espacio de Minkowsky
q(x) = t2 − x2 − y2 − z2. (3.6.5)
3.7. A´lgebras de Clifford
El a´lgebra de Clifford es un a´lgebra asociativa que generaliza e integra a los nu´me-
ros reales, nu´meros complejos, cuaterniones y muchos otros tipos de sistemas hi-
percomplejos. El a´lgebra de Clifford es la generalizacio´n del a´lgebra geome´trica
para signaturas arbitrarias, es decir, el a´lgebra geome´trica es realmente un caso
particular del a´lgebra de Clifford sobre los nu´meros reales.
Definicio´n 7. El a´lgebra unital asociativa sobre el campo F es el a´lgebra de Clif-
ford Clp,q la cual contiene una copia de F y Rn de modo que:
(a) El cuadrado de cualquier vector x en Rn es igual a su forma cuadra´tica q(x)
(b) El a´lgebra de Clifford Clp,q es generada por el espacio vectorial Rn.
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(c) El a´lgebra de Clifford Clp,q no puede generarse por ningu´n subespacio propio
de Rn.
Utilizando la base cano´nica de Rn, (a) puede reemplazarse por
e2i = 1, 1 ≤ i ≤ p
e2i = −1, p+ 1 ≤ i ≤ p+ q = n
eiej = −ejei, i < j.
mientras que (c) equivale a imponer la condicio´n: e1e2 . . . en 6= ±1, ve´ase [22].
La anticonmutatividad del producto geome´trico nos permite recobrar fa´cilmente
los casos particulares vistos en el cap´ıtulo 2 los cuales se resumen en el cuadro 3.1.
Signatura A´lgebra Nombre
(2, 0) eiej + ejei = 2δij G2
(3, 0) eiej = δij + e123ijkek A´lgebra de Pauli
(1, 3) γµγν + γνγµ = 2gµν A´lgebra de Dirac
Cuadro 3.1: A´lgebras de Clifford en diferentes signaturas
Cap´ıtulo 4
Sistemas cua´nticos de dos estados
En este cap´ıtulo veremos una de las principales aplicaciones del a´lgebra geome´trica
a la meca´nica cua´ntica, este es el caso de los sistemas cua´nticos de dos estados.
Como bien se sabe, estos sistemas son sencillos de estudiar ya que el sistema
cua´ntico que los describe es simplemente la superposicio´n de dos estados cua´nticos
uno independiente del otro.
Convencionalmente, estos sistemas esta´n descritos en el espacio de Hilbert de di-
mensio´n dos, en donde los operadores esta´n representados en funcio´n de las matri-
ces de Pauli. Por otra parte, como vimos en el cap´ıtulo 2, las matrices de Pauli son
la representacio´n matricial de los vectores de la base cano´nica de G3. Este hecho
sugiere que dichos sistemas pueden estudiarse utilizando el a´lgebra geome´trica del
espacio tridimensional. Sin embargo, hacer esto conlleva a plantear si los equiva-
lentes algebraicos de las matrices de Pauli en G3, se comportan en el mismo sentido
que sus equivalentes matriciales.
Para ver cuales son las implicancias de ello, es necesario encontrar las equivalencias
tanto de los estados como los operadores del espacio de Hilbert en el a´lgebra
geome´trica. Seguidamente hay que encontrar la dina´mica que obedecen los estados
en este formalismo, por ello debe buscarse cua´l es el equivalente algebraico de la
ecuacio´n de Schro¨dinger para estos sistemas. Finalmente debe resolverse dicha
ecuacio´n y reproducir los resultados convencionales.
El programa del pa´rrafo anterior esta´ estudiado tanto en la tesis doctoral de Chris
Doran [13] como en el libro de texto publicado por e´l y Antony Lasemby “Geo-
metric Algebra for Physicists” [14]. El propo´sito de este cap´ıtulo es recapitular,
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ampliar y generalizar dicho programa considerando a los estados como elementos
de un ideal izquierdo mı´nimo de G3.
4.1. Sistemas no relativistas de esp´ın 1/2
En el espacio de Hilbert, un sistema de dos estados se escribe como la superposicio´n
|ψ〉 = c1|↑〉+ c2|↓〉, (4.1.1)
en donde c1 y c2 son nu´meros complejos y los kets |↑〉, |↓〉 son los posibles estados
del sistema. Uno de los experimentos ma´s famosos en el cual puede aplicarse de
manera inmediata el formalismo anterior es el experimento de Stern-Gerlach donde
un haz de a´tomos de plata es sometido a un campo magne´tico no uniforme externo.
Debido a que los a´tomos de plata –como un todo– poseen un momento magne´tico1
µ, la energ´ıa de interaccio´n de e´ste y el campo magne´tico externo es −µ ·B, por
tanto la fuerza en la direccio´n del eje z esta´ dada por la ecuacio´n
Fz =
∂(µ ·B)
∂z
= µz
∂Bz
∂z
. (4.1.2)
Ya que la direccio´n de µ es completamente arbitraria se esperar´ıa que los valores
de µz var´ıen entre −|µ| y +|µ| resultando en un haz continuo emergiendo del
campo magne´tico no uniforme, pero esto no es lo que se observa. En lugar de ello
se tienen dos haces completamente separados, ve´ase la figura 4.1.
Como se vio en el cap´ıtulo 2, el a´lgebra geome´trica nos provee de nuevas herra-
mientas y te´cnicas que nos permitira´n estudiar los sistemas de dos estados desde
una nueva perspectiva.
Para empezar escribamos el sistema cua´ntico de dos estados de la ecuacio´n (4.1.1),
ve´ase por ejemplo[27, cap´ıtulo IV], como:
|ψ〉 =
(
cos(θ/2) exp (−i′φ/2)
sen(θ/2) exp(i′φ/2)
)
exp i′(γ + δ)/2, (4.1.3)
donde puede verse que prescindiendo de la fase global exp i′(γ + δ)/2, los factores
exp (∓i′φ/2) sugieren una analog´ıa con los rotores discutida en el cap´ıtulo 2.
1En este cap´ıtulo denotaremos a los vectores tridimensionales en negrita.
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Figura 4.1: Experimento de Stern-Gerlach. Figura tomada de [26].
Para explorar esto en detalle, consideremos un sistema coordenado generado por
la base cano´nica de R3, donde el vector e3 puede rotarse en los planos e12 y e31
a´ngulos φ y θ, respectivamente, como se ve en la siguiente figura.
Θ
Φ e2
e3
e1
e
3
'
e1 ï e2
e3
ï
e1
Figura 4.2: Rotacio´n del vector e3
Por lo tanto, el nuevo vector e′3, resulta de aplicar el rotor
R = e−e12φ/2e−e31θ/2, (4.1.4)
sobre e3, es decir:
e′3 = Re3R
†. (4.1.5)
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Usando la fo´rmula de Euler, la ecuacio´n (4.1.4) puede escribirse como
R = (cos
φ
2
− e12 sen φ
2
)(cos
θ
2
− e31 sen θ
2
), (4.1.6)
de donde
R = cos
θ
2
cos
φ
2
+ sen
θ
2
sen
φ
2
e23 − sen θ
2
cos
φ
2
e31 − cos θ
2
sen
φ
2
e12 (4.1.7)
La ecuacio´n anterior se puede escribir de manera compacta si introducimos los
coeficientes
a0 = cos
θ
2
cos
φ
2
(4.1.8a)
a1 = sen
θ
2
sen
φ
2
(4.1.8b)
a2 = − sen θ
2
cos
φ
2
(4.1.8c)
a3 = − cos θ
2
sen
φ
2
, (4.1.8d)
de modo que
R = a0 + a1e23 + a2e31 + a3e12. (4.1.9)
Usando nuevamente la fo´rmula de Euler esta vez en la ecuacio´n 4.1.3 se tiene
|ψ〉 =
(
cos θ
2
cos φ
2
− i′ cos θ
2
sen φ
2
sen θ
2
cos φ
2
+ i′ sen θ
2
sen φ
2
)
. (4.1.10)
Comparando te´rmino a te´rmino este u´ltimo resultado con la ecuacio´n (4.1.7) y
utilizando los coeficientes ai definidos anteriormente vemos que
|ψ〉 =
(
a0 + i
′a3
−a2 + i′a1.
)
. (4.1.11)
El ana´lisis anterior sugiere que existe una equivalencia entre el ket |ψ〉, ecuacio´n
(4.1.3) y el rotor R, ecuacio´n (4.1.9), por lo tanto se tiene el siguiente mapeo
M : |ψ〉 → ψ = a0 + a1e23 + a2e31 + a3e12, (4.1.12)
donde se ha introducido el s´ımbolo ψ en lugar de R para destacar que este multi-
vector es equivalente al estado cua´ntico |ψ〉. A consecuencia del resultado anterior,
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se concluye que los sistemas cua´nticos de esp´ın 1/2 pueden estudiarse usando el
a´lgebra geome´trica del espacio tridimensional utilizando el mapeo introducido en
la ecuacio´n (4.1.12).
Ejemplo 4. En este punto, es conveniente discutir un ejemplo para el caso parti-
cular de los estados up y down en el formalismo del a´lgebra geome´trica. Conven-
cionalmente un sistema de dos estados puede visualizarse en la esfera de Bloch,
en donde los polos norte y sur representan estados mutuamente ortogonales, ve´ase
la figura 4.3. El multivector (4.1.12) ofrece una manera alternativa de representar
geome´tricamente los sistemas de dos estados en el a´lgebra geome´trica.
�
�
�
Figura 4.3: Esfera de Bloch mostrando el estado up en color rojo, θ = φ = 0;
el estado down se puede obtener de similar forma haciendo θ = pi y φ = 0.
En el formalismo del a´lgebra geome´trica , los coeficientes ai del multivector (4.1.12)
dependen de los a´ngulos θ y φ, de manera que haciendo una analog´ıa con la esfera
de Bloch, el estado up |↑〉 corresponder´ıa a los valores θ = φ = 0, entonces la
ecuacio´n (4.1.12) se reduce simplemente a
|↑〉 ↔ ψ↑ = cos 0 cos 0 + sen 0 sen 0e23− sen 0 cos 0e31− cos 0 sen 0e12 = 1 (4.1.13)
Similarmente en el caso del estado down |↓〉, tenemos que θ = pi y φ = 0, entonces
|↓〉 ↔ ψ↓ = cospi/2 cos 0+sen pi/2 sen 0e23−sen pi/2 cos 0e31−cos pi/2 sen 0e12 = −e31.
(4.1.14)
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En el caso del estado |ψ〉 = 1√
2
|↑〉+ 1√
2
|↓〉; se tiene que θ = pi/2 y φ = 0 de donde:
a0 =
1√
2
, a1 = 0, a2 = − 1√2 y a3 = 0. Por lo tanto se tiene la equivalencia
|ψ〉 = 1√
2
|↑〉+ 1√
2
|↓〉 ↔ ψ = 1√
2
− 1√
2
e31. (4.1.15)
Finalmente si θ = pi/2 y φ = pi/2, a0 =
1
2
, a1 =
1
2
, a2 = −12 y a3 = −12 , por lo
tanto:
|ψ〉 = 1√
2
|↑〉+ 1√
2
i′|↓〉 ↔ ψ = 1
2
(1 + e23 − e31 − e12). (4.1.16)
Nota
Los resultados del ejemplo anterior son algo controversiales, sin embargo, esta´n
en completo acuerdo con los resultados mostrados en [14]. Esta controversia puede
eliminarse introduciendo los idempotentes primitivos del a´lgebra geome´trica como
se vera´ ma´s adelante en este cap´ıtulo.
4.2. Dina´mica del Espinor
A continuacio´n veamos que sucede con la dina´mica del espinor |ψ〉 en la descripcio´n
del a´lgebra geome´trica, para ello recordemos que la dina´mica de este estado en el
espacio de Hilbert esta´ gobernada por la ecuacio´n de Schro¨dinger2
i′~
∂
∂t
|ψ〉 = Hˆ|ψ〉, (4.2.1)
entonces la siguiente tarea es encontrar una ecuacio´n equivalente para el multivec-
tor ψ. Esto puede lograrse recordando que las matrices de Pauli son simplemente
la representacio´n matricial de los generadores del a´lgebra geome´trica en tres di-
mensiones:
e1 → σˆx =
(
0 1
1 0
)
, e2 → σˆy =
(
0 −i′
i′ 0
)
, e3 → σˆz =
(
1 0
0 −1
)
. (4.2.2)
2En este cap´ıtulo representaremos a los operadores del espacio de Hilbert con el s´ımbolo: .ˆ
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Puesto que el Hamiltoniano para el sistema de dos estados esta´ en te´rminos de
las matrices de Pauli, es conveniente encontrar cual es el efecto de multiplicar las
matrices de Pauli σˆk con el espinor |ψ〉
σˆ1|ψ〉 =
(
0 1
1 0
)(
a0 + i
′a3
−a2 + i′a1
)
=
(
−a2 + i′a1
a0 + i
′a3.
)
σˆ2|ψ〉 =
(
0 −i′
i′ 0
)(
a0 + i
′a3
−a2 + i′a1
)
=
(
a1 + i
′a2
−a3 + i′a0
)
σˆ3|ψ〉 =
(
1 0
0 −1
)(
a0 + i
′a3
−a2 + i′a1
)
=
(
a0 + i
′a3
a2 − i′a1
)
.
A partir del resultado anterior, se puede ver por ejemplo que en el caso del producto
σˆ1|ψ〉, los te´rminos ai del estado |ψ〉 se transforman de acuerdo al siguiente mapeo:
a0 → −a2, a1 → a3, −a2 → a0 y a3 → a1; este mapeo, junto a los dos casos
restantes se muestran en el cuadro 4.1
Grados de libertad de |ψ〉 σˆ1|ψ〉 σˆ2|ψ〉 σˆ3|ψ〉
a0 −a2 a1 a0
a1 a3 a0 −a1
−a2 a0 −a3 a2
a3 a1 a2 a3
Cuadro 4.1: Efecto de las matrices de Pauli σˆk sobre los te´rminos ai del estado
|ψ〉. Puede observarse por ejemplo que el efecto de la matriz σˆ1 sobre el estado
|ψ〉 es que los te´rminos ai se transforman de acuerdo a: a0 → −a2, a1 → a3,
−a2 → a0 y a3 → a1.
Debido a las equivalencias: (4.1.12) (|ψ〉 → ψ) y (4.2.2) (σˆk → ek), es tentativo
escribir por ejemplo para el caso σˆ1|ψ〉 lo siguiente:
σˆ1|ψ〉 → e1ψ = e1(a0 + a1e23 + a2e31 + a3e12)
= a0e1 + a1e123 − a2e3 + a3e2.
No´tese que este mapeo es incorrecto ya que deseamos que el multivector de grado
par ψ preserve su grado, en lugar de eso se ha obtenido un multivector de grado
impar. Para salvar este inconveniente podemos multiplicar la ecuacio´n anterior por
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el vector e3 de la siguiente manera
σˆ1|ψ〉 → e1ψe3 = e1(a0 + a1e23 + a2e31 + a3e12)e3
= a0e13 + a1e12 − a2 + a3e23
= −a2 + a3e23 − a0e31 + a1e12
este u´ltimo resultado reproduce el mismo efecto que tiene la matriz σˆ1 sobre el
estado |ψ〉 tal como se muestra en el cuadro 4.1; repitiendo este mismo proceso
para los dema´s casos vemos que el mapeo correcto es
σˆk|ψ〉 → ekψe3 (4.2.3)
Por otra parte, veamos ahora cual es el efecto que tiene el nu´mero imaginario i′
sobre el estado |ψ〉, para ver esto notamos que el producto de las tres matrices de
Pauli es el siguiente:
σˆ1σˆ2σˆ3 =
(
i′ 0
0 i′
)
, (4.2.4)
es decir σˆ1σˆ2σˆ3 → e1e2e3 = i. Utilizando la ecuacio´n 4.2.3, es fa´cil darse cuenta
que
i′|ψ〉 → e1e2e3ψe3e3e3 = iψe3 (4.2.5)
no´tese en la ecuacio´n anterior que vector e3 esta´ elevado al cubo, la razo´n de ello
es que estamos aplicando (4.2.3) tres veces consecutivas.
Seguidamente debemos encontrar la representacio´n del Hamiltoniano en la ecua-
cio´n 4.2.1 en el formalismo de G3. Para ello, recordemos que en el caso de los
sistemas de esp´ın 1/2 como los descritos anteriormente, el Hamiltoniano de inter-
accio´n es simplemente
Hˆ = −µ ·B, (4.2.6)
donde el momento magne´tico viene dado por la expresio´n
µ = −gsµB
~
S, (4.2.7)
con gs que representa a la razo´n giromagne´tica que para el caso del electro´n es
aproximadamente 2, µB es el magneto´n de Bohr: µB =
q~
2me
y S es el vector de
esp´ın
S =
~
2
σ, donde σ = (σˆx, σˆy, σˆz), (4.2.8)
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con lo cual se tiene el Hamiltoniano en funcio´n de las matrices de Pauli y el vector
campo magne´tico tridimensional B
Hˆ = − q~
2me
σ ·B. (4.2.9)
En la expresio´n anterior, σ ·B no es un escalar, sino una notacio´n abreviada de
la suma
σ ·B =
3∑
k=1
Bkσˆk, (4.2.10)
que puede escribirse fa´cilmente en te´rminos de los generadores de G3
σ ·B →
3∑
k=1
Bkek, (4.2.11)
es decir, la expresio´n anterior es un vector de G3!. Por consiguiente, la expresio´n
para el Hamiltoniano de interaccio´n en G3 que denotaremos simplemente por H
sera´ la siguiente:
H = − q~
2me
Bkek, (4.2.12)
en la cual se ha considerado la suma sobre ı´ndices repetidos.
Armados ahora con las correspondencias anteriores (4.2.3), (4.2.5) y (4.2.12), vol-
vamos nuevamente a escribir la ecuacio´n de Schro¨dinger para los sistemas cua´nticos
de esp´ın 1/2 esta vez en funcio´n de los multivectores del a´lgebra geome´trica
i′~
d|ψ〉
dt
= − q~
2me
σ ·B|ψ〉︸ ︷︷ ︸
Espacio de Hilbert
→ i~ψ˙e3 = − q~
2me
Bkekψe3︸ ︷︷ ︸
A´lgebra geome´trica tridimensional
(4.2.13)
que puede simplificarse de manera sencilla resultando
ψ˙ =
q
2me
Bkiekψ. (4.2.14)
En el formalismo convencional, la funcio´n de onda en la representacio´n x puede
escribirse en forma polar como ψ(x) = 〈x|ψ〉 = R exp(i′θ), donde el producto:
ψ(x)ψ(x)∗ = R2 representa la densidad de probabilidad. Esto sugiere que se puede
escribir cualquier multivector ψ ∈ G3 de la siguiente manera
ψ = RU, (4.2.15)
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donde R ∈ R representa la amplitud de ψ y U = a0 + a1e23 + a2e31 + a3e12. De
esta manera, la amplitud de ψ puede calcularse a partir del producto
ψψ† = RUU †R† = R2, (4.2.16)
ya que UU † = 1.
El espinor normalizado U se puede poner en funcio´n del multivector ψ y la ampli-
tud de probabilidad ρ = R2 como
U =
ψ
(ψψ†)1/2
=
ψ
(ρ)1/2
, (4.2.17)
de manera que ψ = ρ1/2U .
Descomponiendo (4.2.14) en funcio´n de U y ρ se tiene
U˙ =
q
2me
iBU (4.2.18)
la cual es la ecuacio´n de Schro¨dinger en funcio´n del rotor o espinor normalizado U ,
es decir, la dina´mica de los sistemas cua´nticos de esp´ın 1/2 se reduce simplemente
a la dina´mica de los rotores en el a´lgebra geome´trica.
La ecuacio´n anterior se puede integrar fa´cilmente resultando
U = e
q
2me
iBtU0, (4.2.19)
de donde
ψ = e
q
2me
iBtψ0, (4.2.20)
esto nos indica que el espinor ψ precesa en el plano iB a una frecuencia ω0 =
q
me
|B|.
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4.3. Rotaciones en el formalismo de dos compo-
nentes
Veamos brevemente la descripcio´n de los sistemas de dos estados desde el punto de
vista convencional. Como se sabe los estados de esp´ın 1
2
pueden manipularse utili-
zando el formalismo de las matrices de Pauli [19]. En este formalismo se introduce
el operador de rotacio´n D(nˆ, φ) de la siguiente forma
D(nˆ, φ) = e− 12 i′σ·nˆφ (4.3.1)
donde σ = (σˆ1, σˆ2, σˆ3) y nˆ es un vector unitario tridimensional
nˆ = (n1, n2, n3). (4.3.2)
Como ya vimos anteriormente, el producto σ·nˆ es en realidad una forma abreviada
de escribir la suma de operadores Hermı´ticos
σˆ1n1 + σˆ2n2 + σˆ3n3.
Par ver la accio´n del operadorD(nˆ, φ) sobre los espinores es conveniente expandirlo
como
e−
1
2
i′σ·nˆφ =[1− 1
2!
(σ · nˆ)2
(
φ
2
)2
+
1
4!
(σ · nˆ)4
(
φ
2
)4
− . . .]
− i′[(σ · nˆ)
(
φ
2
)
− 1
3!
(σ · nˆ)3
(
φ
2
)3
+ . . .], (4.3.3)
donde los te´rminos (σ · nˆ)n pueden evaluarse utilizando la identidad
(σ · a)(σ · b) = a · b+ i′σ · (a× b). (4.3.4)
Haciendo n = a = b se tiene:
(σ · nˆ)n =
{
1 : para n par
σ · nˆ : para n impar
Utilizando estos resultados es fa´cil probar la identidad
e−
1
2
i′σ·nˆφ = I cos
φ
2
− i′σ · nˆ sen φ
2
, (4.3.5)
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que no es otra cosa que la fo´rmula de Euler en el formalismo de dos componentes.
Veamos ahora cual es el efecto de aplicar el operador de rotacio´n sobre los estados.
Suponiendo que al inicio el sistema se encuentra en el estado up |↑〉, podemos
aplicar el operador de rotacio´n sobre este estado de la siguiente manera
D(nˆ2, β)|↑〉 = e− 12 i′βσˆ2|↑〉, (4.3.6)
Figura 4.4: Rotaciones en el formalismo de dos componentes. La primera
rotacio´n se realiza respecto al eje y, mientras que la segunda respecto al eje z.
Figura tomada de [19]
donde se ha elegido al eje y como eje de rotacio´n y rotado un a´ngulo β, ve´ase la
figura 4.4. Seguidamente se puede aplicar una segunda rotacio´n en un a´ngulo α
esta vez respecto al eje z, el operador de rotacio´n correspondiente es D(nˆ3, α), por
lo tanto el efecto combinado de ambos operadores sera´:
D(nˆ3, α)D(nˆ2, β)|↑〉 = e− 12 i′ασˆ3e− 12 i′βσˆ2 |↑〉 (4.3.7)
Escribiendo la ecuacio´n anterior en funcio´n de las matrices de Pauli y la matriz
identidad tenemos que el estado final es
D(nˆ3, α)D(nˆ2, β)|↑〉 = (I cos α
2
− i′σˆ3 sen α
2
)(I cos
β
2
− i′σˆ2 sen β
2
)|↑〉 (4.3.8)
=
(
cos β
2
e−α/2
sen β
2
eα/2
)
, (4.3.9)
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resultado que era de esperarse3 puesto que el producto de los operadores de rota-
cio´n descritos en esta seccio´n es similar al rotor R introducido al comienzo de este
cap´ıtulo. Para aclarar esto utilizamos las identidades
i′σˆ2 = σˆ3σˆ1, i′σˆ3 = σˆ1σˆ2 (4.3.10)
que al ser reemplazadas en la ecuacio´n (4.3.7) nos reproduce la matriz de rotacio´n
Rˆ = e−
1
2
σˆ1σˆ2αe−
1
2
σˆ3σˆ1β, (4.3.11)
en donde el nu´mero imaginario i′ aparece de manera impl´ıcita en el producto de
las matrices σˆ1σˆ2 y σˆ3σˆ1.
La discusio´n de la seccio´n anterior demuestra que el a´lgebra matricial es comple-
tamente equivalente al formalismo del a´lgebra geome´trica. Au´n as´ı, hay que notar
las siguientes observaciones:
El vector nˆ en este formalismo, es el vector normal al plano de rotacio´n, sin
embargo, es dif´ıcil extender este concepto a otras dimensiones.
La notacio´n σ · nˆ aparece solamente en el formalismo del a´lgebra de Pauli.
Segu´n [2], la ecuacio´n (4.3.4) que relaciona el a´lgebra vectorial con el a´lgebra
de matrices de Pauli es un ejemplo claro de la redundancia innecesaria que
existe en el formalismo convencional ya que se sabe que tanto el a´lgebra
vectorial como el a´lgebra de las matrices de Pauli tienen el mismo contenido
geome´trico.
Utilizando el a´lgebra geome´trica la ecuacio´n (4.3.4) se reduce simplemente
a la identidad fundamental (2.1.6) como demostraremos a continuacio´n.
Sean a y b vectores de G3, entonces el producto geome´trico de estos sera´
ab = (a1e1 + a2e2 + a3e3)(b1e1 + b2e2 + b3e3) (4.3.12)
3No´tese que β = θ y α = φ.
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donde ai y bi son escalares reales. Desarrollando este producto se tiene
ab = a1b1 + a2b2 + a3b3 + (a1b2 − a2b1)e12 + (a1b3 − a3b1)e13 + (a2b3 − a3b2)e23
= a · b+ (a1b2 − a2b1)e12 + (a1b3 − a3b1)e13 + (a2b3 − a3b2)e23
= a · b+ (a2b3 − a3b2)ie1 − (a1b3 − a3b1)ie2 + (a1b2 − a2b1)ie3
= a · b+ i(a× b)
este u´ltimo resultado se puede poner en te´rminos de los vectores tridimen-
sionales a y b y el vector de Pauli σ introduciendo las correspondencias
a→ a · σ, b→ b · σ, a× b→ (a× b) · σ. (4.3.13)
Recordando adema´s que el pseudoescalar i corresponde al nu´mero imaginario
i′ obtenemos finalmente
(σ · a)(σ · b) = a · b+ i′σ · (a× b) (4.3.14)
4.4. Sistemas de dos estados y el a´lgebra de cua-
terniones
La precesio´n del rotor R discutida anteriormente, justifica en gran medida la discu-
sio´n de los sistemas de dos estados en el a´lgebra geome´trica del espacio tridimensio-
nal ya que es ma´s intuitivo trabajar con rotores que trabajar con las componentes
del espinor |ψ〉.4
Veamos ahora algunas observaciones respecto a la discusio´n anterior. Recordemos
nuevamente que el sistema de dos estados (4.1.1) puede representarse matricial-
mente introduciendo la representacio´n matricial de los vectores up y down
|↑〉 =
(
1
0
)
|↓〉 =
(
0
1
)
, (4.4.1)
de donde
|ψ〉 =
(
ψ1
ψ2
)
(4.4.2)
4 Se tiene una completa discusio´n del formalismo de las matrices Pauli para los sistemas de
dos estados en la pa´gina 163 de [19] visto desde el punto de vista convencional.
CAPI´TULO 4. SISTEMAS CUA´NTICOS DE DOS ESTADOS 54
Como ya vimos anteriormente, esta ecuacio´n debe ser equivalente al rotor (4.1.12)
ψ = a0 + a1e23 − a2e13 + a3e12, (4.4.3)
para averiguar esto, volvamos a escribir la ecuacio´n anterior esta vez en funcio´n
de las matrices de Pauli σˆk y la matriz identidad I
ψˆ = a0I+ a1σˆ23 − a2σˆ13 + a3σˆ12. (4.4.4)
de donde
ψˆ =
(
a0 + i
′a3 a2 + i′a1
−a2 + i′a1 a0 − i′a3.
)
=
(
ψ1 −ψ∗2
ψ2 ψ
∗
1
)
, (4.4.5)
resultado similar a (4.1.11) excepto por la segunda columna. Para recobrar la
ecuacio´n original es necesario introducir la matriz
ˆ =
(
1 0
0 0
)
, (4.4.6)
con ello se recobra la ecuacio´n original (4.1.11)
|ψ〉 → ψˆˆ =
(
ψ1 −ψ∗2
ψ2 ψ
∗
1
)(
1 0
0 0
)
=
(
ψ1 0
ψ2 0
)
, (4.4.7)
excepto que ahora tenemos la segunda columna con valores nulos. En general, si
multiplicamos una matriz cuadrada cualquiera con otra matriz que tiene ceros en
la segunda columna de la siguiente manera(
m n
r s
)(
ψ1 0
ψ2 0
)
, (4.4.8)
se tendra´ siempre una matriz de la forma:(
φ1 0
φ2 0
)
, (4.4.9)
es decir, la matriz que tiene ceros en la segunda columna se comporta como un
ideal izquierdo mı´nimo de un anillo.
Recordando la teor´ıa de anillos discutida en el cap´ıtulo 3, vemos que la matriz ψˆ ∈
Mat(2,C) de la ecuacio´n (4.4.5) es un elemento del anillo R(+, ·). Mientras que la
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matriz (4.4.6) es un idempotente primitivo tambie´n de R(+, ·). Como consecuencia
de esto, el producto de matrices ψˆˆ es un elemento del ideal izquierdo mı´nimo IL
del anillo de matrices R(+, ·).
El ana´lisis anterior demuestra que el estado |ψ〉 puede considerarse como un ele-
mento de un ideal izquierdo mı´nimo del anillo R(+, ·). En realidad, las matrices
que tienen una u´nica columna diferente de cero como en la ecuacio´n (4.4.7) son
elementos del ideal izquierdo mı´nimo IL del a´lgebra de matrices complejas 2×2 de
Mat(2,C). Esto nos indica que la equivalencia introducida en la ecuacio´n (4.1.12)
es incompleta.
Las equivalencias dadas en las ecuaciones (4.2.3), (4.2.5) y (4.1.12) deben entonces
ser modificadas de acuerdo al siguiente cuadro:
Equivalencias del a´lgebra geome´trica Equivalencias modificadas
|ψ〉 → a0 + a1e23 − a2e13 + a3e12 |ψ〉 → ΨL = (a0 + a1e23 − a2e13 + a3e12)
i′|ψ〉 → e123ψ(e3)3 i′|ψ〉 → e123ΨL
σˆk|ψ〉 → ekψe3 σˆk|ψ〉 → ekΨL
Cuadro 4.2: Equivalencias modificadas del a´lgebra geome´trica en te´rminos del
los ideales izquierdos mı´nimos de G3
donde hemos introducido el s´ımbolo ΨL para representar al ideal izquierdo mı´nimo
de G3.
El cuadro 4.2 muestra el rol del idempotente primitivo , cuando el cuaternion ψ
es multiplicado por la izquierda por i′
i′ψ = e1(e2(e3ψ)), (4.4.10)
vemos que el producto e3ψ esta´ fuera del a´lgebra par de G3, por ello hay que
introducir de manera “adhoc” el vector e3 por la derecha para hacer que el pro-
ducto permanezca dentro de G+3 ; este proceso debe repetirse para los dos vectores
restantes lo que al final hace que aparezca el vector e3 elevado al cubo. En cam-
bio el idempotente primitivo  asegura que cuando el cuaternion es multiplicado
por izquierda por cualquier elemento del a´lgebra, el producto permanezca siempre
dentro del mismo suba´lgebra par de G3. Este mismo ana´lisis explica el factor e3 a
la derecha de ψ para el caso de la accio´n de los operadores σˆk sobre el estado |ψ〉,
ecuacio´n (4.2.3).
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Gracias a las equivalencias modificadas introducidas en el cuadro4.2, podemos
discutir los resultados del ejemplo 4. En dicho ejemplo, se encontro´ que en el caso
del estado up se ten´ıa la siguiente equivalencia: |↑〉 → 1, entonces este resultado
debe modificarse como
|↑〉 → 1. (4.4.11)
En el caso del estado down la equivalencia |↓〉 → −e31 tambie´n debe modificarse
como:
|↓〉 → −e31. (4.4.12)
Introduciendo tanto la representacio´n matricial del idempotente primitivo (4.4.6)
como de las matrices de Pauli en los resultados anteriores, es fa´cil darse cuenta
que se recobran las matrices
|↑〉 =
(
1 0
0 0
)
, |↓〉 =
(
0 0
1 0
)
. (4.4.13)
4.5. Relaciones de conmutacio´n cano´nica y el a´lge-
bra de los generadores de G3
Otra observacio´n interesante que debemos destacar, es que la Hermiticidad de
los operadores de esp´ın Sk del a´lgebra de Pauli queda completamente codificada
dentro del a´lgebra geome´trica en la anticonmutatividad del producto geome´trico.
Para entender esto, recordemos que si Aˆ, Bˆ y Cˆ son tres operadores Hermı´ticos,
entonces debe cumplirse que
[Aˆ, Bˆ] = Cˆ, (4.5.1)
sin embargo si desarrollamos el conmutador anterior y exigimos la Hermiticidad
de este vemos que
[Aˆ, Bˆ]† = (AˆBˆ − BˆAˆ)† = −Cˆ.
Este problema se resuelve introduciendo el factor i′~ de la siguiente manera
[Aˆ, Bˆ] = i′~Cˆ. (4.5.2)
donde ~ se agrega por razones dimensionales ya que el producto de operadores
AˆBˆ − BˆAˆ tiene dimensiones ML2T−1.
CAPI´TULO 4. SISTEMAS CUA´NTICOS DE DOS ESTADOS 57
En el a´lgebra de Pauli, todo operador Mˆ puede escribirse en funcio´n de las matrices
de Pauli y la identidad como
Mˆ = m0I+
3∑
i=1
miσˆi, (4.5.3)
esto debido a que las matrices de Pauli son hermı´ticas, por tanto la suma de estas
tambie´n lo es. Entonces los generadores de G3 junto al escalar 1 forman una base
para todo operador en el formalismo del a´lgebra geome´trica.
Dicho esto, en el cap´ıtulo 2 vimos que los generadores de G3 cumplen la siguiente
relacio´n de conmutacio´n
e1e2 − e2e1 = 2e1 ∧ e2. (4.5.4)
Para ver si la ecuacio´n anterior es similar a la que obedecen los operadores de
esp´ın Sˆk, escribamos estos en te´rminos de los vectores de la base cano´nica de G3
como Sk =
1
2
~ek, de donde:
S1S2 − S2S1 = 1
4
~2(2e1e2)
=
1
2
~2ie3,
donde hemos utilizado la identidad e1e2 = ie3. Finalmente recuperamos la relacio´n
de conmutacio´n 4.5.2
[S1, S2] = i~S3. (4.5.5)
No´tese que el nu´mero imaginario i′ ha sido reemplazado por el pseudoescalar i de
G3.
El resultado anterior sugiere que el postulado fundamental de la meca´nica cua´ntica
[xˆ, pˆ] = i′~ podr´ıa ser simplemente una consecuencia de la anticonmutatividad del
producto geome´trico.
Cap´ıtulo 5
A´lgebra Geome´trica de las
part´ıculas de Schro¨dinger y Pauli
En el cap´ıtulo anterior se vio como es posible resolver el caso particular de los
sistemas de dos niveles utilizando el a´lgebra geome´trica del espacio tridimensional
considerando a los estados como elementos de un ideal izquierdo mı´nimo de G3.
Esto no indica sin embargo que el a´lgebra geome´trica solamente puede aplicarse a
algunos casos particulares donde es fa´cil encontrar analog´ıas como es el caso del
a´lgebra de las matrices de Pauli discutidas anteriormente, por el contrario, esto
sugiere que que las dimensiones del espacio esta´n ı´ntimamente relacionadas con
las propiedades de los sistemas f´ısicos.
Por ejemplo, la ecuacio´n de Schro¨dinger es adecuada para la descripcio´n de sis-
temas cua´nticos no relativistas sin esp´ın, sin embargo, esta descripcio´n deja de
ser va´lida si dichos sistemas poseen esta u´ltima propiedad, en cuyo caso debe re-
currirse a la ecuacio´n de Pauli que a su vez es la aproximacio´n no relativista de
la ecuacio´n de Dirac. Siguiendo las ideas de Basil Hiley [18], podemos utilizar el
a´lgebra de Clifford para lograr una descripcio´n unificada y jerarquizada de estos
tres tipos de sistemas cua´nticos a los cuales e´l llama part´ıculas de Schro¨dinger,
Pauli y Dirac respectivamente.
En la aproximacio´n del a´lgebra de Clifford a la meca´nica cua´ntica los estados
cua´nticos se codifican mediante el multivector ρc = ΨLΨ˜L, donde Ψ˜L es la con-
jugada de Clifford discutida en el cap´ıtulo 2. Este multivector permite codificar
simultaneamente a los tres tipos de part´ıculas mencionadas en el pa´rrafo anterior,
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cada tipo de part´ıcula se codifica en diferentes signaturas de Clm,n: Cl0,1, Cl3,0 y
Cl1,3 respectivamente.
5.1. Densidad de Clifford
En el cap´ıtulo 4 vimos que los grados de libertad de los estados cua´nticos pue-
den codificarse mediante los multivectores del a´lgebra geome´trica, sin necesidad
de recurrir al espacio de Hilbert, es decir, podemos codificar el principio de super-
posicio´n mediante el elemento ΨL ∈ IL
ΨL = M (5.1.1)
donde M es el multivector
M =
∑
i
〈M〉i = 〈M〉+ 〈M〉1 + 〈M〉2 + 〈M〉3 + . . . (5.1.2)
y  es un idempotente primitivo que ha de ser elegido de acuerdo a la situacio´n
f´ısica a considerar.
En la aproximacio´n del a´lgebra de Clifford a la meca´nica cua´ntica [20], los estados
cua´nticos se codifican definiendo el multivector:
ρc = ΨLΨR (5.1.3)
conocido como densidad de Clifford, donde ΨR = Ψ˜L es la conjugada de Clifford del
elemento ΨL. Como se vera´ ma´s adelante la representacio´n matricial de la densidad
de Clifford corresponde exactamente a la matriz densidad en el formalismo del
espacio de Hilbert.
5.2. Part´ıculas de Schro¨dinger
Las part´ıculas no relativistas sin esp´ın esta´n gobernadas por la ecuacio´n de Schro¨din-
ger
i′
∂
∂t
|ψ(r, t)〉 = Hˆ|ψ(r, t)〉 (5.2.1)
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donde |ψ(r, t)〉 es el estado que pertenece al espacio de HilbertH. Como ya dijimos,
la aproximacio´n algebraica que hemos venido desarrollando, permite el estudio de
las part´ıculas de Schro¨dinger sin necesidad de utilizar el espacio de Hilbert. Para
ver esto, es conveniente recordar que en la imagen de Heisenberg, la dina´mica de
las part´ıculas esta´ gobernada por la ecuacio´n1:
i′
∂ρˆ
∂t
+ [ρˆ, Hˆ]− = 0, (5.2.2)
donde ρˆ es el operador densidad y Hˆ es el Hamiltoniano del sistema. Esta ecuacio´n
generaliza a la ecuacio´n de Schro¨dinger, sin embargo, convencionalmente e´sta se
deriva posteriormente cuando surge la necesidad de trabajar con estados mixtos y
so´lo se destaca el hecho de que la dependencia en el tiempo es trasladada de los
estados hacia los operadores.
En el a´lgebra de Clifford, la informacio´n codificada por la funcio´n de onda ψ(x) ∈ C
puede codificarse en Cl0,1 debido al isomorfismo entre e´sta u´ltima y el conjunto
de los nu´meros complejos. El equivalente a la funcio´n de onda es el elemento ΨL,
que en el caso de las part´ıculas de Schro¨dinger toma la forma:
ΨL = ψL (5.2.3)
donde ψL es un elemento de Cl0,1 generado por la base {1, i}. De esta manera
podemos escribir ψL en su forma polar como
ψL = RU = R(g0 + ig1), (5.2.4)
donde g0, g1 y R son funciones reales que pueden depender de las coordenadas
(r, t) y esta´n sujetas a la condicio´n de normalizacio´n g20 + g
2
1 = 1.
Por otro lado, la eleccio´n del idempotente primitivo es trivial [25] ya que en la
base de Cl0,1, no existe ningu´n elemento no escalar con cuadrado +1, es decir, el
u´nico idempotente ser´ıa la identidad  = 1, con esto la densidad de Clifford para
el caso de las part´ıculas de Schro¨dinger sera´
ρc = ψL · 1 · 1˜ · ψ˜L = R(g0 + ig1)(g0 − ig1)R˜ (5.2.5)
1En adelante representaremos al conmutador de A y B, [A,B], por [A,B]− y al anticonmu-
tador por [A,B]+
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resultando simplemente en
ρc = RR˜ = R2, (5.2.6)
es as´ı que la densidad de Clifford representa simplemente la densidad de pro-
babilidad. Esto parece a primera vista no tener ninguna ventaja respecto a la
aproximacio´n convencional utilizando el espacio de Hilbert, sin embargo, es muy
u´til cuando se consideran ma´s dimensiones.
5.3. Dina´mica de las part´ıculas de Schro¨dinger
Veamos ahora cua´l es la dina´mica que obedece la densidad de Clifford. Para ello
volvamos a escribir ρc en te´rminos de ΨL y ΨR y derivemos respecto al tiempo
∂ρc
∂t
=
∂ΨL
∂t
ΨR + ΨL
∂ΨR
∂t
, (5.3.1)
de otro lado, debido a la equivalencia:
|ψ〉 → ΨL, 〈ψ| → ΨR, (5.3.2)
la ecuacio´n de Schro¨dinger y su conjugada en te´rminos de los elementos ΨL y ΨR
sera´n
i
∂ΨL
∂t
=HΨL (5.3.3)
−i∂ΨR
∂t
=ΨRH. (5.3.4)
Reemplazando las ecuaciones (5.3.3) y (5.3.4) en la ecuacio´n (5.3.1) se tiene
i
∂ρc
∂t
+ [ρc, H]− = 0. (5.3.5)
De otro lado, multiplicando las ecuaciones (5.3.3) y (5.3.4) por derecha y por
izquierda por los elementos ΨR y ΨL, respectivamente, se tiene que la suma resulta
i(
∂ΨL
∂t
ΨR −ΨL∂ΨR
∂t
) = [H, ρc]+. (5.3.6)
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Escribiendo ΨL en forma polar ΨL = RU y reemplazando esto en la ecuacio´n
(5.3.6) se tiene
i(
∂ΨL
∂t
ΨR −ΨL∂ΨR
∂t
) = iR(∂U
∂t
U˜ − U ∂U˜
∂t
)R = [H, ρc]+. (5.3.7)
La expresio´n anterior puede escribirse de manera ma´s sencilla introduciendo la
fase U = exp(iS) y asumiendo que S = S˜, adicionalmente si consideramos que el
conmutador [R, ∂S
∂t
]− es identicamente nulo, tenemos finalemente
ρc
∂S
∂t
+
1
2
[H, ρc]+ = 0. (5.3.8)
Las ecuaciones (5.3.5) y (5.3.8) son las formas algebraicas de la ecuacio´n de Liou-
ville y Hamilton-Jacoby respectivamente [28], [20], [29], como demostraremos a
continuacio´n.
Sea ρˆ = |ψ〉〈ψ| la representacio´n matricial de la densidad de Clifford en el espacio
de Hilbert para estados puros y Hˆ el Hamiltoniano Hˆ = p
2
2m
+ V correspondiente,
escribimos las ecuaciones (5.3.5) y (5.3.8) en la representacio´n x como
i′
∂〈x|ρˆ|x〉
∂t
+ 〈x|[ρˆ, Hˆ]−|x〉 = 0, (5.3.9)
〈x|ρˆ|x〉∂〈x|S|x〉
∂t
+
1
2
〈x|[Hˆ, ρˆ]+|x〉 = 0. (5.3.10)
No´tese que hemos escrito i′ en lugar de i. Luego de algo de trabajo de ca´lculo,
ve´ase el ape´ndice C.4, se puede demostrar que las ecuaciones anteriores se reducen
simplemente a
∂ρˆ
∂t
+∇ · j = 0, y (5.3.11)
∂S
∂t
+
|∇S|2
2m
+Q+ V = 0, (5.3.12)
donde j es la corriente de probabilidad
j =
1
2mi′
(ψ(x)∗∇ψ(x)− ψ(x)∇ψ(x)∗), (5.3.13)
y Q es el potencial cua´ntico
Q = − 1
2m
∇2R
R
. (5.3.14)
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Las ecuaciones (5.3.11) y (5.3.12) son simplemente la parte imaginaria y real res-
pectivamente de la ecuacio´n de Schro¨dinger y describen la conservacio´n de la
probabilidad y la energ´ıa. Este u´ltimo resultado demuestra que la aproximacio´n
del a´lgebra de Clifford a la meca´nica cua´ntica reproduce los mismos resultados que
el formalismo desarrollado por David Bohm [30].
5.4. Part´ıculas de Pauli
En la cap´ıtulo 4 vimos que se necesitan cuatro grados de libertad para codificar a
las part´ıculas no relativistas con esp´ın de Pauli. El a´lgebra de Clifford adecuada
para esto es Cl+3,0, de modo que el elemento del ideal mı´nimo izquierdo esta dado
por:
ΨL = ψL = R(a0 + a1e23 + a2e31 + a3e12) con
3∑
i=0
a2i = 1. (5.4.1)
Para continuar, debemos elegir al idempotente primitivo , el cual puede escribirse
en funcio´n de los vectores de Cl3,0 [25] como:
1
2
(1± e1), 1
2
(1± e2), 1
2
(1± e3).
Convencionalmente se elige al eje z para cuantizar al esp´ın, por tanto elegimos al
idempotente 1
2
(1 + e3) ya que este actu´a como un proyector en la direccio´n +z.
Gracias a esto la densidad de Clifford toma la forma:
ρc =
1
2
RU(1 + e3)U˜R˜ (5.4.2)
donde U = a0 + a1e23 + a2e31 + a3e12. Es as´ı que la densidad de Clifford sera´
ρc =
1
2
R2(UU˜ + Ue3U˜) = 1
2
R2(1 + Ue3U˜), (5.4.3)
que en su representacio´n matricial corresponde a la matr´ız densidad ρˆ = 1/2(I +
a · σ) en el formalismo convencional. Para ver el significado de este resultado,
primero desarrollemos el te´rmino s = Ue3U˜
s = Ue3U˜ = v1e1 + v2e2 + v3e3 (5.4.4)
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donde los te´rminos v1, v2 y v3 son
v1 = 2(a1a3 − a0a2)
v2 = 2(a0a1 + a2a3)
v3 = a
2
0 − a21 − a22 + a23
es decir, el te´rmino s = Ue3U˜ es un vector que entrega de manera directa las com-
ponentes del esp´ın [22], convencionalmente calculadas en funcio´n de los operadores
σˆk y los espinores columna ψ mediante
s1 = ψ
†σˆ1ψ, s2 = ψ†σˆ2ψ, s3 = ψ†σ3ψ, (5.4.5)
lo cual demuestra la simplificacio´n ofrecida por este formalismo.
Por otra parte, la densidad de Clifford como un todo ser´ıa
2ρc = v01 + v1e1 + v2e2 + v3e3 (5.4.6)
con v0 =
∑
a2i . En la siguiente seccio´n veremos como utilizar este resultado para
el ca´lculo de los valores esperados para el caso de las part´ıculas de Pauli.
5.4.1. Ca´lculo de los valores esperados
Convencionalmente, el valor medio del observable Aˆ se calcula mediante el opera-
dor densidad ρˆ mediante2
〈Aˆ〉 = 〈ψ|Aˆ|ψ〉 = tr(Aˆρˆ). (5.4.7)
De otro lado, en la aproximacio´n algebraica, Aˆ y ρˆ son la representacio´n matricial
de los multivectores A y ρc respectivamente, en donde puede aplicarse el concepto
de traza.
En el caso particular del a´lgebra de Pauli, debe notarse que
tr(Mˆ) = tr(M0I+
3∑
k=1
Mkσˆk) = 2M0, (5.4.8)
2Para distinguir entre el valor medio de un observable y la parte escalar de un multivector,
en esta seccio´n volveremos a introducir la notacio´n 〈M〉0 para denotar a la parte escalar de M .
Es decir, la notacio´n 〈M〉 se referira´ al valor esperado de M .
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debido a la linealidad de la traza y a que las matrices de Pauli tienen traza cero.
El resultado anterior sugiere introducir el concepto de traza en el a´lgebra de Clif-
ford como
trM = 〈M〉0 , (5.4.9)
es decir, la traza equivale a tomar la parte escalar del multivector M .
Utilizando este resultado el valor medio del observable A puede calcularse como
〈A〉 = 〈Aρc〉0 . (5.4.10)
Para ilustrar la utilidad de la densidad de Clifford, calculemos los valores medios
de las componentes del esp´ın para el caso de las part´ıculas de Pauli. Para ello
identificamos las componentes del esp´ın con los vectores del a´lgebra, entonces el
valor medio de la componente j del esp´ın puede calcularse como
〈sj〉 = 〈ejρc〉0 . (5.4.11)
Recordemos que la densidad de Clifford (5.4.6), esta´ dada por
ρc =
1
2
(v01 + v1e1 + v2e2 + v3e3) =
1
2
(v0 + s), (5.4.12)
entonces el valor medio de sj sera´
〈sj〉 = 1
2
〈ej(v0 + s)〉0 =
1
2
〈v0ej〉0 +
1
2
〈ejs〉0 . (5.4.13)
Recordemos adema´s que 〈ej〉0 = 0 y que la parte escalar del producto 〈ejs〉0 es
simplemente ej · s, es decir el resultado anterior se reduce simplemente a
〈sj〉 = 1
2
ej · s. (5.4.14)
Por lo tanto vemos que si la part´ıcula se encuentra en el estado de esp´ın up los
valores medios sera´n
〈s1〉 = 0, 〈s2〉 = 0, 〈s3〉 = 1
2
, (5.4.15)
debido a que en este caso s = v3e3 y adema´s v3 = a
2
0−a21−a22 +a23 = 1. Aplicando
el mismo ana´lisis se puede demostrar tambie´n que los valores medios para el caso
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en que la part´ıcula se encuentre en el estado de esp´ın down son los siguientes
〈s1〉 = 0, 〈s2〉 = 0, 〈s3〉 = −1
2
. (5.4.16)
De esta manera se puede ver que los valores medios del esp´ın pueden calcular-
se fa´cilmente en el a´lgebra de Clifford utilizando las propiedades del producto
geome´trico e introduciendo el concepto de traza.
Cap´ıtulo 6
Conclusiones
En esta tesis se ha revisado parte del formalismo del a´lgebra geome´trica en dife-
rentes dimensiones. Uno de los resultados ma´s remarcables es que tanto el a´lgebra
de Pauli como el a´lgebra de Dirac, aparecen como consecuencia de los axiomas
del a´lgebra geome´trica. Debido a que el a´lgebra geome´trica es un supera´lgebra,
se ha visto que el a´lgebra de los nu´meros reales, complejos y cuaterniones, pue-
den considerarse como suba´lgebras del a´lgebra geome´trica. Esto demuestra que la
gran variedad de sistemas algebraicos aparentemente dis´ımiles pueden unificarse
estudia´ndolos dentro del mismo formalismo.
Debido a que las matrices de Pauli cumplen las mismas relaciones que los genera-
dores de G3, se ha demostrado que el producto matricial es equivalente al producto
geome´trico. En la seccio´n 2.2.3 se ha puesto este hecho de manera clara utilizando
la representacio´n matricial de los generadores de G2. Adema´s, dado que el produc-
to geome´trico enlaza a un escalar y a un bivector, de la misma manera en que un
nu´mero complejo enlaza a un nu´mero real y a un nu´mero imaginario, podemos
concluir que el producto geome´trico se comporta como un nu´mero complejo.
En la meca´nica cua´ntica no relativista convencional, el a´lgebra de Clifford es po-
cas veces mencionada, sin embargo, como se ha demostrado en la seccio´n 4.5,
las relaciones de conmutacio´n cano´nica que obedecen los operadores de esp´ın Sˆk,
aparecen naturalmente como consecuencia de la anticonmutatividad del producto
geome´trico (ecuacio´n (4.5.5)).
Siguiendo las ideas de Hiley y Callagan [18], el mapeo M : |ψ〉 → ψ introducido
por Doran y Lasemby [14] se ha modificado en la seccio´n 4.4 en favor del elemento
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ψL ∈ IL ⊂ G3, logrando as´ı generalizar el mapeo “adhoc” introducido por Doran
y Lasemby (ecuaciones (4.1.9), (4.2.3) y (4.2.5)). Esto u´ltimo repercute en que el
nu´mero imaginario i′ debe ser reemplazado por el pseudoescalar de G3 en lugar del
bivector ie3 utilizado en la literatura actual.
En el cap´ıtulo 5 se ha revisado parte de la aproximacio´n a la meca´nica cua´ntica
en el a´lgebra de Clifford segu´n Hiley [20]. Esta aproximacio´n generaliza la dis-
cusio´n de los sistemas cua´nticos en el a´lgebra geome´trica para incluir tambie´n a
las part´ıculas de Schro¨dinger. Para demostrar que esta aproximacio´n es comple-
tamente equivalente al formalismo convencional se ha verificado que en el caso
de las part´ıculas de Schro¨dinger la dina´mica del sistema se reduce a un par de
ecuaciones diferenciales acopladas (ecuaciones (5.3.11) y (5.3.12)), las cuales esta´n
en completo acuerdo con la aproximacio´n a la meca´nica cua´ntica desarrollada por
David Bohm [30].
En la seccio´n 5.4 nos hemos limitado a la discusio´n de las part´ıculas de Pauli en
Cl3,0 aplicando la te´cnica de la densidad de Clifford introducida por Hiley [18].
Tambie´n hemos verificado que dicha te´cnica es completamente equivalente a la
te´cnica del operador densidad del formalismo convencional. La dina´mica de las
part´ıculas de Pauli (sistemas de dos niveles), se ha discutido ampliamente en la
seccio´n 4.1.1 del cap´ıtulo 4.
Debido a que esta tesis se concentra ma´s en la discusio´n de los sistemas cua´nticos
de dos estados, no se no se ha incluido la discusio´n de las part´ıculas de Dirac, el
lector interesado puede consultar [18] y [29] para ma´s detalles.
Ape´ndice A
A´lgebra de los nu´meros complejos
y cuaterniones
A.1. El Algebra de los Nu´meros Complejos
Los nu´meros complejos juegan un papel fundamental en la f´ısica matema´tica; sin
embargo, estos so´lo esta´n definidos dentro del plano complejo que es esencialmen-
te un espacio bidimensional. La generalizacio´n de los nu´meros complejos a ma´s
dimensiones fue uno de los problemas ma´s importantes abordados por W. R. Ha-
milton; quien en 1843 crea el a´lgebra de cuaterniones. Sin embargo, debido a su
inadecuada interpretacio´n, el algebra de cuaterniones fue dejada de lado siendo
reemplazada por el a´lgebra vectorial h´ıbrida desarrollada por Gibbs a finales del
siglo XVIII.
Los nu´meros complejos se expresan matema´ticamente mediante:
z = x⊕ i′y, (A.1.1)
donde hemos escrito la suma como “⊕” en lugar de “+” para destacar el hecho de
que esta suma1 enlaza a dos objetos de diferente naturaleza, mas no los suma al-
gebraicamente. El hecho de “sumar” objetos de diferente naturaleza tiene grandes
ventajas como se puede apreciar en el desarrollo de la tesis.
1Debe entenderse esta suma como una “suma indicada”, pues los nu´meros x e iy son objetos
de diferente tipo.
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Figura A.1: Representacio´n geome´trica de la suma y producto de dos nu´meros
complejos.
Las operaciones de adicio´n y multiplicacio´n de nu´meros complejos tienen signifi-
cado geome´trico inmediato mediante su representacio´n polar; por ejemplo en la
figura A.1, se puede ver la representacio´n geome´trica de la suma y el producto de
los nu´meros complejos z = x + i′y y w = u + i′v; de donde se puede apreciar que
el mo´dulo de z +w es muy similar a una suma vectorial con orientacio´n dada por
el a´ngulo α, mientras que el producto zw tiene mo´dulo |z||w| con la orientacio´n
dada por el a´ngulo θ + φ.
Analicemos ahora por separado la interpretacio´n geome´trica de las componentes
real e imaginaria del cuadrado del nu´mero complejo z
z2 = (x+ i′y)2 = (x2 − y2) + i′(2xy),
vemos que ninguno de los te´rminos, tanto real como imaginario, tienen interpre-
tacio´n geome´trica adecuada; sin embargo, si en lugar de ello escribimos
zz∗ = (x+ i′y)(x− i′y) = x2 + y2,
podemos notar que el resultado es simplemente un nu´mero real el cual representa
el cuadrado del modulo de z, donde z∗ se obtiene al intercambiar i′ por −i′.
Consideremos ahora el producto
zw∗ = (x+ i′y)(u− i′v) = (xu+ vy) + i′(uy − vx),
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de donde puede observarse que la parte real se asemeja al producto escalar de
dos vectores en dos dimensiones; mientras que la parte imaginaria se asemeja a
una de las componentes del producto vectorial; para ver esto con mayor claridad,
utilizemos la forma polar de z y w
z = |z|ei′θ, w = |w|ei′φ,
de modo que
zw∗ = |z||w| = |z||w|ei′(θ−φ) = |z||w|(cos(θ − φ)− i′ sen(θ − φ)).
Del resultado anterior se observa que la parte imaginaria de zw∗ tiene magnitud
|z||w| sen(θ − φ) donde (θ − φ) es el a´ngulo entre z y w, adema´s la magnitud del
termino imaginario representa el a´rea del paralelogramo formado por z y w y el
signo nos entrega informacio´n de la orientacio´n del plano que ambos conforman.
Con esto, llegamos a una interpretacio´n satisfactoria del producto zw∗, cuya par-
te real representa el producto escalar y la parte imaginaria representa un a´rea
orientada.
A.2. El Algebra de cuaterniones
Ya que el nu´mero complejo2 z = x+iy puede representarse en un plano por dos ejes
perpendiculares, es razonable representar direcciones en el espacio por un triplete
con una parte real y dos partes imaginarias, es decir,
x+ iy + jz,
donde el tercer termino representa un tercer eje perpendicular a los otros dos. El
modulo de este triplete sera´
(x+ iy + jz)(x− iy − jz) = x2 + y2 + z2 − yz(ij + ji).
Para que el resultado anterior tenga una interpretacio´n geome´trica adecuada, es
necesario que el termino yz(ij+ ji) se anule, de modo que ij = −ji. Sin embargo,
2En esta seccio´n conviene volver a utilizar la notacio´n i para representar al nu´mero complejo√−1 ya que vamos a introducir otros dos nu´meros imaginarios con las mismas propiedades que
el primero.
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si consideramos el producto de dos tripletes cualesquiera
(a+ ib+ jc)(x+ iy + iz) = (ax− by− cz) + i(ay + bx) + j(az + cx) + ij(bz − cy),
vemos que au´n habiendo escrito ij = −ji, es imposible deshacernos del ultimo
termino, la u´nica alternativa que resta es escribir ij = k, donde k es alguna
inco´gnita a ser posteriormente determinada.
Hamilton se dio cuenta de que si sus tripletes estuviesen formados por cuatro
te´rminos, el algebra se cierra de una manera simple
(a+ ib+ jc+ kd)(a− ib− jc− kd) = a2 − i2b2 − j2c2 − k2d2
− bc(ij + ji)− bd(ik + ki)− cd(jk + kj).
El resultado que deseamos es a2 + b2 + c2 + d2 que representa el cuadrado del
modulo del cuaternion; para conseguir esto escribimos: i2 = j2 = k2 = −1, adema´s
ij = −ji, ik = −ki y jk = −kj, adicionalmente poniendo ij = k, obtenemos
ik = i(ij) = (ii)j = −j, jk = j(ij) = (ji)j = −i(jj) = i.
El resultado anterior fue uno de los logros ma´s grandes de Hamilton y se conoce
como el a´lgebra de cuaterniones que de manera resumida puede escribirse como
i2 = j2 = k2 = ijk = −1 (A.2.1)
Ape´ndice B
Algunas demostraciones u´tiles
B.1. Forma Polar del producto geome´trico
Consideremos ahora el caso de dos vectores a y b quienes forman un a´ngulo θ
diferente de pi/2. Utilizando la ecuacio´n (2.1.6) tenemos
ab = |a||b| cos θ + |a||b| sen θe12, en
donde se ha utilizado las identidades:
a · b = |a||b| cos θ escalar
a ∧ b = a||b| sin θe12 bivector,
a partir de lo cual se puede escribir ab como
ab = |a||b|(cos θ + e12 sen θ) = |a||b| exp (e12θ). (B.1.1)
B.2. Identidad de Polarizacio´n
En Rn la identidad de polarizacio´n relaciona la norma de dos vectores con la norma
de la suma y diferencia de estos mediante la identidad
|a|2 + |b|2 = |a+ b|2 + |a− b|2, (B.2.1)
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a
b
a + b
a -
b
Figura B.1: Vectores involucrados en la ley del paralelogramo.
la cual puede obtenerse a partir de la figura B.1. Utilizando el resultado anterior
y el axioma G5 se tiene
a · b = 1
2
(|a+ b|2 − |a|2 − |b|2). (B.2.2)
B.3. Rotacio´n en tres dimensiones
a c
a
a⊥
c
c⊥
iθ
Figura B.2: Rotacio´n en tres dimensiones, no´tese que la componente a⊥ per-
manece sin cambio durante la rotacio´n.
Una forma de rotar el vector a en el espacio tridimensional, es tomar sus com-
ponentes paralela y perpendicular al plano iθ 1, de este modo podemos rotar la
componente a‖ un a´ngulo θ resultando el vector c‖, con esto es fa´cil construir el
1En esta seccio´n adoptamos la notacio´n utilizada por Alan McDonald [17] para denotar al
plano en donde se realiza la rotacion
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vector c de la siguiente manera
c = c‖ + c⊥
= e−iθa‖ + c⊥
= e−iθ/2e−iθ/2a‖ + e−iθ/2eiθ/2c⊥
= e−iθ/2a‖eiθ/2 + e−iθ/2c⊥eiθ/2.
De la figura B.2 es claro que a⊥ = c⊥, por lo tanto
c = e−iθ/2aeiθ/2. (B.3.1)
Ape´ndice C
El Potencial cua´ntico y el ca´lculo
del corchete {ρ,H}
C.1. Separacio´n de la Ecuacio´n de Schro¨dinger
y el Potencial Cua´ntico
Comenzamos escribiendo la ecuacio´n de Schro¨dinger
i′~
∂ψ(~r, t)
∂t
= − ~
2
2m
∇2ψ(~r, t) + V ψ(~r, t), (C.1.1)
luego escribimos ψ(~r, t) = Rei
′S/~ y reemplazamos en la ecuacio´n anterior
i′~
∂Rei
′S/~
∂t
= − ~
2
2m
∇2Rei′S/~ + V Rei′S/~, (C.1.2)
de donde tenemos que
(−R∂S
∂t
+ i′~
∂R
∂t
)ei
′S/~ = − ~
2
2m
(
∇ · (∇Rei′S/~) + i
′
~
∇ · (Rei′S/~∇S)
)
+ V Rei
′S/~
=
(
− ~
2
2m
∇2R + 1
2m
R(∇S)2
)
ei
′S/~ + V Rei
′S/~
− i
′~
2m
(
∇R · ∇S +R∇2S +∇S · ∇R
)
ei
′S/~,
adema´s hemos utilizado la identidad
∇ · (f~r) = f(∇ · ~r) + ~r · ∇f. (C.1.3)
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Igualando las partes reales e imaginarias se llega al resultado esperado
∂S
∂t
+
|∇S|2
2m
− ~
2
2m
∇2R
R
+ V = 0 parte real (C.1.4)
∂R
∂t
+
1
2m
(2∇S · ∇R +R∇2S) = 0 parte imaginaria (C.1.5)
C.2. Ca´lculo del Corchete {ρ,H}
Cla´sicamente el corchete de Poisson esta´ definido por
{f, g} =
N∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
) = ∇qf · ∇pg −∇pf · ∇pg, (C.2.1)
donde f y g son funciones de las coordenadas generalizadas q y p.
Sea un sistema de N part´ıculas con 3N grados de libertad, el estado de este sistema
se puede describir con 6N variables independientes (q1, q2, . . . qN ,p1,p2, . . .pN).
Si se conocen las condiciones iniciales, entonces, la dina´mica de este sistema se
puede conocer usando las ecuaciones de Hamilton que para el caso de la i-e´sima
part´ıcula son:
q˙i =
∂H
∂pi
(C.2.2)
p˙i = −∂H
∂qi
. (C.2.3)
A partir de la solucio´n de las ecuaciones diferenciales anteriores se pueden recons-
truir las trayectorias que siguen las part´ıculas de este sistema. Sin embargo, para
un sistema f´ısico real, es imposible resolver tal sistema, por ello es necesario asociar
al sistema f´ısico anterior un espacio de dimensio´n 6N llamado espacio de fase e
introducir la variable estoca´stica X = (q1, q2, . . . qN ,p1,p2, . . .pN) y la densidad
de probabilidad ρ(X, t) de modo que la probabilidad de que el punto X se encuen-
tre en el elemento de volumen dV = dq1dq2 . . . dpNdp1dp2 . . . dpN viene dada por
ρ(X, t)dV .
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En este espacio de fase es posible definir las corrientes para el i-e´simo grado de
libertad
jqi = ρ(q, p)q˙i (C.2.4)
jpi = ρ(q, p)p˙i (C.2.5)
de modo que el nu´mero de part´ıculas por unidad de tiempo que atraviesan los
elementos de a´rea son jqidAqi y jpidApj.
En base a estas definiciones podemos escribir las corrientes vectoriales como
jq = ρ(q, p)∇pH (C.2.6)
jp = −ρ(q, p)∇qH, (C.2.7)
donde hemos utilizado las ecuaciones (C.2.2) y (C.2.3). Por otro lado, derivando
las ecuaciones anteriores respecto a q y p tenemos
∇q · jq = ∇qρ · ∇pH + ρ∇2qpH (C.2.8)
∇p · jp = −∇pρ · ∇qH − ρ∇2pqH, (C.2.9)
sumando ambas ecuaciones y asumiendo que ∇2qpH = ∇2pqH se tiene
∇q · jq +∇p · jp = ∇qρ · ∇pH −∇pρ · ∇qH. (C.2.10)
Vemos adema´s que el primer te´rmino del lado izquierdo de (C.2.10) es
{jq,p} =
N∑
i=1
{jqi , pi} =
N∑
i=1
N∑
l=1
(
∂jqi
∂ql
∂pi
∂pl
− ∂jqi
∂pl
∂pi
∂ql
) (C.2.11)
=
N∑
i=1
∂jqi
∂qi
= ∇q · jq. (C.2.12)
De manera similar, podemos demostrar tambie´n que es segundo te´rmino corres-
ponde a
{jp, q} = −∇p · jp, (C.2.13)
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mientras que el miembro derecho de (C.2.10) es precisamente el corchete {ρ,H},
de esta manera se verifica la identidad
{jq,p} − {jp, q} = {ρ,H}. (C.2.14)
A partir del resultado anterior es fa´cil encontrar la relacio´n cano´nica de conmuta-
cio´n que obedecen los operadores
[jq,p]− − [jp, q]− = [ρ,H]−. (C.2.15)
C.3. Revisio´n de la aproximacio´n a la meca´nica
cua´ntica de Bohm
En 1952 David Bohm publica un paper algo controversial en el cual sugiere una
interpretacio´n alternativa de la meca´nica cua´ntica [30]. En este paper, Bohm re-
emplaza la funcio´n de onda de la ecuacio´n de Schro¨dinger en su forma polar
ψ = R exp(iS) llamada descomposicio´n de Madelung; con esto logra separar la
ecuacio´n de Schro¨dinger en dos ecuaciones diferenciales acopladas que describen
la conservacio´n de la probabilidad y conservacio´n de la energ´ıa, respectivamente.
En esta seccio´n veremos brevemente la contribucio´n de Bohm y su conexio´n di-
recta con la aproximacio´n algebraica de Hiley. Se puede ver en [29] un excelente
review sobre el potencial cua´ntico de Bohm en diferentes contextos.
Segu´n Bohm, un sistema f´ısico individual puede representarse mediante una onda
que se propaga en el espacio y tiempo junto a una part´ıcula puntual que se mueve
guiada por la onda. Esta onda a su vez se representa matema´ticamente por la
funcio´n ψ(~x, t) la cual es solucio´n de la ecuacio´n de Schro¨dinger
i′~
∂ψ
∂t
= Hˆψ. (C.3.1)
El movimiento de la part´ıcula se obtiene a partir del momentum de Bohm
~p = m~˙x = ∇S(~x, t), (C.3.2)
donde S es la fase y se impone la condicio´n inicial ~x(0) = ~x0. Para que esta
descripcio´n sea compatible con el formalismo convencional de la meca´nica cua´ntica,
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las trayectorias descritas por la ecuacio´n (C.3.2) deben ser ponderadas por la
amplitud ρ = ψψ∗ lo cual nos produce no una sino un ensemble de trayectorias.
Como ya dijimos, al reemplazar la funcio´n ψ(~x, t) = R exp(i/~S) se obtienen dos
ecuaciones diferenciales acopladas
∂S
∂t
+
|∇S|2
2m
− ~
2
2m
∇2R
R
+ V = 0 parte real (C.3.3)
∂R
∂t
+
1
2m
(2∇S · ∇R +R∇2S) = 0 parte imaginaria, (C.3.4)
es decir, una ecuacio´n para la parte real y otra para la parte imaginaria. La primera
ecuacio´n es similar a la ecuacio´n de Hamilton-Jacoby excepto por el te´rmino Q =
− ~2
2m
∇2R
R
llamado potencial cua´ntico, mientras que la otra es similar a la ecuacio´n
de continuidad, ya que haciendo ρ = R2 o tambie´n R = ρ
1
2 se tiene
∂ρ
∂t
+∇ · (ρ∇S
m
) = 0, (C.3.5)
la cual es similar a la ecuacio´n de continuidad con ρ∇S
m
= ~j.
C.4. Corriente de probabilidad
En esta seccio´n demostraremos que la ecuacio´n
i
∂ρc
∂t
= [H, ρc]−. (C.4.1)
describe la conservacio´n de la corriente de probabilidad para estados puros. Para
esto introducimos el Hamiltoniano Hˆ = pˆ
2
2m
y el operador densidad ρˆ = |ψ〉〈ψ| en
la ecuacio´n anterior. Empezamos evaluando el conmutador [Hˆ, ρˆ]− en la represen-
tacio´n x
〈x|[Hˆ, ρˆ]−|x〉 = 〈x|Hˆρˆ|x〉 − 〈x|ρˆHˆ|x〉. (C.4.2)
El primer te´rmino del lado derecho de la ecuacio´n anterior sera´
〈x|Hˆρˆ|x〉 = 〈x| pˆ
2
2m
ρˆ|x〉+ 〈x|V ρ|x〉 (C.4.3)
=
i′2
2m
∇ · (∇ψψ∗) + 〈x|V ρ|x〉, (C.4.4)
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mientras que el segundo te´rmino resulta
〈x|ρˆHˆ|x〉 = 〈x|ρˆ pˆ
2
2m
|x〉+ 〈x|ρV |x〉 (C.4.5)
=
i′2
2m
∇ · (∇ψ∗ψ) + 〈x|ρV |x〉, (C.4.6)
de donde restando ambos te´rminos tenemos
∂〈x|ρ|x〉
∂t
= − 1
2mi′
∇ · [ψ∗∇ψ − ψ∇ψ∗]. (C.4.7)
Alternativamente se puede llegar a este mismo resultado utilizando la relacio´n
[ρ,H]− = [jq,p]− − [jp, q]−. (C.4.8)
demostrada en el ape´ndice C.2. Para ma´s detalles ve´anse las referencias [28] y [32].
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