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Abstract—It has always been a great challenge for clustering
algorithms to automatically determine the cluster numbers
according to the distribution of datasets. Several approaches
have been proposed to address this issue, including the recent
promising work which incorporate Bayesian Nonparametrics
into the k-means clustering procedure. This approach shows
simplicity in implementation and solidity in theory, while it
also provides a feasible way to inference in large scale datasets.
However, several problems remains unsolved in this pioneering
work, including the power-law data applicability, mechanism
to merge centers to avoid the over-fitting problem, clustering
order problem, e.t.c.. To address these issues, the Pitman-Yor
Process based k-means (namely pyp-means) is proposed in this
paper. Taking advantage of the Pitman-Yor Process, pyp-means
treats clusters differently by dynamically and adaptively chang-
ing the threshold to guarantee the generation of power-law
clustering results. Also, one center agglomeration procedure
is integrated into the implementation to be able to merge
small but close clusters and then adaptively determine the
cluster number. With more discussion on the clustering order,
the convergence proof, complexity analysis and extension to
spectral clustering, our approach is compared with traditional
clustering algorithm and variational inference methods. The
advantages and properties of pyp-means are validated by
experiments on both synthetic datasets and real world datasets.
Keywords-Bayesian Non-parametrics; Pitman-Yor Process;
power-law data structure; k-means clustering.
I. INTRODUCTION
Power-law data is ubiquitous in real world. Examples
include social networks on Facebook, topics in web forums
and citations among published papers. This kind of data
differs from the traditional ones by the large fluctuations that
occur in the tails of the distributions. Increased attentions
have been received in recent years for detection the power-
law phenomena and characterization the structure of such
kind of data. Clustering is one essential technique for data
structure learning owing to its capability of grouping data
collections automatically. However, the key challenge of em-
ploying clustering on power-law data lies on the difficulties
of inferring the cluster number, as well as determining the
cluster sizes.
In the previous decades, various clustering methods have
been proposed in dealing with different kinds of data.
However, most of them, including classic k-means [1][2][3],
Mixture Models [4][5], Spectral Clustering[6][7], Mean
Shift[8][9] , etc., assume the cluster number to be a kind
of prior information which should be provided by users, the
value of which is usually unknown for the user. A few initial
approaches[10][11][12][13] have been proposed to handle
this unknown cluster number problem. However, most of
them address this problem from the model selection criteria,
and this leads to a dilemma in the selection of criteria.
Bayesian non-parametric learning, a fast growing research
topic in recent years, can be utilized as an effective approach
to address the parameter selection issue. Its core idea is to
treat the required parameters, e.g., the cluster number, under
a hyper-distribution and employ inference methods to learn
the posterior probability of the latent variables given the
observations. It demonstrates its significance contributions
in parameter inference. However, it often suffers from the
difficulty of designing learning schemes based on conjugate
assumption, as well as computational complexity induced
by inference and sampling . To address this problem, a new
method called ”DP-means”[14][15] has been proposed to
bridge the classic k-means clustering and the non-parametric
Dirichlet Process Gaussian Mixture Model (DPGMM). Tak-
ing advantage of the asymptotic zero-covariance property of
Gaussian Mixture Models, dp-means naturally introduces a
fixed threshold to determine whether a data point should
belong to an existing cluster or a new cluster should be
created for it. It provides a unified view to combine Bayesian
non-parametric methods and the hard clustering algorithms
to address scale learning in large datasets.
However, several issues remain unsolved in this promising
pioneering work. (i) The method is not designed for power-
law data. A global threshold for all clusters may result
in clusters with similar sizes. (ii) Mechanism to merge
closed centers is needed. The algorithm may result in many
small clusters. Some of them should be merged if they
are closed enough. (iii) The clustering order influences the
result. Strategies should be discussed more to address this
issue.
This paper proposes a novel clustering approach, Pitman-
Yor Process-means (pyp-means), for clustering power-law
data. A modified Pitman-Yor Process [16][17] is first pro-
posed to approximate the power-law data structure in hard
partition. Unlike the fixed threshold proposed in dp-means,
the modified Pitman-Yor Process introduces a deregulated
threshold whose value changes in accordance to the cluster
number during clustering. The larger the cluster number,
the smaller the threshold would be. In this way, pyp-means
establishes a proper connection between the cluster number
and threshold setting.
A center agglomeration procedure is also proposed to
adaptively determine the cluster number. To address the issue
that the clustering procedure may result in isolated small
clusters in which are are not far from each other, we check
the inter-distance between each pair of cluster centers and
combine them if the distance of the two clusters are smaller
than a value. This will prevent the clustering result from over
fitting the power-law distribution while taking no account of
the real data distribution.
The heuristic ”furthest first” strategy is more discussed
here to address the data order issue. We further prove that
once the cluster number stops increasing, arbitrary order of
the remained data points will result in the same clustering
result.
The convergence of pyp-means is proved and the com-
plexity of the algorithm is analyzed. We further extend our
method to spectral clustering to prove the effectiveness of
our work.
The contribution of our work is summarised as follows:
• we extend the newly proposed dp-means to the mod-
ified Pitman-Yor process based k-means algorithm to
address the power-law data, which is a generalization
and being able to cluster both the power-law dataset
and normal dataset.
• we integrate a center agglomeration procedure into
the main implementation to overcome the overfitting
problem.
• we introduce a heuristic ”furthest first” strategy to ad-
dress the data order issue during clustering procedure.
• we prove the convergence of pyp-means and calculate
the complexity of the algorithm. We also extend the
method to fit spectral clustering to expand our approach
to multiple clustering algorithms.
The remaining part of the paper is organized as follows.
Section II introduces related work on Gaussian Mixture
Models with its new derivatives and the Pitman-Yor Process.
The modified Pitman-Yor Process towards power-law data
is represented in Section III. Then followed by Section IV
detail discusses our proposed approach pyp-means, including
the main implementation, the strategy for data order issue,
and the center agglomeration procedure to avoid overfitting.
Further discussion on pyp-means’ convergence proof, com-
plexity analysis and its extension to spectral clustering can
be found in Section V. Section VI introduces experimental
results on different datasets to prove the effectiveness of our
work. Followed by the last section which draws a conclusion
of this paper.
II. BACKGROUND
We briefly introduce the relations between Gaussian Mix-
ture Models with its derivatives to k-means clsutering[4],
and the pitman-yor process.
A. Gaussian Mixture Models with its new derivatives to k-
means
Gaussian Mixture Models(GMM) treats a dataset as a set
containing the samples from several Gaussian distributions.
The likelihood of a data point x in the dataset can be
calculated as::
p(x) =
c∑
k=1
πkN (x|µk,Σk) (1)
Here c is the components’ number, πk denotes the proportion
of component k, and N (x|µk,Σk) is x’s Gaussian likeli-
hood in component k.
The local maximum of a Gaussian Mixture Model can
be achieved by applying Expectation Maximization with
iteration of the following equations:
µk =
1
Nk
N∑
n=1
γ(znk)xn
Nk =
N∑
n=1
γ(znk)
Σk =
1
Nk
N∑
n=1
γ(znk)(xn − µk)(xn − µk)
T
(2)
Here γ(znk) = πkN (x|µk,Σk)∑c
k=1 πkN (x|µk,Σk)
denotes the probability
of assigning data point xn to cluster k. As a result, it is
regarded as a kind of soft clustering [14] which is different
from traditional hard clustering (e.g. k-means) in the way of
assigning single point to multiple clusters with probabilities.
Actually, the “asymptotic” link (i.e. zero-variance limit)
between the GMM and k-means clustering is a well-known
result as in [4][15]. More specifically, the covariance matri-
ces of all mixture component in GMM are assumed to be
ǫId×d, and p(x) becomes
p(x|µk,Σk) =
1
(2πǫ)d/2
exp (−
1
2ǫ
‖x− µk‖
2) (3)
with γ(znk)’s calculation is changed as:
γ(znk) =
πk exp{−‖xn − µk‖
2/2ǫ}∑
j πj exp{−‖xn − µj‖
2/2ǫ}
(4)
Consider the case ǫ → 0, the smallest term of {‖xn −
µj‖
2}cj=1 will dominate the denominator of Eq. (4). Thus,
γ(zn,k) becomes:
γ(zn,k) =
{
1 k = argminj{‖xn − µj‖
2}cj=1
0 otherwise (5)
In this case, GMM degenerates into k-means which as-
signs each points to its nearest clustering with probability
of 1.
Both GMM and k-means are suffering from the selection
of cluster numbers. To address the problem, Dirichlet Pro-
cess [16][17] is introduced into k-means recently. Taking
advantage of the Dirichlet Process, a distance threshold can
be generated to prevent data points from being assigned to a
cluster if the distances exceed the threshold. If a data point
fails to be assigned to all clusters, a new cluster will be
created by taking it as the cluster center.
More specifically, a dirichlet process can be denoted
as DP(α,H), with the hyper-parameter α and basement
distribution H . The hyper-parameter alfa can be further
written in the form of α = exp (− λ2ǫ) for some λ, and
the base measurement H is used to generate Gaussian
distribution N (0, ρI). Gibbs sampling is take to address the
the above process. The probability used in Gibbs sampling
can be written as
γznk =
{
n−i,k · exp (−
1
2ǫ‖xi − µk‖
2)/Z k-th cluster
exp (− 12ǫλ−
1
2(ǫ+ρ)‖xi‖
2)/Z new cluster
(6)
Where k(1 ≤ k ≤ c) denotes the existing k-th cluster, n−i,k
represents the size of the k-th cluster excluding data point
xi and Z is the normalizing constant.
While ǫ → 0, the allocated label for data point xn
becomes:
ln =
{
ko k0 = argminj{λ, ‖xn − µj‖
2}cj=1
c+ 1 λ = argminj{λ, ‖xn − µj‖
2}cj=1
(7)
Once Gibbs sampling assigns a new label c + 1 to xn,
a new cluster will be generated with Gaussian distribu-
tion N (0, ρI). Within finite steps, local minimum can be
achieved. All data points are assigned to corresponding
clusters with distances to the centers smaller than the given
threshold.
Taking advantage of Dirichlet Process, this work, known
as dp-means, successfully combines the prior information
(hyperparameter α = exp (− λ2ǫ )) and local information of
each component (the gaussian distribution N (µ, ǫI)).
Dp-means treat each component equally. One universal
threshold is set for all clusters. In this way, clustering result
tends to contain cluster with similar sizes. However, clusters
in real world dataset usually vary a lot. They typically obey
power-law distributions. Therefore, it would be convenient
if the method is able to generate more reasonable clustering
results which satisfy power-law distribution.
Though a wonderful work, a systematic learning on the
unsolved problems, including an increasing cluster number
problem, the clustering order problem, complexity analysis,
e.t.c., should be focused. Other practical issues including
power-law data approximating, parameter λ’s adjustment
also needs to be further investigated.
B. Pitman-Yor Process
Pitman-Yor process (py-process)[18][19] is a generaliza-
tion of Dirichlet Process. In py-process, a discount parameter
d is added to increase the probability of new class gen-
eration. Due to the discount parameter d’s tuning effect,
it becomes a suitable model to depict power-law data. py
process degenerate to classic dirichlet process when d is set
to 0.
A Po´lya urn scheme is used here to explain the py-
process’ generative paradigm in the technical perspective. In
this scheme, objects of interests are represented as colored
balls contained in an urn. At the beginning, the urn is empty.
All balls are uncolored. We pick the first ball, paint it with a
certain color and put it into the urn. In the following steps,
we pick one ball each time, color it and put it into the urn.
The color of the ball is allocated according to the following
probability.
πi,k =
{
n
−i,k−d
λ+n
−i
existing k-th(1 ≤ k ≤ c) color
λ+c·d
λ+n
−i
k = c+ 1 new color
(8)
Where i denotes the i-th ball picked, k denotes the color
assigned to i, n−i,k denote the number of balls in color
k exclude ball i, n−i denotes the whole number of balls
without ball i.
The process continues until all balls are painted and put
into the urn. While the size of each cluster is fixed, the joint
probability is unchanged, which refers as “exchangeability”.
Py-process preserves Dirichlet Process’ ’rich get richer’
property during the process of assigning colors to balls. The
larger size of balls in a certain color, the greater probability
that the new ball will be painted in this color. Thanks to
the discount parameter d, the probability of generating a
new color in py-process is greater than that of DP. It can
be easily proven that py-process draws colors to data points
in a power-law scheme. Therefore, it would be promising if
py-process in incorporated into clustering algorithms to help
address the power-law data.
III. MODIFIED PITMAN-YOR PROCESS FOR HARD
CLUSTERING
Power-law data[20], also named as heavy-tailed behavior
data, represents the case that the frequency or the size of
some data cluster obey the exponential distribution, i.e.,
more small sized subsets of cluster data are coming up.
In reality life, a wide range of the data obeys power-law
data, including the frequencies of words in languages, the
populations of cities, the intensities of earthquakes. Under
most situations, these kind of findings in power-law data
would be considered as noisy or defective. However, these
are at the same time some of the most interesting part from
the whole observations.
In our scenarios, one cluster’s data are denoted as the
same, and we define the cluster size follows according to
the power-law distribution. In contrast to the ordinary data,
its clustering encounters more difficulties, such as the trivial
cluster discovery, the cluster number determination and the
related imbalanced problem.
A general form of the density function of power-law data
is stated as:
p(x) ∝ L(x)x−α (9)
where L(x) is a slowly varying function, which is any
function that satisfies limx→∞ L(tx)/L(x) = 1 with t
constant, and α(α > 1) is one decreasing parameter.
Regarding to these difficulties in power-law data cluster-
ing, traditional clustering methods tend to group the small
size clusters into major clusters or simply treat them as noisy
data points. It is un-proper while these trivial clusters may
still be important to the whole data structure. Many soft
clustering methods including the py-process have been put
forward to effectively mining this kind of data. They have
received good results, however, most of them still suffer the
complexity problem in implementation and high conditions
required. To the best of our knowledge, little work has been
done on the hard clustering scenario, nor an equivalence
connected with the classic k-means clustering.
With the core idea in py-process of increasing the new
cluster generation’s probability, we revise the concentration
parameter from λ to λ · (θ)ln c in dp-means.
More specifically, during each ball’s color painting in
the Po´lya urn scheme, the color allocated according to the
paradigm below:
πi,k =
{
n−i,k · exp (
1
2ǫθ)/Z k-th(1 ≤ k ≤ c) cluster
λ · exp ( ln c2ǫ θ)/Z the new cluster (10)
It is quite straightforward to see that the balls are ex-
changeable, which is quite basic for the power-law approx-
imating.
Proposition 1. The revised allocation paradigm in Eq.
(10) still keeps the exchangeability property, i.e., the joint
probability of a data set is not affected by their orders given
each cluster size fixed.
Proof: Assume the cluster number is c, each cluster’s
number is {ci}ci=1. Thus, the joint probability of the data
points is
P (X) = λc ·
c∏
i=1
(ci!
ci∏
j=1
exp (−
ln j
2ǫ
))/Zn (11)
The equation is determined only these variables, which is
exchangeability preserved.
In our revision, while θ is fixed at 1, then it is the normal
dp-means.
IV. PY-PROCESS MEANS
Benefit from the revised color allocation paradigm (Eq.
(10)), we extend the existed dp-means algorithm to do a
further generalization, which named as “rpy-means”. The
induction strategy is also quite similar as dp-means. Employ-
ing the same setting on both of the finite and infinite Gaus-
sian Mixture Model (p(x) = ∑k πkN (x|µk, ǫI)), the pa-
rameters are modified as {λ = exp (− λ2ǫ ), θ = exp (−
θ
2ǫ )}
in our revised pitman-yor process approximating method.
This leads to the related probability of data point i
assigning to an existed cluster k as:
pi,k =
n−i,k · exp (−
1
2ǫθ −
1
2ǫ‖xi − µk‖
2)
Z
(12)
following the probability to the new cluster as:
pi,new =
exp (− 12ǫ(λ − ln c · θ)−
1
ǫ+ρ‖xi‖
2)
Z
(13)
While ǫ → 0, the dominating term in pi,k, pi,new is the
minimal value of {λ−ln c·θ, {θ+‖xi−µk‖2}ck=1}, leading
to the cluster allocation paradigm as:
ln =
{
ko ‖xn − µko‖
2 = argmin{λ− ln c · θ, ‖xn − µj‖
2}cj=1
new λ− ln c · θ = argmin{λ− ln c · θ, ‖xn − µj‖
2}cj=1(14)
Here cluster number c is constrained to c < exp (λ/θ)
to avoid the minimal distance problem. By shorten the
threshold value in accordance to the cluster number, more
hidden clusters could be discovered and the clusters would
also be more compact than a larger threshold.
A. main implementation
One stage of our main implementations in the pyp-
means clustering is quite similar as in dp-means. However,
differences come up in the fluctuated threshold during the
clustering procedure and an stepwise/adaptive density check-
ing procedure.
One definition on the reach of cluster centers is first made
to clarify the notation.
Definition 1. Any data point x that lies within the ball
b(µk, λ) is said that x is λ-in of µk (λ-in data), while being
outside from the ball b(µk, λ) is said to be λ-out of µk(λ-out
data).
Under Def. (1), the dp-means gets results that all of the
data points are λ-in of centers {µk}ck=1.
Figure 1. depicts the process of our implementation.
  
Figure 1. Main implementation illustration
The whole implementation consists of three procedures:
data partition, center recalculation and center agglomeration.
Data partition procedure shares similarities with the existed
dp-means, which divides the data into λ-in data and λ-out
data. For the λ-in data, its clustering method is according to
the usual way as k-means, while the λ-out data’s clustering
employs an adaptive way to determine the cluster, which
would be detail discussed later. The center-recalculation
procedure is the same as the corresponding step in k-means.
The center agglomeration procedure is one that to avoid too
many trivial clusters. Details would be discussed later.
The detail implementation of our proposed pyp-means is
shown in Algorithm 1.
Algorithm 1 pyp-means
Input: x1, · · · ,xn; λ, θ, py-process’s parameter
Output: clusters l1, · · · , lc and the number of clusters c
Initialize c = 1; initialize cluster center µ1
repeat
for each point {xi, i = 1, · · · , n} do
compute dik = ‖xi − µk‖2 for c = 1, . . . , c.
if mink dik − θ > λ− ln c · θ then
put i into un-clustered set Dr
else
set zi = argmink dik
end if
end for
re-clustering the remained un-clustered data set Dr
employ the agglomeration procedure check
update c, µk
until converge
The objective function is identified as the cost of all inter-
cluster distance (km-cost) adding one penalty term:
arg min
l1,...,ln
c∑
j=1
∑
i∈li
‖xi − µj‖
2 + (λ− ln c · θ)c
where µk =
1
|lk|
∑
x∈lk
x
(15)
While km-cost tends to seek a larger c value and the c-
penalty term’s value increases with c value increases, the
minimum value we are seeking is a trade-off in considering
both of the cases.
B. re-clustering on Dr
The clustering order on the data will affect its performance
in our pyp-means, suffering from the same problem as in
[16]. We discuss this problem here in accordance with the
two stages of our main implementation: λ-in data clustering
and re-clustering on λ-out data.
On clustering λ-in data points, arbitrary order of these
data points would result in the same clustering performance.
This assertion applies for the classic k-means clustering.
On the contrary, the clustering order of λ-out data points
would affect the center’s determination in a sequence. The
new generated different centers would be surely affect the
data belonging. To explore this complex situation, a heuristic
search method called “furthest first” is employed here. From
the start of the re-clustering, we choose the data point i0
whose shortest distance to all the existed centers are the
largest, i.e., i0 = argmaxi{di|di = minck dik} and set it as
the new cluster center. Then we remove data point i0 from
Dr and recursively do re-clustering.
One benefit of our “furthest first” is that we can avoid the
generating of new clusters once the cluster number stopped
increasing. Then arbitrary order of remained data points
would not affect the clustering performance. This saves the
computational cost in defining the centers.
Proposition 2. During each iteration of our method, once
no remaining λ-out data point becoming new cluster, the
following data points would not be new centers either.
Proof: Assume that the shortest distances of the re-
maining Dr are d(1) < d(2) < · · · < d(r), corresponding
to the variables x(1), · · · ,x(r). While the x(k)(1 ≤ k ≤ r)
does not come to be one new center, d(k) < λ − ln c · θ,
then the threshold becomes fixed. Similar as the Apriori
rules, then all the remaining data points {x(l)}rl>k with
{d(l) < λ− ln c · θ}
r
l>k will belong to the existed clusters.
Thus, our selection order will not generate the new cluster
centers.
We formalize our re-clustering procedure on the remain-
ing dataset Dr as Algorithm 2.
Algorithm 2 re-clustering on Dr
Input: remain dataset Dr; λ, θ, py-process’s parameter;
generated centers {µk}c0k=1
Output: clusters l1, · · · , lc and the number of clusters c
for each data point in Dr do
compute dik = ‖xi − µk‖2 for k = 1, . . . , c,
select the shortest one for each data point in Dr,
denoted as {dk}rk=1
order {dk}rk=1 from largest to smallest
if d1 − θ > λ− ln c · θ then
c = c+1; set x(1) as one new center µc+1
else
put x(1) into the existed nearest cluster
end if
end for
C. center agglomeration procedure
In dp-means, new cluster generated while new λ-out data
encountered, however, it never disappeared even if it gets
much closer to another cluster. This could result in an
overfitting problem on dividing one dense clusters into two
parts. On the other hand, this special overfitting results in an
unproper smaller threshold on determining the valid cluster
number. Thus, we need to adaptively determine the cluster
number.
From the following proposition, we can evaluate the km-
cost value’s change while two clusters combine into one.
Then the condition of clustering combining could be well
established.
Assuming that λ, θ are the pre-defined parameter, c is
the current cluster number, {µi}2i=1 and {ni}2i=1 are the
corresponding cluster center and cluster size, we have the
following proposition:
Proposition 3. If two clusters satisfy ‖µ1 − µ2‖2 <
n1+n2
n1n2
(λ − θ · ln (c+1)
(c+1)
cc ), then combining these two
clusters could reduce the value of the objective function (Eq.
(15)).
Proof: Assume {x(1)i }n1i=1 and {x(2)i }n2i=1 are the two
closed cluster, with {yi}n1+n2i=1 denoting their combined
clusters. Then the two cluster center satisfy the condition
with the new combined cluster center µ:
n1µ1 + n2µ2 = (n1 + n2)µ (16)
We first show that the combination of two cluster would
result an increase in the km-cost value,
n1+n2∑
k=1
‖yk − µ‖
2 − (
n1∑
i=1
‖x
(1)
i − µ1‖
2 +
n2∑
i=1
‖x
(1)
2 − µ2‖
2)
=
n1+n2∑
k=1
‖yk‖
2 − (n1 + n2)‖µ‖
2
− (
n1∑
i=1
‖x
(1)
i ‖
2 +
n2∑
j=1
‖x
(2)
j ‖
2 − n1‖µ1‖
2 − n2‖µ2‖
2)
=n1‖µ1‖
2 + n2‖µ2‖
2 −
‖n1µ1 + n2µ2‖
2
n1 + n2
=
n1n2‖µ1 − µ2‖
2
n1 + n2
≥ 0
(17)
Due to the cluster number reducement, the cluster number
c-penalty term jumps from (λ − ln(c + 1) · θ)(c + 1) to
(λ− ln c · θ)c. Thus, if the condition satisfied
n1n2‖µ1 − µ2‖
2
n1 + n2
≤ (λ− ln(c+ 1) · θ)(c + 1)− (λ− ln c · θ)c
⇔ ‖µ1 − µ2‖
2 <
n1 + n2
n1n2
(λ− θ · ln
(c+ 1)(c+1)
cc
)
(18)
Our objective function is decreasing with the two clusters’
combination.
The following simple prototype illustrates our idea more
clearly. A,B,C,D are four data points to be clusterd.
Assume the threshold is r and we have previously clustered
A,B and C,D being individual clusters. According to the
agglomeration procedure, we combine these two clusters
since the distance of the two centers are 0.8r, satisfies the
condition 0.8r ≤ 2+22·2 r = r. If we do not employ this
procedure, then these two clusters would remain the same,
leading to a unsatisfied result.
U
'&%$
UU
Figure 2. Agglomeration procedure illustration
In our detail implementation, each time after the cluster
centers re-calculated, we run this agglomeration procedure.
By checking if any pair of cluster centers satisfies the
condition, we can effectively prevent the above situations.
V. FURTHER DISCUSSION
The work is extended here for further discussion, in-
cluding the convergence analysis, the complex analysis, and
possible extension to spectral clustering.
A. convergence analysis
Guaranteeing a local minimum value within finite steps is
vital in our pyp-means. We approach this goal by first show-
ing that the objective function (Eq. (15)) strictly decreases
during each iteration.
Proposition 4. The objective function (Eq. (15)) is to be
strictly decreasing during each iteration we have applied in
Algorithm 1, until a local optimal point reached.
Proof: The iteration is divided into three stages: parti-
tioning data points; updating cluster centers; agglomeration
procedure.
In Partitioning data points stage, the distance between λ-
in data and its newly belonging cluster center would not
increased, this is confirmed by [21]. The λ-out data are set
as new cluster centers, this shrinkage the cost from to the c
penalty value λ− c · θ. What is more, as c increases, the c
penalty value λ−c ·θ decreases, which reduces the objective
function more.
In the updating cluster centers stage, the mean representa-
tion is always the optimal selection with the least cost value.
In agglomeration procedure, the objective function is
strictly decreasing as provided in Section IV-C.
Thus, the objective function is strictly decreasing.
Employing the similar idea of [21], the convergence
property of our pyp-means could be easily obtained.
Theorem 1. pyp-means converges to a partial optimal
solution of the objective function (Eq. 15) in a finite number
of iterations.
Proof: As finite number of data points, we get finite
partitions of data points in the maximum.
Assume our declaim is not true, which means that there
exist r1 6= r2, such that Jr1 = Jr2 . Without loss of
generality, we set r1 > r2.
According to Proposition 4, our objective function Jr
strictly decrease while r increases. Thus, for any n1 > n2,
we get Jn1 < Jn2 . The inequality also applies to r1, r2. This
leads to the fact that Jr1 < Jr2 , which is contradict to our
assumptions. Thus, the assumption does not success and we
get our conclusion.
Under Theorem 1, we can ensure the our procedure could
reach a local minimum within finite steps.
B. complexity analysis
Our proposed pyp-means is scalable to the number of data
points n and the final cluster number c. The computational
complexity can be analyzed as follows. All the three major
computational steps during one iteration are considered as
follows.
• Partitioning the data points. After initialization of
the centers, this steps mainly consists of two different
procedures.
– For λ-in data with data size n1, this process is the
same as k-means clustering in simply comparing
the distances of data in all c cluster centers. Thus,
the complexity for this step is O(n1c)
– For λ-out data with data size n2, the re-clustering
process involves a sort operation, which the quick-
est complexity is n2 logn2. Under the worst case
of each λ-out data being new centers, the com-
plexity cost would be O(n2 · n2 logn2). With an
label assigning process, the complexity would be
O(n22 logn2 + cn2).
• Updating cluster centers. Given the partition matrix,
updating the cluster centers is to find the means of the
data points in the same cluster. Thus, for c clusters, the
computational cost complexity for this step is O(nc).
• Agglomeration procedure. This procedure needs to
check all the possible pairs of the clusters, thus a
complexity of O(c2) is needed.
Assume the clustering process needs h iterations to con-
verge, the total computational complexity of this algorithm
is O(hn22 logn2+hnc+hc2). While n2 is usually set to be s
small subset of the algorithm, the algorithm is computational
feasible. However, while we set the threshold λ, θ small
values, leading to a larger n2, then the computational cost
would be heavy.
C. pitman-yor spectral clustering
Our work can also be transplanted into the spectral
clustering framework. We have first shown that our objective
function (Eq. (15)) in pyp-means is equivalent to the trace
optimization problem:
max
{Y |Y TY=I}
tr(Y T (K − (λ− ln c · θ)I)Y ) (19)
Where K is the n× n kernel matrix.
Detail proof is quite similar as the one in [16], we do not
provide the detail here due to the duplicate.
The classical determination of the orthonormal matrices
Y in spectral theory states that while Y selects to be the top
c eigenvectors, the objective function in (Eq. 19) reaches its
maximum for a fixed c clusters. For flexible c value in our
problem, the objective function (Eq. 19) reaches its maxi-
mum while Y selected to be the matrices of eigenvectors
with the non-negative eigenvalues, corresponding to the c-
adjusted matrix K − (λ− ln c · θ)I .
Particularly, we determine c, the integer number of clus-
ters, through an adaptive measure on the c value’s connection
to the threshold changing of the eigenvalues of the similarity
matrix, i.e.:
c = arg max
c∈{1,··· ,n}
{c|λc > λ−ln c·θ, λc+1 < λ−ln(c+1)·θ}
(20)
Where {λ, θ} are the pre-defined parameter, {λi}ni=1 are
the decreasing eigenvalues of the kernel Matrix K , and λk
denotes the k-th larger eigenvalue, k = 1, · · · , n.
After getting the relaxed cluster indicator matrices Y , we
can cluster the rows of Y as data points using k-means clus-
tering, according to the standard spectral clustering method
and take the corresponding result as the final clustering
result.
VI. EXPERIMENTS
The experimental evaluation is conducted on three types
of datasets, which are grouped into synthetic dataset, UCI
benchmarking dataset [22] and US communities’ criminal
dataset [23]. All datasets are preprocessed by normalizing
each feature on each dimension into the interval [0, 1].
Furthermore, the clustering process of the algorithms is
repeated for 50 times at each setting and the average value
is taken as the final result. All experiments were run on
a computer with Intel Xeno (R) CPU 2.53-GHz, Microsoft
Windows 7 with algorithms coded in Matlab.
A. Experimental Setting
For sufficient comparison, our proposed pyp-means are
compared with three baseline algorithms: k-means cluster-
ing, dp-means and Dirichlet Process variational learning
(V.L.).
Parameters in these algorithms are set accordingly. In k-
means clustering, the pre-defined cluster number is set as
the true number in Synthetic data and we use the random
initialization strategy as the starting partition; dp-means and
pyp-means are using the same parameter setting, which
will be described later; in V. L., we use the variational
inference[24] procedure to do the learning and the related
parameters are using cross validation technique to determine.
B. Performance Metrics
Validating clustering results is always a non-trivial task.
Under the presence of true labels in synthetic data, we
employ the accuracy to measure the effectiveness of our
proposed methods, which is defined as follows:
ACC =
∑n
i=1 δ(yi,map(ci))
n
× 100 (21)
Where n is the data size, yi and ci denote the true label and
the obtained label; δ(·) is the dirac function as δ(y, c) ={
1 y = c;
0 y 6= c.
; map(·) is a permutation function that maps
each cluster label to a category label, and the optimal
matching can be found by the Hungarian algorithm[25].
Besides ACC, the NMI (normalized mutual information)
is also used in the synthetic data learning, i.e.,
NMI =
∑c
i=1
∑c
j=1 log(
N ·nij
ninj
)√∑c
i=1 ni log (
ni
N )
∑c
i=1 nj log (
nj
N )
(22)
where nij is the number of agreements between clusters i
and j, ni is the number of data points in cluster i, nj is
the number of data points in cluster j, and N is the total
number of data points in the dataset.
C. Synthetic Dataset
To be more focused, the synthetic dataset is manually set
to contain power-law behavior in our learning procedure.
Here we would like to investigate multiple aspects of our
method, including the clustering accuracy and NMI score
performance, the relationships between threshold and dis-
covered cluster number, running time, e.t.c..
1) synthetic data generation: The synthetic data is de-
rived from the same generation algorithm as that in [26].
The power-law property is reflected by specially assigning
more data points to the first few clusters (to the size of
about 200) while remaining others as about 30. Also, the
cluster number varies from 3 to 150 to cover larger cases.
Each cluster is distributed according to the 3-dimensional
Gaussian Distribution N (µ, I), where µ is one uniform
distributed random centers.
2) Practical parameter setting: We employ the method
in [16] to set λ’s value. We first roughly estimate the cluster
number c and initialize the center with the cluster mean.
From k = 1 to c, we iteratively select the data point that has
the largest distance (the distance is defined as the smallest
distance to all the existed centers) as the new generated
center. The maximum value of distance while k = c is
identified as the value of λ in our experiment. For θ’s value,
we experimentally set it as θ = λ/6. Detail discussions of
the θ determination will be discussed later.
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3) simulation results: Figure 3. shows the running result
on the synthetic dataset. The experiments are running on
cases with cluster number from 3 to 150 and the corre-
sponding NMI score and accuracy score are recorded. From
Figure 3., it is easy to see that both dp-means and pyp-
means get satisfied results while the cluster number is small
(c < 10). However, when more clusters are generated, dp-
means falls below 0.8 in NMI and 70 in accuracy while
pyp-means receives a much better performance both in NMI
and accuracy. We should also note that when c ≤ 0, our pyp-
means receives a better performance than k-means clustering
in most cases, even if the later has the true cluster number.
4) parameter learning: In this part, the parameter λ’s
value is taken from 0.05 to 0.2. The “discovery rate”
(discovery rate = number of resulted clusters
number of actual clusters ) is employed to de-
note the cluster number we have uncovered. By default, we
set θ = λ/10 in pyp-means. The detail result shows in
Figure 4. From this figure, we can find that smaller threshold
would in a larger discovered cluster number. This is quite
reasonable as the smaller threshold would lead to smaller
cluster size and then the larger cluster number. Also, our
proposed pyp-means can discovery a relative accurate cluster
number while it is less than 75; however, the dp-means can
only discover perform well under the 10 cluster number case.
5) cluster number learning: We shows the corresponding
cluster number discovered by using the parameter setting
in previous in this experiment. Since k-means always take
the true cluster number as a prior information. We check
the other three methods’ discovery rate in comparison. We
can see that due to the cluster number’s increase, all of the
discovery rate slowly decrease. However, we can see that
our pyp-means receives a better performance than the existed
dp-means while facing large cluster number situation.
6) running time test: The running time of our methods
is tested to validate our complexity analysis, with methods
comparable test and self-parameter comparable test. From
Figure 6., we can see that our pyp-means runs approximate
the same time as dp-means. Even if in large scale case, the
3 5 8 10 15 20 35 50 75 100 150
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
actual cluster numbers
N
M
I s
co
re
 
 
pyp−means
dp−means
k−means
V.L.
3 5 8 10 15 20 35 50 75 100 150
10
20
30
40
50
60
70
80
90
100
actual cluster numbers
Ac
cu
ra
cy
 s
co
re
 
 
pyp−means
dp−means
k−means
V.L.
Figure 3. Synthetic dataset running result
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running time is still tolerated; while in variational learning,
the running time increases in exponential.
D. Real World Dataset
Two kinds of real world dataset are used here to fur-
ther validate our pyp-means’s performance, including the
UCI benchmarking dataset and the US communities Crime
dataset.
1) UCI benchmarking dataset: In the UCI benchmarking
dataset study, two types of the datasets are selected for our
study: the power-law dataset and “normal” dataset with a few
clusters or equal sized clusters, in contrast to the power-law
dataset. We do this to show that our methods not only could
receive better performance on the power law dataset but also
could obtain a satisfied result on the “normal” dataset.
Since the power-law dataset is limited, we manually make
up some by removing some data points in certain clusters in
some datasets. One maximum likelihood estimation of the
power-law density function parameter α is used to curve its
detail power-law behavior, denoted as:
αˆ = 1 + c
[
c∑
i=1
ln
xi
xmin
]−1
(23)
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Figure 6. Histogram of communities distribution
Here xi denotes the cluster size in our study, while c
represents the cluster number.
The smaller αˆ, the larger power-law behavior tendency.
With the following table, the detail of UCI benchmarking
datasets we are using is shown:
Table I
UCI BENCHMARKING DATASET
type data size dimension clusters αˆ
normal
wine 178 13 3 6.02
satellite 6435 36 7 3.15
statlog 2310 19 7 ∞
P. L.
yeast 1484 8 10 1.38
vowel 349 10 11 1.33
shape 160 17 9 1.49
pendigits 7494 16 10 1.63
page-block 5473 11 5 1.49
glass 214 9 6 1.94
We tune the parameter λ’s value experimentally to re-
ceive a better performance, and the θ’s value is default
as θ = λ/10. Table II is the detail outcomes of the
UCI benchmarking data experiments. Here C.N. denotes the
Cluster Number the method has produced.
From the results given, we can see that on the normal
datasets, our method pyp-means performances better or at
least as good as the dp-means and k-means clustering on
most cases. This usually because the cluster number c is
usually small under this kind of dataset, leading the discount
parameter θ function little in the process.
On the power-law dataset in UCI, our pyp-means can
receive better result than dp-means. The ability to automat-
ically learn the threshold plays a vital role in this learning.
Although our methods loses at some datasets, it could still
be validated valued.
2) communities crime dataset: We also conduct experi-
ments on the communities crime rate dataset.
The communities crime dataset is one collection combines
socio-economic data from the 1990 US Census, law enforce-
ment data from the 1990 US LEMAS survey, and crime data
Table II
UCI BENCHMARKING DATASET RESULTS
dataset criterion pyp-means dp-means k-means V. L.
wine NMI 0.8126 0.7815 0.8349 0.4288ACC 82.04 80.12 94.94 62.92
C.N. 2.90 2.82 3 3
satellite NMI 0.5953 0.5683 0.6125 0.3122ACC 66.74 66.58 67.19 34.93
C.N. 5.96 5.26 6 4
statlog NMI 0.6537 0.6570 0.6128 0.4823ACC 55.69 55.97 59.91 31.17
C.N. 6.82 6.62 7 6
yeast
NMI 0.2476 0.1768 0.2711 0.1063
ACC 41.3329 36.2278 36.8706 33.6927
C.N. 9 6.04 10 8
vowel NMI 0.4479 0.4125 0.4357 0.3938ACC 28.9914 27.5645 29.5645 31.2321
C.N. 11.90 9.04 11 11
shape NMI 0.7405 0.7204 0.6593 0.4279ACC 64.00 61.36 63.05 32.50
C.N. 15.90 14.90 9 9
pendigits NMI 0.6903 0.6622 0.6834 0.7024ACC 66.86 64.65 69.96 62.57
C.N. 10.76 8.88 10 10
page-block NMI 0.1817 0.1807 0.1484 0.2622ACC 67.70 66.90 44.23 73.91
C.N. 6.02 5.32 5 5
glass NMI 0.3875 0.3784 0.3077 0.2865ACC 49.50 48.37 42.88 45.37
C.N. 5.94 5.00 6 6
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from the 1995 FBI UCR.
The dataset constitute of nearly 100 attributes. The at-
tributes varies in many aspects of the community, excluding
the clearly unrelated attributes. The class label is the total
number of violent crimes per 100, 000 population. In this
experiment, as the crime rate is one continuous variable
ranges in [0, 1], we manually discrete the values into a
certain number of intervals and gets the related labels.
Figure 7. depicts the histogram of the each interval’s
number under the case of 16 intervals. The figure above
clearly shows the data distributed according to power-law
behavior.
To avoid the “curse of dimensionality” problem, we apply
the feature selection technique [27] and select first 10
features as the most correlated ones in advance.
The parameter are also tuned so as to better describe the
true cluster labels. The tuned parameter and related results
are shown in Table III..
Table III
US COMMUNITIES’ CRIMINAL DATASET RESULTS
θ criterion pyp-means dp-means k-means V. L.
6.57
NMI 0.2291 0.2075 0.2284 0.0862
ACC 11.10 12.14 9.92 10.34
C. N. 53.8 34.9 51.0 13.0
11.01
NMI 0.1794 0.1680 0.1721 0.0639
ACC 16.52 22.23 15.27 18.66
C. N. 23.5 10.6 21.0 11.0
12.51
NMI 0.1800 0.1715 0.1746 0.0896
ACC 24.30 27.17 22.60 34.32
C. N. 11.7 7.7 11.0 9.0
17.11
NMI 0.1737 0.1536 0.1706 0.1119
ACC 40.06 48.13 35.33 59.46
C. N. 5.7 3.6 6.0 6.0
From the result, we can see that our pyp-means can
receive a better performance in both the NMI score and
cluster number prediction.
VII. CONCLUSION
One novel modified Pitman-Yor Process based method
is proposed here to address the power-law data clustering
problem. With the discount parameter in py-process slightly
adjusted, the power-law data is to be perfectly depicted. We
also introduce one center agglomeration procedure, leading
to an adaptively way in determining the number of clusters.
Further, we extend our work to the spectral clustering case
to address more sophisticated situations.
Some other issues are also well discussed here, including
the convergence and complexity analysis, the practical issues
including one reliable data clustering order. All these have
greatly strengthen the solidness and reality applicability of
the method.
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