Optimum arrangement of communication resources for a distance education system to support collaborative learning, including hand-manipulation of physical objects, was empirically investigated. The authors propose a 'body metaphor' concept, which follows the ordinary body arrangement in everyday instruction. It allows: (1) to display instructor's pointer; (2) to display instructor's face; (3) to display views of learner's orientation; (4) to arouse learner's awareness of being watched by the instructor; and (5) to dispose communication resources apart enough so as to clarify the learner's orientation. Comparative experiments revealed that body metaphor setting supported smoother collaboration than the conventional face-to-face metaphor setting.
Introduction
Most of the distance education systems in use today have been built on the basis of a bi-directional videomediated tele-conference system, i.e., views of a lecturer's face and/or learning material are transmitted to the learners' sites, and vice versa. In such a system, however, it has been pointed out that gaze, gestures, and other body movements are generally not as effective as in normal face-to-face communication _iHeath et al., 1991 _iHeath et al., , 1992 . Therefore, the prevailing systems are not sufficient, particularly for conducting collaborative learning in which non-verbal communication plays an important role, such as in a scientific experiment or in a physical exercise, although they may be acceptable for an education style like lectures in which symbolic (verbal or visual) information transmission from a teacher to learners is dominant.
Research in computer supported cooperative work (CSCW) has studied this problem mainly in regard to transmission of hand gestures and the question of eye contact. Some CSCW systems, such as VideoDraw (Tang et al., 1990) and ClearBoard (Ishii et al., 1992) , have provided solutions in this respect. However, if one wants to use them in remote support for collaborative work involving manipulation of physical objects, which requires allowing for the objects to be spread out in a three-dimensional space and for participants to move around, they show clear limitations. In these cases, it is necessary to devise systems for supporting remote collaboration between many participants in different positions and different environments (Kuzuoka et al., 1992 (Kuzuoka et al., , 1994 (Kuzuoka et al., , 1995 An essentially flat worksupport system like ClearBoard cannot be turned into one that supports collaboration in three-dimensional space; and it is physically impossible to accomplish perfect eye contact if many participants are allowed to move around in the work space.
The purpose of this research is not simply to point out the physical limitations of these CSCW systems, but it is to try to delineate clearly the intrinsic limitations. We refer to the concept underlying in the distance education systems in use today as the 'face-toface metaphor' (Figure 1 ), which ultimately aims to create an environment in which distant people talk as if in close face-to-face conversation. However, it is still not clear enough how the face view is used in collaboration, why it is helpful, and what arrangement of audio/visual resources is appropriate for collaboration.
We have performed some remote collaboration experiments with AlgoBlock, a computer tool for collaborative learning, by deploying cameras and monitors in distinct spatial arrangements. As regards the use of several cameras and monitors we were influenced by the work of Gaver and Heath on Multiple Target Video (MTV) (Gaver et al., 1993 , Heath et al.,1995 who analyzed which pictures are important and what kind of image people pay attention to. However, our pilot study conducted beforehand revealed December 1997 that many cameras and monitors could often cause user's confusion. Too many resources were not always beneficial, so how to configure those resources has become our concerns. We, therefore, concentrate on the question of how the images on monitors of various parts of the body (face, hands, and so on) should be arranged in the work space. That is, our aim is to find out how people use body images distributed in various ways in a shared work-space as resources for reciprocal actions. Accordingly, we want to establish the validity of redistributing the body images and bodies themselves in a way based on a body metaphor.
Body metaphor concept
From ethnomethodological studies on cooperative work, by Heath (1986) , Goodwin (1981) , Nishizaka (1991) , Yamazaki (1994) , and Yamazaki et al. (1996) , we know that even more important than the face-to-face view is to make it possible that the instructor can see the learners are looking at what he or she is pointing out and that the learners can become aware of this circumstance. We realize that this reflexive awareness is accomplished through the interaction and positioning of bodies in a shared space.
Based on a pilot study we conducted beforehand, we analyzed how instructors and learners positioned themselves during instruction. When the instructor points at an object, the following points seem to be important: (1) the learners should be able to see the instructor's pointer; (2) the instructor should be able to see that the learners are orienting themselves towards the pointed object as well as the pointer, when they are observing the instructor's pointing; (3) the instructor should be able to reassure the learners by words or actions that the instructor is aware of the learners' orientation; (4) the learners should be able to see the face of the instructor, when they want to know how the instructor is evaluating their behavior or when they want to draw the instructor's attention; and (5) the instructor should be able to notice the learners' orientation toward the instructor himself/herself as well. Conditions (1) through (5) are achieved naturally, as long as the instructor's pointer is in front of both the learner and the instructor and the learner is in the instructor's field of vision. Here again it is important that the instructor's hand and face are separated enough to make it possible for the instructor to discern which the learner is watching, the hand or the face. We considered how to apply this physical arrangement, Figure 1 . The face-to-face metaphor concept Figure 2 The body metaphor concept December 1997 occurring in everyday instruction, to the arrangement of monitors and cameras in a video-mediated communication system. We attempted to use the ordinary body arrangement as a metaphor for the placement of cameras, the face view, and hand-gesture monitors (Figure 2 ), and named it 'body metaphor'.
Experiments Task
We used AlgoBlock as the subject matter for the remote collaboration experiments. AlgoBlock is an educational programming language incorporated into physical blocks (Figure 3 ). Each command corresponds to a kind of block and the learner can construct a program by connecting blocks to each other by hand. Learners are supposed to build a simple program for guiding a submarine on a CRT screen to its destination.
AlgoBlock was devised as a tool to draw the originally individual work of writing a program into the sphere of collaboration. By giving the commands of the programming language, which are usually hidden inside the computer, a physical form such as blocks, the work of programming is turned into an overt action involving visible body movements. The movements can be observed by other participants. Such an observation can then be reciprocally used as a resource in cooperative work. By transforming a mental work into physical actions, AlgoBlock can enrich the resources of collaboration.
There are two reasons why we have employed AlgoBlock for this study. First, because of the reasons above, AlgoBlock makes it easy to analyze how the collaboration proceeds. That is, the resource used by the learners to achieve the goal of collaboration becomes visible to an outside observer as well as to the learners themselves. Second, the task using AlgoBlock can be a good model of collaborative work involving physical movements, such as in a scientific experiment or in physical training.
Workspace setting
In the experimental workspace of both the instructor's and the learners' sites, the arrangements of communication resources, such as video monitors, video cameras, and AlgoBlocks, were as follows.
The learners' site had three cameras (two in front of the learners and one on the ceiling) and three monitors. One of the front cameras was able to pan, tilt, and zoom according to remote control by the instructor. The other, referred to as the in-context camera, was fixed in such a way as to simultaneously capture the table used for assembling AlgoBlocks, the monitors in the back of the room, and all the learners. The ceiling camera captured all the learners and the whole work space. The three monitors showed the instructor's face, his/her hand gestures, and the AlgoBlock screen. The in-context camera and the remote controlled camera were set in the vicinity of the face-to-face view. The monitor, referred to as the hand-gesture view, showed image from hand-gesture camera in instructor's site, in which instructor's hand-gesture appeared. The instructor's voice was produced from the monitor with the face-to-face view.
The instructor's site had two cameras: one, referred to as the hand-gesture camera, for capturing the instructor's hand gestures on the hand-gesture monitor and the other, referred to as the face-to-face camera, for the face of the instructor. Three monitors were placed in front of the instructor. On the left, from the instructor's point of view, was a personal computer display for remote control of the camera mentioned earlier, with the view taken by that camera. The monitor in the middle, in the vicinity of which the face-to-face camera was set, showed the view of the in-context camera. The monitor to the right, referred to as the hand-gesture monitor, could be switched between the in-context camera, the remote controlled camera, the ceiling camera, and the AlgoBlock screen. Since this monitor was viewable in the hand-gesture camera, learners could observe the instructor's pointer on something showing on the hand-gesture monitor.
• Pattern-1: This setting was taken after the teleconference-based distance education systems, i.e., the face-to-face metaphor. The front of the room had the face-to-face view (right) and the handgesture view (left). The AlgoBlock screen was placed at the back of the room (Figure 4) . In short, all the devices for communicating with the instructor were gathered on one side of the room.
• Pattern-2: This setting was based on the body metaphor. Only the face-to-face view was in front, and the hand-gesture view and the AlgoBlock screen were placed at the back ( Figure 5 ). In pattern-2, we paid special attention to the following points:
1) At the learners' site, the hand-gesture view should be positioned opposite the instructor's face-to-face view.
2) The in-context camera should be positioned so that an instructor could see the hand-gesture view in the context of the learner's site.
The only difference between these two settings was the location of the hand-gesture view in the learner's site. It addresses the issues of whether the instructor could see his/her own hand gestures in the context of the learner's site and whether the instructor could clearly determine which of views the learner was looking at. Pattern-2 make it possible for the instructor to check whether the learners were looking at instructor's hand-gesture and how they were responding to the instruction.
Other conditions
The experiment was conducted with four groups: each group consisted of one instructor and two learners. All subjects were university students. An experimental session for each group took one hour in which both patterns were tried. Experimenters taught the instructors how to use AlgoBlock in advance.
Observation
By taking a close look at how the monitors transmitting body images were mutually used as resources for collaboration and communication, we noticed the following.
Observableness of learner's orientation
In pattern-2 when giving directions, instructors used their in-context view to check how learners watched the hand-gesture view (Figure 6 ).
When the instructor gave particularly detailed Table 1 . Transcript from pattern-2 setting experiment Figure 6 . Scenes from the experiment using pattern-2 setting (left: instructor's site, right: learners' site shown in the in-context view). Face-to-face view is next to the camera, and hand-gesture view and AlgoBlock screen are facing the camera. December 1997 directions, she alternatively viewed the hand-gesture monitor and the in-context view. At this time the instructor made sure that, while giving instructions, the learner was watching the pointing finger (Table 1) . In this transcript, time proceeds from left to right. Here we had two learners L2 and L3 at the learners' site, and an instructor I1 at the instructor's site. The horizontal rows beginning with the subjects symbols give utterances in Japanese, and the English translations appear in parentheses below. The direction of gaze is recorded above the dialog, where ----indicates continuation. AL and H stand for the AlgoBlock screen and the hand-gesture view at the learners' site, respectively, HM and C are used for the hand-gesture monitor and the in-context view at the instructor's site, and P indicates that the instructor was pointing at the hand-gesture monitor.
Instructors ascertained, before giving directions, whether or not the learner took a posture of watching the hand-gesture view. When learners did not take up a watching position, instructors used the indexical word 'kono'(these) to get the learners' attention and make them watch the hand-gesture view. Instructors also interrupted instruction when they noticed that learners were not watching the hand-gesture view.
We discovered that, in this kind of setup (pattern-2), when the learner watches the hand-gesture view, the posture indicates 'recipiency' (Goodwin, 1981 , Heath, 1986 , which is a social display to show that one is ready to receive information. It turned out that through the in-context view in pattern-2 instructors monitored whether learners were showing recipiency for instruction.
In pattern-1 (Figure 7 ), by comparison, it was difficult for instructors to monitor recipiency. As shown in Table 2 , the instructor (I4) asked 'Can you see my hand?' 'Does my hand show?' and even when the learner (L5) affirmed 'Yes, I can.', these questions were often asked repeatedly. Instructors also often repeated instructions concerning the same object using demonstrative pronouns like 'kore wo'(this) and phrases like 'kore wo koko ni'(this here). Moreover, instructors exaggerated their pointing actions on the hand-gesture monitor by moving their hands vigorously. The cause of the difficulty was that instructors could not monitor how learners were watching their pointing. Because the hand-gesture view was located beside the in-context camera and near the face-to-face view, instructors were not able to know whether or not learners were showing recipiency. In this way, pattern-1 caused communicative asymmetry (Heath et al., 1991 (Heath et al., , 1992 , which occurs in video-mediated communication.
Awareness of an instructor
When in pattern-2 the instructor moved or placed his/her finger continuously on the hand-gesture monitor, it was utilized as a reciprocal resource for interaction. As shown in the transcript (Table 1) , when the learner (L2) looked at the hand-gesture monitor, and said 'hai (yes)', the instructor (I1) removed her finger and started to point at another object. The movement of the instructor's finger showed that she understood the learner's action.
It can be said that the instructor's finger movement becomes a reciprocal instrument indicating that the instructor was monitoring the learner's actions. This, coupled with the instructor's face-to-face views and the instructor's oral response, constitutes a valuable resource for the learner to monitor that the instructor is watching the learner's action. In other words, it can enhance the learner's awareness of the instructor.
In contrast to this, in pattern-1, the instructor sometimes removed his/her finger from the monitor before the learners displayed their understanding of what the instructor was pointing to, or kept it on the screen for an unnecessarily long time. These were because the instructor was not aware of whether or not, or how carefully, the learners were watching his/her finger. Conversely, when the learners tried to ascertain the instructor's response by looking at the hand-gesture and the face-to-face views, this did not always go smoothly either, since the instructor did not know which of the views (hand-gesture or face-to-face) the learners were looking at.
Surrogate for an instructor
When, in pattern-2, learners tried to ask a question, or when the AlgoBlock operation had been successfully completed, they often looked at the face view to check the instructor's reaction and approval. Table 3 shows a transcript from pattern-2 when the learner (L6) succeeded in reaching a goal. As shown in the transcript, the instructor (I7) was looking at either the hand-gesture monitor (HM) or the in-context view (C), but which view they were watching was not clear in the videotape data, and the learner was looking at the AlgoBlock screen (AL) to check the result of his program execution. As soon as he realized that the trial was successful (when the sound effect representing the submarine's arrival to the goal (Snd) started), he said something that sounded like an expression of success and snapped his fingers in both hands. Then, he turned his face to the face-to-face view (FV). At that moment, the instructor said "Congratulations!." In this way, the boundary of a series of activities was marked interactively by those actions.
There are several relevant timings when the instructor could give congratulations: at the moment the submarine arrives at the goal, after the learner's remark, or after the sound effect. As well as these, this observation proved that the learner's action of turning his face to the instructor's face view could also provoke the instructor's reaction. In this sense, it can be said that the instructor's face view in the learner's site of pattern-2 played the role of the instructor's representative, or surrogate. This happened because in pattern-2 the face view was far enough apart from the other resources for the instructor to notice the learner's orientation to it. In this fragment, by using the face-toface view as a surrogate, participants interactively marked the activity's boundary, and thus to achieve the end of a session successfully.
In pattern-1, by contrast, reply, reaction, and evaluation were not always immediately performed. The instructor, not knowing learner's orientation to himself/herself, often failed to catch the proper time to intervene in a learner's activity.
Remaining problems
However, there were still some problems common to both patterns.
One of the problems was that learners could not know which views the instructor was oriented towards. There was an asymmetry in communication resources between learners and the instructor, i.e., learners could not observe the instructor's in-context view, while the instructor could do. Therefore, it sometimes happened that learners began to talk regardless of instructor's state of attention, although the trouble was restored easily by conversation. Learners tended to anticipate that the instructor was watching their actions at any time, while this was not always the case.
This asymmetry in system design arises from the difference in role between an instructor and a learner, since we presupposed an educational situation rather than equally collaborative work.
This problem may be solved by introducing a new in-context view at the learner's site just like at the instructor's site. However, adding more monitors may possibly not be as effective as we suppose, judging by the following problem.
Another problem was the instructor's confusion in utilizing communication resources; the instructor sometimes pointed outside the hand-gesture camera's capture range on the hand-gesture monitor, or even pointed at a monitor that learners could not see, and the same kind of confusions may possibly happen also at the learner's site. The reason was that it was not always clear what information was transferred to the other site, although it was possible for the instructor to know, if he/she carefully watched the in-context view. However, it could be troublesome for the instructor to have to watch another monitor in order to see how his/her own fingertip showed on the hand-gesture view in the learner's site.
A possibility is that there were too many resources to utilize, or that the relationship among various communication resources was too complicated to understand. Therefore, closer examination to validate the necessity of individual resources and/or more sophisticated integration of those resources needs to be investigated in our future work.
Conclusions
It is well known that in everyday communication the relative position of person and person, or person and machine, plays an important role (Goodwin, 1981 (Goodwin, , 1995 . One may assume that since communication takes place using the bodies of individuals, it depends strongly on the deployment of those bodies. If one wants collaboration through a video-mediated communication system to occur in a natural way, By deploying three communication resources (objects for manipulation, face view, and hand-gesture view) on the basis of the body metaphor, it became clear which of them learners were orienting to. Specifically, the instructor could see learners looking at the instructor's pointing. Hence, the instructor could recognize the learner's recipiency, and learners were aware of instructor's observation. In addition, it turned out that the learner could use the face view as a surrogate of the instructor to call the instructor's attention and to interactively mark activity boundaries.
We have been working on the field study of a classroom at school and a workplace of emergency care for several years. Taking such findings into account in addition to the findings discussed here, we will try to refine the body-metaphor concept by figuring out a better balance between understandability and richness of communication resources, so that we can develop more practical systems for remote collaborative learning or remote medical procedures.
