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Let ~?(n) be the smallest number such that some finite automaton with 67(n) internal 
states exists which recognizes predicate P over the set of words of length not greater 
than n. Then there exists a predicate P defined on (0, l )* such that an infinite sequence 
nl, n~ ,..., n~. . .. when n~ --~ ce as k --~ co can be constructed for which 6r(n~) ~ 2"k+2/ne, 
where T(x) -- P(x) or P(xU), for x R is the reverse of x. 
]. INTRODUCTION 
In  designing an algorithm to recognize a given predicate, the most basic question is, 
"What  is the inherent computational complexity of the given predicate ?" 
Unfortunately,  determining the inherent compuatational complexity of a predicate 
is usually a very difficult task. However, for some classes of algorithms it is possible to 
construct some complicated predicates. For instance, for a class of finite automata, 
examples of most complicated predicates were constructed by Trachtenbrot  [1] and 
Gr inberg [4]. 
In  the present paper, we also construct a most complicated predicate for recognition 
by finite automata, which may choose the direction of motion along the input. Before 
undertaking a precise formulation of the problem, we give a number  of definitions. 
Let A be a finite nonempty alphabet. Let x = x 1 "" x~ (xi ~ A) be a word on d .  
We shall say that the word x R = xn ,..., Xl is the reverse of x. The set of all words 
( including empty word A) on A will be denoted by A*. Let us denote the set of words 
on d of length less than or equal to n (equal to n) by A<" (A'*), respectively. A predicate 
P on A*  is a function mapping A*  into {0, 1}. 
A finite automaton over A is a quadruple W = <Q, 8, q0, F ) ,  where Q is a finite set 
(the set of internal states); $: ~ • A -+ Q; q0 ~ ~ (initial state of W); F G Q (the set of 
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designated final states). The function 3 can be extended to a function 8: Q • .4", as 
follows: 
~(q, A) = q; where A is empty word on A. 
~(q, xa) =8(8(q,x) ,a) ,  whereq~Q,a~A,x~A* .  
We shall say that a predicate P(x) is recognized by the finite automaton 
W = (Q, 8, qo, F )  if the following holds: 
Vx(x c A* ~ (P(x) = 1 ~ $(qo, x) ~F)) 
and n-recognized if the following is true 
Vx(x e A<n => (P(x) = 1 <=~ 3(qo, x) a F)). 
Let Cv(n) be the smallest number such that some finite automaton with Sp(n) 
internal states exists which n-recognizes a predicate P(x). 
The function Ce(n) was first studied in a somewhat different form by Trachtenbrot 
[1], who proved that for any n, Cv(n) ~ 2'*+2/n and for infinitely many n, 6p(n) ~ 2"+1/n. 
In the same work, Trachtenbrot constructed examples of predicates uch that the 
above-mentioned bounds may be achieved for an infinite subsequenee of n. 
Grinberg [4] has established a stronger esult, namely, for any n and for any predicate 
P, Cv(n) ~ c(n) " 2"/n, where 2 ~< c(n) ~ 4 and lim sup c(n) = 4 while lira inf c(n) = 2. 
He showed that for any n, it is possible effectively to construct a predicate P(x) such 
that r ~> c(n) "2"/n. 
The examples constructed by Trachtenbrot and Grinberg are based on the following 
simple idea. 
Let W be a finite automaton and x be a word in A*. Then, the information on the 
value of the predicate for the word x is obtained by the automaton only after reading 
and recalling almost the whole word. Thus, the automaton must have a sufficiently 
large number of internal states for remembering "long" words in order to be capable 
of n-recognition of P(x). 
Let us consider the following simple example. Let A = (0, 1) be the alphabet and P(x) 
be a predicate in alphabet A which is defined as follows. Let x = al "'" a~4~ogn]+~ "-'a~ 
be a word in the alphabet A, where n is the length of x. Let z denote the suffix of x, 
with length equal to [log n]. Let l z[ be a number such that a word z is its binary 
representation. P(x) is true if, and only if, al,l+ ~ is equal to 1 ; for example, P(0100) = 0 
and P(1000) - ! and so forth. 
If we try to recognize this predicate by finite automata for words of length not 
greater than n ~> 2 (n-recognition of the predicate), then we can ensure that any finite 
automaton that recognizes a predicate P(x) on words of length not gretar than n ~ 2 
must have at least 2'~/n internal states. 
Thus, let W be a finite automaton recognizing a predicate P(x) on words of length 
not greater than n. Let k be a number of internal states of W. 
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Suppose that k < 2n/n. Then, two words x = x 1 ' - "  Xn . [ logn]  andy  = Yl "'" Yn-[logn] 
exist where x --A y, such that after reading both of them, W goes to same internal 
state. Since x :A y, there is a number l such that x~ @ y~. Let z 1 "" Zhog ~] be a binary 
representation of (1 -  1); then P(xz) ~ P(yz) but T for any word z, on words xz 
and yz, gives us the same answer. This is impossible. Consequently, k ~ 2n/n. 
The examples of predicates constructed on the basis of this idea are such that P(x R) 
are sufficiently simple for their recognition by finite automata; that is, these examples 
in essence require only that the automata read the word from left to right and therefore, 
if we place the "basic information" on the right-hand ends of words, then the automata 
must remember rather long words. 
In this work, we allow finite automata to read words either from left to right or from 
right to left and construct under these conditions an example of maximally "com- 
plicated" predicate. In other words, we define a function min(~P(xi(n), Cp(xR)(n)) and 
prove that a predicate P(x) and an infinite sequence of n ---* oo exist, such that 
min(4e(x)(n), d?e(xR,(n)) ~ 2~+2/n 
(generally speaking, we prove a stronger esult, namely, that a predicate P(x) and an 
infinite sequence of n -+ oo exists, such that 
r = Cel,,,(n) ~ 2~+2/n. 
It follows from the results of Trachtenbrot and Grinberg that our result cannot be 
improved in the following sense: A predicate P(x) exists, such that 
Cer - Cp(,R)(n) ~ 2"+2/n 
for almost all n. 
The results obtained in this work are analogous in a certain sense to the results of 
Lupanov and Shannon on the obtaining of asymptotic lower bounds for the realization 
of a Boolean function by logical networks. At present, in order to obtain lower bounds 
for the network complexity of Boolean functions of order 2n/n, there is only one method 
of counting arguments. However, lower bounds obtained by this method usually are 
not effective, in the sense that we cannot effectively construct a sequence of functions 
f,, such that the complexity off~ is more than 2n/n, although we know that almost all 
functions require such complexity. 
I f  we use counting arguments in our case, we may obtain analogous estimates; 
namely, the following observation holds. 
Observation 1. For any n, a predicate P(x) exists, such thatCe(n ) ~ 2~+l/n states are 
required for its n-recognition. Furthermore, for any permutation ~r (and not only for the 
reverse of the word), the complexity of P(Tr(X)) ~ 2~+l/n. However, the method of 
proof (1) does not allow us to obtain an estimate 2~+2/n, and (2) does not give a concrete 
example of a predicate for which the above-mentioned lower bound is achieved. 
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As already mentioned, for the case of logical networks, no concrete xamples are 
known of a Boolean function requiring a nonlinear number of elements for its realiza- 
tion. In contrast, for finite automata reading from left to right or from right to left, 
we may construct examples of predicates with maximal complexity. 
2. PRELIMINARY RESULTS 
Let P(x) be a predicate on A* and n ~> O. We introduce the following relationship 
on A< ~. 
x fi (n) y ~ gz(l(xz) ~ n & l(yz) ~ n ~ P(xz) = P(yz)), 
where x, y, z ~ A< n. 
If x ~ (n)y, then x and y are called n-equivalent relative to P. 
We denote Ce(n) as the greatest number of words from A< n such that for any pair 
of words x and y, x ~ (n)y. 
We note the following 
LEMMA 1. Cp(n) = Cp(n). 
Proof. We prove Cp(n) ~> r leaving the proof of Cp(n) <~ r for the reader. 
Let P(x) be a predicate on A* and n >/0.  Assume that P(x) is n-recognized by 
W- - (Q ,  3, qo ,F )  with Cp(n) internal states. Suppose that ~e(n) < Ce(n). Then 
x and y in A< ~ exist such that x ~ (n)y, but ~(q0, x) = 3(q0,Y)- Thus, for any 
P 
z~A* ,  $(qo,xz) $(q, yz), i.e., P(xz) = P(yz),  (a) if x . (n )y ,  then zeA< n 
P 
exists such that l(xz) ~ n and l(yz) ~ n. But P(xz) ~ P(yz), which contradicts (a). 
Therefore, Cp(n) ~ r 
Henceforth, we always assume that A = (0, 1). 
Now, we construct some special Boolean functions which are necessary for the 
construction of the predicate P, which is complicated in two directions for recognition 
by finite automata. 
Le tn~2 7~+k,whereh = 1,2 ..... 
LEMMA 2. For any k, there exists the Boolean function F k of n variables such that 
for any Boolean function f of k variables, there exists a unique pair of words x and y 
(l(x) = l(y) = 2 k) such that 
Fk(x, z )  = f ( z ) ,  Fk( , y )  = 
Proof of this lemma is given in the Appendix. We now consider the following 
Boolean function of n = 2 k + 2k variables. 
x? .x?  . . . .  9 . . . . . .  Zk ,  
a,Be(0,1) k 
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wherO x i , Yi , a i ,  fli ~ (0, 1), x - -  x 1 "" xk; y = Yl  "'" Y2k; z = z 1 " ' "  "~'k; O~ = (~1 " ' "  ~k; 
fi = fll "'"/~k (] a [ (I /3 l) is an integer with binary representation ~(/3) and x ~ ~ ~ but 
X 1 = X), 
EXAMPLE 1. Let  k = 1; then n = 4, 
(~l(Xl ' Y l '  3 '2 '  Zl)  = XlylZt @ xly2Zl -~- Xly2Zl @ XlylZl " 
The following lemma is obvious. 
LEMMA 3. For any u e (0, 1) ~ and for  any Boolean funct ion f of  k variables, there 
exists a unique pair of  words v and w (l(v) = l(w) = 2k), such that 
q~k(u, v, z) =: f (z) ,  cI)k(z, w, u) = f ( z ) .  
3. MAIN RESULT 
Now, we are ready to prove the following 
THEOREM. 
n 1 ,..., n k ,..., where n~ ~ 0o as k --+ oo, can be constructed for  which 
r ,-., 2 "~+~/n~ ,  ( l)  
where 
T(x) = P(x)  or P(xR). 
Before presenting the proof  of our theorem, we outline its structure. To  prove (I), 
we evaluate the number  Ce(n) by employing the relationship ~br(n ) ) Cr(n). 
For  the proof  of our result we build a predicate P(x)  using the Boolean function 
constructed in the previous section and having the following properties. Let  
n - -  2 2k+1 -1- 2k - -  1. 
(1) Any two words x @ y,  which belong to the set (0, 1) '~-2e are not n-equivalent 
relative to P(x)  and P(xR). This  results from Lemma 4. 
(2) All words, with length between n - -  4k + 1 and n - -  2k - -  1 denoted by the 
set S are also pairwise not n-equivalent relative to P(x)  and P(xR). This  results from 
Lemma 5. 
(3) There exists a "very small"  number  of words in (0, 1) ~-2~, which are 
n-equivalent to words from the set S relative to P(x)  or P(xR). 
1 E '  sum of modu lo  2; ~-, sum of modu lo  2 ~. 
We say that  ~(n) ~ ~b(n) iff l ira ~(n)/~(n) = 1 as n --+ oo ; we say that  ~b(n) ~ ~b(n) iff 
l im q~(n)/~(n) ~< 1 as n --~ oo. 
There exists a predicate P defined on (0, l )*  such that an infinite sequence 
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Therefore, a set of non n-equivalent words relative to P(x)  and P(x  R) may contain 
all of the words from S and "almost" all of the words from (0, 1) n ~k,. This  will establish 
the theorem. 
Proof. Let n~ .... 22a+x -? 2k - -  1. The predicate, the existence of which is stated 
above, will be defined by induction on the length of word 
P(A) = P(0) = P( I )  =: 0. 
Let P(x)  be defined for all words x, such that l(x) ~ nk_ 1 . 
I fn~ 1 + 1 ~< l(x) ~< nk - -  2k - -  1, then P(x) = 0. (3.1) 
Now, in order to complete the definition P(x),  we must  define P(x)  for words x of 
length nk = n, n - -  1,..., n - -  2k, correspondingly. 
For x ~ (0, 1)~, let x ~ usrtz, where 
@) = l(z) = 2k, 
(3.2) 
l ( , )  = t ( t )  = 2 ~-~ - k. 
We define 
e(x)  = 1 <-F,~(,, ,  , t, z) = 1, 
where F2k satisfies Lemma 2. 
For x e (0, 1) ~-j, where j = 1,..., 2k - -  1, let 
where 
x ~ uvgr lw~,  
l (u)  = Z(z) = 2k  - - j ,  
l(v) = l(w) = 2 zk -  22k- j -  k + [j/2] + I, 
l(s) - -  l(t) = 22k-j-1 - -  ((1 -t- (--1)J)/2). 
For odd j, we define 
P(x)  = 1 -~ q~el~-j(u, s, t, z) = I, 
where qL~_j satisfies Lemma 3. I f j  is even, then let 
v = vlaTc2b; w z cw 2 dw 1, 
where letters (a, d) and (b, c) arc located symmetrically in word x and 
l(v 1) = l(w a) = 22k - -  22~-j+1 - -  k + [j/21 - -  1. 
For this case, we define P(x)  as 
P(x)  = 1 ~ q~2k-~(u, a @ d, s, t, b @ x, z) = 1. 3 
a 0 ,  sum of modu lo  2. 
(3.3) 
(3.4) 
(3.5) 
(3 .6)  
(3.7) 
(3 .8 )  
(3.9) 
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Finally, for x c {0, 1} n-2/~', we define 
P(x) = 1 <~ x2=~.+2 @ x0-~._2 @ x a @ Xn_21c, 
where x0-=~+0-, xz~k_2, Xl, and Xn-0-1~ --  (2 o-a -+- 2)th, (20-~' - -  2)th, 
letters of x, correspondingly. 
Thereby, the definition of P(x) is complete. 
(3.10) 
1st and (n -  2k)th 
EXAMPLE 2. If  k = 1, then n = 9. 
I f  x = xlx0-xax4x~x6xTxsx9, then 
P(x lx2xax4xsx6x7xsx9)  = 1 ~ F2(xlx2xaxTxsxg) = t. 
I f  x =: XlX2XaX4X~X6XTX s , then 
P(xlxzx3x4X~XnXTXs) = 1 r q) l(xl , x 4 , xsxs) = 1. 
I f  x := XlX0-XaX4XsX6X 7 , then 
P(xlx2x~x4xsX6Xv) = 1 <~ xl @ x7 @ x6 @ x0- = 1, 
where r x is defined in Example 1 and the definition o f f  is given in the Appendix.  
Since the parts u, v, s, r, t, w, z of word x are located in x symmetrically, the value 
of P(x R) will depend on the same parts of word x as P(x). From (3.2), (3.5), and (3.8), 
one can easily prove that the following proposition is true. 
PROPOSITION 1. Let x e (0, 1) n- i  and y e (0, 1) n-~, where 0 <~ i =/= j <~ 2k. Let x, y 
be represented in the form (3.5) (where v and w are empty in the case i = 0 or j = 0). Then 
( l)  s(t)-parts of x and y have no common occurrences of letters; 
(2) s-parts of words x' s for j = 0 ..... 2k --  1 contain all letters with numbers from 
2k + 1 to 20-k; 
(3) t-parts of words x's for j = O, 2h --  1 contain all letters with numbers from 
22k -k 1 to 2 ~ except letters with numbers 20-1~ -r 221~-j q- k - -  1 - -  [j/2] for 
j= l  .... ,2k - -  1. 
Now, we prove 
LEMMA 4. I f  x, y e (0, 1) '~-0-7" and x :/- y, then x and y are not n-equivalent relative 
to P(x) and P(xR), respectively. 
Proof. For the sake of concreteness and without loss of generality, we consider 
only the case of P(x). Let x, y e (0, 1) n-0-1~ and x @ y. Let i be the smallest number  
such that the ith letter of x does not equal the ith letter ofy.  
Four  cases are possible. 
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Case l .  1 ~ i~<2 2k - l . Le tze(O, l )2kand le t  
X~" ~ UlSlVltl z, yz  = U2S2F2t2z, 
where u l ,  ue, Sl, s2, r l ,  r2, q ,  te, z satisfy (3.2). F rom (3.3) of definition P(x)  for 
words of length n we can conclude 
P(xz )  P(yz )  ~ (Fsk(u, , sl , tl , z) = Fsk(us , ss , ts , z). 
Since l(uasl) = l(uese) = 2 21' 1, therefore ulslt I ~ ussst 2 . Thus,  by Lemma 2, we 
derive that there exists z e (0, 1) 2k such that 
F2k(ul  , S l ,  t l ,  Z) =~ F2k(u2 , $2,  t2 ,  ~)" 
Therefore, x and y cannot be n-equivalent relative to P(x) .  
Case 2. 2 2~' 1 < i ~ n - 2k and i ~: 2 2~ + 2 2k-j + k - 1 - [j/2], fo r j  ---- 1,..., 2k - 1. 
Then, by Proposit ion 1, there exists a unique 1 ~ j ~ 2k - -  1 such that for any 
z e (0, l)e~-~ 
XZ = U lV lS lV l t lWlZ  ~ UZ ~ U2'O252Vet2W2Z , 
where u 1 ,u  2 ,v  1 ,v  2 ,w 1 ,w e ,s  1 ,s  e ,v  1 ,v  2 , t  1 , t  e satisfy (3.5) and the ith letter of 
x(y)  occurs in sl(se) or tl(t2). 
From (3.6) and (3.8) of definition P for words of length n - - j  we can conclude 
P(xz )  = P (yz )  ~ q~sk_j(Ul, s l ,  t l ,  z) : q)sk_j(u2, se, te, z) (3.11) 
(in the case of odd j) ,  and 
P(xz )  ~ P (yz )  ~ q~,z~_~(ux , a~ @ d~ , Sl , q ,  b~ @ Q,  z) 
= q)ek_~(u2, a2 @ d e , s 2 , t e , b 2 @ c 2 , z) (3.12) 
(in the case of even j) .  
Since i > 2k, u 1 = u e , and UlSlt I 7z ussst 2 (ula 1 @ dlSlt 1 ~ usa e @ deszte) and thus, 
by Lemma 2, we derive that there exists z c (0, l) ek-j such that the r ight-hand parts 
of (3.11) and (3.12) do not hold. 
Hence, x and y cannot be n-equivalent relative to P(x) .  
Case 3. i = 2 ~ + 2 e~'-~ + k - -  1 - -  [j/2] for j = 1,..., 2k - -  1 and for the 
remaining i 's, the ith letter of x equals the ith letter o fy .  Let  us assume that j  is even 
(the case of odd j  can be considered analogously). We denote q (c~) as a letter of x(y) ,  
whose number  equals i and let dx (de) be a letter of x(y) ,  whose number  equals 
2 ~': + 2 e~':-~-~ + k - -  1 - -  [( j  - -  1)/2]. Let  z ~ (0, 1) e~c-j and 
XZ : UlVl$1F1/LlWlZ, yZ = U2~252Fet2W2Z , 
where 
Ul , u2, Wl , w2, Vl , ve,  Sl, s2 ,Y l ,  t2, rx , r2, z 
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satisfy (3.5). By (3.8) of the definition of the predicate P for words of length n - - j ,  
we can conclude 
P(xz)  = P (yz )  -r r a 1 Q d , ,  s l ,  t l ,  b x @ q ,  z) 
- -  q)2~_j(u2, a2 @ d2, s2, t~,, b 2 @ c2, z), (3.13) 
where al(a2) and bl(b2) are located in xz(yz )  symmetrically to dl(d2) and ca(ca) , 
respectively. Since i ~ 2k,  ul = u2, and since numbers of al(a2) and bl(b,, ) in x do not 
equal 2 2k+2 2k-~- l+k-  1 - - [ j /2 ]  for any j~-  1 .... ,2k - -  1 (and therefore, 
al ~a2andb l -  b2),thenb l@q@b~Qcaandthus ,  
ul(a 1 ~-) dl)Sltl(h 1 ~) c,) ==~ u2(a 2 ~) d2)sd2(b2 Q c2). 
Therefore, by Lemma 3 we derive that there exists z ~ (0, 1) n-j such that the right- 
hand part of (3.12) does not hold. Hence, x, y cannot be n-equivalent relative to P(x). 
Case 4. i - -  2 ~ + 2. This case is completely analogous to Case 3. 
The lemma is completely proved. 
Now, we want to prove that all words whose lengths are between - -  4k + 1 and 
n - -  2k - -  1, denoted by the set S, are also non-n-equivalent relative to P(x) and P(xR). 
LEMMA 5. Any two distinct words x, y such that 
n -- 4k + l ~ l(x), l(y) < n --  2k 
are not n-equivalent relative to P(x)  and p(xR). 
Proof. Two cases are possible. 
Case 1. l(x) ~ l(y). Without loss of generality, we may assume l(x) < l(y). Let h 
be an integer such that l(y) + h = n --  2k. Then, l(x) -4- h < n -- 2k. Since the 
predicate P(x)(p(xR)) equals zero at each word of length i, where n - -  4k -}- 1 ~ i 
n - -  2k - -  1 by the definition of P(x), then P(xz)  ~ 0 (P((xz) R) ~ 0) for any word z 
such that l(z) -~ h. On the other hand, we may always choose a z such that l(z) = h 
and P(yz )  =- 1 (and P((yza) R) = 1 for some other zl). Hence, it follows that x and y 
are not n-equivalent relative to P(x) (and to P(xR)). 
Case 2. l(x) -- l(y). We choose h such that l(x) + h = l(y) + h == n -- 2k. Let 
z ~ (0, 1) h, then l(xz) -- l (yz) ~- n --  2k and they are not n-equivalent relative to 
P(x) (and P(x~)). Consequently, x and y are also not n-equivalent relative to P(x) (and 
P(xR)). 
The lemma is completely proved. 
As a consequence of Lemma 5, we find all words x such that n - -  4k + 1 ~< l(x) < 
n - -  2k in the set of pairwise non-n-equivalent words relative to P(x) and P(xR). 
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The number of such words equals 2 ~-~k -- 2 n-4~+2, and we denote the set of all such 
words by S. By Lemma 5, any two different words x and y such that l(x) = l (y)  = 
n -- 2k are not n-equivalent relative to P(x)  (to P(xR)). However, there exist among all 
such words those that are n-equivalent to words from (0, 1) ~-~k-i, where I ~ i ~ 2k - 1. 
Let ri be the number of words from (0, 1) ~-a~ which are n-equivalent to words from 
(0, 1) n-zk-i. 
Our next problem is to estimate r i . Let us start with Proposition 2, which we use for 
estimating ri .  
PROPOSITION 2. Let y ~ (0, 1) ~-2L'-i, where 1 <~ i <~ 2k - -  1. I f  Pl ~ P2 and 
Pl ,  P2 ~ (0, l)i, then for any z such that 0 < l(z) ~ 2k - -  i, 
P (yp l  z) = e(yp2z)  (P((yPlz)  R) = P((yp2z)R)). 
Proof. We consider only the case of P(x), and the case of P(x R) will be left to the 
reader. Let y, p l ,pz  satisfy the conditions of the proposition. Then, l (yp lz  ) = 
l(yp~z) = n - -  (2k --  l(z)). We represent ypl  z and yp2z in the form of (3.4): 
yp lz  = UlVtStr~t~wlz, yPaz = u2v2s~r2tzwzz , 
where ul,  u~, Vl, v2, sl, s2, r l ,  r2, t l ,  t2, Wl, w.2, z satisfy (3.5). Since I(pl) --  
l(pz) = i ~ 2k - -  t ~ 2 2~,-t - -  k, then by (3.6) and (3.9) the values of P(yptz )  and 
P(yp~z) do not depend on the Pl- and pa-parts of yp lz  and yp~z, respectively. The 
proposition is completely proved. 
We return now to the problem of estimating r i . By Proposition 2, if 0 ~ i ~ 2k - -  1, 
then for each x~(0,  1) ~-2k such that there exists an n-equivalent y ~ (0, 1) ~-2k-i 
relative to P(x)  (p(xR)), there may correspond a predicate R(z) for l(z) ~ 2k - -  i and 
some word of length i. 
The number of predicates, which may have different values only for words of length 
not more than 2k --  1, is easily seen to be not more than 2 2~k-i+t-1. 
Therefore, 
ri ~ 22~-~+~-1 " 2 i. 
It follows that the number of words from (0, 1)**-~e which are not pairwise n-equivalent 
relative to P(x) (P(xR)) to words from S is not less than 
2k--1 
I(0, l ) " -~  I - ~ r~ 
i=1 
and, therefore, 
2k--1 
~T(~)(n) > r, S ]  _~_ [(0, 1) n-2k [ - -  2 ri > 2n-2/c - -  2"- 'k+2 -F 2 "-2k - -  2k .  2 2~. 22'~, 
i=l 
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where T(x) equals either P(x)  or P(xR). 4 Since n = nk = 22k+~ + 2k - -  1, we have 
n - -  2k + 1 2 "v~+l, 2k + 1 = log(n - -  2k + 1). Finally, we obtain 
Cr(~)(nk) > Cr(~)(nk) ~ 2"k+2/nk for k ~ 0% 
where T(x) := P(x)  or P(xS). This completes the proof of our theorem. 
4. CONCLUSION 
We have effectively constructed the predicate P(x), such that P(x)  and p(XR)) have 
maximal possible complexity of n-recognit ion by finite automata nd thus is inde- 
pendent of the complexity of n-recognit ion of P(x)  on the end from which the word is 
read by finite automata. 
APPENDIX 
This  appendix is devoted to a proof of Lemma 1. First, we prove 
LEMMA A1. For any n = 2 k, k ~- 1, 2,..., a set G~ of n by n symmetric O-l-valued 
matrices of cardinality 2 ~*-k can be constructed such that every binary n-tuple occurs 
(necessarily uniquely) as a row of some matrix in G~ . 
Proof. Let n z 2 k. We define a set Se of words x = XoX 1 ... xn-a of length n as 
follows: 
xcS j~eachd ig i tx~,where0  ~m~k- -  1 ( i .e. ,x 1 ,x2 ,x4 ,xs  .... ), 
is equal to ~i~i  x i ,  where I consists of all numbers i, 0 ~ i ~ n - -  1, except for 2 ~ 
itself, whose binary representation contains a 1 in the (m -}- 1) position from the right. 
For example if n - -8  and m =0,  then x 1 =x  3@xSQxv;  i fm = 1, then x2 = 
x 3 @ x G @ XT; and finally, if m = 2, then x4 = x5 @ Xn @ x7. It can be shown that 
x = x I "" x~ e Sj~ iff 2 = s "" s  ~ Sk 9 We note here that Sk is the Hamming code [3]. 
EXAMPLE 1. S~: {0000, 0111, 1000, 1111}. 
By the definition of S~, the number  of different words in Sk equals 2 "-k. We define 
the set of matrices Gk {Dx}, where Dx is a matrix corresponding to x E Sk as follows: [,,] [10!] 
Dx . . . . . .  @ - @ x 2 x 2 @ O1 , (A1) 
Ixlx2 "'" x2~J 1 1 x~ x2~ O0 
where each matrix in (Al)  is an n by n matrix. 
4 If S is a set, then [ S [ is a cardinality of S. 
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EXAMPLE 2. 
G 2 =: 
,ooo l I-lllll [oooo] I-o,1,1I 
0100 I l l00/ 0011 /1011| 
OOLO|' |1010/' /0101/' / lm l /  " 
O001J I_1001J k0110J  k l l l0 J  
We prove that the set Ga: satisfies the conditions of the lemma. 
Consider D~ =: (a, j) the matrix corresponding to x E S k . I f  i ~ j', then a i i=  
xj @ x 1 @ x~. Therefore, D~ is symmetric. 
It was proved by Hamming [3] that for x, y e Sz~ and 1 ~ i, j <~ n if x r y or i ~- j ,  
then 
x@e~ / :y@e i ,  (A2) 
where ei = (0, 0 ..... O, 1,0,..., 0), the one appearing in the ith coordinate. Now, for 
x ,y  e $1. and 1 ~ i , j  ~ n, let a be the ith row of D~ and b be the j th  row of D~, i.e., 
a - -  x @ (:q ..... x l)  ~ (x i ..... xi) @ e i ,  
b : :y  .@ (y~ .... ,y~) @ (ya ..... ya) @ ej.  
We want to prove that if x ~ y or i :/- j ,  then a ,/: b. By definition, a - -  x ~ e i or 
a=g@e, .and  b :yOe jorb - - .9@,e~.  But xeSk i f f~ES~, ,  soa  =x '@ei ,  
where x' ~ S~. and y '  : = y or y '  = y. By (A2), we conclude that a if= b unless i = j and 
x ' :=y ' .F ina l ly ,  i f i - - j , x  ~/-y, andx '  =y ' , thenx= y, so 
a = ~ C= (,~'1 ..... ,"d + (x, ..... x3 + ~, - :, Q (y ,  ..... ya) @ (y ,  .... , y , )  (t) e, 
:=  x f~ (Yl . . . . .  Yx) @ (Y~ ..... Y;) @ e~ /: y @ (Yl ,..., Y~) @ (Y~ ..... y~) @ e i = b. 
Thus,  if x, 3' e S,: and x :/: y then D,, -~ Du and moreover, no row appears twice. 
From the above, . S k = ! Gk ' = 2,,- k. This completes the proof of Lemma A1. 
Since the number  of matrices in G~. equals 2" k, no row appears twice and each 
matrix contains n different words as its row, then the matrix set Gh. contains exactly 
2 ''-j' 9 n : 2" different words of length n as its rows. Therefore, for any word x e (0, 1) n 
there exists a unique matrix which contains this word as its row. 
From the symmetry of each matrix in Ge,  we can conclude that for any word 
x(0, 1)", a unique matrix exists such that it also contains this word as its column. 
The matrices of the set Gk will be numbered from l to 2 ek-l. We now define a 
Boolean functionFA of n : -- n k '-- k arguments as follows: 
F1,:(x,y, z)  - -  a~i , l(x) =: l(z) : -  k, l (y )  - -  T', 
57I/Iz/3-6 
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i = Ix  I q- 1, j = ]z [  q- 1, and ai~ is an e lement  of the matr ix  with the number  
Iy [+ l .  5 
EXAMPLE 3. Let  k = 2, n = 6; then  the tabulat ion below represents  the values 
for F2(x 1 , x2, Y t ,  Y2, zl , zz)- We claim that  F~ satisfies Lemma 1. 
0 0 1 1  zl 
xl xz yl y2 0 1 0 1  zz 
0 0 0 0 1 0 0 0  
0 0 0 1 1 1 1 1  
0 0 1 0 0 0 0 0  
0 0 1 1 0 1 1 1  
0 1 0 0 0 1 0 0  
0 1 0 1 1 1 0 0  
0 1 1 0 0 0 1 1  
0 1 1 1 1 0 1 1  
1 0 0 0 0 0 1 0  
1 0 0 1 1 0 1 0  
1 0 1 0 0 1 0 1  
1 0 1 1 1 1 0 1  
1 1 0 0 0 0 0 1  
1 1 0 1 1 0 0 1  
1 1 1 0 0 1 1 0  
1 1 1 1 1 1 1 0  
Let f ( z )  be a Boolean funct ion of k variables and let ~ be a 2k-digit word of its values. 
Then  there exists, by def init ion o fF~,  a un ique  matr ix  Dx,(Du, ) such that  ~ is its row 
.(column). Therefore,  there exists x(y)  such that  
F~(x, z) = f ( z )  and F(z, y) = f (z ) .  
Lemma 1 is now completely proved.  
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If y = Yl "'" yt-binary word, then ] y 1 is a number such that y is its binary representation. 
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