Context. To investigate the differences between positions, as determined by optical (direct imaging) and Very Long Baseline Interferometry (VLBI) techniques, of extragalactic sources listed in the second realization of the International Celestial Reference Frame (ICRF2). Aims. To verify the influence of the source's intrinsic structure on these differences. Methods. Instruments with mosaics of CCDs were used to acquire the optical positions presented here, leading us to opt for overlapping techniques to build a virtual, continuous CCD over the whole angular size of the respective fields of view, whose translation of the resulting intrumental positions into positions that are consistent with those in the ICRF2 was made with the help of the UCAC2. Results. The differences obtained between the optical and VLBI positions of the observed sources may reach more than 80 milliarcseconds and, taking into consideration that they are hardly explained only by statistical fluctuations or systematic errors in the optical reference frame used here, we argue that these differences can be related to the sources' X-band structure index (8.4 GHz). Conclusions. In this context, the presence of the intrinsic structure should be taken into consideration when comparing the optical and VLBI positions of ICRF2 sources in the future.
Introduction
Fixed (non-rotating) directions on the celestial sphere can be kinematically defined by the positions of very distant objects. Such a concept has been the basis of the fundamental celestial frames adopted by the International Astronomical Union (IAU) since 1998, starting with the first realization of the International Celestial Reference Frame (ICRF1; Ma et al. 1998) . The main conceptual difference between the ICRF1 and its predecessor, the Fifth Fundamental Catalogue (FK5; Fricke et al. 1988) , is that the first had the directions of its coordinate axes defined kinematically by the positions of very distant (and therefore fixed) objects whereas fixed directions in the latter were given by stellar positions and proper motions based on the mean equator and equinox of a reference epoch -J2000 (Feissel & Mignard 1998) .
The current IAU's fundamental celestial frame, effective as of 1st January 2010, is the second realization of the International Celestial Reference Frame (ICRF2; for a detailed description, see Fey et al. 2009 Interferometry (VLBI), but only the most accurate (< 0.4 milliarcseconds) positions of 295 sources, selected on the basis of positional stability and the lack of extensive intrinsic source structure, are effectively used to define the frame axes. The remaining 3119 sources have positions consistent with the defining ones and help to densify the frame. The ICRF2 is now the prime realization of the IAU's International Celestial Reference System (ICRS; Arias et al. 1995) .
In contrast with the advantage of being a natural choice to the kinematical definition of fixed directions, extragalactic sources may present spatially extended structures at radio wavelengths. In fact, the sources' intrinsic radio structure is one of the limiting factors in defining the celestial frame ) and may also be associated to differences between the orientation of the respective optical and radio frames (da Silva Neto et al. 2002) .
The instrinsic structure of the extragalactic sources may also present temporal evolution. Therefore, monitoring this evolution is of great importance to maintain and improve the frame. Information about the structure of sources in the ICRF2 can be found at the Radio Reference Frame Image Database 1 (RRFID) and the Bordeaux VLBI Image Database 2 (BVID). Along with the high resolution images available therein, of particular interest are the X-and S-band structure indices (8.4 and 2.3 GHz, respectively). This index quantifies the VLBI astrometric quality of the sources with integer numbers ranging from 1 (best case -most compact sources) to 4 (worst case -most extended sources). Details about the determination of these indices are found in Fey & Charlot (1997) and Fey & Charlot (2000) . Since the intrinsic structure may affect the alignment between the optical and radio frames, as mentioned above, the structure index is also of relevance when one thinks of the extragalactic frame as seen from optical wavelengths. At this point, it is just as well to say that this is the part of the spectrum most frequently used by astronomers to access the axes materialized by the ICRF2. It is also relevant to mention that the Gaia mission (Perryman et al. 2001; Mignard 2005a; Perryman 2005 ) is expected to bring the prime materialization of the celestial coordinate axes back to optical wavelengths and the best alignment of the future Gaia optical frame with the current radio one is of great importance. For some astrometric and reference frame topics related to Gaia, see Mignard (2002); Lindegren (2005) ; Mignard (2005b) ; Lindegren et al. (2008) ; Andrei et al. (2009); Bourda et al. (2008 Bourda et al. ( , 2010 Bourda et al. ( , 2011 . For a broader variety of topics related to Gaia, see also Turon et al. (2005) .
In this context, the determination of accurate optical positions of ICRF sources have been determined (see, for instance; Assafin et al. 2003; Camargo et al. 2005; Assafin et al. 2007; Aslan et al. 2010) and provided numbers about the alignment between the optical and radio frames. This work focuses on statistically significant optical to radio positional differences and aims at investigating them.
Here, we determine accurate optical positions of 22 sources listed in the ICRF2 with the SOAR Optical Imager (SOI; Schwarz et al. 2004 ), mounted at the 4.2 m aperture SOAR (SOuthern Astrophysical Research) telescope, and the Wide Field Imager (WFI; Baade et al. 1999 ) mounted at the ESO/MPG 2.2 m aperture telescope. We find that statistically significant optical to VLBI differences in position are most frequently associated to sources with large (3-4) X-band structure index. These significant differences may reach beyond 80 mas and are hardly explained only by systematic errors affecting the astrometric reference catalogue used here, the Second US Naval Observatory CCD Astrograph Catalog (UCAC2; Zacharias et al. 2004) , or by statistical fluctuations. These results not only agree with the conclusion of da Silva Neto et al. (2002) , where a smaller mean difference was found from their statistic study of a larger sample, but also tell that significant differences between the optical and VLBI positions of reference frame sources, associated to the presence of spatially extended structure, may be found on an individual basis. In Section 2, we present the targets and observational procedures. In Section 3, we describe the data reduction. The error budget can be found in Section 4. Discussion and conclusions are presented, respectively, in Sections 5 and 6.
Targets and observational procedures
The 22 extragalactic sources (see Table 1 ) observed in this work were selected according to their X-band structure index, as provided by the BVID, and to the presence of extended structure, as given by high angular resolution maps at the BVID and RRFID. The structure indices shown in Table 1 were selected by considering that the dates of the VLBI experiments should be the closest to those of the respective optical observations presented here (see also Tables 2 and 3 ). Magnitudes and visibility on the sky, so that they could be observed by two southern telescopes, were also taken into consideration. These telescopes were the SOAR (Cerro Pachón) and the ESO/MPG 2.2 m (La Silla), both in Chile. Imagers on both telescopes are mosaics of CCDs.
SOAR Optical Imager
The SOI is a mosaic of two 2k×4k CCDs separated by a gap of 7.8 ′′ along the largest dimension. This covers a total field of view of 5.3 ′ ×5.3 ′ with a scale of 0.077 ′′ per pixel. A linear atmospheric dispersion corrector actuated to deliver images with improved seeing. The filter used throughout the observations with SOI was a R Bessel (see Table 2 ).
Overlapping images were acquired in such a way to cover these gaps and, as a consequence, to allow for an optical materialization of the ICRF2 axes given by the largest number of UCAC2 stars available over the area covered by a given mosaic. To the SOI images, the overlap could be accomplished by a rotation of the imager, by pointing offsets, or by a combination of these two. These pointing offsets were, in some cases, applied in such a way to drive the telescope towards nearby reference stars.
Wide Field Imager
The WFI is a mosaic of 4×2 2k×4k CCDs. A gap of 14.3 ′′ along the right ascension axis separates the two rows of 4 CCDs, running along their shortest dimension. Three gaps of 22.9
′′ , perpendicular to the one mentioned above, separate the four rows of two CCDs, each gap running then along the CCD longest dimension. This mosaic covers a total field of view of 33 ′ × 33 ′ with a scale of 0.238 ′′ per pixel. Again, a red filter (ESO844) was used throughout the observations (see Table 2 ).
As in the case of SOI, overlapping images were acquired to cover the gaps. To the WFI, the overlapping procedure was the same to all acquisitions and consisted of two sets of dithered images. An offset, applied between these two sets, displaced the targets symetrically with respect to the optical axis of the imager. As a consequence, the targets were imaged in two different CCDs and close to the center of the mosaic.
Data reduction
In a first step, bias and flatfield corrections were applied to all images, from both telescopes, through IRAF 3 (Tody 1993) . In addition, a badpixel mask was applied to the WFI data only.
In a second step, astrometric and photometric measurements to all objects on the SOI and WFI images were obtained with software PRAIA (Assafin 2006) to each CCD, individually. A mask to correct for the field distortion pattern (FDP) was previously applied to the WFI observations only. The mask itself, as well as procedures and data used to build it, are all described in Assafin et al. (2010) . That paper is also based on WFI data and the respective observation dates are close to those shown here to this same imager. No FDP mask was used on the SOI images since no evidence was found to justify its use.
The UCAC3 (Zacharias et al. 2010 ) was released during the IAU General Assembly in Rio de Janeiro, Brazil, and is supposed to supersede the UCAC2. Our option for this latter as reference for astrometry, however, is based on the following three reasons: Roeser et al. (2010) reports problems in the proper motion system of the UCAC3; the UCAC2 was released in mid 2003 and since then has been widely used and analysed by a large number of works (up to date, more than 370 citations 4 ); the Note: all angular values are in mas. The structure indices were selected by considering that the dates of the VLBI experiments should be the closest to those of the respective optical observations presented here (see also Tables 2 and 3) . Column 1: source identification; columns 2 and 3: X-and S-band structure indices, respectively, as obtained from the BVID; column 4: object category (defining -Y (yes) or not defining -N (no)) indicating the object's presence in the ICRF2 defining source list (http://hpiers.obspm.fr/icrs-pc/); column 5: goodness of fit (gof) as given by Gontier et al. (2001) ; column 6: V magnitude; column 7: object type -BL Lac (B), Quasar (Q), and Galaxy (G); column 8: redshift; column 9: near infrared colour index J − K s as obtained from the 2MASS; column 10: imager name; columns 11 and 12 give the differences in the sense observed minus ICRF2 positions, to the sources whose IDs are listed in column 1; columns 13 and 14 give the values of σ I , as described in Section 4, to the sources whose IDs are listed in column 1; Columns 15 and 16 give the value of 3σ, as described in Section 4, to the sources whose IDs are listed in column 1. The notation α * indicates multiplication by cosδ. Magnitudes, object type, and redshifts were mostly taken from the "Information on radiosources" link at http address given above. The SIMBAD was queried in case of missing information on the redshifts. The concerned sources are: 0237−233, 1127−145, 1445−161, 2000−330, 2344+092. Regarding the magnitude, it should be noticed that these objects are variable.
observational data presented in Table 1 were almost all achieved and reduced before the release of the UCAC3.
Overlapping technique
Final positions to the targets listed in Table 1 were obtained by means of a global reduction procedure to combine all astrometric information from the individual CCDs associated to the observations of a given object with a given telescope. This procedure was discussed in details by many authors (Eichhorn 1960; Googe et al. 1970; Teixeira et al. 1992 Teixeira et al. , 1998 5 so that we will give only a brief description of the calculations made here.
The basic equation in right ascension (declination) to an individual CCD of a given mosaic is as follows:
5 The paper by Eichhorn (1960) is written in german and only the very enlightening english abstract is accessible to the author. However, in the context of the overlapping technique, this is an important reference and should not be omitted. where X is the object's abscissa on a given CCD, Y is the object's ordinate on a given CCD, a, b are constants to take rotation/shear into account on a given CCD, c is a constant offset for a given CCD, X R is the gnomonic projection of the object along the right ascension (declination). This coordinate is read from averaging the astrometric measurements given by the second step as mentioned in the beginning of Section 3, DX R is a correction applied to all X R , P X,Y is a polynomial to fit the residuals on a given CCD, r R residue.
In Eq. 1, the unknowns are a, b, c, DX R , and the coefficients of P X,Y . This polynomial is an incomplete second degree one, in the sense that it contains only the terms x 2 , xy, and y 2 . This choice was made after several tests involving polynomials up to the third degree.
The determination of the unknown parameters result from a Gauss-Seidel iteration, where unknowns a, b, and c are determined by setting DX R and the coefficients of P X,Y equal to zero in the first run of the iteration. In the second run, DX R is determined 1992) . It should be noticed that the term DX R is the responsible for interchanging information through a given mosaic, since this correction is obtained from averaging positional information from stars that may be found in different CCDs.
The presence of the terms c and DX R in Eq. 1 gives rise to a rank deficiency, so that the results delivered by the iterations described above are just a particular solution of the problem. Strictly speaking, this rank deficiency reflects an origin indetermination so that a simple translation of the whole instrumental system, as obtained from the iterations decribed above, suffices to provide a general solution. One way to determine this translation is to elect a privileged group of stars (UCAC2 ones, for instance) and force the sum of their respective final (global) corrections DX R to be equal to zero.
Instead of a simple translation, however, we opted for a higher order polynomial to serve as boundary condition to the iterative process described above and to consequently derive the results shown in Table 1 . This aimed at taking into account any remaining systematic trend of the residuals, for the reference stars, as a function of the position on the mosaic. In the case of the WFI, a complete third degree polynomial was employed.
In the case of the SOI, a complete first degree polynomial was employed. In both cases, the respective coefficients were determined from an iterative process that eliminated, at each iteration, the reference star with the largest arc length between the observed and catalogue positions. This star was selected among those whose absolute value of the "Observed minus Calculated" (O-C) either in right ascension or in declination was greater than 100 mas.
Error budget
The positional accuracy to each of the observed targets was determined by taking into account three sources of uncertainty on their astrometric measurements: the FDP, the precision of the target position on the detector system, and the accuracy of the astrometric reference catalogue (UCAC2) as an optical extension of the ICRF. If we call σ D the uncertainty from the FDP, σ I the internal precision of the target (that is, the precision with which the position is measured within the detector system), and σ E the accuracy that the optical reference catalogue materializes the coordinate axes of the ICRF, then the final uncertainty (at 1σ level) of the positions of the sources in Table 1 can be given by
These three quantities, σ D , σ I , and σ E , are evaluated next. Figure 1 shows the differences, in the sense O-C, in right ascension and declination for the reference stars as a function of the position on both imagers. Such differences indicate how well positions were corrected for the FDP. The results shown in this figure are typically smaller than 10 mas to the SOI and 5 mas to the WFI so that no systematic effects larger than these values, as a function of the position on a given imager, is to be expected. It is important to notice that the error bars in this figure are given by the standard deviation of the mean and the fact that these bars have similar sizes comes from the uniformly distributed number of used reference stars over the mosaics. In the case of the WFI, this feature would not be verified without an efficient FDP model. The value adopted to σ D is, to both imagers, 10 mas.
σ D

σ I
Since each source had its position measured multiple times (see Table 2 , last column), it is natural to obtain the internal precision of this position by means of Eq. 3
where, to a given source, N is the total number of frames that contributed to the measurement of both its equatorial coordinates, P j is one of its equatorial coordinates as measured from frame j, and P is the respective mean value of P j , j = 1 . . . N. The value of σ I (or internal precision) to the observed sources is given by Table 1 , columns 13 and 14, in right ascension and declination respectively.
σ E
The accuracy of the UCAC2 as an optical representation of the ICRF can be obtained directly from Zacharias et al. (2010) . From that paper, one finds that 20 mas is a good estimate of the systematic errors in the UCAC2 positions. Therefore, 20 mas is the adopted value of σ E to all observed targets.
Quantifying significant offsets
As a consequence, the confidence level, as given by columns 15 and 16 in Table 1 , is 3σ = 3 10 2 + σ 2 I + 20 2 .
We will say "significant offset" to those offsets either in right ascension or declination, as shown in columns 11 and 12 of Table 1 , whose absolute values are greater than the respective 3σ level values (Eq. 4) given by the last two columns of the same table.
The uncertainties of the VLBI positions, to the sources concerned here, are smaller than 1 mas so that they have negligible contribution to the error budget.
Further considerations on errors
The magnitudes of the reference stars used in this work are typically within the range 13.0 < R < 16.0. Figure 2 shows that systematic errors as a function of the magnitude are not expected to these stars. From Fig. 3 (four upper panels) , one notices that the internal precision within this same range of magnitude is about 10 mas to the astrometric measurements from the WFI and about 5 mas to those from the SOI. On the other hand, Table 2 shows (columns 9 and 10) that the standard deviation of the differences between the observed and catalogue positions for the UCAC2 stars is, on average, 41 mas and 39 mas to the right ascension and declination respectively. Taking into consideration that the observed positions of the reference stars present no systematic effects as a function of the magnitude, and that the FDP correction was properly made (Fig. 1) , it is possible to conclude that the observed positions of the reference stars are more precise than their catalogue counterparts at the date of the observations carried out here. This is reasonable when the error propagation from the proper motions on the UCAC2 positions is considered.
In this work, the SNR was imposed by the fact that the exposure time (see Table 2 ) should not saturate the UCAC2 stars as from R∼13.5 to neither of the telescopes. This constraint is reflected in Fig. 3 (four upper panels) , that shows the limiting best internal precision achieved by each imager as well as the magnitude from which this precision begins to degrade. This degradation is mostly a consequence of lower signal-to-noise ratios rather than effects on position due to undersampling. In fact, acquisition on a dither and/or offset basis of a number of images to both instruments make the resulting averaged (see Section 3) positions less affected by pixel phase effects (see, for instance, Zacharias et al. (2004) for a brief characterization of the problem). This is strengthened by the results shown by the four lower panels of Fig. 3 , from which no (or negligible) systematic effects on the observed positions as a function of the magnitude are expected.
Another source of systematic errors on positions is related to the differential chromatic refraction (DCR). Figure 4 tells about the DRC on the positions from the WFI and SOI. The results shown in this figure were derived from the second step described in Section 3 and point out to the fact that the final positions of the reference stars, as obtained from the overlapping technique, have no (or negligible) dependence on colour. Here, we used the J − K s colour index. These near infrared magnitudes are from the 2MASS (Skrutskie et al. 2006 ) and were directly obtained from the UCAC2. They are considerably more precise than the visible magnitudes obtained from our observations or from the observations made by UCAC2.
It should be pointed out that the reference stars are mostly main sequence objects and their average colour is different from that of the quasars (compare the range of colours shown in Fig. 4 to column 9 of Table 1 and also to the range of colours in Fig. 5) . Figure 5 plots the optical minus radio offsets in position of the observed sources as a function of the respective J − K s colour indices. In this case, however, each dot in the figure represents the offset of a single source (instead of a mean offset). It is important to notice that Fig. 5 points out no evidence of increasing or decreasing trend of the offset values as a function of the colour index as one would expect (see, for instance, Zacharias et al. 2004; Ducourant et al. 2006) . This feature agrees with the study presented by Stone (2002) and profited from the red filters used in the observations as well as the moderate zenith distances involved. In most cases, the observations were also performed not far from the local meridian (see Table 2 , columns 7 and 8).
Discussion
From Table 1 , one notices that four sources presented significant offsets. They are 0237−233, 0430+052, 0440−003, and 1997-01-10 3 2
Note: The information in columns from two to five were taken from the BVID. Columns are: source identification, experiment, experiment date, and X-and S-band structure indices, respectively. 0920−397. In Fig. 6 , the angular distance ( √ ∆α * 2 + ∆δ 2 ) between the respective optical and VLBI positions of the observed sources is given as a function of the X-band structure index, where ∆α * and ∆δ are given by columns 11 and 12 of Table 1 . These four sources are indicated with a circle in Fig. 6 . The other sources are indicated with a cross.
It should be noticed in Fig. 6 that the structure index 4 hosts the majority of the sources with significant offsets, as indicated by a circle.
We can set, from columns 15 and 16 in Table 1 , a conservative average threshold of 80 mas from which optical to radio offsets are considered to be significant in this work. This value is larger than the positional accuracy of 60 mas presented by Assafin et al. (2010) , from where candidate stars to be occulted by Pluto and its satellites were determined, also based on data obtained with the WFI and at dates close to those of the observations presented here. The analysis of the position of one of these candidates, as derived from a real occultation (Sicardy et al. 2011) , gives support to that value of 60 mas. This reinforces the fact that the levels of significance given by columns 15 and 16 in Table 1 are not overestimating the accuracy of the observed ICRF sources' positions. Assafin et al. (2003) report accurate optical positions of 172 ICRF sources using a preliminary version of the UCAC2 as astrometric reference. We selected, from that paper, all those sources with a significant optical minus radio positional offset with existing structure information in the BVID. By significant, we mean an offset whose absolute value in either right ascension or declination is greater than 3σ , where σ was defined in Section 4 making σ D equal to zero. Table 4 presents data about these sources. The structure indices to the sources shown in Table 4 are from the BVID and were selected by considering that the dates of the VLBI experiments should be the closest to those of the respective optical observations as given by Assafin et al. (2003) .
It is possible to see that 3 sources, out of the 7 shown in Table 4 , have X-band structure indices of 3 or 4.
These mean epochs range from 1999 to 2001. Source 1548+056 has a mean epoch of observation of 2000.20 and an X-band structure index of 2 in 1997 and of 3 in 2005. In this context, one could then argue that 4 (instead of 3) sources, out of the 7 shown in Table 4 , have X-band structure indices of 3 or 4.
Therefore, as far as those sources (Tables 1 and 4 ) with significant offsets are concerned, we can share the conclusions from ′ in the case of the WFI (left panels) and 1.8 ′ in the case of SOI (right panels). Each dot represents the mean of at least 100 points in the case of the WFI and 9 points in the case of the SOI. The error bars are standard deviations of the mean and are plotted 1σ above and below the corresponding dot. In these plots, the targets are always found on X=Y=0. Fig. 2 . Mean values of the differences in the sense O-C in right ascension and declination for the reference stars. Each dot represents the mean of at least 100 points in the case of the WFI (left panels) and 14 points in the case of the SOI (right panels). The error bars are standard deviations of the mean and are plotted 1σ above and below the corresponding dot. The difference between the magnitudes of the points associated to a given dot do not exceed one. The corresponding magnitude in the X-axis is the respective mean magnitude. Zacharias & Zacharias (2010) 6 : either a problem in the optical representation of the radio frame (case one) or a real offset between the optical and radio positions of the ICRF2 sources (case two). Fig. 3 . Mean values of the internal precision to all objects as a function of the magnitude (four upper panels) and mean values of the residuals from the iterative process (four lower panels), as described in Section 3, also as a function of the magnitude. Each dot represents the mean of at least 13000 points in the case of the WFI (left panels) and 190 points in the case of the SOI (right panels). The difference between the magnitudes of the points associated to a given dot do not exceed one. The corresponding magnitude in the X-axis is the respective mean magnitude.
Systematic errors in positions and proper motions in the Tycho-2 were studied with the help of common stars with the Hipparcos (Perryman & ESA 1997) in cells of 6 o ×6 o . Høg et al. (2000a) show that these systematic errors are below 1 mas and 0.5 mas/yr, for positions and proper motions respectively, on angular scales of 6 o × 6 o or more. It is interesting to mention here, however, that the field of view for the UCAC observations was of about 1 o × 1 o , much smaller than the areas used to check the Tycho-2 for systematic errors.
It is through catalogues like the UCAC2 that most of the astronomical community has access, in optical wavelengths, to the coordinate axes materialized by the ICRF. If it contains systematic errors, no matter the origin, this is clearly of great relevance.
For instance, they could mimic a physical effect where it, in fact, does not exist.
Second case
On the other hand, Fig. 6 shows that significant offsets are most frequently associated with sources that have large (3 and 4) X-band structure indices. This is reinforced by the gof values presented in Table 1 and would suggest a case of a real noncoincidence between the optical and radio centers of the concerned sources.
In fact, optical and radio positions may differ when the emission is not core dominated (Daigne et al. 2003) . Most of the radio flux emission is associated to non-thermal emission Note: All angular values are in mas. The structure indices are from the BVID and were selected by considering that the dates of the VLBI experiments should be the closest to those of the respective optical observations (∼ 2000 to the present table). All columns are explained in Table 1 . Columns from 9 to 12 were taken from table 4 given by Assafin et al. (2003) .
from jets, while the bulk of the optical emission is associated to the central engine 7 . This must imply on parsec scale separation between the two emitting regions. Adopting the Standard Model, this translates to a floor of sub mas angular distances (Feissel et al. 2000) . Accordingly, Kovalev et al. (2008) estimate an average shift between the radio and optical cores of 0.1 mas from theoretical assumptions on the optical emission. This value is two to three orders of magnitude smaller than the significant offsets shown in Table 1 and Table 4 . In this context, our results (and those of Table 4 , to some extent) are a relevant material to better understand the origin of optical emission in quasars.
The investigation of a larger number of sources would, undoubtfully, help to decide which case most contributes to the significant offsets found here. 
Considerations about the time dependence of the structure index
It is just as well to mention that the structure indices of the sources may change as a function of time and that not all sources were observed close to the dates when these indices were determined (see Tables 2 and 3) . Table 3 reports, as obtained from the BVID, data from the 3 most recent years of experiments (when available). It is possible to notice that the time variation of these indices, as far as the sources here studied are concerned, typically do not exceed one. This is often true also when we consider, when available to the same experiments, dates older than those from the 3 most recent years in the BVID. One clear exception is the source 0440−003. A. Collioud (2011, personnal comm.) determined the continuous X-band structure index (Bourda et al. 2011) to this source and found the value of 1.83 to the experiment of 1995. This indicates, therefore, a variation from about 2 to 4 which is less pronounced than that of 1 to 4. In general, it is then reasonable to assume that the results pointed out by Fig. 6 remain the same although observation dates are not always close to those of the respective VLBI experiments. Table 1 (both imagers) as a function of their J − K s colour index (column 9 of the same table). The error bars are given by the two last columns of Table 1 . To the sources 0743−673 and 0754+100 only the results from the WFI are considered.
Comments on individual sources
Source 0743−673 has its position given by both SOAR and ESO/MPG telescopes, where a difference of 43 mas and 30 mas is seen, respectively, between the right ascension and declination as determined from both instruments. It should also be noticed that the number of reference stars used to obtain the final position of this source from the ESO/MPG is 380, whereas only 8 were used to obtain the final position from the SOAR. It is just as well to remember that the area on the sky covered by the WFI is about 30 times that of the SOI. In this context, a possible important contribution for the above difference comes from the materialization of the celestial frame as given by two different sets of reference stars, the smallest one giving rise to statistical fluctuations. Source 0754+100 was also observed by both telescopes. In this case, one can find differences of 46 mas and 22 mas, respectively, between the right ascension and declination as determined from both instruments. The number of reference stars used to obtain the source's position from the WFI (408) and that to obtain the source's position from the SOI (9) leads to the same rationale presented to 0743−673 to explain the differences. It is also noticed that, from the observations of 0754+100 made with SOI only, this source should appear in Fig. 6 as a circle. The results from the WFI, however, come from a much larger number of reference stars spread on a larger area of the sky. Therefore , the offsets and respective significance levels obtained from this last imager were preferred.
To both sources (0743−673 and 0754+100), the values of ∆α * and ∆δ as obtained from the positions given by the SOAR Fig. 6 . Angular distance (see Section 5) between the VLBI positions and the respective optical ones determined here as a function of the X-band structure index. Circles: sources to which at least one of the offsets, ∆α * or ∆δ (Table 1 , columns 11 and 12), were significant (Table 1 , columns 15 and 16 and Section 4). Crosses are given otherwise. and the ESO/MPG telescopes are within their respective uncertainties at the 1σ level.
A well known strategy in astrometry, aiming at avoiding systematic errors in the determination of positions of celestial bodies, is to observe (and link) objects separated by large angles on the sky. This is not, by far, the case for any of the two imagers considered in this work. It is reasonable, at least, to expect that the larger the number of reference stars on the image the better the celestial frame can be represented. A large number of reference stars was always available on the WFI frames which is not verified in the case of the SOI. This fact was not taken into consideration when determining the significant thresholds (last two columns of Table 1 ) to the offsets of each source. The offsets obtained to sources 0743−673 and 0754+100, as given by the SOI and the WFI, give a rough indication of how different results can be. In any case, as mentioned above, these differences are within the uncertainties at the 1σ level.
band structure indices. In this context, the results presented here would be of interest in studying the origin of optical emission in quasars.
Whatever the case, the consequences are of importance. It is through catalogues like the UCAC2 that most of the astronomical community has access, in optical wavelengths, to the coordinate axes materialized by the ICRF. The existence of systematic errors may lead, for instance, to erroneous conclusions about the physics of a given object. On the other hand, assuming that the significant offsets found here are definitely correlated to the Xband structure index then the relation between optical and radio frames in the future must consider spatially extended structure effects.
A larger number of accurate optical positions of reference frame sources would greatly help to tell from which case the results presented here come from.
