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pdes via non-central extensions generated by non-triivial exotic 2-cocycles
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1. Introduction
Lax representations, also known as zero-curvature representations, Wahl-
quist–Estabrook prolongation structures, inverse scattering transformations,
or differential coverings [20, 21], are a key feature of integrable partial differ-
ential equations (pdes). A number of important techniques for studying in-
tegrable pdes such as Ba¨cklund transformations, Darboux transformations,
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recursion operators, nonlocal symmetries, and nonlocal conservation laws,
are based on Lax representations. Lax representations with non-removable
(spectral) parameter are of special interest in the theory of integrable pdes,
see, e.g., [1, 12, 13, 41]. The challenging unsolved problem in this theory
is to find conditions that are formulated in inherent terms of a pde under
study and ensure existence of a Lax representation. Recently, an approach
to this problem has been proposed in [34, 35], where it was shown that for
some pdes their Lax representations can be inferred from the second exotic
cohomology group of the contact symmetry algebras of the pdes.
The present paper provides an important supplement to the technique of
[34, 35]. Namely, we show that Lax representations with non-removable para-
meters arise naturally from non-central extensions of the symmetry algebras
generated by nontrivial second exotic cohomology groups. We consider here
four equations: the hyper-CR equation for Einstein–Weyl structures [23, 28,
39, 15]
uyy = utx + uy uxx − ux uxy, (1)
the reduced quasi-classical self-dual Yang–Mills equation [17]
uyz = utx + uy uxx − ux uxy, (2)
the four-dimensional equation
uzz = utx + uzuxy − uxuyz, (3)
introduced in [7], and the four-dimensional Mart´ınez Alonso–Shabat equation
[27]
uty = uz uxy − uy uxz. (4)
Equations (2) and (4) are related by a Ba¨cklund transformation, [22], while
their contact symmetry algebras are not isomorphic. Furthermore, they are
symmetry reductions of the quasi-classical self-dual Yang–Mills equation [24,
25, 2, 7]
uyz = utx + ux uzs − uz uxs. (5)
The 3-dimensional reduction of equation (3) defined by substitution for
ut = 0 produces the universal hierarchy equation [26, 27]
uzz = uzuxy − uxuyz, (6)
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therefore we refer equation (3) to as the four-dimensional universal hierarchy
equation.
The Lax representations with non-removable parameters λ for equations
(1) — (4) are defined by systems{
vt = (λ
2 − λ ux − uy) vx,
vy = (λ− ux) vx,
(7)
{
vt = λ vy − uy vx,
vz = (λ− ux) vx,
(8)
{
vt = λ
2 vx − (λ ux + uz) vy,
vz = λ vx − ux vy,
(9)
and {
vy = λ uy vx,
vz = λ (uz vx − vt),
. (10)
These systems were found in [28, 39, 15], [17], [40], and [33], respectively.
The following structure distinguishes the contact symmetry algebras for
equations (1) — (4): these Lie algebras are semi-direct products g∞ ⋊ g⋄
of an infinite-dimensional ideal g∞ and a non-Abelian finite-dimensional Lie
algebra g⋄. The second exotic cohomology groups of the finite-dimensional
subalgebras g⋄ turn out to be nontrivial for all the equations, and the corre-
sponding nontrivial 2-cocycles produce non-central extensions of their sym-
metry algebras g∞ ⋊ g⋄. We show that certain linear combinations of the
Maurer–Cartan forms of the extensions define the Lax representations (7),
(8), and (10), while the Lax representation (9) can be revealed via the same
procedure applied twice.
The infinite-dimensional ideals g∞ of the symmetry algebras for the equa-
tions under consideration admit series of natural extensions ĝ∞ that preserve
the actions of the finite-dimensional Lie algebras g⋄ as well as the nontrivial
2-cocycles from the second exotic cohomology groups of g⋄. The nontriv-
ial 2-cocycles generate non-central extensions of the Lie algebras ĝ∞ ⋊ g⋄.
The Maurer–Cartan forms of the extensions provide Lax representations for
integrable hierarchies associated with equations (1) — (4). Thus we show
that the integrable hierachies are invariantly and intrinsically related to the
equations under the study.
3
2. Preliminaries
All considerations in this paper are local. All functions are assumed to
be real-analytic.
2.1. Symmetries and differential coverings
The presentation in this subsection closely follows [18, 19], see also [20,
21, 42]. Let π:Rn × Rm → Rn, π: (x1, . . . , xn, u1, . . . , um) 7→ (x1, . . . , xn), be
a trivial bundle, and J∞(π) be the bundle of its jets of the infinite order. The
local coordinates on J∞(π) are (xi, uα, uαI ), where I = (i1, . . . , in) are multi-
indices, and for every local section f :Rn → Rn ×Rm of π the corresponding
infinite jet j∞(f) is a section j∞(f):R
n → J∞(π) such that uαI (j∞(f)) =
∂#Ifα
∂xI
=
∂i1+...+infα
(∂x1)i1 . . . (∂xn)in
. We put uα = uα(0,...,0). Also, we will simplify
notation in the following way, e.g., in the case of n = 4, m = 1: we denote
x1 = t, x2 = x, x3 = y, x4 = z and u1(i,j,k,l) = ut...tx...xy...yz...z with i times t, j
times x, k times y, and l times z.
The vector fields
Dxk =
∂
∂xk
+
∑
#I≥0
m∑
α=1
uαI+1k
∂
∂uαI
, k ∈ {1, . . . , n},
(i1, . . . , ik, . . . , in) + 1k = (i1, . . . , ik + 1, . . . , in), are called total derivatives.
They commute everywhere on J∞(π): [Dxi, Dxj ] = 0.
The evolutionary vector field associated to an arbitrary vector-valued
smooth function ϕ: J∞(π)→ Rm is the vector field
Eϕ =
∑
#I≥0
m∑
α=1
DI(ϕ
α)
∂
∂uαI
with DI = D(i1,... in) = D
i1
x1
◦ . . . ◦Dinxn.
A system of pdes Fr(x
i, uαI ) = 0 of the order s ≥ 1 with #I ≤ s,
r ∈ {1, . . . , R} for some R ≥ 1, defines the submanifold E = {(xi, uαI ) ∈
J∞(π) | DK(Fr(x
i, uαI )) = 0, #K ≥ 0} in J
∞(π).
A function ϕ: J∞(π) → Rm is called a (generator of an infinitesimal)
symmetry of equation E when Eϕ(F ) = 0 on E. The symmetry ϕ is a solution
to the defining system
ℓE(ϕ) = 0, (11)
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where ℓE = ℓF |E with the matrix differential operator
ℓF =
(∑
#I≥0
∂Fr
∂uαI
DI
)
.
The symmetry algebra Sym(E) of equation E is the linear space of solutions to
(11) endowed with the structure of a Lie algebra over R by the Jacobi bracket
{ϕ, ψ} = Eϕ(ψ)−Eψ(ϕ). The algebra of contact symmetries Sym0(E) is the
Lie subalgebra of Sym(E) defined as Sym(E) ∩ J1(π).
Consider W = R∞ with coordinates ws, s ∈ N0. Locally, an (infinite-
dimensional) differential covering of E is a trivial bundle τ : J∞(π) ×W →
J∞(π) equipped with extended total derivatives
D˜xk = Dxk +
∞∑
s=0
T sk (x
i, uαI , w
j)
∂
∂ws
such that [D˜xi, D˜xj ] = 0 for all i 6= j whenever (x
i, uαI ) ∈ E. Define the
partial derivatives of ws by ws
xk
= D˜xk(w
s). This yields the system of covering
equations
wsxk = T
s
k (x
i, uαI , w
j) (12)
that is compatible whenever (xi, uαI ) ∈ E.
Dually, the covering is defined by the Wahlquist–Estabrook forms
dws −
m∑
k=1
T sk (x
i, uαI , w
j) dxk (13)
as follows: when ws and uα are considered to be functions of x1, ... , xn,
forms (13) are equal to zero whenever system (12) holds.
2.2. Exotic cohomology of Lie algebras
For a Lie algebra g over R, its representation ρ: g → End(V ), and k ≥ 1
let Ck(g, V ) = Hom(Λk(g), V ) be the space of all k–linear skew-symmetric
mappings from g to V . Then the Chevalley–Eilenberg differential complex
V = C0(g, V )
d
−→ C1(g, V )
d
−→ . . .
d
−→ Ck(g, V )
d
−→ Ck+1(g, V )
d
−→ . . .
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is generated by the differential d: θ 7→ dθ such that
dθ(X1, ..., Xk+1) =
k+1∑
q=1
(−1)q+1ρ(Xq) (θ(X1, ..., Xˆq, ..., Xk+1))
+
∑
1≤p<q≤k+1
(−1)p+q+1θ([Xp, Xq], X1, ..., Xˆp, ..., Xˆq, ..., Xk+1).
The cohomology groups of the complex (C∗(g, V ), d) are referred to as the
cohomology groups of the Lie algebra g with coefficients in the representation
ρ. For the trivial representation ρ0: g → R, ρ0:X 7→ 0, the cohomology
groups are denoted by H∗(g).
Consider a Lie algebra g over R with non-trivial first cohomology group
H1(g) and take a closed 1-form α on g such that [α] 6= 0. Then for any c ∈ R
define new differential dcα:C
k(g,R)→ Ck+1(g,R) by the formula
dcαθ = dθ − c α ∧ θ.
From dα = 0 it follows that d2cα = 0. The cohomology groups of the complex
C1(g,R)
dcα−→ . . .
dcα−→ Ck(g,R)
dcα−→ Ck+1(g,R)
dcα−→ . . .
are referred to as the exotic cohomology groups [36, 37] of g and denoted by
H∗cα(g).
3. Hyper-CR equation
3.1. Contact symmetries
Denote by E1 the hyper-CR equation (1). Direct computations
1 show
that the Lie algebra Sym0(E1) is generated by functions
W0(A) = −Aut −
(
xA′ + 1
2
y2A′′
)
ux − y A
′ uy + uA
′ + x y A′′ + 1
6
y3A′′′,
W1(A) = −y A
′ ux − Auy + xA
′ + 1
2
y2A′′,
W2(A) = −Aux + y A
′,
1We carried out computations of generators of contact symmetries and their commu-
tator tables in the Jets software [5].
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W3(A) = A,
X0 = −2 xux − y uy + 3 u,
X1 = −y ux + 2 x
where A = A(t) and B = B(t) below are arbitrary functions of t. The
commutators of the generators are given by equations
{Wi(A),Wj(B)} = Wi+j(AB
′ −BA′),
{Xi,Wk(A)} = −kWk+i(A),
{X0, X1} = −X1,
(14)
where Wk(A) = 0 for k > 3. From equations (14) it follows that the contact
symmetry algebra of E1 is the semi-direct product Sym0(E1) = p4,∞ ⋊ p⋄ of
the two-dimensional non-Abelian Lie algebra p⋄ = 〈X0, X1〉 and the infinite-
dimensional ideal p4,∞ = 〈Wk(A) | 0 ≤ k ≤ 3〉. The ideal, in its turn, is iso-
morphic to the tensor product R3[h0]⊗w[t] of the four-dimensional commu-
tative associative algebra of truncated polynomials R3[h0] = R[h0]/(h
4
0 = 0)
and the Lie algebra w[t] = 〈 ti∂t | i ∈ N0 〉.
Consider the basis of Sym0(E1) given by generators X0, X1, and
1
i!
Wk(t
i)
with i ∈ N0, k ∈ {0, . . . , 3}. Define the Maurer–Cartan forms α0, α1, θk,i
for Sym0(E1) as the dual forms to this basis: αm(Xj) = δij , αm(Wk(t
i)) = 0,
θk,i(Xj) = 0, θk,i(Wk′(t
i′)) = i! δkk′δii′ . Put
Θ =
3∑
k=0
∞∑
m=0
hk0h
m
1
m!
θk,m, (15)
where h0 and h1 are formal parameters such that dhi = 0 and h
k
0 = 0
when k > 3. Denote by ∇0 the derivative with respect to h0 in R3[h0] and
put ∇1 = ∂h1. Then the commutator table (14) gives the Maurer–Cartan
structure equations
dα0 = 0,
dα1 = α0 ∧ α1,
dΘ = ∇1(Θ) ∧Θ+ (h0 α0 + h
2
0 α1) ∧ ∇0(Θ)
(16)
of Sym0(E1).
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Remark. The last equation in system (16) is actually a short form of an
infinite system that includes four series of equations for θ0,i, ... , θ3,i. For
example, the first equations from each series are given as follows:
dθ0,0 = θ0,1 ∧ θ0,0,
dθ1,0 = (α0 + θ0,1) ∧ θ1,0 + θ1,1 ∧ θ0,0,
dθ2,0 = (2α0 + θ0,1) ∧ θ2,0 + (α1 + θ1,1) ∧ θ1,0 + θ2,1 ∧ θ0,0,
dθ3,0 = (3α0 + θ0,1) ∧ θ3,0 + (2α1 + θ1,1) ∧ θ2,0 + θ2,1 ∧ θ1,0
+θ3,1 ∧ θ0,0.
(17)
Equations for all the other forms θk,i can be obtained from equations (17)
by the procedure of normal prolongation, [8, 11]. For the purposes of the
present paper we need explicit expressions for the first forms θk,0 of each
series only. To shorten the notation we will write θk instead of θk,0 in this
section or instead of θk,0,0 in the next sections. ⋄
3.2. Second exotic cohomology group and non-central extension
From the structure equations (16) we have
Proposition 1. H1(Sym0(E1)) = 〈[α0]〉 = 〈α0〉 and
H2c α0(p⋄) =
{
〈[α0 ∧ α1]〉, c = 1,
{[0]}, c 6= 1.
Furthermore, H2α0(p⋄) ⊆ H
2
α0
(Sym0(E1)). Hence the nontrivial 2-cocycle α0∧
α1 of the differential dα0 defines a non-central extension p̂⋄ of the Lie algebra
p⋄ and thus a non-central extension p4,∞⋊p̂⋄ of the Lie algbera Sym0(E1). The
additional Maurer–Cartan form σ for the extended Lie algebra is a solution
to dα0σ = α0 ∧ α1, that is, to equation
dσ = α0 ∧ σ + α0 ∧ α1. (18)
This equation is compatible with the structure equations (16) of the Lie alge-
bra Sym0(E1). 
3.3. Maurer–Cartan forms and Lax representation
We can compute the Maurer–Cartan forms αi, θk, and σ via two ap-
proaches. The first one is to integrate equations (16), (18) step by step.
Each integration gives certain number of new coordinates (the ‘integration
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constants’) to express the new form, while it is not clear how these coordi-
nates are related to the coordinates of E1. For example, from the first two
equations of system (16) and equation (18) we obtain
α0 = dq, α1 = −e
q ds, σ = eq (dv − q ds),
where q, s, and v are free parameters2. The second approach to computing
the Maurer–Cartan forms is to use Cartan’s method of equivalence, [8, 9, 10,
11, 38, 16], see details and examples of applying the method to symmetries of
pdes in [29, 30]. For the symmetry algebra of equation (1) the combination
of both techniques shows that
(i) θ0 is a multiple of dt, θ1 belongs to the algebraic ideal of 1-forms gen-
erated by dy, dt, θ2 belongs to the ideal generated by dx, dy, dt;
(ii) θ3 is a multiple of the contact form du− ut dt− ux dx− uy dy.
Using (i) we have θ0 = r dt, θ1 = e
q r (dy+p1 dt), θ2 = e
2q r (dx+(p1−s) dy+
p2 dt), with new parameters r 6= 0, p1, p2, while (ii) then gives p1 = −ux+2 s,
p2 = −uy − s ux + s
2, and
θ3 = e
3q r (du− ut dt− ux dx− uy dy). (19)
Consider the linear combination
σ − θ2 = e
q
(
dv − q ds− eq r
(
dx+ (s2 − s ux − uy) dt+ (s− ux) dy
))
and assume that u and v are functions of t, x, y. Then σ−θ2 = 0 implies q =
vs, r = vx exp(−vs). After this change of notation we obtain the Wahlquist–
Estabrook form
σ − θ2 = e
vs
(
dv − vs ds− vx (dx+ (s
2 − s ux − uy) dt+ (s− ux) dy)
)
of the Lax representation{
vt = (s
2 − s ux − uy) vx,
vy = (s− ux) vx.
This system differs from (7) by notation.
2we put α1 = −e
q
ds instead of the natural choice α1 = e
q
ds to simplify the computa-
tions below.
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3.4. Integrable hierarchy associated to hyper-CR equation
The Lie algebra p4 = p4,∞ ⋊ p⋄ admits a sequence of natural extensions
pn+1 = pn+1,∞ ⋊ p⋄, n ≥ 4, where pn+1,∞ = Rn[h0] ⊗ w[t] and Rn[h0] =
R[h0]/(h
n+1
0 = 0). These extensions are defined by the structure equations
of the same form (16), where now we put
Θ =
n∑
k=0
∞∑
m=0
hk0 h
m
1
m!
θk,m, (20)
instead of (15) and assume hk0 = 0 for k > n. The finite-dimensional part p⋄
in all the algebras pn+1 is the same, and for each n ≥ 4 we have H
2
α0
(p⋄) ⊆
H2α0(pn+1). Hence the nontrivial 2-cocycle α0 ∧ α1 of the differential dα0
defines a non-central extension p̂n+1 = pn+1,∞ ⋊ p̂⋄ of the Lie algebra pn+1.
The structure equations for p̂n+1 are given by (16), (20), and (18).
For a fixed n ≥ 4 we can find forms θk with 0 ≤ k ≤ n by integration
of the structure equations of pn+1. In the next subsections we give examples
of such computations. There we alter notation as follows: t 7→ t0, y 7→ t1,
x 7→ t2.
3.4.1. Case n = 4.
While the 1-forms α0, α1, σ, θ0, and θ1 are the same as in section 3.3,
instead of (19) we have now
θ3 = e
3q r
(
dt3 + (p1 − 2 s) dt2 + (p2 − s p1 + s
2) dt1 + p3 dt0
)
.
Next integration gives
θ4 = e
4q r (dt4 + (p1 − 3 s) dt3 + (p2 − 2 s p1 + 3 s
2) dt2
+(p3 − s p2 + s
2 p1 − s
3) dt1 + p4 dt0).
We enforce θ4 to be the contact form q
4 r (du −
3∑
i=0
uti dti), that is, we put
t4 = u, p1 = −ut3+3 s, p2 = −ut2−2 s ut3+3 s
2, p3 = −ut1−s ut2+s
2 ut3+s
3,
p4 = −ut0 . Then we consider the linear combination
σ − θ3 = e
q (dv − q ds− e2q r (dt3 + (s− ut3) dt2 + (s
2 − s ut3 − ut2) dt1
+(s3 − s2 ut3 − s
2 ut2 − ut1) dt0).
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Substituting for q = vs, r = vt3 e
−vs yields
σ − θ0 = e
vs (dv − vs ds− vt3 (dt3 + (s− ut3) dt2 + (s
2 − s ut3 − ut2) dt1
+(s3 − s2 ut3 − s
2 ut2 − ut1) dt0). (21)
We consider u as a function of t0, ..., t3 and v as a function of t0, ..., t3,
s. Then equation (21) defines the Wahlquist–Estabrook form for the Lax
representation
vt2 = (s− ut3) vt3 ,
vt1 = (s
2 − s ut3 − ut2) vt3 ,
vt0 = (s
3 − s2 ut3 − s
2 ut2 − ut1) vt3
of a system of pdes.
To make the structures of this Lax representation and of the defined
system more tractable we alter notation by substituting ti 7→ x3−i for i ∈
{0, . . . , 3}. The obtained system
vx1 = (s− ux0) vx0,
vx2 = (s
2 − s ux0 − ux1) vx0,
vx3 = (s
3 − s2 ux0 − s
2 ux1 − ux2) vx0
is compatible whenever there holds
ux1x1 = ux0x2 + ux1 ux0x0 − ux0 ux0x1, (22)
ux1x2 = ux0x3 + ux2 ux0x0 − ux0 ux0x2, (23)
ux1x3 = ux2x2 + ux1 ux0x2 − ux2 ux0x1. (24)
Equations (22), (23), (24) differ from equations (1), (2), (3), respectively, by
notation.
3.4.2. Case n > 4.
For the Lie algebra p̂n+1 with fixed n > 4 the results of computations are
the following. Put p0 = 1 and for i ≥ 0, j ∈ {0, . . . , i} define polynomials
Pij = Pij(s) of variable s by the formula
Pij =
j∑
k=0
(−1)k
(
i− j + k − 1
k
)
pj−k s
k. (25)
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Coefficients of Pij depend on parameters p1, ..., pj. Then we have expressions
θk = e
kq r
k∑
j=0
Pkj dtk−j
for forms θk with k ∈ {0, . . . , n}. We put tn = u, solve the triangular linear
system of equations
Pn,n−i = −uti , i ∈ {0, . . . , n− 1}
with respect to unknowns p1, p2, ... , pn, and then alter notation by substi-
tuting ti = xn−i for i ∈ {0, . . . , n− 1}. This yields
θn = e
nqr
(
du−
n−1∑
i=0
uxidxi
)
.
Then we consider the linear combination σ − θn−1 and put q = vs, r =
vx0 e
(1−n) vs . This produces the Wahlquist–Estabrook form
σ − θn−1 = e
vs
(
dv − vs ds− vx0 dx0 −
n−1∑
i=1
(
si −
i−1∑
j=0
si−j−1 uxj
)
vx0 dxi
)
for the Lax representation
vx1 = (s− ux0) vx0,
vx2 = (s
2 − s ux0 − ux1) vx0,
. . .
vxi =
(
si −
i−1∑
j=0
si−j−1 uxj
)
vx0 ,
. . .
vxn−1 =
(
sn−1 − sn−2 ux0 − s
n−3 ux1 − . . .− s uxn−3 − uxn−2
)
vx0 .
(26)
Denote by Hn−1 the compatibility conditions for system (26). Then H2 is
given by the single equation (22), this equation supplemented by equations
(23), (24) defines H3, system H4 consists of equations fromH3 supplemented
by equations
ux0x4 = ux2x2 + ux0 ux0x3 − ux3 ux0x0 + ux1 ux0x2 − ux2 ux0x1 ,
ux1x4 = ux2x3 + ux0 ux0x3 − ux3 ux0x1,
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ux2x4 = ux3x3 + ux2 ux0x3 − ux3 ux0x2,
etc., systemHn−1 consists of equations fromHn−2 supplemented by equations
uxi−1xn = uxixn−1 + ux0ux0xn−1 − uxn−1ux0xi−1 , i ∈ {1, . . . , n− 2},
where uxixn−1 are replaced by the right-hand sides of the equations from
Hn−2. The Lax representations (26) and systems Hn were introduced in
[15], see also [39, 7].
4. Reduced quasi-classical self-dual Yang–Mills equation
Equation (2) differs by notation from equation (34) in the hierarchies
Hm with m ≥ 3. While the symmetry algebra Sym0(E2) of equation (2) has
more complicated structure than Sym0(E1), we show that the Lax represen-
tation (8) as well as the integrable hierarchy associated to (2) can be inferred
from the Maurer–Cartan forms of the non-central extension generated by the
nontrivial exotic 2-cocycle of Sym0(E2).
4.1. Contact symmetries
The Lie algebra Sym0(E2) admits generators
W0(A) = −(Az x+ At y) ux − Auz + Az u+
1
2
Azz x
2 + Atz x y,+
1
2
Att y
2,
W1(A) = −Aux + Az x+ At y,
W2(A) = A,
X = −xux − y uy + 2 u,
Y0 = −ut,
Y1 = −t ut +
1
2
(xux − y uy)− u,
Y2 = −
1
2
(t2 ut + t x ux − t y uy − x y)− t u,
Z0 = −uy,
Z1 = −t uy − x,
where A = A(t, z) are arbitrary functions. The commutator table of Sym0(E2)
is given by equations
[Wi(A),Wj(B)] =
{
Wi+j(ABz − BAz), i+ j ≤ 2
0, i+ j > 2,
[X,Wk(A)] = −kWk(A),
13
[Y0,Wk(A)] = Wk(At),
[Y1,Wk(A)] = Wk(t At +
1
2
k A),
[Y2,Wk(A)] =
1
2
Wk(t
2At + k tA),
[Z0,Wk(A)] =
{
Wk+1(At), k ≤ 1
0, k = 2
[Z1,Wk(A)] =
{
Wk+1(t At + k A), k ≤ 1
0, k = 2
[X, Ym] = 0, [X,Zm] = −Zm, [Z0, Z1] = 0,
[Y0, Y1] = Y0, [Y0, Y2] = Y1, [Y1, Y2] = Y2,
[Y0, Z0] = 0, [Y1, Z0] = −
1
2
Z0, [Y2, Z0] = −
1
2
Z1,
[Y0, Z1] = Z0, [Y1, Z1] =
1
2
Z1, [Y2, Z1] = 0.
From this table it follows that Sym0(E2) is the semi-direct product q3 =
q3,∞⋊ q⋄ of the finite-dimensional Lie algebra q⋄ generated by X , Yi, Zj and
the infinite-dimensional ideal q3,∞ generated by W0(A), W1(A), W2(A). We
have q⋄ = a ⋉ (sl2(R) ⋉ v), where a = 〈X〉 is one-dimensional Lie algebra,
sl2(R) = 〈Y0, Y1, Y2〉, and v = 〈Z0, Z1〉 is two-dimensional Abelian Lie alge-
bra, while q3,∞ is isomorphic to the tensor product R2[h0]⊗w[t, z], where we
denote w[t, z] = 〈 tizj∂z | i, j ∈ N0 〉.
4.2. Maurer–Cartan forms and the second exotic cohomology group
Consider the Maurer–Cartan forms α, βi, i ∈ {0, 1, 2}, γl, l ∈ {0, 1},
θk,i,j, k ∈ {0, 1, 2}, i, j ∈ N0, of the Lie algebra q3 that are dual to the basis
X , Yi, Zl,
1
i!
1
j!
Wk(t
izj), in other words, take 1-forms such that there hold
α(X) = 1, βi(Yi′) = δii′ , γl(Zl′) = δll′ , θk,i,j(Wk′(t
i′zj
′
)) = i! j! δkk′ δii′ δjj′,
while all the other values of these 1-forms on the elements of the basis are
equal to zero. Denote
B = β0 + h1 β1 +
1
2
h21β2, Γ = γ0 + h1 γ1,
and consider the formal series of 1-forms
Θ =
2∑
k=0
∞∑
i=0
∞∑
j=0
hk0h
i
1h
j
2
i!j!
θk,i,j, (27)
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Then the commutator table for the generators of q3 yields the structure
equations
dα = 0,
dB = ∇1(B) ∧ B,
dΓ = α ∧ Γ +∇1(Γ) ∧ B +
1
2
∇1(B) ∧ Γ,
dΘ = ∇2(Θ) ∧Θ + h0∇0(Θ) ∧
(
1
2
∇1(B) + h0∇1(Γ)− α
)
+∇1(Θ) ∧ (B + h0 Γ).
(28)
This system implies the following statement.
Proposition 2. H1(q3) = 〈α 〉,
H2c α(q⋄) =
{
〈 [γ0 ∧ γ1] 〉, c = 2,
{[0]}, c 6= 2,
and H22α(q⋄) ⊆ H
2
2α(q3). Equation
dσ = 2α ∧ σ + γ0 ∧ γ1 (29)
with unknown 1-form σ is compatible with the structure equations (28). Sys-
tem (28), (29) defines the structure equations for a non-central extension q̂3
of the Lie algebra q3.

4.3. Lax representation of rqsdYM
Integration of the structure equations (28), (29) gives consequently
α =
da0
a0
, β0 = a
2
1 dt, β1 = 2
da1
a1
+ a2 dt, β2 =
1
a21
(
da2 +
a22
2
dt
)
,
γ0 = a0 a1 (dy + s dt) , γ1 =
a0
a1
(
ds+ 1
2
a2 (dy + s dt)
)
,
σ = a20
(
dv − s dy − 1
2
s2 dt
)
, θ0 = b (dz + q0 dt), (30)
θ1 =
a0b
a1
(dx1 + p1 dz + q0 dy + q1 dt)
θ2 =
a20 b
a21
(dx2 + (p1 − s) dx1 + p0 dz + (q1 − s q0) dy + q2 dt) ,
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where a0 6= 0, a1 6= 0, and b 6= 0. We put x2 = u, p1 = −ux + s, p2 = −uz,
q1 = −uy + s q0, q2 = −ut. This yields
θ2 =
a20b
a21
(du− utdt− uxdx− uydy − uzdz) .
Then we alter notation by substituting b = vxv
−1
s , a1 = a
−1
0 v
−1
s , q0 = v
−1
x (vy−
1
2
a2 vs − s) in the linear combination
µ1 = σ − γ1 − θ1 = a
2
0 (du− a
−1
0 a
−1
1 (ds+ b (dx+ (s− ux) dz)
+(b q0 + a0 a1s+
1
2
a2) dy + (b (q0 s− uy) +
1
2
s (a2s+ a0a1) dt)
and obtain
µ1 = a
2
0 (du− vs ds− vx (dx+ (s− ux) dz)− vy dy − (s vy − uyvx −
1
2
s2) dt).
This is the Wahlquist–Estabrook form for the Lax representation{
vz = (s− ux) vx,
vt = s vy − uy vx −
1
2
s2
(31)
of equation (2). System (31) differs from (8) by the change of notation s 7→ λ,
v 7→ v − 1
2
λ2 t.
4.4. Integrable hierarchy associated to rqsdYM
The Lie algebra q3 admits a series of natural extensions qn+1 = qn+1,∞⋊q⋄
for n ≥ 3 with qn+1,∞ = Rn+1[h0] ⊗ w[t, z]. The structure equations for the
Lie algebra qn+1 are given by system (28), (29), where we put
Θ =
n∑
k=0
∞∑
i=0
∞∑
j=0
hk0h
i
1h
j
2
i!j!
θk,i,j (32)
instead of (27) and assume hk0 = 0 for k > n. The finite-dimensional part
q⋄ in all the algebras qn+1 is the same, and we have H
2
2α0
(q⋄) ⊆ H
2
2α0
(qn+1)
for each n ≥ 3. Hence the nontrivial 2-cocycle γ0 ∧ γ1 of the differential
d2α0 defines a non-central extension q̂n+1 = qn+1,∞ ⋊ q̂⋄ of the Lie algbera
qn+1. The structure equations for q̂n+1 are given by system (28), (29) with
Θ defined by (32). To unify notation we rename t 7→ y1, x 7→ t0, y 7→ y0,
z 7→ t1. Integration of the structure equations for a fixed n ≥ 4 gives
θk =
ak0b
ak1
(
k∑
i=0
Pki dtk−i +
(
k−1∑
i=0
(−1)i qn−1−i s
i
)
dy0 + qk dy1
)
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where k ∈ {3, . . . , n}, polynomials Pki are defined by (25), t0, ... , tn, q0, ...,
qn are parameters, and forms α, βi, γj, σ, θ0, ... , θ2 are given by system
(30). We put tn = u and rename ti = xn−1−i, i ∈ {0, . . . , n− 1} to simplify
notation in what follows. Then we solve the triangular linear system of
equations Pni = −uxi, i ∈ {0, . . . , n− 1}, with respect to p1, ... , pn and put
qn = −uy1 , qn−1 = −uy0 −
n−1∑
i=1
(−1)i qn−1−i s
i. This yields the contact form
θn =
ak0b
ak1
(
du− uy0dy0 − uy1dy1 −
n−1∑
i=0
uxi dxi
)
Then we consider the linear combination µn = σ − γ1 − θn−1 and put b =
a−n−10 vx0v
1−n
s , a1 = a
−1
0 v
−1
s , qn−2 = (vy0 − s−
1
2
a2vs) v
−1
x0
+
n−2∑
i=1
(−1)i qn−1−is
i.
After this change of notation we obtain
µn = a
2
0
(
dv − vy0dy0 − (s vy0 − uy0vx0 −
1
2
s2) dy1 − vs ds− vx0 dx0
−
n−1∑
i=1
(
si −
i−1∑
j=0
si−j−1 uxj
)
vx0 dxi
)
.
This Wahlquist–Estabrook form defines the Lax representation
vy1 = s vy0 − uy0 vx0 −
1
2
s2
vx1 = (s− ux0) vx0,
vx2 = (s
2 − s ux0 − ux1) vx0,
. . .
vxi =
(
si −
i−1∑
j=0
si−j−1 uxj
)
vx0 ,
. . .
vxn−1 =
(
sn−1 − sn−2 ux0 − s
n−3 ux1 − . . .− s uxn−3 − uxn−2
)
vx0 .
(33)
Equations for vxi coincide with system (26). The compatibility conditions of
system (33) define the integrable hierarchy associated to equation (2). This
hierarchy includes system Hn−1, equation (2) written as
ux0y1 = ux1y0 − uy0 ux0x0 − ux0 ux0y0, (34)
and system
uxiy1 = uxi+1y0 + uxiux0y0 − uy0 ux0xi, i ∈ {0, . . . , n− 2}.
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5. The four-dimensional universal hierarchy equation
In this section we consider equation E3 defined by (3). This equation
differs by notation from (24). We show that the Lax representation (9) for
equation (3) can be revealed independently from the hierarchies Hn in the
previous sections by applying twice the procedure of non-central extension via
notrivial exotic 2-cocycles to the symmetry algebra Sym0(E3). Furthermore,
we find an independent hierarchy associated to E3.
5.1. Contact symmetries
The Lie algebra Sym0(E3) has generators
W0(A) = −Auy + Ay u−At z, W1(A) = A,
X1 = −t ut + xux − u, X2 = −ut,
X3 = −2 xux − z uz + u, X4 = −
1
2
z ux − t uz,
X5 = −uz, X6 = −ux,
where A = A(t, y) and B = B(t, y) below are arbitrary functions, and the
commutator table
{Wi(A),Wj(B)} =Wi+j(ABy − BAy),
{X1,W0(A)} = W0(tAt), {X1,W1(A)} = W1(tAt),
{X2,W0(A)} = W0(At), {X2,W1(A)} = W1(At),
{X3,W0(A)} = 0, {X3,W1(A)} = −W1(A),
{X4,W0(A)} = −W1(tAt), {X4,W1(A)} = 0,
{X5,W0(A)} = −W1(At), {X5,W1(A)} = 0,
{X6,W0(A)} = 0, {X6,W1(A)} = 0,
{X1, X2} = −X2, {X1, X4} = X4,
{X1, X6} = X6, {X2, X4} = X5,
{X3, X4} = −X4, {X3, X5} = −X5,
{X3, X6} = −2X6, {X4, X5} = −
1
2
X5,
while {Xi, Xj} = 0 for all the other pairs i < j. The table shows that
Sym0(E3) = r2,∞⋊ r⋄, where r⋄ = 〈Xm | m ∈ {1, . . . , 6}〉 and r2,∞ = R1[h0]⊗
w[t, y].
Define the Maurer–Cartan forms θk,i,j with k ∈ {0, 1}, i, j ∈ N0, and
βm with m ∈ {1, . . . , 6}, for the Lie algebra Sym0(E3) as dual 1-forms to
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its basis
1
i!
1
j!
Wk(t
iyj), Xm, that is, put θk,i,j(Wk′(t
i′yj
′
)) = i! j! δkk′δii′δjj′,
θk,i,j(Xm) = 0, βm(Wk(t
iyj)) = 0, βm(Xm′) = δmm′ . Denote
Θk =
∞∑
i=0
∞∑
j=0
hi1
i!
hj2
j!
θk,i,j, (35)
then the system of the Maurer-Cartan structure equations for Sym0(E3) is
the union of systems
dβ1 = 0,
dβ2 = β1 ∧ β2,
dβ3 = 0,
dβ4 = (β3 − β1) ∧ β4,
dβ5 = β3 ∧ β5 − β2 ∧ β4,
dβ6 = (2 β3 − β1) ∧ β6 +
1
2
β4 ∧ β5
(36)
and 
dΘ0 = ∇2(Θ0) ∧Θ0 +∇1(Θ0) ∧ (β2 + h1 β1),
dΘ1 = ∇2(Θ1) ∧Θ0 +∇2(Θ0) ∧Θ1 + (β1 − β3) ∧Θ1
+(β2 + h1 β1) ∧ ∇1(Θ1) + (β5 + h1 β4) ∧ ∇1(Θ0),
(37)
where (36) is the system of the structure equations for r⋄.
5.2. Non-central extensions, Maurer–Cartan forms and Lax representation
Direct computations using the structure equations (36), (37) give the
following statement.
Propositon 3. H1(Sym(E3)) = 〈β1, β3〉 and
H2c1 β1+c2 β3(r⋄) =

〈[β2 ∧ β5]〉, c1 = 1, c2 = 1,
〈[β1 ∧ β2], [β2 ∧ β3]〉, c1 = 1, c2 = 0,
〈[β1 ∧ β4], [β3 ∧ β4]〉, c1 = −1, c2 = 1,
〈[β4 ∧ β6]〉, c1 = −2, c2 = 3,
{[0]}, otherwise.
Moreover, all the nontrivial exotic 2-cocycles of r⋄ are nontrivial exotic 2-
cocycles of Sym0(E3) as well. Therefore they define a non-central extension
r̂⋄ of the Lie algebra r⋄ and hence a non-central extension r2,∞⋊ r̂⋄ of the Lie
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algebra Sym0(E3). The additional Maurer–Cartan forms β7, ... , β12 for the
extended Lie algebra are solutions to system
dβ7 = (β1 + β3) ∧ β7 + β2 ∧ β5,
dβ8 = β1 ∧ β8 + β1 ∧ β2,
dβ9 = β1 ∧ β9 + β2 ∧ β3,
dβ10 = (β3 − β1) ∧ β10 + β1 ∧ β4,
dβ11 = (β3 − β1) ∧ β11 + β3 ∧ β4,
dβ12 = (3 β3 − 2 β1) ∧ β12 + β4 ∧ β6.
(38)
This system is compatible with equations (36), (37). 
Combining direct integration of the structure equations with Cartan’s
method of equivalence we get the explicit expressions for the Maurer–Cartan
forms
β1 =
da0
a0
, β2 = a0 dt, β3 =
da1
a1
, β4 =
2 a1 ds
a0
, β5 = a1 (dz + 2 s dt),
β6 =
a21
a0
(dx+ s dz + s2 dt), β10 =
a1
a0
(dw + 2 ln a0 ds),
θ0 = b (dy + r0 dt), θ1 =
a1 b
a0
(dx1 + p1 dy + r0 dz + r1 dt).
while the linear combination
θ1 − β6 =
a1b0
a0
(
dx1 + p1 dy − b
−1
0 (a1 dx+ (a1s− b0r0) dz + (a1s
2 − b0r1) dt)
)
must be a multiple of the contact form du − ut dt − ux dx − uy dy − uz dz.
Therefore we put x1 = u, p1 = −uy, a1 = b0 ux, r0 = −uz + s ux, r1 =
−ut + s
2 ux.
Our attempts to find a linear combination of the Maurer–Cartan forms
β1, ... , β12, θk,i,j have not given a Wahlquist–Estabrook form of any covering
over equation (3). Therefore we have extended the Lie algebra r̂⋄ with the
structure equations (36), (38) via the same procedure, that is, by finding
nontrivial 2-cocycles from H2c1β1+c2β3 (̂r⋄). Direct computations produce 1 8
such cocycles. The cocycles generate a 18-dimensional non-central extension
of the Lie algebra r̂⋄. In what follows it is enough to consider one-dimensional
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extension of r̂⋄ generated by the nontrivial 2-cocycle β4∧β10 of the differential
d2β3−2β1. For the associated Maurer–Cartan form β13 we have equation
dβ13 = 2 (β3 − β1) ∧ β13 + β4 ∧ β10. (39)
This equation is automatically compatible with system (36), (37), (38). In-
tegration of equation (39) gives
β13 =
a21
a20
(dv − 2w ds).
Consider the linear combination
µ1 = β13 + β5 − β6 − θ0
=
b20u
2
x
a20
(
dv − 2w ds− a0 dx− a0b
−1
0 u
−2
x (ux (b0 s ux − a0) dz + a0 dy
+(b0 s
2 u2x − a0 (uz + s ux)) dt
))
and alter notation by substituting a0 = vx, b0 = v
2
xu
−1
x v
−1
y , w =
1
2
vs. This
gives the Wahlquist–Estabrook form
µ1 =
v2x
u2xv
2
y
(dv − vs ds− vydy − vxdx− (s vx − ux vy) dz
−(s2 vx − (uz + s uy) vy) dt)
for the Lax representation{
vz = s vx − ux vy,
vt = s
2 vx − (uz + s uy) vy
(40)
of equation (3). System (40) differs from the Lax representation (9) by
notation.
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5.3. Integrable hierarchy associated to 4D UHE
To find an integrable hierarchy associated to equation (3) we use the
technique of subsections 3.4 and 4.4. Instead of the formal series (35) with
k ∈ {0, 1} for fixed n ≥ 2 consider the formal series
Θ =
n∑
k=0
∞∑
i=0
∞∑
j=0
hk0
hi1
i!
hj2
j!
θk,i,j. (41)
Then the crucial question is how to generalize system (37) for the series (41)
(note, i.e., that system (37) does not involve the Maurer–Cartan form β6).
We propose to consider system
dΘ = ∇2(Θ) ∧Θ+∇1(Θ) ∧ (β2 + h1 β1 + h0 (β5 + h1 β4) + h
2
0 β6)
+h0∇0(Θ) ∧
(
β1 − β3 +
1
2
β4
)
− 1
2
Θ ∧ β4
(42)
that includes (37) as a subsystem. To simplify notation in what follows
we rename independent variables as t = y2, x = y0, y = t0, and z = y1.
Integrating equations from (42) we get
θk =
ak1 b
ak0
(
k∑
i=0
Pkidtk−i + rndy2 +
(
k−1∑
j=0
(−1)jrk−1−js
j
)
dy1
+
(
k−1∑
j=1
(−1)j j rk−1−j s
j−1
)
dy0
)
for k ∈ {0, . . . , n}, where r0, ... , rn are parameters, and polynomials Pki are
defined by (25). We take the linear combination θn − β6, put tn = u, solve
the triangular linear system Pni = −utn−i , i ∈ {0, . . . , n− 1}, with respect to
unknowns p1, p2, ... , pn, then consequently put
rn = −uy2 + a
n−1
0 a
2−n
1 b
−1
0 s
2,
rn−1 = −uy1 −
n−1∑
j=1
(−1)j rn−1−j s
j + an−10 a
2−n
1 b
−1
0 s,
rn−2 =
 −uy0 −
n−1∑
j=2
(−1)j j rn−1−j s
j−1 + an−10 a
2−n
1 b
−1
0 , n ≥ 3,
−uy0 + a
n−1
0 a
2−n
1 b
−1
0 , n = 2,
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and finally rename ti = xn−1−i, i ∈ {0, . . . , n − 1}. This gives the contact
form
θn − β6 =
an1
an0
(
du−
n−1∑
i=0
uxidxi −
2∑
j=0
uyjdyj
)
.
Now we take the linear combination µn = β13 + β5 − β6 − θn−1, rename
b = an−30 a
3−n
1 vx0, and put
a0 =
 vy0 − vx0
n−3∑
j=0
(−1)j (j + 1) rn−3−j s
j , n ≥ 3,
vy0, n = 2.
Thus we obtain
µn =
a21
a20
(
dv − vs ds− vy0 (dy0 + s dy1 + s
2 dy2)− vx0 (uy0dy1 + (uy1 + s uy0) dy2)
−vx0 dx0 −
n−1∑
i=0
(
si −
i−1∑
j=0
si−j−1 uxj
)
vx0 dxi
)
.
This is the Wahlquist–Estabrook form for the Lax representation
vy1 = s vy0 − uy0 vx0 ,
vy2 = s
2 vy0 − (uy1 + s uy0) vx0,
vx1 = (s− ux0) vx0,
vx2 = (s
2 − s ux0 − ux1) vx0,
. . .
vxi =
(
si −
i−1∑
j=0
si−j−1 uxj
)
vx0 ,
. . .
vxn−1 =
(
sn−1 − sn−2 ux0 − s
n−3 ux1 − . . .− s uxn−3 − uxn−2
)
vx0 .
(43)
Equations for vxi coincide with system (26). The compatibility conditions of
system (43) define the integrable hierarchy associated to equation (3). This
hierarchy includes system Hn−1, equation (3) written as (24), and system
uxky0 = uxk−2y2 + uy1 ux0xk−2 − uxk−2 ux0y1 + uy0 ux0xk−1 − uxk−1 ux0y0 ,
uxmy1 = uxm−1y2 + uy1 ux0xm−1 − uxm−1 ux0y1,
where k ∈ {2, . . . , n− 1}, m ∈ {1, . . . , n− 1}, and ux0xi are replaced by the
right-hard sides of equations from Hn−1. System (43) can be included in the
construction of [7].
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6. The four-dimensional Mart´ınez Alonso–Shabat equation
Equation (4) does not belong to the hierarchies from the previous sections.
Its Lax representation (10) was found in [33] via the method of [31]. In this
section we show that (10) can be constructed by the technique of the present
paper as well. Also we find the integrable hierarchy generated by the natural
extensions of the symmetry algebra Sym0(E4) of equation (4).
6.1. Contact symmetries
The Lie algebra Sym0(E4) is generated by symmetries
V0(A) = −Aux + Ax u− At z, V1(A) = A, W (B) = −B uy,
that depend on arbitrary functions A = A(t, x), B = B(y, z), and symmetries
X1 = −ut, X2 = −t ut, X3 = −uz, X4 = −z uz.
The commutator table
{Vi(A), Vj(A˜)} = Vi+j(A A˜x − A˜ Ax), {Vi(A),W (B)} = 0,
{W (B),W (B˜)} =W (B B˜y − B˜ By), {X1, V0(A)} = V0(At),
{X2, V0(A)} = V0(t At), {X3, V0(A)} = −V1(At),
{X4, V0(A)} = 0, {X1, V1(A)} = V1(At),
{X2, V1(A)} = V1(t At + A), {X3, V1(A)} = 0,
{X4, V1(A)} = −V1(A), {X1,W (B)} = 0,
{X2,W (B)} = 0, {X3,W (B)} = W (Bz),
{X4,W (B)} = W (z Bz), {X1, X2} = X1,
{X1, X3} = 0, {X1, X4} = 0,
{X2, X3} = 0, {X2, X4} = 0,
{X3, X4} = X3.
implies that Sym0(E4) = s2,1 = s2,1,∞⋊s⋄, where s2,1,∞ = (R2[h0]⊗w[t, x])⊕
w[z, y] and s⋄ = 〈X1, X2〉 ⊕ 〈X3, X4〉 (direct sums of Lie algebras).
6.2. Maurer–Cartan forms and the second exotic cohomology group
Let the Maurer–Cartan forms θk,i,j, ωij, α0, α1, β0, β1 be defined by re-
quirement that there hold θk,i,j(Vk′(t
i′xj
′
)) = i! j! δkk′δii′δjj′, ωi,j(W (y
i′zj
′
)) =
δii′δjj′, αm(Xm′+1) = δmm′ , βm(Xm′+3) = δmm′ , while all the other values of
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these forms on the generators of Sym0(E4) are equal to zero. Then the struc-
ture equations for Sym0(E4) are given by systems
dα0 = 0,
dα1 = α0 ∧ α1,
dβ0 = 0,
dβ1 = β0 ∧ β1
(44)
and
dΘ = ∇2(Θ) ∧Θ+∇1(Θ) ∧ (α1 + h1 α0 − h0 β1)
+h0∇0(Θ) ∧ (α0 − β0),
dΩ = ∇3(Ω) ∧ Ω+∇4(Ω) ∧ (β1 + h4 β0).
(45)
where
Θ =
1∑
k=0
∞∑
i=0
∞∑
j=0
hk0
hi1
i!
hj2
j!
θk,i,j, Ω =
∞∑
i=0
∞∑
j=0
hi3 h
j
4
i! j!
ωi,j. (46)
System (44) defines the structure equations for the Lie algebra s⋄. Direct
computations show that the following statement holds.
Proposition 4. H1(Sym0(E4)) = 〈α0, β0〉,
H2c1α0+c2β0(s⋄) =

〈[α0 ∧ α1], [β0 ∧ α1]〉, c1 = 1, c2 = 0,
〈[α0 ∧ β1], [β0 ∧ β1]〉, c1 = 0, c2 = 1,
〈[α1 ∧ β1]〉, c1 = 1, c2 = 1,
{[0]}, otherwise,
and H2c1α0+c2β0(s⋄) ⊆ H
2
c1α0+c2β0
(Sym0(E4)) for (c1, c2) = (1, 0), (c1, c2) =
(0, 1), (c1, c2) = (1, 1). Equations
dγ1 = α0 ∧ γ1 + α0 ∧ α1,
dγ2 = α0 ∧ γ2 + β0 ∧ α1,
dγ3 = β0 ∧ γ3 + α0 ∧ β1,
dγ4 = β0 ∧ γ4 + β0 ∧ β1,
dγ5 = (α0 + β0) ∧ γ5 + α1 ∧ β1.
(47)
with unknown 1-forms γ1, ... , γ5 are compatible with the structure equations
(44), (45) of Sym0(E4). System (44), (45), (47) defines five-dimensional
non-central extension for this Lie algebra. 
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6.3. Lax representation of the 4D MASh equation
Integration of the structure equations (44), (45), (47) gives the Maurer–
Cartan forms α0 = db1/b1, α1 = b1 dt, β0 = db2/b2, β1 = b2 dz, γ1 = b1 (dv1 +
ln b1 dt), γ2 = b1 (dv2+ln b2 dt), γ3 = b2 (dv3+ln b1 dz), γ4 = b2 (dv4+ln b2 dz),
θ0 = a1 (dx + q0 dt), θ1 = a1 b2 (dx1 + p1 dx − q0 dz + q1 dt), ω = ω0,0 =
a2 (dy + s0 dt), where b1 > 0, b2 > 0, a1 6= 0, a2 6= 0. The results of Cartan’s
method of equivalence show that the linear combination θ1 − ω is a multiple
of the contact form du−utdt−uxdx−uydy−uzdz. Therefore we put x1 = u,
p1 = −ux, q1 = −ut, a2 = a1 b2 b
−1
1 uy, q0 = uz − s0 uy. Then we consider the
linear combination
µ1 = γ4 − γ3 + α1 − β1 − θ0 − ω
= b2 (dv4 − dv3 − a1b
−1
2 dx− a1b
−1
2 (uz − s0 uy) dt
−a1b
−1
1 uy dy − (a1b
−1
1 s0 uy + ln b1 − ln b2) dz + b
−1
1 b
−1
2 db1 − b
−2
2 db2).
We substitute v4 = v + v3, b2 = s b1, a1 = b1 s vx, s0 = u
−1
y (uz − vt v
−1
x ), and
then put b1 = s
−2 v−1s . This yields the Wahlquist–Estabrook form
µ1 =
1
s vs
(dv − vs ds− vt dt− vx dx− s uy vx dy − (s (uzvx − vt)− ln s) dz).
of the Lax representation{
vy = s uy vx,
vz = s(uz vx − vt)− ln s
(48)
for equation (4). The change of variables s 7→ λ, v 7→ v − z lnλ, transforms
system (48) to the form (10).
6.4. Integrable hierarchy associated to 4D MASh equation
Consider a series of natural extensions
sn,m = (Rn[h0]⊗w[t, x])⊕ (Rm[h0]⊗w[z, y])⋊ s⋄
of the Lie algebra Sym0(E4) = s2,1. We replace the series for Θ from (46) in
(45) by
Θ =
n∑
k=0
∞∑
i=0
∞∑
j=0
hk0
hi1
i!
hj2
j!
θk,i,j. (49)
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Then the key question there is how to generalize equations (45) for the series
Ω =
m∑
k=0
∞∑
i=0
∞∑
j=0
hk0
hi3
i!
hj4
j!
ωk,i,j (50)
instead of the series for Ω from (46).
We propose to define the Lie algebra sn,m by the structure equations that
include system (44) and system
dΘ = ∇2(Θ) ∧Θ+∇1(Θ) ∧ (α1 + h1 α0 − h0 β1)
+h0∇0(Θ) ∧ (α0 − β0),
dΩ = ∇3(Ω) ∧ Ω+∇4(Ω) ∧ (β1 + h4 β0 − h0 α1)
+h0∇0(Ω) ∧ (β0 − α0)
(51)
with Θ and Ω given by (49) and (50). We haveH2c1α0+c2β0(s⋄) ⊆ H
2
c1α0+c2β0
(sn,m)
for (c1, c2) = (1, 0), (c1, c2) = (0, 1), (c1, c2) = (1, 1), therefore system (47)
defines a non-central extension of the Lie algebra sn,m.
For simplicity of computations we take m = n in what follows, also we
rename the independent variables as t = t0, x = x0. Then we find explicit ex-
pressions for the Maurer–Cartan forms θk = θk,0,0, ωk = ωk,0,0, k ∈ {0, . . . , n}
with fixed n ≥ 3.
Integrating the structure equations (51) we obtain
θk = a1b
−k
1 b
k
2
(
dxk +
k∑
i=1
pidxk−i − qk−1 dz + qn dt
)
,
ωk = a2b
k
1b
−k
2
(
dyk +
k∑
i=1
ridyk−i − sk−1 dt+ qn dz
)
,
where pi, qi, ri, si ∈ R are free parameters. Then we put consequently xn = u,
b2 = b1 s, p1 = −uxn−1 + s
−1, pk = −uxn−k + 2
k−1 s−k −
k−1∑
j=1
2j−1 s−j uxn+j−k ,
for k ∈ {2, . . . , n}, r1 = uyn−2u
−1
yn−1
− s, rk =
(
uyn−k−1 − s uyn−k
)
u−1yn−1
for k ∈ {2, . . . , n − 1}, qn = −ut + s
−1
(
−uz + 2 qn−1 + sn−1 uyn−1
)
, and
q0 = −s
n−1
(
uz − uyn−1
n−1∑
j=0
sn−1−j sj
)
+ sn−1 qn−1 −
n−2∑
k=0
sk qk. This yields
the contact form
θn −
n−1∑
k=0
(θk + ωk) = a1 b
−n
1 b
−n
2
(
du−
n−1∑
k=1
(utkdti + uxkdxk)− uydy − uzdz
)
.
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Then we consider the linear combination
µn = γ4 − γ3 + α0 − β0 − θn−1 +
n−3∑
k=0
(n− k − 2) θk −
n−1∑
k=0
(n− k)ωk
and put consequently v4 = v + v3, a1 = b1 s
2−n vxn−1 , b1 = s
−2 vs,
q1 = s
n−2
(
vt v
−1
xn−1
− (n− 2) uz + (n− 3) sn−1
)
−
n−2∑
k=2
k sk−1 qk
+uyn−1
n−1∑
k=0
(2n− k − 3) s2n−k−3 sk
in the case n > 3 and
q1 = s
(
vt v
−1
x2
− uz
)
+ uy2
2∑
k=0
(3− k) s3−k sk
when n = 3. Finally we rename xk 7→ xn−k−1, yk 7→ yn−k−1 for k ∈ {0, . . . , n−
1}. This gives the Wahlquist–Estabrook form
µn =
1
s vs
(
dv − vs ds− vt dt− vx0 dx0 − (s (uz vx0 − vt)− ln s) dz
−
n−1∑
k=0
(
k∑
j=0
sk−j uyj
)
vx0 dyk −
n−1∑
m=1
(
s−m −
m−1∑
j=0
s1−m−j uxj
)
vx0 dxm
)
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for the Lax representation
vx1 = (s
−1 − ux0) vx0,
. . .
vxm =
(
s−m −
m−1∑
j=0
s1−m−j uxj
)
vx0 ,
. . .
vxn−1 =
(
s1−n − s2−n ux0 − s
3−n ux1 − . . .− uxn−2
)
vx0 ,
vy0 = s uy0 vx0 ,
. . .
vyk =
(
k∑
j=0
sk+1−j uyj
)
vx0 ,
. . .
vyn−1 =
(
k∑
j=0
uyn−1 + s uyn−2 + . . .+ s
n−2 uy0
)
vx0 ,
vz = s (uz vx0 − vt)− ln s.
(52)
Equations for vxm differ from system (26) by the change s 7→ s
−1. The com-
patibility conditions of system (52) define the integrable hierarchy associated
to equation (4). This hierarchy includes system Hn−1 as well as equation (4)
written in the form
uty0 = uz ux0y0 − uy0 ux0z,
systems
utxk = −uxk+1z + uz ux0xk − uxk ux0z, (53)
utym = −uym−1z + uz ux0ym − uym ux0z, (54)
uxk+1y0 = uy0 ux0xk − uxk ux0y0 , (55)
uxk+1ym = uxkym−1 + uym ux0xk − ux0 uxkym (56)
uy0yk = uy0 ux0yk+1 − uyk+1 ux0y0 (57)
with k ∈ {0, . . . , n− 2}, m ∈ {1, . . . , n− 1}, and system
uyiyj = uyi−1yj+1 + uyi ux0yj+1 − uyj+1 ux0yi (58)
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with i ∈ {1, . . . , n− 2}, j ∈ {i, . . . , n− 2}.
Some equations from systems (53) — (58) differ by notation from equa-
tions (2) — (6). Equations (53), (56) with k = 0, equation (58) with
i = j = 1, and equations (55), (57) with k > 0 correspond to equations
(2), (3), and (4), respectively. Equations (53) with k > 0 or equations (54),
and equation (57) with k = 0 agree with equations (5) and (6), respectively.
Equation (55) with k = 0 is the 3-dimensional rdDym equation, [4, 39, 31, 3],
When the right-hand sides of equations (56), (58) inlcude the terms uxkym−1 ,
uxkym , and uyi−1yj+1 from the left-hand sides of equations from the same sys-
tems, these terms have to be replaced using the corresponding equations.
This yields equations of increasing dimensions.
7. Conclusion
In the present paper we have shown that the method of [34, 35] is appli-
cable to Lax representations with non-removable parameters, in particular,
the Lax representations for equations (1) — (4) can be derived from the non-
central extensions of contact symmetry algebras of these equations. In all the
examples the symmetry algebras have the specific structure of the semi-direct
product of an infinite-dimensional ideal and a non-Abelian finite-dimensional
Lie subalgebra. The cohomological properties of the finite-dimensional sub-
algebras turn out to be sufficient to reveal non-central extensions that define
the Lax representations.
For the considered equations the infinite-dimensional ideals of the sym-
metry algebras are either of the form of tensor products of the algebra of
truncated polynomials with an infinite-dimensional Lie algebra, or contains
such tensor products as direct summands. The natural procedure of increas-
ing the degree of the truncated polynomials produces a series of natural
extensions of the symmetry algebras of the pdes under the study. These ex-
tensions inherit the nontrivial exotic 2-cocycles and thus admit non-central
extensions generated by these cocycles. We have shown that this procedure
gives integrable hierarchies associated with equations (1), (2), (3), and (4).
It is natural to ask whether the method is be applicable in the case when
the symmetry algebra of the pde has more complicated structure. Also,
we expect that the proposed technique will be helpful in describing multi-
component integrable generalizations of integrable pdes, [14, 24, 6, 32, 22].
We intend to address these issues in the further study.
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