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ABSTRACT
This paper presents the design, implementation and evaluation of
In-N-Out, a software-hardware solution for far-field wireless power
transfer. In-N-Out can continuously charge a medical implant re-
siding in deep tissues at near-optimal beamforming power, even
when the implant moves around inside the human body. To accom-
plish this, we exploit the unique energy ball pattern of distributed
antenna array and devise a backscatter-assisted beamforming algo-
rithm that can concentrate RF energy on a tiny spot surrounding
the medical implant. Meanwhile, the power levels on other body
parts stay in low level, reducing the risk of overheating. We proto-
type In-N-Out on 21 software-defined radios and a printed circuit
board (PCB). Extensive experiments demonstrate that In-N-Out
achieves 0.37 mW average charging power inside a 10 cm-thick
pork belly, which is sufficient to wirelessly power a range of com-
mercial medical devices. Our head-to-head comparison with the
state-of-the-art approach shows that In-N-Out achieves 5.4×–18.1×
power gain when the implant is stationary, and 5.3×–7.4× power
gain when the implant is in motion.
CCS CONCEPTS
• Hardware → Wireless devices; Bio-embedded electronics;
Platform power issues; • Networks → Wireless access points,
base stations and infrastructure.
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Figure 1: An illustration of In-N-Out deployment. The leader
radio coordinates multiple slave radios to charge the pace-
maker during bedtime.
1 INTRODUCTION
Each year millions of patients improve their quality of life through
medical implants [67]. These devices are inserted into the human
body to replace a missing body part [24], modify a body function [3],
or provide supports to organs and tissues [28]. While functional
innovations on medical implants are going full steam ahead, the
amount of energy required by these devices remains substantial.
Though cutting-edge batteries could enable medical implants (e.g.,
pacemaker [23]) to function for years [2, 94], the use of battery is
not always feasible – there may not be enough space inside the
brain or body as a battery’s size is proportional to its lifetime [36].
We have thus seen cumbrous solutions such as placing the battery
of a brain stimulator in the user’s chest or even outside the body,
with wires running between the battery and the stimulator. Battery
replacement, on the other hand, is risky as it usually requires a
surgery that may introduce extra complications [5, 52].
Wireless charging has received attention in recent years as a
viable alternative. The concept of wireless charging, however, is
not new. From early 1900s Tesla’s Wardenclyffe tower [30] to the
later Air Force mission of powering an unmanned helicopter [39],
wireless charging has witnessed significant breakthroughs over the
past century. Today wireless charging can be simply performed on
an office desk or in a car. As far as medical implants are concerned,
they are primarily charged through electromagnetic coupling in the
near field [43, 64, 74, 92, 97]. These near-field charging systems use
dedicated coils that usually require contact with human tissues. A
critical drawback of these systems is that their charging efficiency
drops significantly with the reduction of coil size and the increase of
coil separation, which severely hinders the miniaturization of med-
ical implants [59]. Another drawback of these near-field systems is
ar
X
iv
:2
00
1.
07
64
4v
2 
 [c
s.N
I] 
 3 
Fe
b 2
02
0
MobiCom ’20, September 21–25, 2020, London, United Kingdom X. Fan, L. Shangguan, R. Howard, Y. Zhang, Y. Peng, J. Xiong, Y. Ma, and X. Li
6TX
6TX
6TX 6TX24TX
Target Target
Figure 2: The energy heatmap produced by (left) a linear
24-antenna array and (right) a distributed 24-antenna array.
The linear antenna array produces an energy beam spread-
ing in the direction of the target, while the distributed an-
tenna array produces an energy spot surrounding the target.
the low flexibility: the users are required to wear bulky transmit-
ter coils and carefully align them with the implant coils [10]. Even
though the user can stay static for hours, the inter-coil coupling can
be easily broken as the implant coils may move as blood flows [18].
Thus, a contactless means of wireless charging holds appeal as a
flexible and less invasive alternative.
This paper presents In-N-Out, a flexible far field power transfer
system that owns two desirable properties: 1) it does not require the
user to wear cumbersome charging devices. 2) it can continuously
charge the medical implant residing in deep tissues with consis-
tently near-optimal power, even when the implant moves around
inside the human body. To do so, In-N-Out leverages beamforming
to combine signals coherently at the medical implant. At the heart
of beamforming is the accurate measurement of channel state in-
formation (CSI) of each wireless channel. This is usually achieved
by having the transmitter send a preamble, where the receiver (e.g.,
a medical implant) uses this preamble to estimate the CSI of the
forward channel. This CSI value is then fed back for transmitter
beamforming.
However, CSI measurement becomes very challenging, if at all
possible, for medical implants. RF signal generation is power hun-
gry, which becomes especially challenging for medical implants
that are deeply power constrained [59]. In practice, to minimize
power consumption, the RF radio of a medical implant typically
adopts a rather low power amplification coefficient [56]. Therefore,
the resulting preamble signals are very weak, which are made even
worse by the fast decaying radiation efficiency of an in-body an-
tenna. The antenna’s radiation efficiency decays significantly due
to its miniature size, i.e., 10 – 20 dB loss compared to the weak
transmission signals [70, 100]. Furthermore, RF signals experience
exponentially more attenuation in human tissues than in air, e.g.,
40 dB loss over just a few centimeters in muscles [44]. As a result,
the received signal is usually well below the noise floor, hence the
failure to provide accurate CSI estimation.
To solve these challenges, the state-of-the-art, IVN [77], pro-
poses to encode the frequency of multiple transmission signals
in hopes of these frequency-varying signals coherently combine
at the medical implant from time to time, without CSI measure-
ments. IVN achieves high beamforming power intermittently to
cold start the medical implant. It is, however, ill-suited for power
transfer as the beamforming power it actually produces, for most
of the time, is far less than the maximal beamforming power.1
The coherent-incoherent beamforming nature renders the power
delivery particularly inefficient.
In In-N-Out, we devise a coherent beamforming algorithm that
can continuously achieve the maximal beamforming power at the
medical implant, even when the implant moves around inside the
human body. Our algorithm builds upon the iterative one-bit phase
alignment approach proposed in [84, 85], which involves the re-
ceiver sending a feedback signal to describe the received beam-
forming power change after each iteration until reaching the maxi-
mal. Though this approach can accomplish consistently coherent
beamforming, it cannot be directly adopted in our setting because
frequently measuring beamforming power and sending feedback
signals would even consume more power than what can be wire-
lessly harvested at the implant. Thus, leveraging the one-bit phase
alignment approach as a generic framework, we take into consider-
ation the unique challenges in our scenario and design a backscatter
assisted beamforming (in short, BAB) scheme. Our BAB scheme em-
ploys a customized monotonic backscatter radio at the implant that
simply reflects signals and another nearby auxiliary radio that as-
sesses the received backscatter signal power change. In this way we
successfully offload power-consuming operations at the medical im-
plant (e.g., power assessment, signal generation and transmission)
to the auxiliary radio outside human body, and thus significantly
cut down the energy consumption compared to existing systems
where implant radios have to directly assess the received power
change and produce feedback signals.
However, new challenges arise whenwe use backscatter radios at
the implants. After going through excessive channel fading in both
directions, the received backscatter signal is usually well below the
noise floor, hence causing the new challenge of detecting/decoding
the weak backscatter signal. In-N-Out addresses this challenge by
pre-coding the carrier signal using chirp spreading spectrum (CSS)
modulation. The frequency-domain processing gain of CSS enables
In-N-Out to detect the backscatter signal even 35dB2 below the
noise floor.
We prototype In-N-Out on 21 USRP software defined radios and
evaluate its performance in various settings. In our prototype, we
adopt distributed antenna layout that addresses the safety concerns
of wireless charging. Performing beamforming using co-located
antennas will generate a high energy beam along a specific angle,
as shown in Figure 2(left). This high energy beam does not only
cover the medical implant but also part of the human body, likely
resulting in excessive heating of human tissues. In contrast, beam-
forming with distributed antennas produces a tiny energy spot
surrounding the target location as shown in Figure 2(right) and
the energy density at other locations is significantly lower due to
destructive interference [46–49]. Therefore, it naturally avoids over-
heating other areas of the body while charging the target. Moreover,
these distributed antennas have different orientations and are thus
insensitive to the orientation of the implant.
Our field studies show that In-N-Out’s beamforming algorithm
is efficient (< 0.3 s latency) and reliable (insensitive to the implant’s
1Defined as the power level measured at the target location when all wireless trans-
missions are coherently combined.
2In-N-Out does not need to decode the packet but detect the power change of backscat-
ter signals.
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rotation and motion). It achieves 0.37 mW charging power on aver-
age when the implant is 2 m away, which is sufficient to power a
range of medical devices from outside the body. Our head-to-head
comparison with IVN [77] shows that In-N-Out achieves 5.4×–
18.1× and 5.3×–7.4× average power gain over IVN in stationary
and low-speed mobile scenarios, respectively.
In-N-Out’s contributions include:
• Designing a software-hardware solution for deep tissue power
transfer. We devise a set of signal processing algorithms and
a low-power, monotonic backscatter radio that enables In-
N-Out to charge the medical implant at the maximal beam-
forming power, even when the implant moves around inside
the human body. Our system consists of several technical
innovations, including backscatter-leader-slave three-party
beamforming without explicit CSI measurement, two-phase
leader-slave chirp synchronization design, radio cold start
through intentionally imperfect phase alignment, etc.
• Prototyping the system on software-defined radios and a
PCB board, and conducting comprehensive evaluation of the
system. Our evaluation takes into consideration the impact
of important parameters such as the charging medium, sys-
tem size, chirp bandwidth, antenna array size, etc.We also
conduct head-to-head comparisons with the state-of-the-art
approach in a range of settings.
In the next section (§2), we introduce the scope of our work. We
introduce beamforming primer in Section 3. The system design
is detailed in Section 4. An implementation (§5) and performance
evaluation (§6) then follow. Section 7 summarizes related works.
We discuss future works in Section 8 and conclude the work in
Section 9.
2 SCOPE
This work aims to developing a practical wireless charging system,
with the hope of extending the lifetime of medical implants.
The lifetime of a medical implant depends mainly on the lifetime
of its battery [8]. Hence a lot of efforts have been made to improve
the battery life [81], either by increasing the battery capacity or
minimizing the device power consumption. Today state-of-the-art
pacemakers can last for over ten years [27]. However, the user still
needs a surgery for replacement when the battery is depleted. To
lengthen the implant’s lifetime, In-N-Out can serve as a supple-
mentary power supply – whenever the user stays in a space where
a personalized In-N-Out system is available, the implant can be
charged, without drawing power from the regular battery. As a
result, the lifetime of the implant can be significantly extended.
We note that though In-N-Out is primarily designed for wireless
power transfer, its application scope can be much broader. For
example, In-N-Out could potentially serve as a communication
system to collect the biomedical data from inbody sensors [40, 72].
Compared with conventional gastroscopy that requires the patient
to swallow a tube for data collection [17], our solution is much less
invasive.
Possible Deployment Scenarios. We envision the In-N-Out sys-
tem will be deployed in the user’s personal space (home and/or
office). Given a typical bedroom (4×4 m2 rectangular area with
a 2.8 m average target-antenna distance), if we keep the number
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Figure 3: A running example of the one-bit phase alignment
algorithm with three transmitters. Each transmitter adjusts
its phase based on the feedback from the receiver and grad-
ually converges to the optimal phase alignment.
of radios to a reasonable number, i.e., less than 14 (each emitting
30 dBm signals), then the resulting power density at any location in
the room is well below the power limit specified by FCC regulation
(0.6mw/cm2 [1]).
3 BEAMFORMINGWITHOUT CSI FEEDBACK
Due to excessive channel fading and inhomogeneous channel propa-
gation in deep tissues, CSI measurement becomes very challenging,
if at all possible, for medical implants embedded in deep tissues
(will be explained in §4.1.1). Instead of pursuing a precise CSI mea-
surement, we employ a non-CSI beamforming approach proposed
in [84, 85], referred as one-bit phase alignment algorithm.
Algorithmoverview. The one-bit phase alignment algorithm goes
through multiple rounds and then converges to the optimal phase
settings. In each round, each transmitter updates the phase of the
transmission signal based on the feedback sent from the receiver.
The phase value in the current round is randomly selected within
the range of ±Φ with respect to the phase value in the previous
round (we discuss the optimal Φ setting in §4.3.). Phase update can
be formulated as follows:
θi (n + 1) =
{
θi (n) + δi (n), if y[n] > y[n − 1], −Φ◦ ≤ δi (n) ≤ Φ,
θi (n − 1) + δi (n), otherwise,
where θi (n) is the phase setting of the ith transmitter in the nth
round and y[n] is the received signal power in the nth round.
An example. We use a simple example scenario involving three
transmitters to explain this algorithm. In the first round, each trans-
mitter randomly chooses a phase value, as shown in Figure 3(a). The
receiver records beamforming power. In the second round, each
transmitter randomly chooses a phase that is within the range of
±Φ from its phase value in the first round. This new phase leads
to an increased beamforming power, as shown in Figure 3(b). The
receiver notifies transmitters this power increase (↑) with a single
bit feedback. Hence in the third round, each transmitter uses its
round two phase value as the reference and updates its phase ac-
cordingly, which unfortunately leads to a degraded beamforming
power (↓), shown in Figure 3(c). Therefore, in the fourth round,
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each transmitter again uses its round two phase value as the refer-
ence (Figure 3(d)). The algorithm iterates in the fashion until the
beamforming power reaches its maximum (Figure 3(n)).
4 SYSTEM DESIGN
In-N-Out involves a leader radio and several slave radios working
on 915 MHz ISM band,3 as shown in Figure 1. The leader node
detects and decodes feedback signals sent from the medical implant
and uses decoded information to govern the phase alignment of
slaves in the next round. As the medical implant may move around
while charging, we do not assume any prior knowledge of the
implant’s location. To minimize the energy consumption due to
feedback signal creation and transmission, we design a low-power
backscatter radio that offloads the computation from the medical
implant to the leader radio that is outside of the human body (§4.1).
As a proof of concept, we use a dedicated radio (i.e. USRP) as the
leader radio. However, we envision the leader radio can simply be
a smartphone being able to talk with slave radios wirelessly (e.g.,
through Wi-Fi).
In the rest of this section, we explain the details of each design
component, including carrier signal design and synchronization
(§4.1.1), low-power backscatter radio design (§4.1.2), and power
change inference algorithm (§4.1.3). Finally, we explain the way to
bootstrap the system during the cold start in §4.2 and discuss the
way to balance beamforming convergence and delay in §4.3.
4.1 Backscatter Assisted Beamforming (BAB)
Directly applying one-bit phase alignment algorithm to in-body
wireless charging is unfeasible due to its excessive energy overhead.
Generating a feedback signal with even the simplest modulation
scheme (i.e. frequency shift keying (FSK)) costs at least tens of
milliwatts [60], which can quickly add up when we go through
each iteration. This operation alone would consume more power
than what can be wirelessly delivered to the implant. To address this
dilemma, we replace the default active radio on the medical implant
with a low-power backscatter radio. A backscatter radio, while
being able to minimize the implant’s power consumption, raises
new challenges and complicates the system design nonetheless.
Below we discuss these challenges in detail as well as our solutions.
4.1.1 Carrier Signal. Backscatter radio neither generates carrier
signals nor amplifies transmission signals. It instead modulates
data on top of the ambient carrier signal (a sinusoidal tone com-
ing from a nearby active radio) and reflects the modulated signal
(termed as backscatter signal) back to the receiver. Compared with
the active radio, the backscatter radio saves three to four orders of
magnitude transmission power by avoiding power consumption
on carrier generator and power amplifier [102]. However, the lack
of power amplifier renders the backscatter signal extremely weak,
which is then made much worse by the excessive fading in deep
tissues. Table 1 shows the break-down signal attenuation as the
carrier signal goes through the human body and reflected by the
backscatter radio. The receiving power is around -128 dBm on av-
erage, well below the ambient RF noise floor measured by an USRP
3Working on 2.4 Ghz or 5 Ghz ISM band may introduce severe interference to ongoing
Wi-Fi traffic, whereas working on lower ISM band (i.e. 433 MHz) requires a bulky
receiving antenna which is not suited for implant devices.
a 50 µs time offset b 25 µs time offset
c 12.5 µs time offset d 0 µs time offset
Figure 4: RSS measurements in different time offset set-
tings. A larger time offset leads to a higher RSS fluctuation
rate. The RSS converges to a relatively stable value when all
chirps are tightly time synchronized.
N210 in the same frequency band.4 Hence, both CSI and RSS mea-
surement are unreliable for channel estimation (CSI measurement
at 915MHz band requires at least 6 dB higher signal strength than
RSS measurement [57]).
An intuitive approach is to have the backscatter radio leverage
more advanced coding mechanisms to improve the signal to noise
ratio (SNR) of the backscatter signal. However, this requires more
complicated, power hungry analog-to-digital (ADC) and digital
circuits and will again complicate the implant radio design and
boost the overall energy consumption.
To minimize the power consumption of the backscatter radio,
we offload most of its operations to the radios outside the human
body. Taking a step further, we adopt chirp spread spectrum (CSS)
– a chirp pulse modulation that linearly sweeps a frequency band
to generate the carrier signal – to further cut down the power
consumption. Compared with conventional sinusoidal tone, CSS
enables the wireless signal to be decodable below the noise floor
(e.g., -137dBm for LoRa [9]) by introducing the unique processing
gain on the frequency domain. Given a fixed transmission power,
the processing gain (PG) is proportional to the product of the chirp
symbol time St and the bandwidth Sbw : PG ∝ St × Sbw [86]. We
can thus have different trade-offs between system delay and spec-
trum utilization in different scenarios, without hurting the signal
detection accuracy. In the following examples, we set the chirp
bandwidth and symbol time to 40 KHz and 4 ms . We have also
explored other settings in our evaluation (§6.1.3).
Chirp synchronization. Tight time synchronization of chirp sig-
nals is the key to the success of beamforming. Otherwise the beam-
forming power will fluctuate drastically due to the periodical coher-
ent and incoherent signal combinations. We design a two-step chirp
synchronization algorithm for this purpose. In the first step, the
leader radio broadcasts a chirp preamble. The slave radio synchro-
nizes with this preamble through cross-correlation. The resulting
lag then translates into a sample offset between the reference chirp
and the received chirp preamble. Each slave radio can thus com-
pensate for this initial time offset. However, due to heterogeneous
software and hardware processing delays among radios, residual
time offset still remains.
4-70 dBm on 915 MHz frequency band measured in an office building.
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Tx power
(dBm)
Air path loss (dBm)
dist. (1 – 10m)
Skin reflection
/absorption (dBm)
Muscle path loss (dBm)
dist. (2 – 6cm)
Insertion loss
(dBm)
Muscle path loss (dBm)
dist. (2 – 6cm)
Skin reflection
/absorption (dBm)
Air path loss (dBm)
dist. (1 – 10m)
Rx power
(dBm)
30 [1] 31.67 – 51.67 [104] 3[93] 9.2 – 27.6 [69, 99] 30 [109] 9.2 – 27.6 [69, 99] 5[93] 31.67 – 51.67 [104] -89.74 – -166.54
Table 1: The power loss at different part of the round-trip path between the transmitter (outside body) and the receiver (inside
body). The transmission power is set to the maximum value under FCC regulation.
Figure 5: A snapshot of RSS samples (top) and the fluctu-
ation rate (bottom) in one period. The fluctuation rate de-
creases with time. The signal amplitude converges when the
two radios are synchronized.
In the second step, the slave radios transmit a continuous chirp
signal; the leader radio listens. All slave radios then take turns to
compensate for the residual time offset under the guidance of the
leader radio. This is based on the realization that the amplitude of
the superimposed signal (at the leader radio) will fluctuate periodi-
cally if the incoming chirps are not tightly time synchronized. In
fact, the larger the time offset, the faster the received signal ampli-
tude fluctuates, as shown in Figure 4. The leader radio computes the
fluctuation rate of the received signal amplitude using fast Fourier
transform (FFT) and then guides slave radios to compensate for the
residual time offset.
The second step goes through a total of N − 1 periods. In each
period i , In-N-Out aligns the initial time of the i + 1th slave to
the first slave. Specifically, in the first period, two slave radios S1
and S2 send a continuous chirp signal simultaneously. These two
signals add up at the leader radio. Since S1 and S2 are not strictly
time synchronized, we will see fluctuations of the received signal
at the leader radio. The leader then sends a two-bit feedback to S2,
telling this node to add or subtract one sample time, or to stop. S2
calibrates its clock based on this feedback, and then regenerate a
chirp signal with an updated clock. The leader radio detects the
change of the fluctuation rate and sends an updated feedback to
S2. The algorithm iterates as above until all slave radios are syn-
chronized. The algorithm then enters the next period and involves
one more slave radio. All slaves are tightly time synchronized at
the end of the last period.
Considering its iterative nature, one may fear our synchroniza-
tion algorithm may cause an excessively long delay. However, the
first step of the algorithm can already yield small residual time off-
set and usually a reasonable number of iterations (tens) are needed
in each period. Figure 5 shows the variation of received signals (top)
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Backscatter module
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Figure 6: Our monotonic backscatter radio design (left) and
the PCB board prototype (right). We envision the board size
can be reduced to the sub-centimeter scale when implement-
ing In-N-Out on an Integrated Circuit (IC).
and the fluctuation rate (bottom) in one period. The fluctuation rate
drops to almost zero in 0.27 s.
4.1.2 Backscatter Design. The chirp modulation enables the leader
radio to detect the weak backscatter signal. However, generating
this backscatter signal requires the backscatter radio to measure
the received power and compare it with the signal power mea-
sured in previous round. These operations require extra hardware,
computation and more importantly, power consumption.
To solve this challenge, we offload power measurement from
the backscatter radio to the leader radio outside human body. We
choose this design based on the key observation of the monotonic
backscatter system: the backscatter signal power changes mono-
tonically with the received beamforming power. By observing the
power change of the received backscatter signals, the leader radio
could infer the power change of the received beamforming power.
In In-N-Out, the backscatter radio shifts the superimposed carrier
signal to another frequency band (for interference avoidance) and
reflects it directly back to the leader radio. This is achieved by letting
the backscatter radio generate a baseband signal at frequency fs and
mix this basebandwith the superimposed carrier signal at frequency
f1. The mixer operation will shift this superimposed carrier signal
to another two frequency bands: f1+ fs and f1− fs . The leader radio
detects the backscatter signal on one of these two frequency bands
and infers the beamforming power change accordingly. Following
the iterative beamforming algorithm introduced in §3, the leader
radio then guides slave radios to adjust their signal phase settings.
To avoid interference between the carrier signal and the backscatter
signal, we conservatively set fs to 100 KHz, which is 1.5× larger
than the default chirp bandwidth (40 KHz).
Radio hardware design. Conventional backscatter design (e.g.,
RFID), however, is not always monotonic, as shown in Figure 7(top).
This non-monotonic property arises from the energy harvesting
circuit where the impedance of matching network changes with
input RF power.
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Figure 7: Non-monotonic (top, passive RFID [37]) andmono-
tonic backscatter radio (bottom, In-N-Out). The top figure is
adapted from [37].
To this end we design a low-power, monotonic backscatter ra-
dio. The hardware schematic is shown in Figure 6. Our backscatter
radio contains two RF chains, one for energy harvesting (through
antenna one) and another for backscatter (through antenna two). It
allows the energy harvesting and backscatter to operate in parallel,
without interfering each other. To achieve a consistent impedance,
the RF power on the backscatter radio should be relatively stable.
Hence we put a diode in-between these two modules, which allows
the electric current to pass through in one direction (from the bac-
skcatter module to the energy harvesting module), while block it in
the opposite direction. We measure the backscatter signal power as
we gradually increase the carrier signal power. The result is shown
in Figure 7. We observe that the backscatter signal power changes
monotonically with the carrier signal, which confirms the effective-
ness of the hardware design. The dynamic power consumption of
this backscatter radio is 42 µW, which takes up only around 12% of
the energy harvested from our testbed (0.37mW ).
4.1.3 Beamforming Power Change Inference. The leader radio in-
fers the power change of the beamforming signal by observing
the power change of the received backscatter signal. A new chal-
lenge arises due to the extremely weak backscatter signal – after
going through considerable channel fading, the backscatter signal is
usually below the minimum detectable strength (MDS) of the com-
mercial RF radios (e.g., around -75 dBm for an USRP N210 software
defined radio [6]). To verify this challenge, we put a backscatter
radio into a 10 cm thick pork belly and conduct the following
experiment. A transmitter node that is five meters away sends a
continuous chirp pulse, with its power grows linearly from 0 to
20 dBm. A receiver node that is one meter away from the backscat-
ter radio measures the received backscatter signal. Figure 8a plots
the amplitude of the received backscatter signal. We observe noisy
power measurements which fail to reflect the power change of the
backscatter signal.
We define a new metric called PCCS (ω) and use it to infer the
power change of the backscatter signal. PCCS (ω) is computed by
correlating the received backscatter signal with the reference chirp
in the frequency domain. We have proved that the peak value of
PCCS (ω), namely, PCCS (0), changes monotonically with the power
a RSS measurements b PCCS (0) measurements
Figure 8: (a) RSS and (b) PCCS (0) measurements of the re-
ceived backscatter signal as the carrier signal power grows
linearly.
change of the backscatter signal, and demonstrated that PCCS (0) has
sufficient resolution to reflect the power change of the backscatter
signal. Due to the page limitation, we put the mathematical proof
in Appendix A.
Figure 8b shows PCCS (0) samples extracted from the received sig-
nals. We observe an increasing trend of PCCS (0) as we increase the
power of carrier signal. However, due to signal noises and measure-
ment errors, PCCS (0) fluctuates drastically, which may confuse the
leader radio and introduce extra beamforming iterations. To solve
this problem, we adopt an adaptive Kalman filter [38] to smooth
the PCCS (0) samples. Figure 8b shows that the filtered samples can
fairly reflect the power change of the backscatter signal.
4.2 Cold Start
Previous sections focus on how to beamform towards the backscat-
ter radio that is already awake. In this section, we describe how we
bootstrap the backscatter radio during the cold start period. Cold
start is a “chicken-n-egg” problem: without enough power (-20 dBm
at least [20]) the backscatter radio cannot wake up to provide feed-
back (by simply reflecting the signal). On the other hand, without
the feedback, we cannot beamform to provide energy. Exhaustively
searching all the beamforming space in hope of accidentally wak-
ing up the backscatter radio is obviously not a viable approach.
Employing PushID [107] to wake up the backscatter radio, on the
other hand, requires a much stronger carrier signal to compensate
the excessive channel fading inside the human body, which may
overheating human tissues and cause safety issues.
We propose a beamforming-based space searching algorithm to
bootstrap the backscatter radio. Recall that the leader node can be
a mobile phone or a wearable device worn by the user, it is thus
reasonable to assume the leader node is close to the medical implant.
In In-N-Out, we first align all beams towards the leader node and
then search the limited space around the leader node. The space
searching algorithm is based on the realization that different phase
combining can lead to a significant different beamforming patterns.
Specifically, let ϕi be the current phase setting of the slave radio i .
As we introduce a phase perturbation δϕ to ϕi , the carrier signals
will coherently combine at other locations, resulting in side lobes.
This new phase combination also spreads the main beamforming
lobe over a larger area, as shown in Figure 9(b). Accordingly, by
introducing different phase perturbation δϕ ( −σ < δϕ < σ ) to each
slave radio, we can produce different beamforming patterns and
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Figure 9: Beamforming energy patternswith different phase
perturbations: (a) optimal phase alignment, (b)-(d) with dif-
ferent phase perturbations. With phase perturbations, we
observe an enlarged main lobe and many side lobes. These
side lobes can provide sufficient energy to wake up the
backscatter radio.
a Scanning ratio CDF vs.
number of perturbations
b Scanning ratio values after
100 perturbations vs. σ
Figure 10: Phase perturbation range σ analysis.
use them for space searching. When the backscatter radio gains
enough energy as a result of this searching effort, it wakes up and
starts to backscatter. Once the leader radio receives this bacskcatter
signal, it goes back to serve its functions described in §4.1.1 and
§4.1.3.
As the beamforming power spreads over the main lobe and side
lobes, the question here is whether these lobes are strong enough to
wake up the backscatter radio. To answer this question, we measure
the power distribution of the beams shown in Figure 9(b)–(d) and
find a 3.6 dB power drop with repesect to the optimal beamforming
power (Figure 9(a)). Note that to achieve a desirable charging effi-
ciency, the optimal beamforming power of a multi-antenna system
is much higher than the power required in the cold start period (-
15 dBm). Hence, these newly emerging beams are strong enough to
wake up the backscatter radio. Our micro-benchmark result (§6.1.2)
also confirms the efficacy of this cold start method.
GPS
Leader 
radio
Slave 
radios
Medical 
implant
Leader radio
1.1 m
Slave radio
Figure 11: Testbed setup. Our testbed consists of 17 USRP
N210 and four USRP B210 nodes, all mounted on the ceiling
of an office building.
Determining the phase perturbation range σ . We define the
scanned area as the space where the received energy is higher
than 30% of the optimal beamforming power (equivalent to < 5 dB
loss). We then conduct simulations to investigate the impact of the
phase perturbation range σ on the scanning ratio – the ratio of
the scanned area to the entire searching space (a 2×2×2 m3 Cube
centered at the receiver). Figure 10(a) shows the scanning ratio as a
function of phase adjustment in different σ settings. The scanning
ratio grows rapidly as we increase σ from 10◦ to 30◦ and further to
60◦. The growth of scanning ratio then slows down as σ increases
further. To better understand this result, we further repeat the above
experiment 100 times in different σ settings and show the result
in Figure 10(b). We can see the scanning ratio peaks the maximal
when 45◦ ≤ σ ≤ 65◦. Suggested by this simulation result, we set σ
to 55◦.
4.3 Balancing Convergence and Delay
In our iterative beamforming algorithm, the phase searching bound
Φ is critical to system performance (Φ is introduced in §3). If Φ is
too large, the algorithm may rapidly converge to a non-optimal
beamforming result. In contrast, a smaller Φ will lead to better
beamforming results, but with a longer delay. In In-N-Out, we use
a larger phase bound at the beginning of the algorithm and then a
smaller value as the algorithm iterates. We compute a suitable phase
searching bound in each iteration based on a high order polynomial
function Φ = P(n), where n is the iteration index. Due to page
limitation, we detail this polynomial function and its derivation in
Appendix B.
5 IMPLEMENTATION
We describe the system implementation in this section.
5.1 Testbed Setup
We deploy 17 USRP N210 and four USRP B210 software defined
radios on the ceiling of an office building, as illustrated in Fig-
ure 11. Each USRP is equipped with a WBX RF daughter board [31]
and works on FDD full duplex mode. We use a Mini-Circuits ZFL-
1000VH RF amplifier [32] to boost the signal power and send out the
amplified signal through a 4 dBi Taoglas TG.35.8113 antenna [11].
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Figure 12: Message flow of In-N-Out.
As USRP only supports relative signal power measurement [7], we
conduct a one-time power calibration using an Agilent E4405B
spectrum analyzer [15] to acquire the absolute signal power.
USRP Synchronization. To mitigate the clock drift and carrier
frequency offset (CFO), all USRPs are wired to an Octoclock-G GPS
disciplined oscillator (GPSDO) [22] with 10MHz reference signal.
This centralized time synchronization method provides an accurate
timing reference. Wireless-based time synchronization methods
such as [55, 90] can be further employed for an even larger system
deployment.
5.2 Software Implementation
We implement all signal processing modules in C++ (version 4.8.4)
with UHD driver V3.10.1 and GNU Radio Companion V3.7.6.1. Fig-
ure 12 shows the message flow of these signal processing modules.
We next describe the module implementation on the leader radio
and the slave radio.
Leader radio has three modules: chirp signal synchronization,
backscatter radio cold start, and beamforming orchestration. We
implement the following signal processing functions to support
the above three modules: chirp preamble generation and transmis-
sion, RSS fluctuation detection, two-bit feedback signal generation
and transmission, backscatter signal detection, PCCS (0) calculation,
smoothing, and comparison.
Slave radios participate in all the three modules mentioned above.
We implement the following signal processing functions on each
slave radio: chirp preamble detection, two-bit feedback signal detec-
tion and decoding, time calibration, beamforming signal detection,
random number generator, phase adjustment, chirp carrier genera-
tion, and transmission.
5.3 RF Power Limit
Exposure to high levels of RF radiation can be harmful.
Transmissionpower:According to Federal Communications Com-
mission (FCC) regulation, the transmission power of a single radio
(with a 4 dBi antenna gain) should be below 32 dBm [16]. In our
deployment, the maximum transmission power is 30 dBm and thus
complies with the FCC regulation.
Power density in space: FCC and Food and Drug Administra-
tion (FDA) have different regulations for power density. Specifi-
cally, FCC requires the power density in ISM band to be below
0.6mW /cm2 [1], whereas FDA requires the power density to be be-
low 10mW /cm2 [13]. In our testbed, 24 antennas are distributed on
the ceiling of an 18×18m2 office building. The theoreticallymaximal
power density at the receiver is 0.08mW /cm2 based on [25], which
satisfies both FCC and FDA requirements. In our experiments, we
also measure the beamforming power at different locations across
the room. The maximum measured power density is 0.05mW /cm2,
well below the power limits specified by FCC and FDA.
6 EVALUATION
We present the evaluation results in this section. By default the
chirp bandwidth and symbol time are set as 40 KHz and 4ms (8192
samples), unless otherwise noted (when we investigate their impact
on the system performance).
6.1 Micro-benchmark
We start with performing micro-benchmarks to evaluate the effec-
tiveness of each function module in In-N-Out.
6.1.1 Chirp Synchronization. Experiments in this section aim to
i) evaluate the overall performance of the two-step chirp synchro-
nization algorithm, and ii) understand the relationship between
synchronization delay and number of slave radios.
i). The accuracy of chirp synchronization algorithm. We syn-
chronize chirp signals from all 24 slave radios using the two-step
chirp synchronization algorithm. We repeat this experiment 100
times and plot the CDF of the residual time offsets before and after
applying our algorithm in Figure 13. Without chirp synchroniza-
tion, the median and maximum time offsets are 3630 and 8182
samples, respectively. These two values drop to around 86 and
168 samples after the first-step chirp synchronization, and 0.4 and
0.9 sample after the second-step chirp synchronization. The trend
clearly demonstrates that our chirp synchronization algorithm can
effectively calibrate out the initial time offset among radios.
ii). Synchronization delay vs. slave count. We then evaluate
the chirp synchronization delay (termed as delay) under a different
number of slave radios. We repeat this experiment 100 times in
each setting and plot the results in Figure 14. We observe the delay
increases with the number of slave radios. Specifically, the delay
is below 1.4 s when we have six slave radios, 2.9 s for 12 slaves,
5.3 s for 18 slaves, and 6.4 s for 24 slaves. Please note that our chirp
synchronization needs to run only once, and the one-time delay of
6.4 s would not have a noticeable effect on the user experience.
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Figure 13: CDF of residual
time offset without and with
chirp synchronization.
Figure 14: Chirp synchroniza-
tion delay vs. number of slave
radios.
Figure 15: Cold start success
rate (left) and delay (right) vs.
number of slave radios.
Figure 16: Cold start success
rate (left) and delay (right) vs.
L–B distance.
6.1.2 Cold Start. Experiments in this section aim to evaluate the
cold start success rate and delay when we vary i) number of slave ra-
dios and ii) distance between the leader and the backscatter (termed
as L–B distance).
i). Success rate and delay vs. slave count. In these experiments,
we insert a backscatter radio into a 10 cm-thick pork belly and cold
start it using a different number of slave radios. The leader radio is
half a meter away from this pork belly. We perform this experiment
100 times in each setting and plot the success rate and delay in
Figure 15. We observe the success rate is low when we use only
four slave radios. This is as expected since beamforming power of
four slave radios is too low. The success rate soon jumps to 90% as
we double the number of slave radios. It then approaches to 100%
when the slave count is larger than 15. These results demonstrate
the effectiveness of our cold start algorithm. On the other hand,
we see the delay of cold start decreases as we increase the number
of slave participates. The longest delay, however, is only 0.56 s.
These results clearly demonstrate the effectiveness of our cold start
algorithm.
ii). Success rate and delay vs. L–B distance. We then test success
rate and delay of our cold start algorithm in different L–B distance
settings. In these experiments, we insert a backscatter radio into a
10 cm-thick pork belly and cold start it using 10 slave radios. Results
are shown in Figure 16. The success rate is around 100% when the
leader radio is close to the backscatter radio, e.g., 0.3 m and 0.5 m
away. It then decreases slightly to 96.7% and further to 86.6% as we
increase the L–B distance to 1 m and 2 m, respectively. We observe
a significant performance degradation (from 96.7% to 26.3%) when
the leader is 3 m away from the backscatter radio. This is because
the searching space is too large, hence the power of side lobes is not
strong enough to wake up the backscatter radio. As for cold start
delay, we observe that it grows smoothly as we increase the L–B
distance from 0.3 m to 2 m. It then jumps to around 0.3 s and further
to 0.35 s as we place the leader radio 3 m and 4 m away from the
backscatter radio, respectively. By default, the leader radio is placed
less than 1 m away from the human body. This is very practical
because in real life, the leader radio can simply be the smartphone
carried by the target or the smartwatch on the target’s wrist. These
devices are usually less than 1 m away from the implant inside the
body.
6.1.3 Beamforming. Experiments in this section aim to evaluate
the delay and power gain of our beamforming algorithm in various
parameter settings, e.g., different number of slave radios and dif-
ferent chirp bandwidths. To measure the power gain gap between
our beamforming algorithm and the optimal one, we define a new
metric, namely power percentage, as the square of the ratio between
the averaged beamforming amplitude (achieved by In-N-Out) and
the optimal beamforming amplitude. In reality, however, the op-
timal beamforming amplitude cannot be measured directly. We
thus start each slave radio at a time and record the received signal
amplitude at the backscatter radio. The summation of these signal
amplitudes serves as an alternative to the optimal beamforming
amplitude. We also define the beamforming delay as the execution
time of our beamforming algorithm until the beamforming power
at the backscatter radio converges.
i). Close to optimal beamforming amplitude. We measure the
beamforming amplitude gap between our algorithm and the optimal
one. In this demonstrating experiment, we run our beamforming
algorithm on three slave radios. The backscatter radio is inserted
into a 10 cm thick pork belly placed 2 m away from each slave radio.
For a better illustration, we sequentially start these three slaves and
measure their signal amplitude at the backscatter radio. Figure 17
shows the result. We can see the beamforming amplitude grows
rapidly and converges to a large value. The convergence signal
amplitude (dashed line) stays closely to the optimal beamforming
amplitude (dotted line), with the average amplitude percentage of
96.5%. This result clearly demonstrates the high efficiency of the
proposed beamforming algorithm.
ii). Convergence delay vs. slave count. Short convergence delay
is crucial to our system, especially in mobile scenarios. We next
examine the impact of slave count on the resulting beamforming
delay. The experiment setup follows the previous experiment. We
run the beamforming algorithm 100 times in each setting and plot
the delay in Figure 18. As we can see, the beamforming delay grows
slowly as we increase the number of slave radios. Specifically, the
average delay is 0.15 s, 0.21 s, 0.25 s and 0.33 s with 6, 12, 18 and
24 slave radios, respectively. Further, we observe that though the
beamforming delay fluctuates from experiment to experiment, the
maximum delay is less than 0.41 s. Hence, we believe that our
iterative beamforming algorithm is fast enough for most of the
in-body charging scenarios.
iii). Power percentage vs. chirp bandwidth. We then examine
the impact of chirp bandwidth on the beamforming power per-
centage. Similar to previous experiments, the backscatter radio is
inserted into a 15 cm thick pork belly placed 2 m away from 20
slave radios that are randomly picked from our testbed. We run the
experiment 100 times in each setting and plot the achieved power
percentage values in Figure 19. As shown, the power percentage
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Figure 17: RSS during a beam-
forming episode.
Figure 18: Beamforming delay
vs. number of slave radios.
Figure 19: Power percentage
vs. chirp bandwidth.
Figure 20: Power percentage
vs. backscatter orientation.
Figure 21: Power percentage
across different media.
Figure 22: In-tissue 3D power
distribution.
Figure 23: Power percentage
vs. slave count.
Figure 24: Beamforming
power samples.
grows as we first increase the chirp bandwidth – a higher chirp
bandwidth improves the accuracy of the power inference algorithm.
An accurate power inference result further improves the beamform-
ing efficiency. Meanwhile, we observe that the power percentage
increase rate decreases with the chirp bandwidth, indicating that
the marginal utility of the frequency-domain processing gain de-
creases. Considering both trends, we set 40 KHz as the default chirp
bandwidth setting.
iv). Power percentage vs. backscatter radio orientation. We
further examine how the backscatter radio’s orientation affects the
beamforming efficiency, which also indicates our system’s robust-
ness against the radio placement. In these experiments, we rotate
the backscatter radio (inside a 15 cm thick pork belly) horizontally
and vertically from 0◦ to 300◦ and measure the power percentage
at the backscatter radio. We repeat the experiment 100 times in
each rotation angle and plot the results in Figure 20. We observe
that In-N-Out achieves a consistently high power percentage (an
average of 83.5%, minimum of 74.3% and maximum of 87.1%) in all
rotation angle settings. This is because the antennas in our system
are placed in a distributed fashion and thus are insensitive to the
backscatter radio orientation.
v). Sufficient power for commercial medical implants. To ex-
amine whether the beamforming power achieved by In-N-Out is
sufficient to charge commercial medical implant, we conduct a
survey on the power consumption of several representative med-
ical implants [34, 54], including pacemaker, cardiac defibrillator,
neuro-stimulator, and controlled internal drug release (CIDR). For
comparison, we also calculate the average beamforming power (in
µW-scale) achieved by In-N-Out. Table 2 summarize the result. We
measured 107 µW–617 µW (average 372 µW) beamforming power
across the 18×18m2 testbed area. The available power is higher
than the power consumption of pacemakers and cardiac defibril-
lators, and only slightly lower than some neuro-stimulator and
CIDR devices. We envision by shortening the signal prorogation
Device Pacemaker Cardiac defibrillator neuro-stimulator CIDR In-N-Out
Power (µW) 10–100 25–250 40–500 100–800 372
Table 2: Power requirements of several commercial medical
implants. In-N-Out can achieve average 372 µW by using 24
slave radios, which is sufficient to power upmost of commer-
cial pacemakers and cardiac defibrillators, as well as many
neuro-stimulators and CIDRs.
path, such as deploying the system in smaller areas such as bed-
rooms or offices, In-N-Out would achieve a substantially higher
beamforming power.
6.2 Field Study
We next conduct field studies to evaluate the performance of In-
N-Out in different mediums. Although there are a surge of inbody
wireless charging competitors, we choose the state-of-the-art work
IVN [77] for comparison as IVN shares the most similar hardware
setup with In-N-Out. We carefully implement IVN and compare
the performance of these two approaches in both stationary and
mobile scenarios.
i). Impact of Medium. We first examine whether our system can
be used in other media. In these experiments, we place the backscat-
ter radio in four different media with significantly different channel
characteristics, i.e., air, water, pork and turkey. We measure the
resulting power percentage and delay (excluding chirp synchro-
nization) of our system in each setting. 24 slave radios are involved
in these experiments. As shown in Figure 21, In-N-Out achieves the
highest average power percentage in the air (86%), followed by 85%
in the water, 83% in the pork belly, and finally 83% in the turkey.
While the beamforming delays in these four media are slightly
different, they are all below 0.41 s and would not cause noticeable
delays in most of the cases. These experiment results demonstrate
that In-N-Out can be used to charge objects in various media.
ii). In-tissue Power Distribution We then examine In-N-Out’s
power distribution in deep tissues. The backscatter radio is placed
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inside a 10 cm-thick pork belly. Figure 22 shows the power dis-
tribution measured across three slices (with 10 cm depth) of the
pork belly. The backscatter radio is placed at (8, 8, 0). We observe a
clear hot spot around the backscatter radio (with a radius around
2 cm) in the 3D space where the beamforming power is the highest.
The power at other locations, however, stays at a relatively low
level. The average power at the hot spot is 10.3× higher than the
average power measured at the other locations. This result clearly
demonstrates that In-N-Out can successfully concentrate the beam-
forming energy to a tiny energy spot in a non-uniform medium
like pork belly.
iii). Comparison with IVN in stationary cases. We first com-
pare the power gain of In-N-Out and IVN in stationary cases. In
these experiments, we insert a backscatter radio into a 10 cm thick
pork belly and place them on a stationary table. We then vary
the number of slave radios from 6 to 24 and measure the power
percentage achieved by both In-N-Out and IVN. The experiment
setup stays the same as the setup in the previous experiment. We
repeat this experiment 100 times in each setting and plot the results
in Figure 23. As shown, In-N-Out achieves a consistently higher
power percentage than IVN. Specifically, when we have 6 slave ra-
dios, the average power percentage achieved by In-N-Out is 87.32%,
5.4× higher than that achieved by IVN (16.2%). When we triple the
number of slave radios (18), In-N-Out achieves 12.8× higher power
percentage than IVN. This gap further increases (18.1×) as we use
24 slave radios.
To better understand the performance gap, we profile the instan-
taneous beamforming power of these two approaches and show
the result in Figure 24. Both IVN and In-N-Out can achieve high
beamforming power, but IVN only achieves high power levels at
some time points. Its power level in most of the time, including the
charging period, stays rather low, leading to a low average power
level. In contrast, the beamforming power achieved by In-N-Out is
rather consistent, hence a much higher average power level.
iv). Comparisonwith IVN inMobile Cases. We further conduct
the performance comparison in mobile cases where the charging
target moves around during the charging process. In these experi-
ments, we put a backscatter radio inside a 21 lb turkey. The turkey
is then fixed on a Pioneer-p3dx robot [4] running ROS (Robot Op-
erating System) [89]. Figure 25 shows the mobile experiment setup.
We use 10 slave radios and measure the received power level at the
backscatter radio while the robot moves around. The experiment
is repeated 100 times in each speed setting. Figure 26 shows the
average power achieved by In-N-Out and IVN. When the robot
moves at a relatively slow speed (e.g., 1 cm/s and 5 cm/s), In-N-Out
outperforms IVN by 7.4× and 5.3×, respectively. To understand this
difference, we plot the CDF of the beamforming power of these
two systems when the robot moves at 5 cm/s. The result is shown
in Figure 27. For In-N-Out, we find its power level stays rather
consistent, with the lowest and highest power level of 0.053 and
0.089. In contrast, the power level variation of IVN is much larger,
with its 90% percentile value below 0.029. This result demonstrates
that In-N-Out is agile enough to handle the target’s slowmovement.
e.g., moving with the blood flowing.
As we increase the speed, the performance gap between these
two systems decreases. Specifically, when the robot moves at 1 m/s,
the two approaches deliver similar power levels. To understand this
trend, we randomly select a 0.8 s time window and measure the
instantaneous beamforming power levels, as shown in Figure 28.
The results show that at such a high speed, the power levels by
both approaches vary drastically. However, we expect that lower
movement speeds such as 1 cm/s and 5 cm/s are much more com-
monplace than speeds as high as 1 m/s in medical implant charging
scenarios. We believe In-N-Out can handle such common cases
successfully.
7 RELATEDWORK
Our system is related to wireless charging and backscatter, while
quantitatively differ from either one.
7.1 Wireless Charging in Bioelectronics
Wireless charging in bio-electronics can be broadly divided into
three categories: near-filed inductive coupling, far-field electromag-
netic radiation, and others.
Near-field inductive coupling exploits magnetic field induction
effect to deliver energy between two coils [73]. Research works
in this domain focus on inductive power link optimization [64,
73, 92, 108], source-load decoupling [91], and multi-coil linkage
design [63, 68]. While near-field method achieves satisfying power
delivery efficiency, it requires the user to wear bulky coils and align
them with the implanted coil [10]. As a result, the users need to sit
still for hours to have their implants fully charged. Moreover, the
charging efficiency of near-field methods drops significantly with
the reduction of coil size, which limits their working range to less
than a centimeter [35, 56]. Hence the focus in this field has shifted
towards overcoming the coil misalignment problem and improving
the system robustness.
Far-field wireless charging transfers power to the target through
electromagnetic radiation [41, 45, 75], microwave radiation [65],
or laser [61, 62]. Compared to the near-field method, the far-field
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method supports wireless charging over a longer distance at the cost
of lower wireless charging efficiency. Research in this field focuses
on RF diode and DC impedance optimization [45], antenna opti-
mization [75], and effective system implementation [41]. IVN [77]
introduces an opportunistic frequency-encoding method in hope of
combining signals constructively at the medical implant. However,
IVN’s beamforming power, for most of the time, is far below the
maximum value it can potentially achieve. In contrast, In-N-Out
aligns the phase of signals at the medical implant rapidly and keeps
this coherent phase combining over the entire wireless charging
period. Hence it can continuously charge the medical implant with
consistently near-optimal beamforming power. The different design
principle of In-N-Out and IVN leads to a significant gap in power
delivery efficiency: In-N-Out achieves 5.4 – 18.1× and 5.3 – 7.4×
power gain over IVN in stationary and mobile case, respectively.
In-N-Out also builds upon past works that leverage one-bit phase
alignment algorithm [47, 82] for wireless charging. Energy-ball [47]
adopts this algorithm to charge IoT devices where CSI is unavailable.
WiFED [82] employs this algorithm to realize near optimal power
transferring and communication over Wi-Fi links. However, both
of these pioneer works assume the receiver has enough battery to
assess the beamforming power and produce feedback signals, which
is not true for the ultra-low power, energy-scarce medical implants.
Besides, the excessive link budget renders the feedback signal far
below the noise floor, and thus fail the feedback signal detection and
decoding on the transmitter side. Accordingly, we cannot directly
borrow these techniques for inbody wireless charging.
As another alternative, mid-field resonant power transfer that
combines both near-field and far-field methods is proposed [59, 71,
71, 88].While this method canwork over longer distances in the free
space, the working range in the human body is still constrained by
the coil spacing. Although the focus of this review is on RF-based
methods, there are also related works on leveraging ultrasound
for power transfer [50, 51, 80, 95, 96, 101]. In [51, 80, 101], the
authors demonstrate the feasibility and advantages of ultrasonic
power charging for implanted devices in animal tissues and tissue
mimicking materials. In [50, 95, 96], the authors proposed end-
to-end ultrasonic charging and communication systems, whereas
they focus on protocol design, hardware form-factor minimization
and system rechargeability. Although ultrasound-based methods
achieve higher power transfer efficiency, they are still intrusive
due to the requirement of placing the transmitter coil close to the
receiver (e.g., attach to the human skin).
7.2 Backscatter Communication
Backscatter systems encode information on top of the remote
carrier signal for ultra-low-power communication. Recent stud-
ies on backscatter communication aim to improve the backscatter
range [79, 87, 102], enhance the ubiquity [58, 66, 76, 103, 109], and
enable new applications such as fine-grained localization [78, 98,
105], material identification [53, 106], and vehicle counting and lo-
calization [33]. In-N-Out takes advantage of the backscatter design
to reduce the energy consumption of the medical implant.
There are also several works studying wireless charging on
backscatter node without explicit channel measurement [37, 42].
However, these works still require CSI measurement at transmitters,
which is very challenging due to the severe signal attenuation in
deep tissues. In-N-Out addresses this challenge by precoding the
carrier signal using chirp modulation and leveraging its unique
processing gain in the frequency domain to improve the SNR of
backscatter signals. Additionally, In-N-Out introduces a new metric
PCCS (0) to replace the unreliable power measurement, and uses this
metric to guide the execution of beamforming algorithm.
8 DISCUSSION
In-N-Out leaves room for further investigations, as discussed below:
Reducing deployment cost As a proof-of-concept, we imple-
ment In-N-Out on software-defined radios (i.e. USRP) for fast-
prototyping. In the future we plan to customize the RF radio design
to reduce the overall system cost. Given the light-weight computa-
tion tasks and narrow band communication nature of our system,
one can customize the RF radio with a MSP430 [21] MCU ($2.09),
a MAX2235 [19] power amplifier ($2.16), a TI SN74LS624N [26]
oscillator ($3.94), two cc1100 [12] radio transceivers ($3.65), and
twoW5017 [29] antennas ($7.25), which leads to a total cost around
$25.
Scaling tomultiple targets. While the system design is illustrated
in the single target settings, In-N-Out can be easily extended to
multi-user scenario by introducing a MAC layer protocol such as
time duplex multiple access (TDMA) or Frequency duplex multiple
access (FDMA). We leave this for our future work.
9 CONCLUDING REMARKS
In this paper, we present the design, implementation, and evaluation
of In-N-Out: a multi-antenna system that can continuously charge
the medical implant at the near optimal beamforming power, even
when the implant moves around inside the human body. To achieve
this, In-N-Out proposes a set of novel signal processing algorithms
and a low-power, monotonic backscatter radio design. We proto-
type In-N-Out on software defined radios and PCB boards. The
head-to-head comparison on a multi-antenna testbed demonstrates
that In-N-Out achieves 5.4×–18.1× and 5.3×–7.4× average power
gain over the state-of-the-art solution in stationary and low-speed
mobile scenarios, respectively. In-N-Out is the first step towards
flexible wireless charging for medical implants. Moving forward,
we will endeavor to address the following technical challenges:
achieving optimal deployment of the antenna array, mitigating the
impact of strong multi-path effects, charging multiple implants
simultaneously, etc. We also plan to pursue subsequent clinical
experiments for further validations.
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APPENDIX
A PCCS (0) EXTRACTION
Let x(t), X (ω), p(t), P(ω), n(t), and N (ω) be the reference chirp
symbol, received backscatter signal, and channel noise in the time
domain and frequency domain, respectively. When the leader radio
detects the backscatter signal, it multiplies incoming signals with
the complex-conjugate copy of the reference chirp: (p(t)+n(t))x∗(t).
Next we prove PCCS (0) is the peak value of (p(t) + n(t))x∗(t), and
it changes monotonically with the strength of backscatter input
signal p(t).
Recall that multiplication in time domain is equivalent to the
convolution in the frequency domain, we can rewrite the former
expression as:
x∗(t)(p(t) + n(t)) = X ∗(−ω) ∗ P(ω) + X ∗(−ω) ∗ N (ω) (1)
On the other hand, the cross-correlation can be represented as
X (ω) ⊗ P(ω) = X (−ω) ∗ P(ω) [14]. Hence we can rewrite above
expression as:
x∗(t)(p(t) + n(t)) = X (ω) ⊗ P(ω) + X (ω) ⊗ N (ω) (2)
where X (ω) ⊗ N (ω) is a constant noise term, X (ω) ⊗ P(ω) is the
cross-correlation between the reference chirp and the backscatter
signal, and ω is the cross-correlation lag. When In-N-Out detects
the incoming backscatter signal, it synchronizes the reference chirp
with this backscatter signal by shifting the reference chirp at the
frequency domain. This operation leads to a cross-correlation peak
(if there is a peak) shows at the zero lag position. Without loss of
generality, we neglect the noise term of the above expression and
use PCCS (ω) to represent the frequency domain cross-correlation
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Figure 29: Optimal phase searching bond and its corre-
sponding 7 order polynomial fitting curve in the context of
backscatter assisted beamforming.
between the incoming backscatter signal and the reference chirp.
PCCS (ω) = X (ω) ⊗ P(ω)
=
1
2π
∫ 2π
0
(
∞∑
m=−∞
x(−m)eiσm )(
∞∑
k=−∞
p(k)e−i(ω−σ )k )dσ
=
∞∑
m=−∞
x(−m)
∞∑
k=−∞
p(k)e−iωk 12π
∫ 2π
0
(e−iσ (−m−k))dσ
=
∞∑
m=−∞
x(−m)
∞∑
k=−∞
p(k)e−iωk .
(3)
Hence the PCCS (0) (zero lag peak strength) can be expressed as:
PCCS (0) =
∞∑
m=−∞
x(−m)p(m) (4)
The above expression indicates that PCCS (0) is linearly proportional
to the power of backscatter signal p(·). The leader radio thus adopts
the power change of PCCS (0) as the indicator of the power change
received at the backscatter.
B OPTIMAL PHASE SEARCHING BOUND
ESTIMATION
According to the Proposition 3 in [83], the expected value of the
beamforming amplitude after nth period is:
y[n + 1] = y[n](1 − p(1 −CΦ◦ )) + σ1√
2π
e
− (y[n](1−CΦ))22σ1 . (5)
where
p = Q(y[n](1 −CΦ)
σ1
),
σ 21 =
N
2 ((1 −C
2
Φ) −
I2(ηn )
I0(ηn ) (C
2
Φ −C2Φ)),
CΦ  EΦ(cosΦi ),
Ik (x) =
1
2π
∫ π
−π
cos(kϕ)excos(ϕ)dϕ .
(6)
where Ik (x) is the modified first-kind, n-order Bessel function, ηn is
characterized by I1(ηn )I0(ηn ) =
y[n]
N . Q(·) is the tail distribution function
of the standard normal distribution.
In the context of the backscatter assisted beamforming system.
We first measure the backscatter signal power at different carrier
signal power settings. These results are then fitted using a nonlinear
function, which is denoted by Po = ℘(Pi ). Combining this nonlinear
function with Equation 5, we have:
y[n + 1] = ℘(y[n](1 − p(1 −CΦ)) + σ1√
2π
e
− (y[n](1−CΦ))22σ1 ). (7)
At each time slot n, we can calculate the optimal distribution of
phase searching boundдn (Φi ) by solving the following optimization
problem:
argmax
дn (Φi )
(y[n + 1] − y[n]) (8)
The problem of choosing an optimal distribution of phase searching
bound is equivalent to the problem of finding the optimal variation
of the phase searching bound. Given the fitted power function
Po = ℘(Pi ), We compute the optimal phase searching bond at each
iterations and plot the result in Figure 29. Tominimize the jitters, we
then fit this analytic result using a high order nonlinear polynomial
curve function Φ = P(n). This function is then employed for setting
the phase searching bound in each beamforming iteration.
