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ABSTRACT
CALCULATION OF SCALAR OPTICAL
DIFFRACTION FIELD FROM ITS
DISTRIBUTED SAMPLES OVER THE
SPACE
Go¨khan Bora Esmer
Ph.D. in Electrical and Electronics Engineering
Supervisor: Prof. Dr. Levent Onural
April 2010
As a three-dimensional viewing technique, holography provides successful three-
dimensional perceptions. The technique is based on duplication of the informa-
tion carrying optical waves which come from an object. Therefore, calculation
of the diffraction field due to the object is an important process in digital holog-
raphy. To have the exact reconstruction of the object, the exact diffraction field
created by the object has to be calculated. In the literature, one of the com-
monly used approach in calculation of the diffraction field due to an object is to
superpose the fields created by the elementary building blocks of the object; such
procedures may be called as the “source model” approach and such a computed
field can be different from the exact field over the entire space. In this work, we
propose four algorithms to calculate the exact diffraction field due to an object.
These proposed algorithms may be called as the “field model” approach. In the
first algorithm, the diffraction field given over the manifold, which defines the
surface of the object, is decomposed onto a function set derived from propagat-
ing plane waves. Second algorithm is based on pseudo inversion of the system
iii
matrix which gives the relation between the given field samples and the field over
a transversal plane. Third and fourth algorithms are iterative methods. In the
third algorithm, diffraction field is calculated by a projection method onto convex
sets. In the fourth algorithm, pseudo inversion of the system matrix is computed
by conjugate gradient method. Depending on the number and the locations of
the given samples, the proposed algorithms provide the exact field solution over
the entire space. To compute the exact field, the number of given samples has to
be larger than the number of plane waves that forms the diffraction field over the
entire space. The solution is affected by the dependencies between the given sam-
ples. To decrease the dependencies between the given samples, the samples over
the manifold may be taken randomly. Iterative algorithms outperforms the rest
of them in terms of computational complexity when the number of given samples
are larger than 1.4 times the number of plane waves forming the diffraction field
over the entire space.
Keywords: Digital Holography, Scalar Optical Diffraction, Plane Wave Decompo-
sition, Signal Decomposition, Projection Onto Convex Sets, Conjugate Gradient,
Eigenvalue Distribution, Computer Generated Holography
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O¨ZET
UZAYDA DAG˘ILMIS¸ O¨RNEKLERI˙NDEN SKALAR OPTI˙K
KIRINIM ALANI HESAPLANMASI
Go¨khan Bora Esmer
Elektrik ve Elektronik Mu¨hendislig˘i Bo¨lu¨mu¨ Doktora
Tez Yo¨neticisi: Prof. Dr. Levent Onural
Nisan 2010
U¨c¸ boyutlu go¨ru¨ntu¨leme teknig˘i olan holografi, u¨c¸ boyut algısını bas¸arıyla sag˘lar.
Bu go¨ru¨ntu¨leme teknig˘i, nesneden gelen bilgi tas¸ıyan optik dalgaların tıpkısının
u¨retilmesine dayanır. Bu yu¨zden, sayısal holografide nesne kırınım deseninin
hesaplanması o¨nemlidir. Nesnenin optik yo¨nden aynen geri c¸atılabilmesi ic¸in,
nesne tarafından u¨retilen kırınım deseninin dog˘ru olarak hesaplanması gerek-
mektedir. Litaretu¨rde, nesneden yayılan kırınım deseninin hesaplanmasında
nesneyi olus¸turan temel parc¸alardan yayılan kırınım desenlerinin toplanması
yaygın olarak kullanılan bir yaklas¸ımdır; bu tu¨r yo¨ntemler “kaynak modeli”
yaklas¸ımı olarak adlandırılabilir ve bu yo¨ntemlerle hesaplanan alanlar tu¨m uza-
ydaki gerc¸ek alandan farklı olabilir. Bu c¸alıs¸mada, nesneden yayılan kırınım
deseninin dog˘ru olarak hesaplamasını sag˘layan do¨rt algoritma o¨nerdik. Bu
o¨nerilen algoritmalar “alan modeli” yaklas¸ımı olarak adlandırılabilir. I˙lk algo-
ritma, kırınım alanının, du¨zlemsel dalgaların nesnenin yu¨zeyini belirleyen mani-
folt u¨zerindeki kesitini is¸levlere ayrıs¸tırılmasına dayanmaktadır. I˙kinci algoritma,
verilen kırınım deseni o¨rnekleri ile enine bir du¨zlem u¨zerindeki kırınım deseni
arasındaki ilis¸kiyi veren sistem matrisinin yaklas¸ık tersinin alınmasına dayanır.
U¨c¸u¨ncu¨ ve do¨rdu¨ncu¨ algoritmalar yinelemeli yo¨ntemlerdir. U¨c¸u¨ncu¨ algoritmada,
v
kırınım deseni dıs¸bu¨key ku¨meleri u¨zerine izdu¨s¸u¨m metoduyla hesaplanmaktadır.
Do¨rdu¨ncu¨ algoritmada, sistem matrisinin yakas¸ık tersinin alınması es¸lenik eg˘im
(conjugate gradient) yo¨ntemi ile hesaplanır. Verilen kırınım deseni o¨rneklerinin
sayısı yeterli ve bu o¨rneklerin yerleri uygun ise o¨nerilen algoritmalar uzaydaki
gerc¸ek kırınım desenini verir. Gerc¸ek kırınım desenini hesaplayabilmek ic¸in,
verilen o¨rnek sayısının tu¨m uzaydaki kırınım desenini olus¸turan du¨zlem dal-
gaların sayısından fazla olması gerekmektedir. Verilen o¨rneklerin birbirleriyle
bag˘ımlılıkları c¸o¨zu¨mu¨ etkilemektedir. O¨rneklerin manifolt u¨zerinden rastgele
alınması o¨rneklerin birbirleriyle bag˘ımlılıklarını azaltmaktadır. Yinelemeli algo-
ritmalar, verilen o¨rnek sayısı tu¨m uzaydaki kırınım desenini olus¸turan du¨zlem
dalgaların sayısından en az 1.4 kat fazla oldug˘unda dig˘er algoritmalara go¨re
kırınım alanı hesabını daha kolay yapar.
Anahtar Kelimeler: Sayısal Holografi, Skalar Optik Kırınım, Du¨zlem Dalga
Ayrıs¸tırımı, Sinyal Ayrıs¸tırımı, Dıs¸bu¨key Ku¨melerin U¨zerine I˙zdu¨s¸u¨m, Es¸lenik
Eg˘im (Conjugate Gradient), O¨zdeg˘er Dag˘ılımı, Bilgisayarla U¨retilmis¸ Holografi
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Chapter 1
Introduction
In this dissertation, calculation methods of the exact diffraction field created by
an object are discussed and presented. The calculation of the exact diffraction
field is important in 3D visualization, because as a 3D visualization technique,
digital holography (DH) depends on the calculated diffraction field created by an
object. Even if DH is commonly used to describe the capturing process of optical
diffraction fields by charged coupled devices (CCDs), it is also used to explain
the calculation of the diffraction fields by numerical operations as in computer
generated holography. In this work, diffraction field due to an object is obtained
by employing numerical operations. The properties of the object are carried to
the generated digital hologram by the calculated diffraction field due to that
object. Hence, calculation of the exact diffraction field due to the object paves
the way to capture the information carrying optical waves related to the object
without any loss.
Visual media is a highly versatile tool with many applications. Three di-
mensional (3D) visualization is an advanced mode within visual media. The
developed 3D viewing techniques in the literature are based on the 3D percep-
tion capabilities of an object by the human visual system [3–7]. 3D is perceived
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as a consequence of the depth cues. Each viewing technique satisfies some of
the depth cues used by the human visual system. The quality of the 3D display
system is determined by the sense of depth and the resolution of the system.
There are several 3D visualization techniques which can provide successful 3D
perceptions. To have successful perceptions of a 3D scene, the depth cues such as
binocular disparity, motion parallax, occlusion and accommodation have to be
satisfied. For instance, binocular disparity can be satisfied by having a slightly
different image for each eye [8–10]. Isolation of the images can be obtained by us-
ing special equipments (i.e., goggles) or techniques (i.e., holography). In [8–10],
it is mentioned that if the spectator has to wear a goggle to isolate the images
to have 3D perception, then the viewing technique is called as stereoscopy and
if the spectator does not need a goggle to see the scene in 3D then it is called
as auto-stereoscopy. Even if the mentioned classification in 3D visualization can
be commonly found in the literature [8–10], such a classification is confusing.
Therefore, an alternative classification of the 3D visualization techniques can be
defined according to the number of images displayed. For instance, if there are
two images, then the technique can be called as stereoscopy; and if there are more
than two images, then the technique can be called as multi-view. As holography,
there are some 3D visualization techniques that can provide infinite number of
images because viewing direction can be changed continuously. By increasing
the number of viewing directions, more natural viewing and 3D perception can
be obtained.
In holography, diffracted optical waves due to a 3D object are attempted to be
replicated physically [11, 12]. Illumination of the hologram results in replication
of the original optical waves and provide the same 3D perception as if looking at
the object itself. Quality of the optical duplication of the object depends on the
size, the resolution and other properties of the hologram such as accuracy of the
captured diffraction field.
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The information carrying optical waves related to the object can be mimicked
by the calculated diffraction field. Then, the calculated diffraction field is used
in the generation of the digital hologram. Therefore, more accurate calculations
of the diffraction field created by the object provide better reconstructions of the
object due to the generated digital hologram. In this dissertation, four diffraction
field calculation methods are proposed and these methods provide to calculate the
exact diffraction field mimicking the information carrying optical waves created
by an object.
Holography can be explained by the interference of the waves and the princi-
ples of the optical diffraction [3,5,6,13]. The interference pattern is obtained by
the superposition of two or more waves and the principles of the optical diffraction
can be explained by the behavior of the propagating waves over the space. The
optical diffraction created by an object is a complex valued signal which carries
amplitude and phase information. The amplitude and the phase information of
the optical diffraction field can be captured and stored by modulating the diffrac-
tion field by a reference wave. The employed modulation process is an amplitude
modulation as in communication systems [13,14]. Holographic patterns can also
be generated in a computer environment by using signal processing techniques
[7, 12, 15, 16]. The propagation behavior of the optical diffraction field created
by an object can be simulated by numerical methods. One of the challeng-
ing issues during the holographic pattern generation process is the computation
of the optical diffraction field due to a 3D object, because such a calculation
is a costly process as a consequence of the associated computational complex-
ity [11, 12, 16]. High computational complexity in diffraction field computation
arises due to dealing with complex amplitude signals and kernels whose sizes are
taken as large as possible to get more detailed and larger reconstructed objects.
Moreover, the optical diffraction due to an object with a depth information may
not be calculated by a linear shift invariant model. Further simplifications are
applied on the computation of diffraction field kernel and the structure of the
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object, such as representation of the object using planar slices or fewer number
of points [17–19].
A holographic signal can be generated by the interference of a reference wave
and the diffraction field due to an object. This process can be performed either
optically or by computation and each method has its benefits and problems.
One of the problems of optical capturing is the sensitivity of holographic signals
to vibrations. Even small displacements caused by the vibrations can spoil the
captured field. As a solution to the vibration problem, mostly fast charged
coupled device (CCD) sensors are used for capturing the holographic signals [20].
On the other hand, there is no such problem of vibrations when the holographic
signal is generated by numerical methods. Furthermore, by using the numerical
methods, holographic signals that would be generated by artificial objects can
be obtained [12].
The capture and generation of the holographic signals can be a troublesome
processes in general as mentioned above, but how to drive a holographic display is
another challenging problem. Each display device has its own specific properties,
thus tuning the holographic signal according to the properties of the display is
needed to get a reconstructed object with higher resolution and contrast [21,22].
The commercially available display devices can be still or dynamic [5,16]. In still
displays, holographic signal can be written only once, for example on holographic
films. Liquid crystal (LC) panels and digital micromirror devices (DMD) are two
commonly used types of dynamic displays [23–25]. The holographic signal on the
dynamic displays can be refreshed as fast as the video frame rate supported by
those devices [18]. However, resolution limits of still displays are usually higher
than the achievable maximum resolution of the dynamic displays.
The algorithms to generate holographic patterns by numerical methods are
computationally complex. To overcome such difficulties, two approximations are
commonly used for diffraction field computation; these are called as Fresnel and
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far-field approximations. The major advantage of Fresnel and far-field approxi-
mations is to reduce the computational complexity mainly due to the separability
of functions that represent the light propagation [12,15,16,26]. Therefore, com-
putational complexity and the amount of memory allocation decrease drastically
under these approximations. Further approximations can also be employed to
reduce the complexity [17,27–29]. Independent of the approximations employed
to the models of wave propagation, the shapes of the underlying object may also
be approximated. For example, objects can be represented as point clouds or
planar meshes. Computation time of holographic fringe patterns can be further
curtailed by running the algorithms on graphical processing units (GPU) instead
of central processing units (CPU). As a consequence, a significant computation
speed up can be achieved [17, 18, 30, 31].
A 3D object can be built from sample points and it is a widely used technique
in both computer graphics and holography [17, 18, 32]. These sampled objects
can carry the characteristics of the original continuous object. The diffraction
field due to the sampled object can be computed by superposing the diffraction
fields created by each sample point and it is assumed that each sample point
acts as a point light source. Such approaches in diffraction field computation,
where each object point is modeled as a point light source, utilize the so called
“source model”. Several fast algorithms, which are based on the source model, are
proposed in the literature. Some of these algorithms employ look-up tables [11] or
segmentation of the diffraction fields emanated from point sources [17]. Moreover,
rapid computations are also achieved by employing a GPU [17, 18, 30, 31]. 3D
objects can also be formed by stitching planar patches [32]. Then, diffraction field
of the object is computed by adding the diffraction fields due to these patches
[27, 33, 34]. Even though the source model based algorithms are commonly used
to compute diffraction field due to an object, the computed field due to the 3D
object will not be the correct field. The deviation from the correct solution is
induced by the superposition of the fields emanating from the building blocks of
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the object (In some scenarios, these building blocks are taken as points, planar
patches or slices along transversal axes). In the source model, it is assumed that
each building block emits light as if other blocks do not exist. Such independently
computed fields for each block are then superposed. The field obtained after
superposition can only provide the correct field if there are no mutual couplings
between the fields emitted by these blocks. However, the actual field over a block
is generally affected from all other sources. As a result of this, the source values
over the blocks deviate from the given actual field values. Therefore, the result
may be significantly in error. To overcome the deviation problem, alternative
procedures, which are called as “field model” algorithms, are proposed in this
dissertation. In the field model, the diffraction field computation due to an
object is attacked by a simultaneous calculation of the field over the entire space.
Therefore, the exact field over the entire space can be computed.
In this dissertation, four field model based algorithms are presented. These
algorithms pave the way to compute the exact diffraction field created by an ob-
ject. The exact field is obtained by simultaneous calculation of the field over the
entire space. In the first algorithm, objects are modeled as continuous manifolds.
Then, a continuous signal is defined on the manifold representing the diffraction
field over the manifold. Afterwards, the field on the manifold is sampled. In the
rest of the algorithms, which are proposed in this work, the manifold is not known
explicitly. Only the samples taken over the manifold are provided. Consequently,
all the presented algorithms based on the field model compute the continuous
diffraction field over the entire space from the samples which are taken over the
manifold. Among the four algorithms, the first algorithm is based on the de-
composition of the diffraction field on a basis function set which is formed by
the intersections of the propagating plane waves by the manifold. The second
one uses a brute force computation of the pseudo inversion of the system matrix
(System matrix represents the diffraction field relationship between a hypothet-
ical plane over transversal axes and the given samples over the manifold). The
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algorithm based on pseudo inversion of the system matrix is generated as a per-
formance comparison tool for the algorithms which work iteratively to compute
the diffraction field over the entire space from the given samples on the manifold.
First iterative algorithm utilizes projection operation onto convex sets. The sec-
ond one employs conjugate gradient search algorithm to compute the inverse of
the system matrix.
In this dissertation, even if we focus into the calculation of the exact diffrac-
tion field due to an object, it will be beneficial for the reader to understand the
fundamentals of the holography and its evolution. Therefore, next two sections
are included to Chapter 1.
1.1 Holography
Holography is one of the successful and natural 3D viewing techniques [12], be-
cause it targets the recreation of the diffracted optical waves due to an object.
In holographic techniques, diffraction field due to an object carries the infor-
mation related to that object. The scattered light from an object is recorded
and then the optical replica of the captured light is attempted to be generated.
Therefore, the information on the reconstructed object is related to the captured
diffraction field. The diffraction field can be obtained by using optical setups or
by employing digital calculations. If the digital calculations are chosen to find
the diffraction field, then performing more accurate diffraction field calculations
will provide more related information about the object. The exact replication
of the object can be possible when the diffraction field created by the object is
calculated without any error. In this work, four algorithms for computation of
exact diffraction field due to an object are proposed.
The theory of the holography can be explained by the principles of the optical
wave propagation and the mathematics of the interference. The interference of
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the diffraction field of the object, Ψ, and a reference beam, R, is needed during
the recording process. When the recorded pattern is illuminated by the same
reference beam, the diffracted light from the recorded pattern provides a 3D
image of the object. We prefer to choose the reference wave as a plane wave
which has a simple representation,
R = R0 exp(jkx sin θx) exp(jky sin θy) exp(jkz sin θz) (1.1)
where R0 is the complex amplitude of the reference wave, k is the wave number,
2pi
λ
and λ is the optical wave length; and θx, θy and θz denote the incidence angles
of the reference beam to the recording medium. The captured diffraction field
over the medium is expressed as [13, 15, 16, 26]
I = |Ψ+R|2. (1.2)
The expansion of Eq. 1.2 is
I = |Ψ|2 + |R|2 +ΨR∗ +Ψ∗R (1.3)
where ∗ denotes the complex conjugation. The first term in Eq. 1.3 is the object
self-interference. It has a spatially varying structure and it can distort the recon-
structed image if it is not suppressed or spatially separated. Spatial separation of
the first term can be achieved by having larger reference wave incidence angles.
The second term is the reference bias and it is a DC signal when the reference
wave is chosen as in Eq. 1.1. The other two terms, ΨR∗ andΨ∗R, are the signals
that carry the necessary holographic information needed in the reconstruction
process.
In the reconstruction process, the recorded hologram is illuminated by the
same reference wave. The diffraction from the illuminated hologram is expressed
as [13]
Rr = R|R|2 ∗ ∗h∗ +R|Ψ|2 ∗ ∗h∗ + |R|2Ψ ∗ ∗h∗ +R2Ψ∗ ∗ ∗h∗ (1.4)
where h denotes the impulse response of the free space diffraction and ∗∗ repre-
sents the 2D convolution. The third term in Eq. 1.4 gives the reconstruction of
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the object. The last term also carries the same information related to the object,
it is called as twin image and gives the reconstruction of the object at a different
distance.
There are many different types of holograms. Common hologram types are
transmission, reflection, rainbow , integral, embossed, computer generated and
volume holograms [35].
Holography has a great potential in scientific and artistic applications. Some
typical applications are high resolution imaging of tiny objects [36], multiple
imaging [37–39], holograms of artificially generated objects [40–43], information
storage [44–46], character recognition [47, 48], holographic interferometry [3, 5]
and 3DTV [49].
1.2 History of Holography
Holography was invented by Nobel price winner scientist Dennis Gabor in 1948.
While he was working to improve the resolution of an electron microscope, he
came up with the theory of holography [50]. The theory is based on the modula-
tion of the diffraction field by another wave. As a result of the modulation, entire
optical information related to object can be stored on a photographic film, even
if only the intensity of the optical wave can be captured by a film. He named
the theory as holography which is originated from the Greek words “holos” and
“gramma”. The word holos means whole and gramma indicate the message. At
the end of 40’s, there was no truly coherent light sources, so there had not been
any further development in holography during the following decade [6].
In 1960, N. Bassov, A. Prokhorov and C. Townes invented the laser. By using
the coherent light source, the holograms allowing to reconstruct sharper images
was produced [6]. In 1962, E. Leith and J. Upatnieks developed the off-axis
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holography technique. In the same year, Y. N. Denisyuk produced holograms
that could be viewed by using white light. In 1965, a computer generated holo-
gram (CGH) method was presented by B. R. Brown and A. W. Lohmann [6].
In 1989, MIT Media Laboratory Spatial Group designed and built a holographic
video system [11, 51]. That system could work in real-time [51]. However, the
information content was reduced by the elimination of the vertical parallax, re-
duction of resolution and reduction of the image size and the horizontal viewing
zone [11].
1.3 Organization of the dissertation
The organization of the dissertation is as follows. In the next chapter, mathe-
matical background and principles of the scalar optical diffraction are presented.
In Chapter 3, the computation of the exact diffraction field over the entire space
from the diffraction field over a given manifold is presented. The presented
method in Chapter 3 is based on the decomposition of the diffraction field onto
a function set which is obtained from the intersections of the propagating plane
waves by the manifold. In Chapter 4, three more field model algorithms are pre-
sented and some simulation results are shown as an illustration and evaluation
purposes. Two of the presented algorithms in Chapter 4 are based on iterative
methods and the other one is developed because of the comparison purposes.
Furthermore, performances of the presented algorithms related to the distribu-
tions of the given samples over the space and the number of the given samples
are investigated under several scenarios. In Chapter 5, effect of the distribution
of the given samples is analyzed when the source model approach is used to
compute the diffraction field due to the given samples. In Chapter 6, some con-
clusions about the proposed algorithms, employed to compute diffraction field




In this dissertation, algorithms for calculation of the exact diffraction field due
to an object, which may have non-planar surface, are proposed. The proposed
algorithms are based on the fundamentals of the scalar optical diffraction so,
it is important to understand these fundamentals. In this chapter, not only
did we present the fundamentals of the scalar diffraction, but we also showed the
diffraction field calculation methods like plane wave decomposition and Rayleigh-
Sommerfeld diffraction integral only explain the diffraction due to a field given
on a planar surface. Therefore, to compute the exact field over the space due to
the field defined over a non-planar surface, further improvements on the diffrac-
tion field computation methods like plane wave decomposition and Rayleigh-
Sommerfeld diffraction integral, are needed. Straightforward application of these
methods, which is the superposition of the diffraction fields emitted by the sam-
ple points, in computation of the diffraction field over the entire space due to
the field defined over a non-planar surface will give erroneous results. In Chap-
ters 3 and 4, algorithms for calculation of the exact diffraction field due to a field
given on a non-planar surface, that are based on the diffraction field relationship
presented in this chapter, are proposed.
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Diffraction of light is investigated under four categories in the literature: ray
optics, wave optics, electromagnetic optics and quantum optics [26]. Ray optics
is the simplest approach. In ray optics, diffraction phenomena described by rays
within a set of geometrical rules. Ray optics uses the approximation of infinites-
imal wavelength, though it paves the way to explain many simple experiments.
In these simple experiments, the illuminated objects are much larger then the
wavelength of the light. As a result of this, infinitesimal wavelength approxi-
mation is satisfied. In ray optics approach, we assume that the light follows an
optical path according to Fermat’s principle: “light rays travel along the path of
least time” [26]. The optical path is determined by the variation of the refrac-
tive index n over the medium that all the optical activities occur. Wave optics
can provide solutions to some phenomena associated with the diffraction of light
that can not be explained by the ray optics, such as diffraction due to small
objects whose sizes are comparable to wavelength. Wave optics also explains the
interference phenomena that can not be described by ray optics [15,16,26]. The
major difference between the wave and the ray optics is the wavelength. If we
assume that the wavelength in wave optics is infinitesimal then it becomes ray
optics. Wave optics is based on scalar wave model of the light. In other words,
polarization of the propagating wave is omitted. However, wave optics can not
cover the entire diffraction phenomena; for example, it can not clarify the refrac-
tion and reflection of light at the boundaries between dielectric materials and
the vectorial nature of the light. Electromagnetic optics is needed to explain
these kinds of problems. The mentioned three approaches, which are ray, wave
and electromagnetic optics, form the bases of classical optics. Electromagnetic
optics is the most general approach in classical optics, but there are still some
situations that can not be explained within classical optics. These situations
may be described by the quantum mechanical nature of the light. The quantum
optics theory can handle virtually all optical phenomena.
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In this work, we deal with free space propagating optical waves. Therefore,
we assume that wave optics principles are sufficient to explain all the diffraction
related scenarios that we are interested in. As a result of this, we employ the
scalar optical formulations in diffraction field calculations.
2.1 Fundamentals of the Scalar Optical Diffrac-
tion
Foundations of the scalar optical diffraction and the necessary derivations can be
found in [15,16]. The scalar optical diffraction field expression, which is derived
in [15, 16], explains the diffraction field relationship between a field defined over
a planar surface and an observation point. An illustration of the planar surface
and the observation point can be seen from Figure 2.1. Please note that, in all
the notations in this work x and y axes are taken as transversal directions, and
z axis is the longitudinal direction. In Figure 2.1, the position vector r0 denotes
the location of the observation point P0 and the vector rS is the position vector
that designates a point on the planar surface S0 on which the given diffraction
field is known. The vector r0S represents the difference vector r0 − rS. The
vector n is the outward normal unit vector. In Figure 2.1, the planar surface S0
is chosen as z = 0. The optical disturbance at the point P0 due to a field defined
over a planar surface S0 is expressed as [15, 16]







where cos(θ) = z|r0S | , |r0S| =
√
(x0 − xS)2 + (y0 − yS)2 + z02 and k = 2piλ . The




ψ(rS)h(r0 − rS)dS (2.2)
where the input and the output signals are ψ(rS) and ψ(r0), respectively. The
impulse response of the system that is used to describe the diffraction phenomena
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Figure 2.1: An illustration of the observation point P0 and the planar surface S0
is





The diffraction field relationship given in Eq. 2.1 is valid only for a planar surface,
S0. Therefore, the expression given in Eq. 2.1 will give erroneous results when
it is used for the non-planar surfaces. The relation given by Eq. 2.1 can also be
expressed in the frequency domain by employing convolution theorem and Weyl







exp[j(kxx+ kyy + kzz)]
kz
dkxdky, for z ≥ 0 (2.4)
where kx and ky are the spatial frequencies of the propagating plane waves along
x and y axes, respectively; and the spatial frequency along the z-axis, kz, is a
function of kx and ky, because of dealing with monochromatic diffraction fields.
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exp(jkzz) exp[j(kxx+ kyy)]dkxdky, for z ≥ 0
= −2piF−1{ exp(jkzz)}. (2.7)
















Ψ(kx, ky) exp[j(kxx0 + kyy0 + kzz0)]dkxdky. (2.8)
The function Ψ(kx, ky), defined in Eq. 2.8, is the Fourier transform of the field




ψ(rS) exp[−j(kxxS + kyyS)]dS. (2.9)
The expression given by Eq. 2.8 can be seen as an inverse Fourier transform.
The diffraction field relationship given by Eq. 2.8 is called as the plane wave
decomposition (PWD) and it can also be written as [16, 52–54]
ψ(x, y, z) = F−1{F [ψ(x, y, 0)] exp [j(k2 − kx2 − ky2) 12 z]} (2.10)
where ψ(x, y, 0) is the input field over the planar surface z = 0. The operator
F denotes the Fourier transform and the inverse Fourier transform is shown as
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F−1. Fourier transform of the input field gives the complex coefficients of the
plane waves that forms the diffraction field over the entire space as





The same diffraction field can be calculated by both PWD and RS diffraction
integral when the condition r  λ is satisfied [52, 53]. Such a condition causes
elimination of the evanescent wave components in the input field. The approxi-
mation of omitting the evanescent waves can be seen in Eq. 2.1 by dropping of







x2 + y2 + z2)√
x2 + y2 + z2
cos θ. (2.12)
The effect of discarding the evanescent waves can be seen in the frequency domain
as having only kx and ky satisfying kx
2+ky
2 ≤ k2. Then, the frequency response
associated with the RS kernel is expressed as










2 ≤ k. (2.13)




x2 + y2 + z2)
(x2 + y2 + z2)
cos θ = F−1{ exp [j(k2 − kx2 − ky2) 12z]}, √kx2 + ky2 ≥ k.
(2.14)
However, evanescent parts of the diffraction field left out from the diffraction field
calculations in this dissertation, because we are dealing with only propagating
waves.
PWD is an effective method to compute scalar optical diffraction, thus it
is commonly used in diffraction field computation. PWD is not only used to
compute diffraction field between two parallel planes but also it can be used to













where ψ(x) denotes the diffraction field over 3D space and the position vector






The rotation and transition are denoted by matrix R and vector b, respectively.
The diffraction field relationship between two tilted planes can be expressed
exactly as shown above without any approximations (except discarding the
evanescent waves). Furthermore, fast computation of the expression given above
can be achieved by using the fast Fourier transform (FFT). As a consequence
of fast computation of the diffraction field between tilted planes, it can be used
to compute the diffraction field of an object which is formed by planar patches.
Diffraction field of each planar patch will be superposed to obtain the field emit-
ted by the object. The expression given above can be employed in enlarging the
viewing angle in a holographic imaging setup with multiple spatial light mod-
ulators (SLMs) which are not placed on the same plane. Also, similar viewing
enlargement can be obtained by using single SLM with time-multiplexing vibra-
tions around an axis.
The scalar diffraction field relationship between two tilted planes may provide
advantages on both diffraction field computation due to an object and enlarging
the viewing angle of a single SLM. Being a challenging problem, several methods
are proposed to compute scalar optical diffraction between tilted planes. In the
algorithm proposed by Rabal, Fourier transform was used to calculate the inten-
sity pattern from a tilted plane onto another plane perpendicular to the initial
beam propagation direction [57]. Leseberg and Fre´re are the first researchers
employed Fresnel approximation to calculate the diffraction pattern of a tilted
plane [27]. Then, they suggested another diffraction field computation method
for the off-axis tilted objects [58]. Tommasi and Bianco proposed an algorithm to
calculate the relation between the plane wave spectrum of the rotated planes [59].
They also used their algorithm to calculate the computer generated holograms of
off-axis objects [60]. Then, they showed that their diffraction field computation
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method can be applied to model a space-variant optical interconnect [61]. Then,
a method which is based on Rayleigh-Sommerfeld scalar diffraction integral was
presented by Delen and Hooker. The method proposed by Delen and Hooker
calculates full-scalar diffraction [62]. Matsushima, Schimmel and Wyrowski uses
the same scalar diffraction method as Delen and Hooker presented, but in addi-
tion Matsushima, Schimmel and Wyrowski used several interpolation algorithms
in their method to decrease the error on the calculated field [33]. The method
proposed by Delen and Hooker was improved to solve more general scenarios in
[34,55,56]. The improved method provides to have a tilt around x-axis and/or y-
axis for the planes on which diffraction fields are defined. Moreover, the observa-
tion plane can be placed at further distances. The method presented in [34,55,56]
can also be used to obtain the diffraction pattern of 3D objects. Furthermore,
an analysis on the effect of using discrete Fourier transform in calculation of the
diffraction fields between tilted planes is given in [34].
2.2 Discretization of Diffraction Field
The input field is taken as a bandlimited spatial function, whose bandlimit is
within ±k. This constraint comes from dealing with propagating monochromatic
waves having wavelength λ, hence we can not have a harmonic component in the
transverse plane which has a higher frequency than 1
λ
cycles / unit length [16,26,
34]. In some cases, further restrictions on the bandwidth along the transverse
direction x and y are imposed. For instance, kx and ky can be restricted to be
−Bx ≤ kx < Bx and −By ≤ ky < By, where Bx, By ≤ k [1, 34, 55, 56, 63–68].
Thus, kx and ky may assume any real value only within this allowed interval.
To get a manageable numerical simulations, a finite number N of possible values
for both of kx and ky is used. One possibility of choosing these values is to use
uniform sampling, kx = lx
2B
N
and ky = ly
2B
N
where lx, ly = −N/2, · · · , N/2− 1
for even N and a similar formula for odd N . Discretization of the transverse
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frequencies as described results in a field which is periodic along the transverse
directions x and y, with a fundamental period X = piN
B
. Therefore, a careful
choice of simulation parameters is necessary if the consequences of this periodicity
effect are to be minimized [1, 34, 55, 56, 63–68]. Therefore, the field becomes
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This periodic and bandlimited function with a sampling period Xs = pi/B,
which is its Nyquist rate, yields N samples per period. Restricting our attention
to these samples, x = nxXs, y = nyXs and z = pXs, where nx and ny are
integers spanning one period, and p is the distance between the lines along the
longitudinal direction z. The expression in Eq. 2.16 can be written as
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where p denotes a real number [1, 34, 55, 56, 63–68]. Each frequency component
m determines the propagation direction of the corresponding plane wave. The
angles φx and φy, which are shown in Figure 2.2, denote the angles between the
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Thus mx, my ∈ [0, N2 ) corresponds to the positive φx and φy angles, andmx, my ∈
[N
2
, N) corresponds to the negative φx and φy angles [1, 34, 55, 56, 63–68]. The























where β = NXs
λ
[1,34,55,56,63–68]. Therefore, the discrete kernel corresponding























and the resultant form of the discrete representation of the plane wave decom-
position is













where N2 ·AD(mx, my) is the DFT of the sampled input field [1,34,55,56,63–68].
The variable nx and ny are restricted to the range [0, N). Therefore, the discrete
diffraction field can be expressed as




DFT2D{ψ(nx, ny, 0)}Hp(mx, my)
}
. (2.25)
The computer generated holograms are based on computation of discrete
diffraction field and interference of the diffraction field with a reference wave. In
this chapter, we mainly concentrated on the fundamentals of the scalar optical
diffraction. Also, we clarified that PWD and RS diffraction integral can only
explain the diffraction field relationship when the given field is defined on a planar
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Figure 2.2: The vector k is the wave vector of the plane waves.
surface. We choose to eliminate the evanescent waves from the field calculations
and it is the only approximation that we applied. Further approximations can be
applied to RS diffraction integral to decrease the computational complexity, such
as dealing only with paraxial waves [15, 16, 21, 26]. Also, these diffraction field
relationships can be tailored according to the properties of the display device,
thus it is possible to get sharper and high contrast reconstructed images. Some of
these tailored algorithms are based on Rayleigh-Sommerfeld diffraction integral
[22] or Fresnel approximation [69].
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Chapter 3
Diffraction field calculation from
the diffraction pattern over a
manifold by a signal
decomposition method
The derivation of the continuous scalar optical diffraction field relationship be-
tween two planar surfaces can be found in the literature [15, 16, 26]. Several
diffraction field models such as Rayleigh-Sommerfeld (RS), plane wave decom-
position (PWD), Fresnel and far-field are proposed to express the diffraction field
relationship between two parallel planes. In Chapter 2, PWD and the relation
between PWD and RS diffraction integral are presented. Fresnel diffraction field
can be found from the RS diffraction integral kernel by applying the paraxial
approximation. Please note that, these diffraction field models can be used only
to describe the relationship between the field values over two planar planes as
mentioned in Chapter 2. Again, as described in Chapter 2, the relationship be-
tween two slanted planes can also be based on these principles. However, the
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computational procedures derived from straightforward application of the above-
mentioned models will not give the exact diffraction field due to 3D objects which
have curved surfaces. We assume that the objects can be optically represented
by their surfaces which can be modeled as 2D manifolds in 3D space. The source
model approaches, which are based on PWD, RS diffraction integral and Fres-
nel approximation, can be employed to compute diffraction fields due to these
objects [42,43,70–74]. In those source model methods, it is assumed that super-
position of the diffraction fields due to the point light sources from those sample
points of the object, or from the planar patches forming the object, will give the
desired diffraction field from the object. However, in most of the scenarios, there
will be a significant deviation from the exact field, because the diffraction fields
mutually couple; this is not taken care of by the employed source model formu-
lation. In this work, we propose diffraction field calculation methods which will
give the exact diffraction field due to the objects which need not to be defined
on a planar surface. We also clearly indicate the flaws in commonly used faulty
source model methods in Chapter 5.
An algorithm for computation of the continuous scalar optical diffraction field
over the entire space due to the field given over a manifold is presented in this
chapter. Manifold is used to indicate the surface on which the given diffraction
field is defined. If enough amount of information is obtained from the diffraction
field defined over the manifold, then we can reconstruct the diffraction field
perfectly over the entire space.
3.1 Fundamentals of the proposed algorithm
A propagating monochromatic wave satisfies the wave equation,
∇2 exp(jkTx) + k2 exp(jkTx) = 0, (3.1)
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where the vector x is a position vector in 3D, x = [x, y, z]T . The vector k
denotes the spatial frequencies along x, y and z axes, k = [kx, ky, kz]
T . The
vector k determines the propagation direction of the plane wave. As a result of
dealing with monochromatic waves, kz is a function of kx and ky as,
kz =
√
k2 − kx2 − ky2. (3.2)
Also, we assume that the diffraction field defined over the entire space can be






where K is the frequency bandwidth of the field and A2D(kx, ky) is the complex
amplitudes of the plane waves. As a result of this, we are dealing with a signal
that is Fourier transformable, but this is not a too tight constraint. Furthermore,
such signals satisfy the wave equation, because each plane wave is a solution of
the wave equation.
Plane waves are also used as basis functions in the Fourier transform. Hence,
the results from Fourier transform theory can be directly applied to the problem
of finding complex amplitudes of the propagating plane waves. Furthermore,
efficient signal processing tools related to Fourier theory can also be utilized.
The complex amplitudes of plane waves can be calculated by the inner prod-










where 〈·, ·〉 denotes the inner product and the surface S0 is the planar surface
z = 0. The relation between the diffraction field within a volume and over its
boundary surface can be obtained from the divergence theorem and the wave
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where V is the volume we are interested in and S is the closed surface which
is the boundary of V . The operator ∂
∂n
stands for partial derivative along the
outward normal direction at each point on S. The integrals in Eq. 3.5 will give
zero, because the function in the volume integral is equal to zero as shown in
[15, 16]. The reason of having zero valued function in the volume integral is
dealing with source free volume. Then, the closed surface integral can be split
into two manifolds. It is assumed that one of the surfaces is planar and the other
one is a 2D curved surface that forms an orientable 2D manifold with the planar
























where S0 is the planar surface z = 0 and Sa stands for the complement part to
get closed surface S; i.e., S = S0 ∪ Sa. The surface outward normal of S0 is the
unit vector −zˆ and the surface unit outward normal for the Sa is nˆ. The first












Derivation of the result given in Eq. 3.7 can be established by the expressions of





















Then, substituting the expressions in Eq. 3.8, Eq. 3.9 and Eq. 3.4 into the left






























Then, we use the decomposition of the diffraction field as given by Eq. 3.3 over



























































































The surface integral over Sa in Eq. 3.13 will provide to calculate complex coeffi-
cients of the plane waves from the diffraction data over Sa. However, to calculate
the complex coefficients of the plane waves by Eq. 3.13, the directional derivative




, over the manifold Sa has to be known,
but it is not given. Only the manifold over the space and the diffraction field
on the manifold are given. As result of this, Eq. 3.13 can not be performed
straightforwardly, thus an alternative solution is proposed. A possible procedure
to compute the field over the entire space from the given diffraction field over a
manifold Sa can be based on the intersections of the 3D functions, exp(jk
Tx), by
the manifold Sa. However, such intersections of the planes waves by Sa may not
form an orthogonal 2D functions. Therefore, orthogonalization is needed in the
diffraction field computation process. Analysis over a lower dimensional simple
scenario will be helpful to clarify why the complex exponentials may not form an
orthogonal functions on Sa and such an analysis can be found in Appendix A.
Orthogonal functions are derived from the non-orthogonal functions which are
the intersections of exp(jkTx) by the manifold Sa.
In this work, field and source model methods which are used to calculate
diffraction field over the entire space from the given field on a manifold are



















where A2D(kx, ky) denotes the complex amplitudes of the plane waves which are
used as basis functions to decompose the field ψ(x) over the entire space. The es-
timated complex amplitudes of the plane waves that provide the minimization of
the difference between the estimated and the given fields is shown as Aˆ2D(kx, ky).
As a result of numerical issues, we assume that the diffraction field over the entire




A2D(kmx , kmy) exp(jk
T
Mx) (3.16)
where kM = [kmx , kmy , kmz ]
T . As a result of dealing with monochromatic waves,
kmz is a function of kmx and kmy as kmz =
√
k2 − kmx2 − kmy2. The spatial
frequencies kmx and kmy are defined in a discrete set as kmx , kmy ∈ [−M/2,M/2).
Then, the least square problem given in Eq. 3.15 is expressed as










As given in Eq. 3.16, the field over the manifold is formed by the propagating
plane waves. The minimization of the least square error between the original
field and the estimated field over the manifold is achieved according to the de-
composition of the field over the functions which are found as the intersections
of the propagating plane waves by the manifold. The complex amplitudes of the
plane waves are estimated according to the algorithm presented in the following








3.2 Decomposition onto an orthogonalized ba-
sis function set
Plane waves, whose superposition form the diffraction field over the entire space,
generate an orthogonal 3D basis function set over the entire 3D space. However,
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when they are intersected by an arbitrary orientable manifold, the resultant
2D functions corresponding to plane waves may not be orthogonal. Therefore,
to compute the complex coefficients of the plane waves, we use Gram-Schmidt
orthogonalization method to get an orthogonal basis function set [75]. Then, we
can easily define proper inner products to compute the complex coefficients of
the plane waves.
For illustration and evaluation purposes, a simple numerical simulation is
designed. In this simulation, for simplicity, we deal with 1D objects and fields
over the entire 2D space due to these 1D objects. Extension of the method for
the 2D objects in 3D space is feasible, but there will be some numerical issues due
to the larger data sets. Nevertheless, the method for the 3D space is presented
at the end of this section, together with possible numerical problems that can be
encountered. As a result of numerical concerns, we assume that the diffraction
field is formed by a finite number of plane waves. Then, the diffraction field over







where x denotes the 1D manifold over 2D space, x = [x, z(x)]T and the spatial
frequencies are shown as kM = [kmx , kmz ]
T where kmz =
√
k2 − kmx2. Eq. 3.19
can be written in more compact form using matrix vector notation as,
ψ = Φa (3.20)
where ψ is the vector that represents diffraction field along the manifold. The
vector a is the complex coefficients of the plane waves that we want to compute.






∣∣ exp(jk2Tx) ∣∣ . . . ∣∣ exp(jkMTx) ]
= [ φ1|φ2|. . . |φM ]. (3.21)
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The matrix Φ has M column vectors, denoted by the vectors φi. As mentioned
above, the plane waves along the manifold are not orthogonal to each other in
most of the scenarios. Therefore, we used Gram-Schmidt orthogonolization to
form a set of orthogonal functions. After having the orthogonalization of the
functions along the manifold, Eq. 3.20 can be expressed as,
ψ = QRa (3.22)
where the columns of the matrix Q form the orthogonal basis functions that
describes the system. The matrix Q has M column vectors as
Q = [ q1
∣∣q2 ∣∣ . . . ∣∣qM ]. (3.23)
The matrix R is an upper triangular matrix. Inner product of ψ by the complex
conjugate of the orthogonal basis functions will provide possible solution to the
complex coefficients of the plane waves as,
QHψ = Ra. (3.24)
Back-substitution can be used to calculate the elements of the vector a, because
R is an upper triangular matrix, but back-substitution may not provide robust
reconstruction generally. Therefore, we use singular value decomposition of R
in reconstruction of the complex amplitudes of the plane waves. Then, the lin-
ear relation between the diffraction field on the manifold Sa and the complex
coefficients of the propagating plane waves is expressed as
QHψ = UΣVHa (3.25)
where U is the eigenvectors of RRH and V is the eigenvectors of RHR. The
diagonal elements of matrix Σ are the eigenvalues of the matrix R. Robust
reconstruction of the complex coefficients of the plane waves is obtained by dis-
carding the eigenvalues which are smaller than the computational machine error.
The elements of the diagonal matrix Σ−1 are computed as 1
λi
where λi is the
ith diagonal element of matrix Σ. Therefore, such a compensation is needed not
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to amplify the computational machine error over the eigenvalues. Compensated
solution of the vector a is
a = VΣ−1UHQHψ. (3.26)
The implementation of the expression given Eq. 3.26 is summarized by the flow
chart shown in Figure 3.1.
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Figure 3.1: Flow chart of the implemented algorithm given by Eq. 3.26
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To perform the discrete calculations in the presented algorithm, the samples
of diffraction field defined over the manifold are received as input. To take many
samples results in a large memory allocation and an increase in the computational
complexity. The number of samples, that is needed to get perfect reconstruction
of the complex amplitudes of the plane waves, is determined by the number of
plane waves used in generation of the diffraction field over the entire space.
The method proposed in this section can also seen as an atomic decomposi-
tion. Furthermore, several other decomposition methods can be employed, such
as method of frames, matching pursuit and basis pursuit [76]. It is assumed that
the diffraction field over the manifold is generated by a linear superposition of the
signals which are the intersection of the plane waves over the manifold. However,
the lack of orthogonality poses a problem during reconstruction of the complex
amplitudes of the plane waves. Therefore, we form a new set of functions which
are orthogonal over the manifold. Then, we can calculate the complex ampli-
tudes of the propagating planes that forms the diffraction field over the entire
space by employing the generated orthogonal basis functions.
In the first simple simulation, a 2D diffraction field due to a 1D object is
considered. Figure 3.2 shows the implemented scenario.
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Figure 3.2: Implemented scenario of reconstruction of the entire diffraction field
from the field given along 1D manifold Sa.
The manifold Sa and the x-axis form a closed loop. We assumed periodic
patterns along the transversal axis which is chosen as x-axis in this scenario,
because of the numerical aspects: the period is NX. The variable X is used to
control physical distances between consecutive samples and it is taken as λ/2 for
this scenario and the wave length λ is chosen as 0.5µm. Larger sampling step
sizes can be used if the bandwidth is taken smaller than 1
λ
cycles / unit length
which is the maximum possible wavelength for propagating waves. Furthermore,
we assume that the field over the entire space is formed by N = 256 propagating
plane waves and their propagating directions are defined by the variable kmx ,
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which is kmx ∈ [−N2 , N2 ), given in Eq. 3.19. The variables m, n, p and l are
chosen as 100, 128, 125, 128, respectively. The diffraction field over the entire
space is computed due to a synthetic signal on the reference line which is given
as z = 0. The lines along the longitudinal axis has 256 samples. The synthetic
signal on the reference line is chosen as a unit square pulse whose width is 1
8
of
the period NX along the transversal axis. An illustration of the diffraction field
over the 2D space is given in Figure 3.3.
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Figure 3.3: Magnitude of the diffraction field computed due to a synthetic signal
which is a square pulse of 32 samples located at the center of the reference line
of length 256 samples. To see the diffraction along the z-axis, the depth of the
space is two times longer than the extend of the field along transversal axis.
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These plane waves are intersected by the manifold Sa. Real parts of the
cross-sections of the plane waves along the manifold Sa can be seen in Figures 3.4
and 3.5, for two of the 256 plane waves.
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Figure 3.4: (a) Real part of the propagating plane waves intersected by the 1D
manifold Sa (b) Corresponding propagating plane wave.
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Figure 3.5: (a) Real part of the propagating plane waves intersected by the 1D
manifold Sa (b) Corresponding propagating plane wave.
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After performing Gram-Schmidt orthogonalization of these plane waves along
the manifold, we obtain a set of orthogonal functions. Real parts of the orthogo-
nal basis functions that are related to the functions given in Figures 3.4 and 3.5,
are shown in Figure 3.6.















Orthogonal basis function over S
a














Orthogonal basis function over S
a
Figure 3.6: Orthgonalized functions along the manifold Sa
Then, the complex coefficients of the plane waves are obtained by Eq. 3.26.
In Figure 3.7, the magnitudes of the reconstructed coefficients of the plane waves
that form the diffraction field over the space are illustrated. Also, the magnitudes
of the differences between the initial and the reconstructed coefficients are shown
in Figure 3.7.
40







Magnitude of the original coefficients of the plane waves







Magnitude of the recontructed coefficients of the plane waves








Magnitude of the difference between 
the original and the reconstructed coefficients of the plane waves
Figure 3.7: Magnitude of the coefficients that form the initial diffraction field
over the space. Magnitude of the reconstructed coefficients. Magnitude of the
difference between the initial and the reconstructed coefficients.
Both figures represent discrete values for kmx ∈ [−N2 , N2 ) corresponding to
plane wave components of the diffraction field, but figures plotted as continuous
graphs by using linear interpolation for convenience. Then, the diffraction field
along the reference line is reconstructed from the intersections of the plane waves
along the reference line. The original and the reconstructed fields are shown
in Figure 3.8. The magnitude of the difference between the original and the
reconstructed fields is also given in Figure 3.8.
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Magnitude of the original field on the reference line










Magnitude of the reconstructed field on the reference line





n (S0, the reference line)
ε(n
)
Magnitude of the difference between 
the original and the reconstructed fields on the reference line
Figure 3.8: Original diffraction field on the manifold S0. The reconstructed field
on S0 from computed coefficients by using the diffraction field over the manifold.
The magnitude of the difference between the original and the reconstructed fields
on S0.
From the reconstructed field along the reference line, the diffraction field along
the manifold Sa is computed, as well. Reconstructed field and its difference from
the original field are shown in Figure 3.9.
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Magnitude of the initial diffraction field over S
a












Magnitude of the reconstructed diffraction field over S
a











Magnitude of the difference between 
the initial and the reconstructed diffraction field over S
a
Figure 3.9: Original diffraction field on the manifold Sa. The reconstructed field
on Sa from computed coefficients by using the diffraction field over the manifold.
The magnitude of the difference between the original and the reconstructed fields
on Sa.
In the second scenario, 1D manifold is formed by two straight lines with
different angles. In Figure 3.10, an illustration of the manifold Sa is shown.
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Figure 3.10: Illustration of the manifold Sa over the 2D space.
In this scenario, the sampling period along the manifold is changed to λ√
2
because in some scenarios, having at least N samples over the manifold S0 can
be enough to reconstruct the field over the manifold Sa. The employed wave
length is again chosen as 0.5µm. The real part of the signals obtained from the
intersections of the propagating plane waves by the manifold Sa can seen from
Figure 3.15, for two of the 256 propagating waves. The effect of the shape of the
manifold on the intersected plane waves by the manifold is seen as instantaneous
frequency shifts.
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Non−orthogonal basis function over S
a
Figure 3.11: Real part of the propagating plane waves intersected by the 1D
manifold Sa.
Real parts of the orthogonalized basis functions related to the functions given
in Figure 3.15 are shown in Figure 3.12.

































Figure 3.12: Real part of the orthogonalized functions along the manifold Sa.
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The coefficients of the plane waves that form the diffraction field over the
entire space are reconstructed from the given field over the manifold Sa by the
proposed algorithm. Magnitude of the reconstructed coefficients can seen in
Figure 3.13.







Magnitude of the original coefficients of the plane waves








Magnitude of the reconstructed coefficients of the plane waves









Magnitude of the difference between
the original and the reconstructed coefficients of the plane waves
Figure 3.13: Magnitude of the coefficients that form the initial diffraction field
over the space. Magnitude of the reconstructed coefficients. Magnitude of the
difference between the initial and the reconstructed coefficients.
As it can be seen from Figure 3.14, the diffraction field over the reference line
is again reconstructed perfectly. From the reconstructed field on the reference
line, the diffraction field on the manifold is computed as shown in Figure 3.15.
The field on the manifold is perfectly reconstructed.
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Magnitude of the original diffraction field on the reference line










Magnitude of the reconstructed diffraction field on the reference line





n (S0, the reference line)
|ε(
n)|
Magnitude of the difference between 
the original and the reconstructed diffraction fields on the reference line
Figure 3.14: Original diffraction function on the manifold S0. The reconstructed
field on Sa from computed coefficients by using the diffraction field over the mani-
fold. The magnitude of the diffraction between the original and the reconstructed
fields on S0.
47











Magnitude of the original diffraction field over S
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Magnitude of the reconstructed diffraction field over S
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Magnitude of the difference between 
the original and the reconstructed diffraction fields over S
a
Figure 3.15: Original diffraction field on the manifold Sa. The reconstructed field
on Sa from computed coefficients by using the diffraction field over the manifold.
The magnitude of the difference between the original and the reconstructed fields
on Sa.
In the third simulation, the same diffraction field shown in Figure 3.3 is used
as the field over the entire space. The 1D manifold over the 2D space is changed
as illustrated in Figure 3.16.
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Figure 3.16: Illustration of the manifold Sa over the 2D space.
The manifold Sa is defined as a half circle whose diameter is taken as NX
where N is equal to 256 and X is the spatial sampling period which is again
taken as λ
2
. The wave length in the implemented scenario is taken as 0.5µm.
Furthermore, the center of the circle is located at the point (0, NX
2
). As a result
of dealing with a curved manifold, the instantaneous frequencies of the signals
obtained from the intersections of the propagating plane waves along the manifold
Sa change according to the curvature of the manifold Sa. As an example, the
frequency changes on the signals can be seen from the Figure 3.17. Again, the
intersections of the plane waves along the manifold are not orthogonal. Therefore,
to obtain an orthogonal basis function set, Gram-Schmidt orthogonalization is
performed over intersected plane waves on Sa. As an illustration, real parts of the
orthogonal basis functions obtained related to the functions, given in Figure 3.17,
is shown in Figure 3.18.
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Figure 3.17: Real part of the propagating plane waves intersected by the 1D
manifold Sa.














Orthogonalized basis function over S
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Orthogonalized basis function over S
a
Figure 3.18: Real part of the orthogonalized functions along the manifold Sa.
The reconstructed coefficients of the plane waves by the proposed algorithm
can be seen in Figure 3.19.
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Magnitude of the original coefficients of the plane waves








Magnitude of the reconstructed coefficients of the plane waves









Magnitude of the difference between 
the original and the reconstructed coefficients of the plane waves
Figure 3.19: Magnitude of the coefficients that form the initial diffraction field
over the space. Magnitude of the reconstructed coefficients. Magnitude of the
difference between the initial and the reconstructed coefficients.
The diffraction field over the reference line, S0, is reconstructed from the es-
timated coefficients and perfect reconstruction of the field is achieved. The mag-
nitudes of the initial and the reconstructed diffraction fields with the magnitude
of their difference can be seen from Figure 3.20. The reconstructed diffraction
field on the manifold Sa is shown in Figure 3.21 and again perfect reconstruction
is achieved.
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Magnitude of the original diffraction field on the reference line










Magnitude of the reconstructed diffraction field on the reference line





n (S0, The reference line)
|ε(
n)|
Magnitude of the difference between 
the original and the reconstructed diffraction field on the reference line
Figure 3.20: Original diffraction function on the manifold S0. The reconstructed
field on S0 form the orthogonalized basis functions. The magnitude of the diffrac-
tion between the original and the reconstructed fields on S0.












Magnitude of the original diffraction field over S
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Magnitude of the reconstructed diffraction field over S
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Magnitude of the difference between 
the original and the reconstructed diffraction field over S
a
Figure 3.21: Original diffraction field on the manifold Sa. The reconstructed field
on Sa form the orthogonalized basis functions. The magnitude of the difference
between the original and the reconstructed fields on Sa.
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As mentioned above, the presented computation method can be extended to
find the diffraction field over the entire 3D space due to diffraction field given
over a 2D manifolds. We again assume that the diffraction field over the 3D
space is formed by propagating plane waves. Therefore, reconstruction of the
complex amplitudes of the plane waves paves the way to compute the diffraction
field over the entire space as in the 2D space scenarios. The diffraction field over
the 2D manifold Sa can be expressed by the intersections of the plane waves by
Sa. The same algorithm used in the 2D space scenarios can also be employed in
3D scenarios after converting each 2D field and coefficient arrays into 1D field
and coefficient arrays. Furthermore, each signal, which is the intersection of a
plane waves by Sa, is stored as a 2D array. For instance, the diffraction field over
the manifold Sa is stored as a 2D array:
ψSa =
[
ψSa,1 | ψSa,2 | . . . |ψSa,N
]
(3.27)
where ψSa,i is as a column vector which represents the variation of the 2D diffrac-
tion field given over the manifold Sa along y-axis and the index of the column











The signal set which is obtained from the intersections of each plane
wave by Sa and computed as Φ(i, j) = exp(jk
T
i,jx) where ki,j =
[kmi , kmj ,
√
k2 − kmi2 − kmj 2]; and i and j denote the indices of the discrete spa-
tial frequencies along x and y axes, respectively. The 2D array representations
of these signals are obtained as
Φ(i, j) =
[




where φi,j,l is a column vector as in Eq. 3.27. Then, 2D array is converted into















∣∣ . . . ∣∣Φv(1, N)∣∣Φv(2, 1)∣∣ . . . ∣∣Φv(2, N)∣∣ . . . ∣∣Φv(N, 1)∣∣ . . . ∣∣Φv(N,N)] .
(3.31)
To store these arrays, huge amount of memory is needed to be allocated. As
a result of the limitations on the memory allocation, extending the presented
algorithm to 3D space may not be feasible for the 3D scenarios representing
practical cases.
Even though, the proposed extension from 2D to 3D brings memory problems,
a simple example is implemented as a proof of concept. The reference plane has
32 samples along both transversal axes. A 32× 32 synthetic signal, which has a
unit magnitude 2D square pulse located at the center, is written on the reference
plane. The width of the pulse is 8 samples along both transversal axes. The 2D
manifold in the simulation can be seen in Figure 3.22.
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Figure 3.22: Implemented scenario related to 3D space.
The variables m, n, p and l are taken as 12, 16, 10 and 16, respectively;
N = 32. The spatial sampling over the space is chosen as λ
2
and the optical
wave length is chosen as 0.5µm as in the 2D space scenarios discussed earlier.
An illustration of the chosen diffraction field over the reference plane can be
seen in Figure 3.23(a). Then, the diffraction field over the entire 3D space due
to the 2D square pulse is computed by using the plane wave decomposition.
The diffraction over the 2D manifold Sa is shown in Figure 3.24. By using the
proposed algorithm, the diffraction field over the reference plane is computed due
to the given diffraction field over the 2D manifold Sa. The reconstructed field
over the reference plane is shown in Figure 3.23.
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(a) (b)
Figure 3.23: (a) Magnitude of the synthetically generated diffraction field on the
reference plane. This is a square pulse in 2D. Its width along both transversal
axes is chosen as 8X where X is the spatial sampling period. (b) Magnitude
of the reconstructed diffraction field over the reference plane from computed
coefficients using the diffraction field over the manifold.
The diffraction field over the manifold Sa is computed from the the recon-
structed field over the reference plane. Again perfect reconstruction is obtained.




Figure 3.24: (a) Magnitude of the synthetically generated diffraction field on the
manifold Sa. (b) Magnitude of the reconstructed diffraction field on Sa from
computed coefficients using the diffraction field over the manifold..
In this chapter, a diffraction field computation algorithm which is based on
signal decomposition is presented. The proposed algorithm takes the diffraction
field over an orientable manifold as an input and calculates the complex ampli-
tudes of the propagating plane waves which form the diffraction field over the
entire space. Decomposition of the diffraction field, defined over the manifold,
onto the orthogonal signals, derived from the intersections of the propagating
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plane waves by the manifold, provides to compute the complex amplitudes of the
plane waves. Then, the exact diffraction field over the entire space can be cal-
culated by superposing the propagating plane waves which are weighted by the
computed complex amplitudes. The proposed algorithm can be used to compute
exact diffraction field over the entire space for both 2D and 3D space scenarios
but in 3D scenarios, large amount of memory allocation is needed.
In the following chapter, three more algorithms which can be used to compute
exact diffraction field over the entire space are presented. Two of them are
based on iterative solution and the other one is generated because of comparison
purposes. Those algorithms also employ PWD in diffraction field calculations as
in the presented algorithm in this chapter.
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Chapter 4
Field Model Algorithms based on
Iterative Methods
Computation of the diffraction field due to an object is a costly process [11, 12].
Thus several approximations on the object representation and the field computa-
tion methods are applied [15,16,19,26]. Furthermore, device specific algorithms
are generated to achieve faster computations [17,18,70,77]. The diffraction field
calculation algorithms presented in the references given above employ the source
model approach which is mentioned in Chapter 2. Therefore, the diffraction field
created by the object may not be calculated exactly using those algorithms, be-
cause the field values on the elementary building blocks of the objects are altered,
compared to their original values, when the fields diffracted due to these blocks
of the object are superposed. The mutual couplings between the fields emitted
by the elementary building blocks are omitted in those algorithms during the
superposition process; each diffraction field emitted by an elementary building
block is taken into consideration as if it is the only light source in the space.
Hence, the calculated diffraction field by using the source model can be differ-
ent from the exact field over the entire space. As mentioned in Chapter 2, the
diffraction field calculation methods like plane wave decomposition (PWD) and
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Rayleigh-Sommerfeld (RS) diffraction integrals provide to compute diffraction
fields due to a field given on a planar surface. In this chapter, three more field
model algorithms are presented to calculate the exact diffraction field over entire
space from the samples of the field on the object. Two of them are based on iter-
ative methods and the third one is designed because of performance comparison
purposes.
The description of an object in the space is the first issue that has to be
considered in computation of the related diffraction field. To define an object,
we choose to use continuous manifolds over the space. Manifolds can be used
to denote the skin of the object. Besides, there are some object representations
that may decrease the computational cost. Commonly used object representa-
tions are point clouds, planar patches and planar slices which are taken along the
longitudinal axis. These approximations can be interpreted as different sampling
procedures applied to the continuous 3D object. Furthermore, the properties of
the chosen sampling procedures affect the representation of the object. For in-
stance, when an object is represented by large triangular patches, then the details
in the shape of the object can not be displayed. Similar effect can be seen when
the object is sampled sparsely on the spatial domain. The object may also be
represented by planar slices and each slice may be displayed sequentially. In the
rest of the dissertation, point sampling procedure is chosen because the imple-
mentation of the proposed algorithms, based on pseudo inversion and conjugate
gradient, become feasible.
The second issue on the computation of diffraction field due to an object is to
determine the effects of approximations used during the field computation on the
accuracy of the computed field and the computational complexity. One of the
widely used approximations on the diffraction field computation is to take each
sample point on the object surface as a point light source. Then, the superposi-
tion of the diffraction fields due to these point sources are taken as the diffraction
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field due to the object. This kind of diffraction field calculation methods are
called as the “source model” as briefly mentioned in Chapter 1. Another approx-
imation on the field computation is the limit on the field to have only paraxial
waves as in Fresnel approximation. Paraxial approximation is valid when the
spatial frequencies of the propagating waves, kx and ky, are much smaller than
the wave number, k = 2pi
λ
, where λ is the optical wave length. Far-field approxi-
mation is also commonly employed. Fresnel and far-field approximations provide
reasonable results for the regions where spherical wave can be approximated
as paraboloidal and planar waves, respectively. However for the region that is
closer to the source, those approximations are not valid. Fresnel and far-field
approximations pave the way to develop more efficient algorithms, because the
diffraction field integral kernels of the Fresnel and Fraunhofer approximations are
separable, so computational complexity can be decreased substantially. However
by using those approximations, there will be a deviation from correct diffraction
field.
In this chapter, three diffraction field computation algorithms based on the
“field model” approach, as opposed to the “source model”, are presented. In the
presented algorithms, we assume that the continuous diffraction field is sampled
over a manifold. From the given field values on the samples, the continuous
diffraction field over the entire space is computed. As a consequence of the
simultaneous solution over the samples, the computed field over the entire space
satisfies the wave equation and keeps the field values on the samples unaltered.
The resultant continuous diffraction field over the space can be interpreted as
the interpolation based on the wave propagation properties by taking the field
values on the given samples as constraints.
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4.1 Foundations of the proposed field model al-
gorithms
The details of the computation of the scalar monochromatic optical diffraction
field between two parallel planes are presented in Chapter 2. Several algorithms
may be developed to compute diffraction field due to a given field over a surface.
One such algorithm is mentioned in Chapter 3. In addition to the algorithm given
in Chapter 3, three more algorithms are presented in this chapter as alternative
methods to compute the exact diffraction field over the entire space due to a
set of distributed field samples which are taken on a surface. In this chapter,
two of the proposed algorithms are based on iterative methods and the third
one is designed as a comparison tool. All three algorithms provide simultaneous
solution of the diffraction field due to the given diffraction field.
Evanescent wave components of the diffraction fields are omitted in the pro-
posed algorithms because we chose to deal only with propagating waves. Evanes-
cent waves attenuate exponentially, hence they do not carry information after a
few λ away from the object. Therefore, there is a frequency bandwidth restric-
tion on the diffraction field that we are interested in. This effect can be seen
from the field relationship between two parallel planes in the frequency domain,
A(kx, ky; z0) = A(kx, ky; 0) exp(jkzz0) (4.1)
where A(kx, ky; 0) and A(kx, ky; z0) denote the frequency response of the diffrac-
tion field over z = 0 and z = z0 planes, respectively. The exponential term
exp(jkzz0), which represents the phase shift due to translation of the observa-
tion plane along the z-axis, can also be interpreted as the Fourier transform of
the free space impulse function. As mentioned in the Chapter 2, we deal with
monochromatic diffraction fields, hence kz is a function of kx and ky as
kz =
√
k2 − kx2 − ky2 (4.2)
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where k = 2pi
λ
radians / unit length. For the evanescent waves, kz is imaginary
thus the exponential term exp(jkzz0) becomes pure real and rapidly decreases
with increasing z0. The limits of the frequency band is obtained from dealing
with monochromatic propagating waves: kx and ky are restricted to be in a circle
whose radius is less than or equal to 2pi
λ
radians / unit length.
Plane wave decomposition (PWD) can be used to calculate the scalar optical
disturbances exactly (without any approximation) due to a given field over a
planar surface. When the evanescent waves are excluded from the calculation of
the diffraction field, Rayleigh-Sommerfeld diffraction integral and PWD become
equivalent [52, 53]. The proof of this argument can also be seen in Chapter 2.
The proposed algorithms in this chapter employ PWD in the calculation of scalar
diffraction fields.
The algorithms presented in this chapter are developed for both 2D and
3D space scenarios. The 2D space model can be obtained from the 3D space
formulation. Thus, the PWD of a 1D diffraction field over 2D space has to be
found from the expressions for 2D field over 3D space by setting no variation
along one of the transversal direction. The diffraction field over the entire 3D
space due to the field given over z = 0 can be expressed as












k2 − kx2 − ky2) exp[j(k2 − kx2 − ky2) 12 z]
}
(4.3)
where the operator F2D is Fourier transform over the (x, y)-plane. To find the 2D
space model, we assume that the diffraction field ψ(x, y, 0) has no variation along
y-axis. Therefore, the Fourier transform of the field ψ(x, y, 0) can be expressed
as (2pi)Ψ(kx, ky,
√
k2 − kx2 − ky2)δ(ky). Then, Eq. 4.3 can be written as








After substituting the expression













into Eq. 4.4, the diffraction field relation in 2D space can be found as






exp[j(k2 − kx2) 12 z]
}
(4.6)
where the operator F1D denotes Fourier transform along only x-axis. The diffrac-







represents the complex coefficients of the plane waves.
The discretization procedure of the 1D diffraction field is the same as in
2D diffraction field. The details of the sampling procedure can be found in









where N · A1D(mx) is the DFT of the sampled input field and the variable n
is defined within the range [0, N). Sampling the field both in spatial and fre-
quency domains cause to have periodic patterns in both spatial and frequency
domains. One period of the fields are displayed in the implemented algorithms.
The discrete diffraction field can be expressed in a compact form as [1, 65]






The variablemx determines the propagation direction of the corresponding plane
















β2 − (mx −N)2
]T
, mx ∈ [N2 , N − 1]
(4.9)
where β = NXs
λ
and λ denotes the optical wave length. An illustration of propa-
gating plane waves in 2D space is given in Figure 4.1.
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Figure 4.1: The vectors k1 and k2 are the wave vectors of the plane waves.
The diffraction field relation between the distributed data set over the space
and a given line can not be represented as a shift-invariant system, because
the free space impulse function varies with z. Despite that, calculation of the
diffraction field on a region over a surface due to a given diffraction field defined
over a transversal planar surface is relatively straightforward, because in this case
there is no mutual coupling, hence superposition over the given field samples is
a valid operation. However, inverse of the mentioned case is not straightforward.
In general, the diffraction field samples can be given over a curved surface or a
tilted plane or another shape in space. Then, the field over the defined shape is
sampled and these samples can be taken into consideration as a set of distributed
known data points over the space. A 1D illustration of such a scenario is given
in Figure 4.2.
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Figure 4.2: An illustration of 1D object illumination and the diffraction pattern of
the object over 2D space. Dots on the corresponding diffraction pattern represent
the locations of a set of distributed known data points over 2D space.( c©2007
Elsevier. Reprinted with permission. Published in [1])
Even if there are several algorithms in the literature that can be used to com-
pute the diffraction field between parallel and tilted lines [33, 34, 60, 62, 78–80].
However, those algorithms can not provide calculation of the exact diffraction
field due to the field samples which are taken over a curved surface. In this
chapter, only the samples are known and these field samples are taken into con-
sideration as a set of arbitrarily distributed data points. A simple and naive
approach employed in computation of the diffraction field due to a set of dis-
tributed data points is superposition of the diffraction fields created by these
sample points, but it would yield erroneous results. Two simple 1D examples,
which are also presented in [1], clarify this fact.
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(a) (b)
Figure 4.3: (a) Parallel input and output lines (b) Example involving a single
displaced known data point ( c©2007 Elsevier. Reprinted with permission. Pub-
lished in [1])
In Figure 4.3, the black squares represent given samples while the white
circles represent the missing ones. In the first example, the input and output
lines are parallel to each other with no missing data points (Figure 4.3(a)). The
relationship between the fields on these lines can be represented as a linear shift-
invariant system, given by Eq. 4.8. In the second example (Figure 4.3(b)), the
field at one of the sample points on the input line is not known. Instead, the
field at another sample point Q, not located on the input line, is given in order
to compensate the missing data. Each point on the input line contributes to the
field at Q, and in turn, the field at Q affects the field at the other points over
the input line. Therefore, superposition of the diffraction fields due to isolated
samples is not a proper method to calculate the field at unknown regions.
The algorithms presented in this chapter provides simultaneous calculation
of the field, therefore all the possible mutual couplings between the given sample
points are taken into consideration. The sample points which are taken over the
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surface is considered as inputs, then the field over the entire space is computed
from this input. All three proposed algorithms utilize the plane wave decompo-
sition for the diffraction field computation.
The first algorithm can be used to compute the diffraction field over a refer-
ence line, which is a hypothetical transversal line, from the given samples which
are not located over a line. The algorithm uses the pseudo inversion of the sys-
tem matrix. The system matrix defines the diffraction field relation between the
given samples (not on a line) and the unknown field over the reference line [1].
In the second algorithm, it is shown that the diffraction field samples taken
over a surface form convex sets and a projection operation can be defined by using
the propagation between two parallel planes. As a result of this, performing the
defined projection operation iteratively, the exact diffraction field over the entire
space can be calculated [1].
The last algorithm is again an iterative method. In this method first, the
complex amplitudes of the plane waves forming the diffraction field over the space
are computed. Then, by using the plane waves and their complex amplitudes, the
field over the entire space is computed. The complex amplitudes are obtained by
taking the inverse of the system matrix. In this algorithm, inversion operation
is performed by the conjugate gradient search method [64].
All the proposed algorithms in this chapter are based on the relation given
by Eq. 4.3 and Eq. 4.8. For simplicity, we use the expression in Eq. 4.8 which is
for 2D space scenarios, but extension to 3D space is straightforward and can be
found in the following sections. We can rewrite the relation in Eq. 4.8 in matrix
vector multiplication [1]
g = Af , (4.10)
where the vectors f and g represent the discrete diffraction fields ψD(nx, 0) and
ψD(nx, p) of the reference line and some other line, respectively. The rows of A
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are obtained from Eq. 4.8 as [1]
A =W−1HpW, (4.11)














The matrix A is unitary. Furthermore, Ak represents the diffraction field at a
distance pk. Proofs of these properties are given in the Appendix B for the sake
of the completeness of the discussion.
4.2 Pseudo-Inversion of System Matrix
The presented algorithm in this section is first published in [1]. The proposed
algorithm is based on a straightforward solution by employing linear algebra
tools. Also, this approach provides the lowest error among the other proposed
algorithms in this chapter. The algorithm presented in this section is used for
performance comparison purposes by the other algorithms presented in the fol-
lowing sections.
First, the 2D space model for the algorithm will be presented, then the ex-
tension of the algorithm to 3D space will be given. To illustrate and evaluate the
performance of the algorithm for arbitrary settings, the samples are taken from
randomly distributed locations over the 2D space. Then, the system matrix is
formed by the diffraction field relation between the field on the given samples
and the reference line. The degree of the freedom of the problem is stated by
the number of plane waves forming the diffraction field over the entire space.
Not to deal with an under-determined system, the number of randomly located
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input samples are kept equal or more than the number of plane waves forming
the diffraction field over the entire space. In this approach, the diffraction field
on a hypothetical transversal line, which we call it reference line, is calculated
by directly solving the linear equations stated by system matrix, ABF .











where s denotes the number of given samples. Each g′i is a function of both pi,
the distance along the z axis, and nx,i, the location along the x axis. The relation
between the vector g′ and the vector f is given by [1]
g′ = ABFf , (4.14)
where f is the diffraction field along the reference line and the system matrix











where r(pi, nx,i) is a 1 byN row vector from the matrix A with p = pi. This row
vector denotes the diffraction field relation between the field on the reference line
and the field on the point whose location is specified by pi and nx,i. The vector
f is calculated as [1]
f = A†BFg
′, (4.16)















H is the conjugate transpose ofABF. Pseudo-inversion of a matrix pro-
vides to have least-mean square solution [81]. The diffraction field over the entire
space can be computed by using Eq. 4.8 from the diffraction field reconstructed
on the reference line.
The proposed algorithm based on the pseudo inversion of the system matrix
can also be used to compute the diffraction fields over the 3D space. In the
3D space scenarios, the diffraction field over a hypothetical transversal plane,
which is taken as a reference plane, is computed from the arbitrarily located
given samples over the space, as in the 2D space scenarios. The field over the
reference plane is stored in a 2D array. The system matrix again denotes the
diffraction field relationship between the field on the reference plane and the
field on the given samples. The problem of computing the diffraction field over
the reference plane due to the field samples over the 3D space can be taken into
consideration as in the case of 2D space scenarios. Therefore, the diffraction field
over the reference plane is transformed into a vectorial representation and the
system matrix is converted to a two dimensional array. The pseudo inversion of
the system matrix will be obtained as given by Eq. 4.17. Then, the field over the
reference plane is calculated as shown by Eq. 4.16.
Therefore, the discrete diffraction field over the reference plane is
ψ(nx, ny, 0) = ψ2D =
[
ϕ1|ϕ2| . . . |ϕN
]
(4.18)
where ϕi is a N by 1 column vector. Conversion of the 2D diffraction field over












The conversion of the system matrix is obtained by using a similar technique
as mentioned above. The system matrix in the 3D space is constructed by the
2D matrices hi. The matrix hi represents the RS diffraction field kernel for i
th
sample point and it is computed as
hi = DFT




∣∣ hi,2∣∣ . . . ∣∣ hi,N ] (4.20)
where Hpi(mx, my) is defined in Eq. 2.23 and the position of the given sample
point is expressed by nx,i, ny,i and pi in the 3D space. The RS diffraction kernel,
hi, is shifted along x and y axes by amount of nx,i and ny,i, respectively. The
function δ(nx, ny) and the constant N
2 forms a 2D DFT pair. The kernel hi
defined in Eq. 4.20 is formed by N by 1 column vectors, hi,j where i denotes the
index of the given samples and j indicates the index of column vectors which
form the matrix hi. The conversion of the kernel from 2D to 1D is needed and























Each row of the matrix ABF,2D represents diffraction field relationship between
the field on the reference plane and the field at a sample point. By concatenation
of the row vectors hTi,j , we form each row vector of the matrix ABF,2D.





where g′ is a column vector whose length is s and it represents the given samples
of the diffraction field over the 3D space.
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4.3 Projection onto convex sets
Figure 4.4: Projections Onto Convex Sets (POCS) ( c©2007 Elsevier. Reprinted
with permission. Published in [1])
The second algorithm is also first published in [1]. The presented algorithm in
this section is based on the projection onto convex sets (POCS) algorithm which
is an iterative method [82,83]. POCS is a versatile signal processing tool that it
has been applied to various problems in holography and image restoration related
problems [84–86]. In POCS algorithm, a priori information is used to constrain
the size of the feasible solution set [84–88]. Then, starting with an arbitrary
infeasible point, a number of convex constraints are applied iteratively to find a
solution in a feasible region which is defined by the intersection of convex solution
sets [82,83]. Iterative projections onto the convex sets provide convergence to the
intersection of the convex sets. An illustration, which summarizes the procedure,
is given in Figure 4.4. To satisfy the completeness of the document, the proof
of the problem which shows that it can be set as a POCS problem is given in
Appendix C.
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Diffraction field on the missing points are set to arbitrary values on the first
line z = 0. Then, the diffraction field on the second line is computed from the
field on the first line. After then, the field values at the location of given samples
are set to the given field values. Then, the same process is performed for the
next line. The goal is to compute the diffraction field over the entire space by
repeating the mentioned process. After passing through all lines, the unknown
points on the first line are computed by using the data on the last line.
The algorithm can be summarized as follows [1]:
1. Initialize the field values on the first line f(xil , 0) = v0, f(xi¯l, 0) =
q(xi¯l), for any q(x)
2. for i = 1 to nit
(a) for l = 2 to M
i. f(x, zl) = Af(x, zl−1)
ii. f(xil, zl) = vl
(b) end
(c) f(x, 0) = A−M+1f(x, zM)
(d) f(xil, 0) = v0;
3. end
where nit is the number of iteration.
The proposed POCS based algorithm for 3D space scenarios is first presented
in [67]. The same iterative method also provides perfect reconstruction in 3D
space scenarios when the number of given independent samples are equal or
larger than the number of plane waves forming the diffraction field over the
entire space. In 3D scenarios, instead of computing the diffraction field from
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one transversal line to another, we compute diffraction field from one transversal
plane to another.
The pseudo code of the algorithm for 3D scenarios is [1]
1. Initialize the field values over first plane f(ni1 , mi1 , 1) = v1, f(ni¯1, mi¯1 , 1) =
q(ni¯1 , mi¯1), for any q(n,m)
2. for i = 1 to nit
(a) for l = 2 to M
i. f(n,m, pl) =
DFT−12D
{
DFT2D{f(n,m, pl−1)}H1(nf , mf )
}
ii. f(nil, mil, pl) = vl
(b) end
(c) f(n,m, 1) =
DFT−12D
{
DFT2D{f(n,m, pM)}H−M+1(nf , mf )
}
(d) f(ni1 , mi1, 1) = v1;
3. End
where vl is the vector of the known samples on the plane z = plXs, and il and i¯l
are the vector of indices of the known (given) and the unknown (desired) values
on the plane z = plXs, respectively. q(n,m) is an arbitrary function whose
samples are initially used in place of the unknown samples and nit is the total
number of iterations.
4.4 Conjugate Gradient
The algorithms mentioned above first focus on reconstruction of the diffraction
field on a specific location (line for 2D and plane for 3D) and then compute the
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field over the entire space due to the reconstructed field on that specific location.
In this algorithm, we compute the coefficients of the plane waves that form
the field over entire space. The presented algorithm is based on the conjugate
gradient (CG) method. As in the above mentioned algorithms, it can also be used
for both 2D and 3D scenarios. 2D and 3D space algorithms are first published [64]
and [67], respectively. As in the previous sections, we first present the algorithm
for a 2D setup; the extension to 3D setup is given afterwards. The plane wave
decomposition is again used to describe the relationship between the diffraction





















where ψ2D(xi, zi) are the given diffraction field samples arbitrarily located at
(xi, zi) over the space, i = 1, 2, . . . , s. The complex coefficients of the plane waves
represented by A1D(mx) and there are N plane waves that form the diffraction
field. The spatial sampling is X and NX is the period along the transversal axis
which is chosen as the x-axis.
The linear system given in Eq. 4.23 can be expressed in a matrix form,
ψ = Ra (4.24)






+ 1), . . . , A1D(
M
2
− 1)]T are the un-
known complex coefficients of the plane waves and the vector ψ =
[ψ2D(x1, z1), ψ2D(x2, z2), . . . , ψ2D(xs, zs)]
T denotes the given field samples. The


























The inner product of the i-th row of R with a is equal to the diffraction field at
the point (xi, zi).
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As in the first algorithm in this chapter, pseudo inverse of R will give the
least-square solution for Eq. 4.24,
a = R†u. (4.27)
The way to compute the pseudo inverse of the matrix R† depends on the number
of given samples. When s ≥ N then the system in Eq 4.24 is over-determined
and pseudo-inverse of R has the form [64],
R† = (RHR)−1RH (4.28)
where RH is the conjugate transpose of R. But, when s < N the system in
Eq. 4.24 is under-determined. Then, the pseudo-inverse of R is
R† = RH(RHR)−1. (4.29)
In this case there are many solutions. We may not reconstruct the initial field,
because the amount of given information is not sufficient.
The computational complexity associated with the computation of having
the pseudo inverse of R is high. The same bottleneck is encountered in the first
algorithm. Therefore, a numerically fast and stable algorithm is needed to find




In the literature, there is a myriad of iterative algorithms for solving the least
square problems [81, 89]. In these algorithms, the problem is to deal with the
slow convergence when the system matrix has a large condition number. To over-
come the problem, symmetric matrices are generated. We can obtain symmetric
matrices for both over-determined and under-determined cases as Q′ = RHR
and Q′′ = RRH , respectively. Symmetric matrices allows taking advantage of
the conjugate gradient (CG) method to invert them in a fast and robust way.
CG provides convergence in at most n iterations for n-dimensional problems [81].
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The dimensionality of the of the problem becomes n = M when the problem is
the over-determined case; n = s for under-determined cases.
The formulation of the over-determined scenarios is obtained by multiplying
both sides of Eq. 4.24 with RH to get [64]
RHRa = RHψ. (4.31)
After, having necessary changes of variables as,
Q = Q′ = RHR, x = a and b = RHψ (4.32)
we obtain Qx = b.
In the under-determined cases, the expression given in Eq. 4.24 can be rewrit-
ten as [64]
RRHv = ψ (4.33)
where v denotes the complex coefficients of the plane waves. The relation be-
tween the vector a and v is a = RHv. The similar form for the under-determined
case can be achieved as in over-determined case by the substitutions,
Q = Q′′ = RRH, x = v and b = ψ, (4.34)
and then we get Qx = b. Please note that, for the under-determined case, the
complex coefficients can be calculated after multiplying x by RH .
The CG algorithm for the general case proceeds as follows [64]:
1. Compute the matrix R as indicated by Eq.4.25 and Eq.4.26;
2. If s < N compute Q and b using Eq. 4.34, otherwise compute them using
Eq. 4.32.
3. Initialize xˆ[0] arbitrarily, d0 = b−Qxˆ[0] and g0 = −d0
4. for k = 1 to nit ≤M
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(b) xˆ[k+1] = xˆ[k] + αkdk
(c) gk+1 = Qxˆ
[k+1] − b







(e) dk+1 = −gk+1 + βkdk
end
5. If s < N compute aˆ = xˆ, otherwise aˆ = RH xˆ.
6. Reconstruct the diffraction field u(x, z) from the estimated Fourier coeffi-
cient vector aˆ using Eq. 4.23.
The presented CG based diffraction field algorithm is also employed to solve
3D scenarios, but there is a problem in the implementation of the algorithm for
the 3D case as in the cases of the first algorithm proposed in this chapter and
the algorithm presented in Chapter 3. In the implementation of these algorithms
for 3D space scenarios, large memory spaces have to be allocated. Thus, these
algorithms provide feasible solutions only for coarse objects.
The CG based algorithm for the 3D space scenarios is first published in [67].
As in the algorithm for 2D space scenarios, the algorithm for 3D space scenarios
is also based on the inverse discrete Fourier transform. As in the previously
mentioned algorithms, the diffraction field over the entire 3D space is formed by
propagating plane waves. As a result of numerical issues, we assume that there
are N2 plane waves propagating in the 3D space. The diffraction field at a point
in 3D space can be found from the propagating plane waves as [67]


























where AD(nf , mf) denotes the complex amplitudes of the propagating plane
waves. The bandwidth of the diffraction field is represented by B. The algo-
rithm extended to 3D space is based on Eq. 4.35. The relationship given in
Eq. 4.35 can be expressed as a matrix multiplication,
g′ = Ra (4.36)
where the vector a represents the complex amplitudes of the propagating plane
waves as AD(nf , mf ). In Eq. 4.35, these complex amplitudes of the plane waves
are represented by a 2D array AD as
AD =
[
a1 a2 . . . aN
]
. (4.37)











The system matrix, R, determines the relation between the field on the reference
plane and the complex amplitudes of the plane waves in Eq. 4.35. The system
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The elements of the matrix R is obtained as























where xl, yl and zl are the locations of the given samples over the 3D space. The
vector g′ denotes the diffraction field on the given samples in Eq. 4.35.
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The complex amplitudes of the plane waves are obtained by the multiplication
of g′ by the pseudo inverse of R. The algorithm is summarized as [67]
1. Compute the R by using Eq. 4.40 and Eq. 4.39
2. If s < N2 compute Q = RRH and b = u, otherwise compute Q = RHR
and b = RHu
3. Initialize xˆ[0] arbitrarily, d0 = b−Qxˆ[0] and g0 = −d0
4. for n = 1 to nit ≤ N2




(b) xˆ[n+1] = xˆ[n] + αndn
(c) gn+1 = Qxˆ
[n+1] − b




(e) dn+1 = −gn+1 + γndn
5. end
6. If s < N2 compute aˆ = RH xˆ, otherwise aˆ = xˆ
7. Reconstruct the diffraction field on the reference plane from the estimated
complex amplitudes of the plane waves by utilizing the inverse FT relation.
4.5 Comparison of the algorithms
To illustrate and evaluate the proposed algorithms, we use the diffracted field
due to a simple function in both 2D and 3D space. First, the results obtained
from 2D scenarios are illustrated and evaluated. Then, the results for 3D space
scenarios are given.
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In 2D scenarios, we have M = 256 lines with N = 256 samples per line.
The range of p which represents the distance along z-axis, is taken as [129, 384].
The diffraction field over the entire space is computed from a simple function
defined on the reference line by using Eq. 4.8. The defined simple function on
the reference line is a unit amplitude square pulse with 32 samples located at the
center of the reference line. The calculated field over the entire 2D space due to
the function on the reference line can be seen in Figure 4.5(a). The evaluation
of the performances of the algorithms based on according to normalized error
on the reconstructed field and the computational complexity of the implemented













where ψ′D(n, p) and ψD(n, p) are the reconstructed and original diffraction fields
over the entire space, respectively. The error on the reconstructed field is nor-
malized by the power of the original field, hence the computed normalized error
becomes unitless. The obtained normalized errors for the presented algorithms
in this chapter are tabulated according to different given number of samples over
the space, as shown in Table 4.1, 4.2 and 4.3. Each value of normalized error
in the tables is obtained by having average of the errors obtained from 15 dif-
ferent selection of diffraction field samples taken over the entire space for each
s. Thus, each reconstructed diffraction pattern corresponds to a different ran-
dom choice of the positions of the s known data points within the field. In the
numerical implementations of the algorithms, the complex arithmetic operations
are needed such as complex multiplications and additions. Computation times
of these operations can be affected by properties of the assembled hardware and
the behavior of the installed operating system. To implement the proposed al-
gorithms, large amount of complex operations have to be performed. Moreover,
during the execution of the algorithms, large amount of data fetch and write
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operations are needed. Therefore, actual computation times of the algorithms
depend on not only the number of complex operations but also the computer
architecture and the operating system behavior. Even if the actual computation
time can not be determined only from the performed arithmetic operations, we
assume that a good estimate of it can be obtained from the number of complex
multiplications that are needed to implement the algorithm.
The algorithm based on the pseudo inversion of the system matrix ABF
provides the lowest normalized errors among the proposed algorithms even for
the under-determined scenarios. But, implementation of the algorithm becomes
costly when the number of given samples s is increased. The calculated normal-
ized errors for different s are shown in Table 4.1. As expected, better reconstruc-
tion of the initial diffraction field is obtained when s is increased. Furthermore,
perfect reconstructions are possible when s is equal to the number of samples on
the reference line, N , or larger than N . In this algorithm, first the pseudo inverse
of ABF is taken, then the field over the entire space is computed from the re-
constructed field on the reference line. The diffraction field between consecutive
lines is computed by using Eq. 4.8. To implement Eq. 4.8, we need to compute
the DFT algorithm twice. Common FFT algorithms, which can be implemented
by having N
2
log2N complex multiplications, are used to compute DFTs. As a
result this, calculation of the diffraction field over the entire space due to the
field on the reference line costs M(N log2N + N) complex multiplications. The
first term in parenthesis comes from forward and inverse FFT algorithms and the
second term is the multiplication of the discrete kernel by the DFT coefficients of
the input field. The expression in the parenthesis has to be performed M times
because there are M lines in the space. To compute the pseudo inverse of ABF,
we chose to have Householder transformations. According to [90], the related
number of complex multiplications is estimated as [1]
sN2 −N3/3. (4.42)
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The total number of complex multiplications for the matrix inversion method is
[1]
sN2 −N3/3 +MN log2N +MN. (4.43)
Figure 4.5 shows simulations for values of s close to N when pseudo inversion of
the system matrix is computed.
(a)
(b) (c)
Figure 4.5: Initial diffraction field over the entire 2D space; N = 256 samples per
line(a) and reconstructed diffraction fields from s known data points by pseudo-
inversion of the system matrix (b and c); (b) when s = 230; (c) when s = 282.
( c©2007 Elsevier. Reprinted with permission. Published in [1])
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The normalized errors for the POCS based algorithm are also obtained from
the average of 15 different random selections of locations of given samples for
each s. The normalized errors are tabulated in Table 4.2. As in the previous al-
gorithm, the error on the reconstructed field decreases when the number of given
samples increases. Furthermore, the error on the reconstructed field changes by
the number of performed iterations. By having more iterations, we can have less
error on the reconstructed field. However, when the number of given samples are
less than N , then we can not get perfect reconstruction even if we increase the
number of iterations. It is observed from the implemented simulations that there
is a certain number of iterations to get the saturated error on the reconstructed
field for each s. This behavior can be seen in Figure 4.8 for 200 iterations. When
the number of given samples are decreased, the number of iterations needed to
reach the saturated error level is increased. Faster convergence can be achieved
for larger values of s.
The total number of complex multiplications is used to determine the compu-
tational complexity of the POCS based algorithm. In each iteration of the POCS
algorithm, the field over the M lines is computed by Eq. 4.8. As presented in
the discussion related to pseudo inversion algorithm, Eq. 4.8 can be implemented
by N log2N +N complex multiplications. In each iteration, the diffraction field
over M lines are computed. Therefore, total number of complex multiplications






where nit denotes the number of iterations. The number of the given samples
affect the computational complexity indirectly. As shown in Figure 4.6, more
given points result in less iterations to achieve the same error level. There is
a sharp transition right after s = N in the number of iterations. When the
number of given samples is larger than N , a reasonable number of iterations is
enough to reach the desired error level. For example, when s is equal to 2N , less
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than 10 iterations are sufficient to have good reconstruction of the diffraction
field. On the other hand, the computational complexity of the pseudo inversion
algorithm is drastically increased when more samples are provided. In Figure 4.6,
comparison of the computational complexities of pseudo inversion, POCS and CG
based algorithms is illustrated. The number of iterations for the POCS algorithm
becomes less when s ≥ 1.4N compared to pseudo inversion algorithm and the CG
algorithm outperforms the other two algorithms when s ≥ 1.2N . In Figure 4.7,
the initial field and the reconstructed fields by POCS algorithms over the entire
space are shown for values of s close to N .














Figure 4.6: Evaluation of computational efficiency of the algorithms for different
numbers of known samples s. Solid line: number of POCS iterations nit needed
to achieve normalized error < 0.0005. Dashed line: number of iterations for
which POCS and matrix inversion methods give the same computational costs.
Dashdot line: number of iterations needed for CG under the same normalized




Figure 4.7: Initial diffraction field over the entire 2D space; N = 256 samples
per line(a) and reconstructed diffraction fields from s known data points (b and
c) by POCS algorithm (b) when s = 230; (c) when s = 282. ( c©2007 Elsevier.
Reprinted with permission. Published in [1])
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Table 4.1: Normalized error of the matrix inversion method for different numbers
of given data points over 2D space. Each normalized error is obtained by aver-
aging the results of 15 simulations.( c©2007 Elsevier. Reprinted with permission.
Published in [1])





















Figure 4.8: Normalized error for different numbers of known samples at 200
iterations. ( c©2007 Elsevier. Reprinted with permission. Published in [1])
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Number of iterations nit
s 10 20 30 50 100 200 300 500 1000 3000
77 0.7312 0.7312 0.7312 0.7312 0.7312 0.7312 0.7312 0.7312 0.7312 0.7312
128 0.5336 0.5328 0.5328 0.5328 0.5328 0.5328 0.5328 0.5328 0.5328 0.5328
179 0.3392 0.3288 0.3272 0.3264 0.3264 0.3264 0.3264 0.3264 0.3264 0.3264
205 0.2357 0.2183 0.2133 0.2101 0.2087 0.2084 0.2084 0.2083 0.2083 0.2083
230 0.1590 0.1304 0.1194 0.1098 0.1023 0.0991 0.0984 0.0981 0.0980 0.0980
256 0.1022 0.0708 0.0575 0.0441 0.0307 0.0216 0.0177 0.0138 0.0099 0.0053
282 0.0606 0.0311 0.0200 0.0104 0.0033 0.0007 0.0002 0.0000 0.0000 0.0000
307 0.0369 0.0127 0.0058 0.0017 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000
333 0.0201 0.0048 0.0015 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
512 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1024 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2048 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4096 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
8192 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
16384 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 4.2: Normalized error for different numbers of iterations nit and given
known data points s.( c©2007 Elsevier. Reprinted with permission. Published in
[1])
The assessment of the CG algorithm is obtained by the same scenarios used
in the evaluation of the previous algorithms which are based on the pseudo
matrix inversion and POCS. The Figure 4.9 shows the reconstructed fields by
CG algorithm for values of s close to N . As it can seen form the Figure 4.9,
when the number of samples is less than N , the deviation on the reconstructed




Figure 4.9: Initial diffraction field over the entire 2D space; N = 256 samples
per line(a) and reconstructed diffraction fields from s known data points (b-c);
(b) CG algorithm with s = 230; (c) CG algorithm with s = 282.
The numerical evaluation procedure of the error is also the same as in the
previously mentioned algorithms that is given by Eq. 4.41. Performance of the
CG algorithm in reconstructing the initial field from the given samples is tab-
ulated for different numbers of known data points s, in Table 4.3. For each
s, the normalized errors are computed from 15 different random selections of
data point sets which are taken from the field over the entire space. Then, the
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Conjugate gradient algorithm Direct
number of iterations nit matrix
s 10 20 30 50 100 200 500 1000 inversion
77 0.7242 0.7161 0.7161 0.7161 0.7161 0.7161 0.7161 0.7161 0.7161
128 0.8218 0.5402 0.5395 0.5395 0.5395 0.5395 0.5395 0.5395 0.5395
205 0.8867 0.4141 0.2368 0.2163 0.2154 0.2151 0.2150 0.2150 0.2150
256 0.9420 0.5081 0.3497 0.2151 0.1882 0.1417 0.0886 0.0553 0.0000
282 0.5781 0.1810 0.0702 0.0112 0.0059 0.0008 0.0000 0.0000 0.0000
307 0.3650 0.0654 0.0125 0.0003 0.0000 0.0000 0.0000 0.0000 0.0000
333 0.2163 0.0199 0.0016 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
384 0.0780 0.0017 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
512 0.0067 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1024 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 4.3: Reconstruction results for the rectangular field. The table shows
the normalized error e for different numbers of given data points s. When CG
algorithm is utilized different error values are shown for increasing number of
iterations.
average of the computed normalized errors is taken as the error related to corre-
sponding s value. We compare the error performance of the CG algorithm with
the pseudo-inversion of the system matrix, because the best error performance
is achieved by the algorithm based on pseudo-inversion of system matrix. The
computational cost for the CG algorithm is again estimated by the number of
the complex multiplications. For each iteration, the matrix Q is multiplied by
a vector. Therefore, there will be 2N2 complex multiplications for the over-
determined case for each iteration, where N is the number of plane waves. For
the under-determined cases, CG algorithm presents poor error performance, thus
computational complexity for these scenarios are not considered. To find the es-
timate of the complex amplitudes of the plane waves in nit iterations, we need
2nitN
2 complex multiplications, but for the under-determined case we need sN
additional complex multiplications to find the estimate of the complex ampli-
tudes of the plane waves. The number of given samples implicitly affects the
computational complexity, because an increment on the amount of given infor-
mation content causes decrement on the number of iterations needed to achieve
the desired level of error on the estimated amplitude of the plane waves. The
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desired level of error is again taken as 0.0005. Figure 4.6 shows computational
costs to achieve the desired level of error. As it can be seen form Figure 4.6,
there is a sharp decrease on the computational costs right after s = N and larger
values of s, because the desired level of error reached in a small number of it-
erations. For instance, if the number of samples is taken as s = 2N , then the
desired level of error is reached in less than 15 iterations.
All three algorithms provide exact reconstruction of the initial field if the
number of given samples is equal to or larger than the degree of freedom of the
stated problem of diffraction field calculation. Obviously, it is very rare to have
linearly dependent data. As mentioned above the degree of freedom of the prob-
lem is determined by the number of plane waves forming the diffraction field over
the entire space. The Figures 4.5, 4.7 and 4.9 can be used for visual evaluation
of the reconstructed fields. As it can be seen from those reconstructed fields,
there is not much visual difference between the results of the three methods.
All the proposed algorithms in this chapter can be extended to solve diffrac-
tion field over 3D space. Mathematical basis of extension to 3D is presented
above. As a proof of concept, a simple scenario is implemented and illustrated.
Please note that, these algorithms tested under several scenarios, but only one
of them is presented. An illustration of the implemented scenario is shown in
Figure 4.10
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Figure 4.10: Illustration of the implemented 3D space scenario.
The pattern over the reference plane consists of N by N samples where N =
64. There are uniformly located 64 transversal planes in the illustrated 3D space
and there is 64 by 64 uniform grid on each transversal plane. The samples are
taken uniformly random from the space. The distance between the reference
plane and the first transversal plane is equal to four. The original diffraction
pattern on the reference plane is shown in Figure 4.11.
Figure 4.11: The original diffraction pattern defined on the reference plane, z = 0.
Typical results of the algorithms for 3D space scenarios can be seen in Fig-




Figure 4.12: Magnitude of the reconstructed diffraction field over the reference
plane when the algorithm based on pseudo inversion of the system matrix is




Figure 4.13: Magnitude of the reconstructed diffraction field over the reference
plane when the POCS based algorithm is employed. The same scenario is im-




Figure 4.14: Magnitude of the reconstructed diffraction field over the reference
plane when the CG based algorithm is employed. The same scenario is imple-
mented as in Figure 4.12 with s = 0.6N2 (b) with s = 2N2.
As in the 2D space algorithms, when the number of given samples is equal
to or larger than the degree of freedom of the problem, then the field over the
entire space can reconstructed perfectly. In this scenario, the degree of freedom
of the problem is N2.
The performances of the algorithms can also be evaluated according to their
computational complexities. We assume that the computational complexity of
the algorithms are determined by the number of complex multiplications. When
the number of samples are increased, faster convergence for the POCS and CG
based algorithms is achieved. Thus, the computational complexities of the POCS
and CG based algorithms decrease, because their computational complexities are
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complex multiplications, where nit denotes the number of iterations, M is the
number of transversal planes in the space and N2 is the number of samples over
a transversal plane. The number of iterations is related to the number of the
given samples implicitly. For the CG based algorithm, we need
2nitN
4 + sN2 +MN2log2N (4.46)
complex multiplications in the implementation. The number of iterations again
related to the number of given samples. On the other hand, the computational
complexity of the algorithm based on pseudo inversion of the system matrix
increases when the number of the given samples is increased. Implementation of
the pseudo inversion of the system matrix is costly. We need
sN4 −N6/3 + 2N2log2N +MN2 (4.47)
where s is the number of given samples.
4.6 Effect of sample locations on the solution
Proposed field model algorithms provide least square solution due to the given
samples. If the amount of information is enough to reconstruct the initial field
over the space, then perfect reconstruction can be obtained. Performances of the
proposed algorithms are affected from both the number of given samples and their
locations. There are some cases that even if the number of given samples is larger
than the number of plane waves, perfect reconstruction is not possible. In this
section, how the performances of the proposed field algorithms are affected by the
locations of the given samples is presented. To have a comparison, performance
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of the source model algorithm compared to these field model algorithms in this
chapter is investigated in Chapter 5 under the same scenarios used in this section.
The effect of the number of given samples on the reconstruction of the field
is already mentioned in the Section 4.5. But, there are some scenarios where
even if the number of given samples is larger than the degree of freedom of the
problem, perfect reconstruction may not be possible. The amount of information
is based not only on the number of given samples but also on how the given
samples are distributed over the space. The dependency between the samples is
determined by their distribution over the space. For instance, the given samples
are independent when they are taken over a transversal planar surface. The
dependency can also be kept at a minimum when the samples are taken uniformly
random. When the dependency between the samples are high, then we can not
reconstruct the diffraction field perfectly. Then, to get better reconstruction, we
have to increase the number of samples; this increases the amount information.
Accuracy in the solution is determined by the condition number of the system
matrix. The condition number of a matrix is equal to the ratio of the largest
eigenvalue to smallest eigenvalue [75]. In this section, we scrutinize how the
solution is affected by the distribution of the given samples over the space. The
effect of the distribution of the samples over the entire space is investigated by the
eigenvalue distribution of the system matrix, ABF , that is defined in Section 4.2.
The algorithm based on pseudo inversion of the system matrix is used among
the three algorithms for performance evaluation according to locations of the
given samples, because minimum amount of normalized error can be yielded by
this algorithm. To reconstruct the initial field perfectly, the condition number
of the system matrix has to be close to one. If the condition number of the
system matrix is large, then the problem becomes ill-conditioned and even small
numerical errors induce large amount of errors on the reconstructed field [75]. In
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this section, we analyze the distribution of the eigenvalues under several scenarios
to understand when the perfect solution possible.
The method used to analyze the effect of the distribution pattern of the
given samples over the space on the solution is tested by various complex valued
functions, but only the simulation results of the field diffracted due to a unit-
square function, which is used in Section 4.5, are presented. The diffraction
field over the entire space is computed by using Eq. 4.8. The space is formed
by M = 256 transversal lines and each transversal line has N = 256 samples.
Sampling periods in both x- and z-axes are the same, and taken as X = λ. As
it is presented in Section 4.5, when the number of given samples is less than the
degree of freedom of the problem, perfect reconstruction can not be achieved.
Therefore, in this section the performance assessment of the field algorithm,
based on pseudo inversion of the system matrix, is tested for over-determined
systems. Hence, the number of given samples over the entire space is chosen as
1.2N ' 307.
To have a better visual assessment, the magnitude of the initial and the
reconstructed diffraction fields along the reference line is repeated N times to
get a square (N by N) image. According the mentioned visualization method,
the diffraction pattern on the reference line is illustrated as in Figure 4.15.
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Figure 4.15: Magnitude of the synthetically generated diffraction field on the
vertical reference line that is repeated N times horizontally to form N by N
image for visualization purposes.
The magnitude of the diffraction field due to the synthetically generated
diffraction field on the reference line over the entire 2D space is shown in Fig-
ure 4.16.
Figure 4.16: Magnitude of the diffraction field over entire 2D space.
100
The similarity relations between the given samples can be detected by ana-
lyzing the eigenvalue distribution of the ABF matrix. If the given samples are
highly correlated, most of the eigenvalues of the ABF matrix will be practically
zero. Thus, pseudo inverse of the ABF will not provide the perfect reconstruc-
tion of the initial diffraction field, because of being ill-conditioned. One of the
preferable ways to increase the number of non-zero eigenvalues is to take samples
of the diffraction field over the entire space uniformly random. Another way to
decrease the condition number is to take the samples within a region which has a
full extent along the transversal axis. Then, approximately N samples is enough
to have full rank ABF matrix.
To see the impact of the distribution of the samples on the reconstruction
the diffraction field on the reference line, we start with investigating the effect
of the depth of the region along the longitudinal axis. In the first scenario, the
distance from the region in which the samples are given to the reference line
is taken as 100λ and its thickness varies from 4λ to 32λ along the longitudinal
axis. Figure 4.17 shows the locations of the given samples over the space for
the implemented scenarios. The perfect reconstruction of the diffraction fields
on the reference line is achieved by the implemented scenarios, as illustrated in
the Figure 4.17. The eigenvalue distribution of ABF , as shown in Figure 4.19,
also indicates that perfect reconstruction is expected for these type of scenarios.
All cases shown in Figure 4.17 yield the same perfect reconstruction shown in
Figure 4.18. To have a convenient visual evaluation an N by N image is formed




Figure 4.17: (a) Locations of the given data points. The thickness of the volume
which contains all data points is 4λ and the distance between this volume and
the reference line is 100λ. The reference line is at z = 0. The number of given
samples, s, is taken as 307. (b) The thickness is 8λ. (c) The thickness is enlarged
to 16λ. (d) to 32λ. ( c©2008 IEEE. Reprinted with permission. Published in [2])
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Figure 4.18: Reconstructed field on the reference line under the scenarios il-
lustrated in Figure 4.17. To have conventional visual evaluation over N by N
image, the reconstructed field on the vertical reference line is repeated N times
horizontally.





















Figure 4.19: Eigenvalue distribution of the matrix ABF under the scenarios
illustrated in Figure 4.17.
103
In the second scenario, the given samples are taken within an isosceles shaped
region. The number of given samples is again chosen as s = 307. In this sce-
nario, the region is enlarged by changing the angle of the isosceles. The effect
of changing the shape of the region is investigated. As it can be seen from the
eigenvalue distribution of the ABF matrix shown in Figure 4.23, perfect solution
may not be possible when the angle of the isosceles is too small.
(a) (b)
(c) (d)
Figure 4.20: Locations of the given data points over the 2D space. The reference
line is defined as z = 0. The angle of the isosceles is changed and the distance
between the region in which the samples are given and the reference line is taken
as 100λ. (a) angle = 2pi
30
. (b) angle = 2pi
15
. (c) angle = 2pi
10




The reconstructed patterns can be seen in Figure 4.22 when the samples are
taken over the space as shown in Figure 4.20. Perfect reconstruction can not
be achieved for the implemented scenarios illustrated in Figure 4.20(a), 4.20(b)
and 4.20(c). There is an oscillating patterns on the reconstructed fields. Those
oscillating patterns can be seen from Figure 4.21(a) and 4.21(b). The normalized




Figure 4.21: 1D cross-section of the magnitude of the reconstructed field on the
reference line (a) 1D profile for the scenario shown in Figure 4.20(a). (b) for the
scenario illustrated in the Figure 4.20(b).
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Even the difference between the initial field and the reconstructed field can
not be detected visually, there is a small amount of normalized error when the
angle of the isosceles is chosen as 2pi
10
radians. The computed normalized error
for this scenario is 0.00137. Perfect reconstruction is obtained when the angle
is 2pi
6
radians. It is also seen from the Figure 4.23 which shows the eigenvalue
distribution of the ABF matrix, normalized error on the reconstructed fields
decreases when the angle of isosceles is chosen larger.
(a) (b)
(c) (d)
Figure 4.22: Reconstructed fields on the reference line under the scenarios il-
lustrated in Figure 4.20. (a) Reconstructed field for the scenario shown in the
Figure 4.20(a). (b) for the scenario illustrated in the Figure 4.20(b). (c) for the
scenario illustrated in the Figure 4.20(c). (d) for the scenario illustrated in the
Figure 4.20(d).
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Figure 4.23: Eigenvalue distribution of the matrix ABF under the scenarios
illustrated in Figure 4.20.
In the third scenario, we investigate the behavior of the field model when
the samples are taken over a smooth region which is chosen as a circle over the
2D space. Then, we change the radius of the circle to investigate the eigenvalue
distribution and to find out whether the perfect reconstruction is possible under
these type of sample distributions, or not. In this scenario, the number of given
samples is more than the number of samples along the transversal line. Also,
when we increase the radius of the circle, the number of given samples which
are taken into consideration becomes multiple times than the number of plane
waves forming the diffraction field over the entire space. A 3D illustration of the
implemented scenario is given in Figure 4.24.
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Figure 4.24: A 3D illustration of the implemented scenario.
For instance, the number of given samples for the implemented scenario shown
in the Figure 4.25(a) is 317 and the calculated normalized error for the scenario
is 0.36928. Normalized error is computed using Eq. 4.41. For the next scenario
given in Figure 4.25(b), the number of given samples becomes 1257, but the nor-
malized error in this scenario is considerably high: 0.15674. In the next scenario
the radius of the circle is taken as 30λ, so the number of given samples is increased
to 2821. Illustration of the implemented scenario is given in Figure 4.25(c). Even
if the number of samples is more than 10 times of the degree of freedom of the
problem, the normalized error is still significantly high. The error is computed
as 0.10245. When the radius is taken as 40λ, then the number of samples be-
comes 5025. The locations of the samples can be seen from Figure 4.25(d). The
reconstructed and the initial patterns looks like the same, but there is still con-
siderable amount of normalized error on the reconstructed pattern. Normalized
error is calculated as 0.07710. The illustrations of the implemented scenarios are




Figure 4.25: Locations of the given data points over the 2D space. Samples
are taken from a circle shaped region. The radius of the circle is changed. The
reference line is taken as z = 0. (a) radius = 10λ. (b) radius = 20λ. (c) radius
= 30λ. (d) radius = 40λ.
The reconstructed patterns related to the scenarios shown in Figure 4.25 by
the pseudo-inversion of the ABF matrix can be seen in Figure 4.26. Perfect
reconstruction can not be achieved for the implemented scenarios illustrated in
Figure 4.25 even the number of given samples is larger than the number of plane
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waves used in the implemented scenario. The difference between initial and
the reconstructed patterns can also be detected visually. For the small radius
scenarios, normalized error is significantly high and as expected normalized error
decreases when the radius is increased. This result can also be interpreted from
the eigenvalue distribution of the ABF matrix shown in Figure 4.27 under the
scenario given in Figure 4.25.
(a) (b)
(c) (d)
Figure 4.26: Reconstructed fields on the reference line under the scenarios il-
lustrated in Figure 4.25. (a) Reconstructed field for the scenario shown in Fig-
ure 4.25(a). (b) for the scenario illustrated in Figure 4.25(b). (c) for the scenario
illustrated in Figure 4.25(c). (d) for the scenario illustrated in Figure 4.25(d).
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Figure 4.27: Eigenvalue distribution of the matrix ABF under the scenarios
illustrated in Figure 4.25.
The distribution the samples over the space affects the dependency of the
diffraction field information gathered from the samples. Dependency of the sam-
ples determines the accuracy on the solution: When the dependency increases,
the accuracy on the solution decreases; and then, we can not obtain perfect
reconstruction of the initial field. Even if we have the same number of given
samples, the accuracy on the solution depends on the locations of the given sam-
ples over the space. From the presented simulation results, it can be seen that
the dependency decreases if the samples are taken uniformly random from the
volume that is occupied by the object. When the samples are taken regularly,
the dependency of the samples may increase; and the accuracy of the solution
degrades. The dependency can also be decreased by taking the samples from a
region which has full extent along the transversal axis.
In this chapter, in addition to the field model algorithm presented in Chap-
ter 3, three more algorithms based on field model approach are presented. All
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three of them use PWD in calculation of the diffraction field. Their performances
are evaluated by their normalized errors and computational complexities related
to the number of given samples. The algorithm based on pseudo inversion of the
system matrix yields the minimum normalized error among all the algorithms
proposed in this chapter even for the under-determined scenarios. Therefore, it
is used in the performance evaluation related to the locations of the given sam-
ples. It can be seen from the simulation results that random selection of the
positions of the samples usually provides independent samples and as a result
perfect reconstruction can be achieved.
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Chapter 5
Effect of distribution of samples
on the source model performance
Exact diffraction field over the entire space can be computed by using the algo-
rithms proposed in Chapters 3 and 4, but their associated computational com-
plexities can be rather high. By computing an approximation of the diffraction
field over the entire space instead of the exact one, computational complexity
can be reduced significantly. One of the commonly used approach to reduce the
computational complexity in the field computation is to superpose the diffrac-
tion fields that are assumed to be emanated from the samples of the object.
Although, the field over the entire space may not be computed exactly by such
models, the complexity in field computation can be significantly decreased to
feasible levels. We call these kinds of diffraction field computation methods as
the source model. In the literature, several elegant source model algorithms are
proposed in [11,73,74,91]. Implementations of the source model based algorithms
is rather straightforward because mutual couplings between the diffracted fields
due to the elementary building blocks of the object are not taken into consider-
ation. After computing the diffracted fields emitted by the elementary building
blocks, it is assumed that a simple superposition over those diffraction fields will
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give the diffracted field due to the object. In some scenarios, there will be a
considerable amount of difference between the exact and such computed fields
based on the source model. These deviations are highlighted by the presented
scenarios in [2]. In this chapter, we will investigate the performance of the source
model algorithms under several scenarios. Performance evaluation is determined
by the visual evaluation on the reconstructed patterns. To illustrate the amount
of deviation, some simulations which are based on various different distribution
of the given samples over the space are presented. Even if the source model is
tested under many conditions, only a few of them are presented this chapter.
Moreover, in this work, we deal with the diffraction fields from 1D signals over
2D space, but it can be extended to diffraction from 2D signals over 3D space as
in [67].
5.1 Numerical experiments of an algorithm
based on the source model approach
Source model approach is based on the superposition of the diffraction fields that
are assume to be emanating from the elementary building blocks of an object.
The elementary building blocks are chosen as points whose values are obtained
from the samples of the field over the surface of the object in the implemented
algorithm in this chapter. The diffracted field due to the sample points are
computed according to the Rayleigh-Sommerfeld (RS) diffraction integral kernel.
To compute the field over the entire space, first, we compute the field on a
hypothetical line (2D space) which is called as the reference line. Then, the field
over the entire space can be computed rapidly using Eq. 4.10.
Depending on the distribution of the elementary building blocks over the
space, the effect of mutual couplings between the emitted fields from those build-
ing blocks can be significant. A simple example can be helpful to clarify the
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mutual coupling between the emitted fields from those building blocks. An illus-
tration of the implemented scenario is given in Figure 5.1.
Figure 5.1: Illustration of a 2D space scenario that is used to show possible
mutual coupling in the source model approach.
In the implemented scenario, there are two point light sources which are
located at P1 and P2; and the field over the entire space is created by those point
sources. According to the source model approach, the field over the reference
line is computed by superposing the emitted fields by those point sources. RS
diffraction integral kernel given in Eq. 2.12 is used to find the emitted fields due
to those point sources. The effect of deviation can be seen when the field at one
of the point source (i.e., P1) is reconstructed by using the computed field over
the reference line. The reconstructed field on P1 is again calculated by using RS
diffraction integral and the computed field on the reference line. However, the
reconstructed field is different from the initial one. The deviation from the initial
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field is found as
∆ = ψ(x2, z2)
z1 − z2











where r12 is the vector between point sources P1 and P2, and θ12 denotes the
angle between the vector r12 and z-axis. This is exactly the additional field
imposed on P1 by a source at P2. Similarly, the reconstructed and the original
values at P2 would also deviate due to the effect of the source at P1 to the point
P2. The deviation from the initial field depends on the initial field values at
the other points sources and their mutual positions over the space. As a result
of the mutual couplings between the fields emitted by the point sources, the
source model approach may not provide the exact field over the entire space.
Furthermore, when the positions of the point sources which represent the object
are changed, the calculated field may also change.
The field on the reference line is obtained by the superposition of the fields
which are emanated from the point light sources and each emanated field is
expressed by a column vector, rH(pi, ni) where
H denotes the conjugate transpo-
sition. Conjugate transposition is needed for back-propagation from the sample
point to the reference line. This column vector is obtained from the nthi row vec-
tor of A matrix as defined in Eq. 4.11, with p = pi. Structure of the A matrix







where s is the number of given samples over the space and yi denotes the ampli-
tude of ith sample point which is taken as a point light source.
The performance of the model is determined according to the algorithmic
complexity of the implemented method and the deviation of the reconstructed
field from the initial one. In this chapter, the deviation is assessed by visual
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evaluation. The algorithmic complexity is determined by the number of complex
multiplications as in the previous chapters. To implement the source model in
2D space, we need s(N
2
log2N + N) complex multiplications. The number of
complex multiplications increases to s(N2 log2N + N
2) in 3D space scenarios.
The first term in the parenthesis is due to the inverse fast Fourier transform
(FFT) to compute r(pi, ni) for each point source. The second term is needed for
the scaling of each column vector by the source amplitude. The expression within
parenthesis has to be performed s times to obtain the superposition over all given
sample points. The similar approach, presented in [63], is used to compute the
diffraction fields from 2D objects over 3D space. However, the implemented
method in [63] utilizes Fresnel approximation to describe the diffraction field
relationship due to a point light source.
For evaluation and illustration purposes, a simple synthetic signal over the
reference line is defined. Then, the field over the entire space is computed from
this synthetic signal. In the implemented scenarios, the defined synthetic signal
is a discrete unit-amplitude square pulse of 32 samples located at the center of
a reference line as in Chapter 4. Also, each transversal line in the space has
N = 256 samples and there are M = N transversal lines over the 2D space.
Sampling periods in both x and z axes are the same, and taken as X = λ.
The presented simulations are only comprising 2D space scenarios, thus there
is no variation along one of the transversal directions when 3D space scenarios are
considered. But, to have better visual evaluation, we form 2D optical patterns
by repeating the 1D field over the reference line. An example can be seen from
Figure 5.2(a). The magnitude of the diffraction field over the entire space due
to the synthetic signal defined on the reference line is shown in Figure 5.2(b).
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(a) (b)
Figure 5.2: (a) Magnitude of the synthetically generated diffraction field on the
reference line. This is a 2D signal with 1D variation on it. For visualization
purposes, the signal along the vertical direction is repeated N times horizontally
to form N by N image (Images given in this paper has 256 grey levels)(b) Mag-
nitude of the diffraction field over entire 2D space. ( c©2008 IEEE. Reprinted
with permission. Published in [2])
In the first set of implemented scenarios, the effect of the thickness of the
region along the longitudinal axis, z, is investigated as in Chapter 4. The degree
of freedom of the problem is determined by the number of plane waves forming
the diffraction field over the entire space. Perfect reconstruction can be achieved
by the source model, which is summarized in Eq. 5.2, when all the samples
are taken over a transversal plane. In that case, there is no coupling between
the fields emitted by the sample points, because the kernel, rH(pi, ni), given in
Eq. 5.2 is in the sampled form of the RS diffraction kernel presented in Eq. 2.12.
There will be no effect of the kernel along the direction which is perpendicular
to the propagation direction because of the cosine factor on the kernel. If all the
samples are given along the transversal direction then the perfect reconstruction
is possible when the source model is employed. Since, the diffraction field over the
entire space is formed by 256 propagating waves in the implemented scenarios,
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we need at least 256 sample points in the space, for the inverse problem, not
to deal with an under-determined problem. Therefore, the region in which the
samples are given, is narrow along the longitudinal axis and has full extent along
the transversal axis. We choose to take 1.2 × 256 = 307 samples to overcome
a possible bottleneck that can arise due to insufficient amount of information
as described in Chapter 4. The locations of the sample points are shown in
Figure 4.17. Furthermore, to see the effect of the distance between the region in
which the samples are taken and the reference line, an additional scenario, which
can be seen in Figure 5.3(b), is implemented.
(a) (b)
Figure 5.3: Locations of the given data points. The number of given samples,
s, is taken as 307. The thickness of the volume which contains all data points is
4λ as in Figure 4.17(a), but the distances between this volume and the reference
line are changed. (a) the distance is taken as 100λ (b) the distance is taken as
200λ. ( c©2008 IEEE. Reprinted with permission. Published in [2])
The magnitudes of the reconstructed fields from the given samples using the
source model are illustrated in Figure 5.4. To have better visual evaluation,
N by N square images are formed by repeating N times the 1D reconstructed
patterns over the reference line. Also, a 1D plot of the reconstructed pattern, a
transversal slice of the Figure 5.4(a), is shown in Figure 5.4(b) to give an insight
to the reader about the shape of the reconstructed signal on the reference line by
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the source model. As it can be seen from Figure 5.4(a) and Figure 5.4(f), there
is a strip at the middle of the frame. However, when the depth of the region






Figure 5.4: (a) Magnitude of the reconstructed diffraction field on the reference
line by the source model when the given data points are distributed as in Fig-
ure 4.17(a). (b) 1D profile of the same pattern in Figure 5.4(a). (c) Magnitude
of the reconstructed field by the same method under the conditions given in Fig-
ure 4.17(b). (d) Obtained result when the given sample points are distributed as
in Figure 4.17(c). (e) Reconstructed pattern when the samples are distributed
as in Figure 4.17(d). (f) Magnitude of the reconstructed field on the reference
line when the given samples as in Figure 5.3(b).( c©2008 IEEE. Reprinted with
permission. Published in [2])
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In the next scenario, samples are taken within a region whose shape is an
isosceles triangle as in the simulations presented in Chapter 4. The number of
samples is again taken as 307 which is larger than the degrees of freedom of
the problem. Locations of the samples over the space for this set of scenarios
are shown in Figure 4.20. The reconstructed patterns on the reference line are
computed by using Eq. 5.2. Then, in order to conduct a visual evaluation, the
reconstructed pattern is repeated N times along the y-axis to get a 2D image. As
a result of this, the presented reconstruction problem is extended to diffraction
field computation from a 2D object over 3D space where there is no variation
along the y-axis.
The reconstructed patterns related to the implemented scenarios shown in




Figure 5.5: Reconstructed fields on the reference line under the scenarios il-
lustrated in Figure 4.20. (a) Reconstructed field for the scenario shown in the
Figure 4.20(a). (b) for the scenario illustrated in the Figure 4.20(b). (c) for the
scenario illustrated in the Figure 4.20(c). (d) for the scenario illustrated in the
Figure 4.20(d).
As it can be seen from the reconstructed patterns shown in Figure 5.5, the
angle of the isosceles triangle has no significant effect on the quality of the re-
constructed diffraction patterns; all reconstructions are unacceptably inferior.
In another scenario, the samples are taken along a diagonal line and the
number of the given samples is decreased to 256. Illustration of the implemented
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scenario is shown in Figure 5.6. The distance between the consecutive sample
points is set to
√
2λ.
Figure 5.6: The samples of the diffraction field are taken along a diagonal line
over the space. The reference line is chosen as z = 0. ( c©2008 IEEE. Reprinted
with permission. Published in [2])
The strip at the middle can be easily recognized in Figure 5.7. There is only
a small amplitude variation on it. The reconstructed pattern is much better than
the previous ones even if the number of given samples is decreased to 256.
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Figure 5.7: Magnitude of the reconstructed diffraction field on the reference line
by the source model. The given data points are distributed as in Figure 5.6.
The reconstructed field on the vertical reference line is repeated N times along
horizontally to have conventional visual evaluation over N by N image.( c©2008
IEEE. Reprinted with permission. Published in [2])
Fourth set of scenarios shows that we can obtain better results by the source
model compared to the previous examples when the cumulative field, which is
caused by the rest of the point sources, at a sample point tends to be independent
of the location. The samples are taken within a smooth region whose shape is
a circle. The radius of the circle is changed from 10λ to 40λ and the number of
samples in these scenarios is also changed from 317 to 5025 as in the Chapter 4.
The number of given samples is larger than the degree of freedom of the prob-
lem even for the first implemented scenario in the fourth set of scenarios. The
distribution of the samples are shown in Figure 4.25. The source model works





Figure 5.8: Magnitude of the reconstructed field when the samples are distributed
over the space as in Figure 4.25. The reconstructed field on the vertical reference
line is repeated N times along horizontally to have conventional visual evalua-
tion over N by N image. (a) Reconstructed field for the scenario shown in the
Figure 4.25(a). (b) for the scenario illustrated in the Figure 4.25(b). (c) for the
scenario illustrated in the Figure 4.25(c). (d) for the scenario illustrated in the
Figure 4.25(d).
In the last set of scenarios, we investigate performance of the source model
from the visual evaluations of the reconstructed patterns even the number of
given samples is less than the degree of freedom of the problem. The samples are
again taken from a smooth surface over the space. We use a ring shaped region as
an object which has a smooth surface. Then, we changed the radius of the ring.
As a result of this, the number of given samples is changed, but still it is less
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than the degree of freedom of the problem. When the radius is chosen as 10λ,
the number of given samples is 65. Then, the radius is increased to 20λ, then we
have 129 samples. In the next scenario, the radius is set to 30λ and we have 193
samples over the space. In the last scenario, the radius is taken as 40λ. Even
for this scenario the number of given samples is 249. Implemented scenarios are
illustrated in Figure 5.9. The reconstructed patterns for the scenarios shown in




Figure 5.9: Locations of the given data points over the 2D space. z = 0 line is
taken as the reference line. Samples are taken from a ring shaped region and
the distance between the center of the ring and the reference line is 128λ. The
radius of the ring is changed. (a) radius = 10λ. (b) radius = 20λ. (c) radius =




Figure 5.10: Magnitude of the reconstructed field when the samples are dis-
tributed over the space as in Figure 5.9. (a) Reconstructed field for the scenario
shown in the Figure 5.9(a). (b) for the scenario illustrated in the Figure 5.9(b).
(c) for the scenario illustrated in the Figure 5.9(c). (d) for the scenario illustrated
in the Figure 5.9(d).
Quality of the reconstructed patterns increases when the number of samples is
increased as expected, but it is seen from the fifth set of scenarios that reasonable
quality reconstructions can also be obtained even when the number of given
samples is less than the degree of freedom of the problem.
In this chapter, we investigated the performance of the source model algo-
rithm based on visual evaluation of the reconstructed patterns from the given
samples over the space. The implemented source model is based on superposition
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of the diffraction fields emanated from the hypothetical light sources located at
the given sample points. In the implemented scenarios, the distribution of the
given sample points over the space and their total number are changed. As shown
in the beginning of this chapter, the diffraction field, calculated by source model
based algorithms, can be different from the exact field over the space. The differ-
ence between the calculated and the exact field is based on discarding the mutual
coupling between the diffraction fields created by the elementary building blocks.
The distribution of the samples over the entire space affects the deviation of the
calculated field from the exact field. The deviation will be zero only when there
will be no cumulative field on each sample due to the other samples. Also, the
deviation can be kept low when cumulative field at the location of each point due
to all other sources becomes negligible. Furthermore, there are some cases that
the deviation can be low even if the cumulative field at the location of each point
due to all other sources is not negligible. For instance, such a result is obtained
when the cumulative field at each point source caused by the rest of the point




In this dissertation, algorithms for computation of exact scalar optical diffraction
field over the entire space due to the given diffraction field defined over an ori-
entable manifold are presented. It is assumed that the diffraction field over the
entire space is formed by a finite number of propagating plane waves. Therefore,
by computing the complex amplitudes of the propagating plane waves, the contin-
uous diffraction field over the entire space can be reconstructed as Fourier series
expansion. In this dissertation, the proposed algorithms compute the complex
amplitudes of the propagating plane waves due to the samples of the diffraction
field which is defined over an orientable manifold. Performance evaluations of
the proposed algorithms are obtained by the normalized errors and the computa-
tional complexities of the algorithms. Performances of the proposed algorithms
are tested for several complex valued function and under various scenarios. The
scalar optical diffraction field relationship, which is employed in the proposed
algorithms, is based on the propagation of plane waves in space. We choose to
discard the evanescent waves from the field calculation, because we are dealing
only with propagating waves. This is the only approximation applied in the field
calculations employed in the proposed algorithms.
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In this work, two different computation approaches to the scalar optical
diffraction field due to a given diffraction field are investigated:“field model”
and “source model”. First model takes the problem as a signal recovery issue
from the given partial information of the diffraction field over the entire space.
If the necessary amount of information is provided, field model based methods
compute the diffraction field over the entire space perfectly. The amount of
yielded information is determined by the number of given independent samples;
it is also affected by the structure of the manifold on which the given samples are
defined. In the second approach, the samples of the diffraction field, which are
defined on the manifold, are considered as point light sources. Then, the diffrac-
tion field over the entire space is computed by the superposition of the diffraction
fields emanated from the point samples. Therefore, it is assumed that each point
sample emits light independent of other point samples. If the diffraction field
over the entire space is calculated due to these point samples without taking
into consideration of the mutual couplings between them, then the original field
values at these point samples are changed. As a result of this, the calculated
field can be different from the original field over the entire space.
In this work, four field model algorithms and their analyses under several
scenarios are presented. The performances of the algorithms are evaluated by
their normalized error and computational complexities according to the number
of given samples. Furthermore, the performance of the algorithm, which is based
on pseudo inversion of the system matrix, is investigated according to the loca-
tions of the given samples. Similar investigation is also performed for the source
model algorithm.
In the presented field model algorithms, the given diffraction fields defined
over the manifolds can be considered as a representation of an object or just
as an intersection of the propagated fields by the manifold which represents the
surface of the object. Then, the field over the manifold is sampled and from
132
these samples diffraction field over the entire space is simultaneously calculated.
Therefore, we can compute the exact diffraction field (due to propagating waves)
that takes care of the couplings between the given field samples, as well.
The first field model algorithm is based on the decomposition of the diffrac-
tion field defined over the manifold onto a function set which is derived from
the intersections of the propagating planes waves by the manifold. One of the
commonly used decomposition in diffraction field analysis is the plane wave de-
composition. A diffraction field over a planar surface can be expressed by the
superposition of these propagating plane waves. Furthermore, intersections of
these plane waves by a planar surface are complex exponentials which form an
orthogonal function set. Then, as in the Fourier series expansion, each plane
wave has a complex amplitude and these complex amplitudes of the plane waves
can be computed by performing a 2D forward Fourier transform of the diffrac-
tion field defined over the planar surface. Also, the frequencies of the complex
exponentials over the planar surface are determined by the propagation direction
of the plane wave and the surface normal. But, when the defined manifold is
a curved surface then the intersections of the propagating plane waves by the
manifold may not form an orthogonal function set as in planar surfaces. Fur-
thermore, these function sets obtained from the intersection of the plane waves
by the manifold may not be put into form of the complex exponentials as in the
Fourier series expansion. Therefore, the complex amplitudes of the propagating
plane waves may not be found by performing a 2D Fourier transform directly
as in the scenarios in which planar surfaces are used. In this work, first, the
intersections of the plane waves over the manifold are orthogonalized. Then, the
complex coefficients of the plane waves are computed from the inner product
of these orthogonalized functions by the diffraction field over the manifold. It
is shown in Chapter 3 that by employing Gram-Schmidt orthogonalization over
these functions which are the intersection of the plane waves by the manifold, we
can compute complex amplitudes of the propagating plane waves. By using the
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presented method in Chapter 3, continuous diffraction field over the entire space
due to the propagating plane waves can be reconstructed perfectly from the given
discrete field over the manifold. In the proposed algorithm, the diffraction field
over the manifold and the intersections of the propagating plane waves by the
manifold are stored as vectors in both 2D and 3D space scenarios. Therefore,
the sizes of the vectors in 3D space scenarios can be larger than the sizes of
the vectors defined in the 2D space scenarios. As a result of this, in 3D space
scenarios, there can be a memory allocation problem.
The second field model algorithm is based on pseudo inversion of the system
matrix. In determination of the computational complexity, we assume that the
cost of complex multiplications dominate other operations. Therefore, the num-
ber of complex multiplications are taken as the measure of the computational
complexity. To implement the pseudo inversion of the system matrix, we need
sN2−N3/3 complex multiplications in 2D scenarios where s denotes the number
of given samples and N is the number of samples along the transversal axis; N is
also the number of plane waves forming the diffraction field over the entire space.
We observed that computational complexity of the algorithm is relatively high
compared to the iterative methods when the number of given samples is larger
than 1.4N . The algorithm based on the pseudo inversion of the system matrix
can be extended to compute diffraction field for the 3D space scenarios, but to
store ABF matrix, a large amount of memory is needed. In 3D space scenarios,
to implement the pseudo inversion of the system matrix, we need sN4− N6
3
com-
plex multiplications. Therefore, it is not feasible to employ the pseudo inversion
algorithm for the 3D cases.
The lowest normalized error among the algorithms, which are presented in
Chapter 4, can be obtained by pseudo inversion method even for the scenarios in
which the necessary amount of information is not given to get perfect reconstruc-
tion. Thus, the effect of the distribution of the given samples over the space is
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only investigated for the algorithm based on pseudo inversion of the system ma-
trix. The algorithm provides perfect reconstruction when the samples of the field
distributed over the space uniformly random and when their number is equal to
or larger than N . The yielded information can be affected by the distribution of
the given samples over the space. In these scenarios, the information harvested
from the given samples may not enough to achieve perfect reconstruction. In-
creasing the number of samples provides more information, but the number of
samples and the amount of harvested information from the given samples are not
related to each other linearly due to inter dependencies among the samples. To
decrease the inter dependencies among the samples, the samples over the space
can be taken randomly. If the given samples are located too close to each other,
the diffraction fields at the given samples become relatively similar. Therefore,
the necessary amount of information to reconstruct the field over the entire space
may not be captured. To observe the effect of the inter-dependencies among the
samples to the solution, we use the eigenvalue distribution of the system matrix,
ABF . The eigenvalue distribution provides the condition number of the system
matrix. It is observed that uniformly random selection of the samples or dealing
with a large number of samples within a closed region helps to achieve lower
normalized error on the computed diffraction field. However, when the field
samples are located too close to each other, then most of the eigenvalues become
practically zero. As a result, perfect reconstruction may not be achieved.
The third algorithm based on the field model utilizes an iterative method
which employs projection onto convex sets. The algorithm also provides perfect
reconstruction of the initial field when the number of given samples is larger
than the degree of freedom of the problem. Due to its iterative structure, com-
putational complexity of the presented algorithm is determined by the iteration
number which is implicitly related to the number of given samples. The number






where M is the number of lines used in 2D space. We ob-
served that the algorithm provides advantages over the pseudo matrix inversion
method associated to the computational complexity when the number of samples
is larger than 1.4N in 2D scenarios where N is the number of plane waves used
in the implemented scenario. POCS based algorithm is also extended to com-
pute diffraction fields for 3D cases. Compared to other field model algorithms,
POCS based algorithms can be implemented with a feasible amount of memory
allocation even for larger 3D objects. The number of complex multiplications
that are needed to implement 3D scenarios is found as nit(MN
2 log2N +MN
2).
The last algorithm presented in the dissertation is again an iterative method.
It uses conjugate gradient search algorithm to calculate the inverse of the system
matrix. As the algorithms mentioned above, perfect reconstruction of the initial
field can also be obtained from the CG based algorithm when the number of
given samples are larger than the number of plane waves used in calculation
of the diffraction field over the entire space. As in the POCS algorithm, the
number of iterations is a parameter in the computational complexity of the CG
based algorithm. In 2D scenarios, we need 2nitN
2 + sN +M N
2
log2N complex
multiplications to compute the diffraction field over the entire space. We observed
that, CG based algorithm provides advantages over the POCS based algorithm
in terms of the computational complexity when the number of given samples is
between 0.5N and 1.2N . The CG based algorithm is extended to 3D space by a
similar procedure employed in the pseudo inversion based algorithm. Therefore,
the need for large amount of memory allocation is also a problem for the CG
based algorithm. Furthermore, the number of complex multiplications needed
in implementation of the algorithm in 3D scenarios becomes 2nitN
4 + sN2 +
MN2 log2N . The computational complexity of the CG based algorithm is rather
high compared to POCS based algorithm for the 3D scenarios.
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The algorithms which are based on the source model approach are commonly
used in the literature for diffraction field calculation. There are several rea-
sons which make this choice appealing. One of the reason is the computational
complexity, because computational complexity can be decreased significantly to
feasible levels when the source model is used. For instance, there are some source
model based algorithms that can be employed in real-time applications for small
objects. Furthermore, source model based algorithms can be easily mapped to
parallel computing and architectures, such as graphical processing units or other
spacial hardwares. On the other hand, the source model based algorithms can
not provide the exact diffraction field unless the samples are taken over a plane,
because only in that scenario there is no mutual coupling between the sources.
Even if the amount deviation can be changed by the locations of the point sources,
the exact field over the space can not be calculated by the source model algo-
rithms. Better visual evaluation and smaller deviation can be achieved when the
cumulative field at a source point location due to all other source points becomes
negligible. Also, there are some scenarios that there is a significant amount of
the cumulative field at a source point due to all other sources, but the amount
of cumulative field tends to be independent of the location of the source point.
Although there are some ways to decrease the deviation, such as taking samples
from smooth surfaces and having as much samples as possible, source model ap-
proach may not provide to calculate exact field over the space, except when all
the sources points are taken over a transversal plane.
137
Appendix A
Nonorthogonality of Plane Waves
on Sa
Nonorthogonality of the propagating plane waves on the manifold Sa is shown
by a simple scenario. In Figure A.1, a simple setup is illustrated.
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Figure A.1: 1D simple scenario to illustrate nonorthogonality of the plane waves
on Sa.




































+ piδ(k3,x)) exp(jk3,zza). (A.4)
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Since, the result of the integral given above is not equal to Cδ(k3,x), the function
set obtained from the intersection of the propagating plane waves by the manifold
Sa is not orthogonal. The first and the third integrals in Eq. A.3 can be computed
from the Fourier transform property of signum, sgn(x), function. In [14], the







The result obtained by Eq. A.4 shows that orthogonality can not be satisfied
even for this simple scenario. To have orthogonal functions, an orthogonalization
method can be used as shown in Chapter 3.
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Appendix B
Proof of the properties of matrix
A
Although the proof that the matrix A is unitary is first published in [1], because
of the completeness of the dissertation, it is given as an appendix. If a matrix is
unitary, it has to satisfy AHA = I [75]. For the matrix A, it shown as follows:













where H(l+j)p represents the kernel of the discrete system which is used to cal-
culate the diffraction field at p(l + j).
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Appendix C
Proof of convergence by POCS
The proof of the problem, computation of diffraction field from the given samples
over the space, can be set as projection onto convex sets is first published in [1].
The problem defined in this work can be approached as a signal recovery
from partially given information. The diffraction field over the entire space is
computed from the field defined over the reference line. Therefore, Eq. 4.8 has
to be satisfied among all lines. The partial information related to the diffraction
field over the reference line is given by the known sample points on consecutive
lines over the space. As result of this, all the given samples are belong to the same
diffraction field. Therefore, we can define a set, C l, for all possible diffraction
fields having the given data points on a certain line z = zl:
Cl = {∀f(x, z) : f(xil, zl) = vl; f(x, zj) = Aj−lf(x, zl), ∀j, x}, (C.1)
where l = 1, . . . ,M and M is the number of line over the space. The vector vl
denotes the known values on the line z = zl and il is the vector with the indices
of their positions. The matrix A, is given in Eq. 4.11, defines the diffraction field
relation between two consecutive lines. The diffraction field relation between
lines z = zl and z = z − j is determined by the (j − l)th power of A. The field
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on the z = zj can be expressed with the help of an arbitrary function q(x) as







where i¯l is the vector with the indices of the unknown values on the line z = zl,
and Aj−lil and A
j−l
i¯l
are submatrices of Aj−l obtained by taking columns with
indices il and i¯l.
To show that, the sets C l defined by Eq. C.1 are convex, we take into consid-
eration two functions, f1(x, z) and f2(x, z), belong to the set C l. Then, we define
F (x, z) = αf1(x, z)+(1−α)f2(x, z), 0 < α < 1 as their convex combination. For
every line z = zj, we have














where Q(x) = αq1(x) + (1− α)q2(x). Since q(x) in Eq. C.2 can be an arbitrary
function, the expression in Eq. C.3 becomes of the form of Eq. C.2. Therefore,
F (x, z) belongs to the set C l. As a result of this, it is shown that C l is convex,
because a convex combination of any two functions which belong to C l also
belongs to C l.
Iterative projections are performed from set to set by using Eq. 4.8. The
known samples are kept as they are and the unknown samples are generated by
diffracted field from the previous line. The projection from the set C l−1 to the
set C l can be shown as
f(xi¯l, zl) = g(xi¯l, zl)
and f(xil, zl) = vl (C.4)
where g(x, z) ∈ C l−1 and f(x, z) ∈ C l. The functions f(x, zl) and g(x, zl)
have different values only at positions xil. Therefore the distance from g(x, zl)
to f(x, zl) is minimized with respect to all functions in C l. Furthermore, the
144
distance along any other line z = zj is minimized because
d = ‖f(x, zj)− g(x, zj)‖2
= ‖Aj−l(f(x, zl)− g(x, zl))‖2
= ‖f(x, zl)− g(x, zl)‖2 (C.5)
and Aj−l is unitary for any j and l that is proved in Appendix A. As a result
of this, the square of the distance between g(x, z) and f(x, z) is minimum for all
the functions from the set C l since
‖f(x, z)− g(x, z)‖2 =
∑
j
‖f(x, zj)− g(x, zj)‖2.
Therefore, orthogonal projection of g(x, z) onto the setC l is obtained by choosing
f(x, z) as in Eq. C.4. Hence, the presented iterative method will converge [86].
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