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Abstract Zero-shot learning (ZSL) enables solving a
task without the need to see its examples. In this paper,
we propose two ZSL frameworks that learn to synthe-
size parameters for novel unseen classes. First, we pro-
pose to cast the problem of ZSL as learning manifold
embeddings from graphs composed of object classes,
leading to a flexible approach that synthesizes “classi-
fiers” for the unseen classes. Then, we define an aux-
iliary task of synthesizing “exemplars” for the unseen
classes to be used as an automatic denoising mecha-
nism for any existing ZSL approaches or as an effec-
tive ZSL model by itself. On five visual recognition
benchmark datasets, we demonstrate the superior per-
formances of our proposed frameworks in various sce-
narios of both conventional and generalized ZSL. Fi-
nally, we provide valuable insights through a series of
empirical analyses, among which are a comparison of se-
mantic representations on the full ImageNet benchmark
as well as a comparison of metrics used in generalized
ZSL. Our code and data are publicly available at https:
//github.com/pujols/Zero-shot-learning-journal.
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1 Introduction
Visual recognition has made a significant progress due
to the widespread use of deep learning architectures [35,
66,68,25] that are optimized on large-scale datasets of
human-labeled images [62]. Despite the exciting ad-
vances, to recognize objects “in the wild” remains a
daunting challenge. In particular, the amount of anno-
tation effort is vital to deep learning architectures in
order to discover and exploit powerful discriminating
visual features.
There are many application scenarios, however, where
collecting and labeling training instances can be labori-
ously difficult and costly. For example, when the objects
of interest are rare (e.g., only about a hundred of north-
ern hairy-nosed wombats alive in the wild) or newly de-
fined (e.g., images of futuristic products such as Tesla’s
Model Y), not only the number of labeled training im-
ages but also the statistical variation among them is
limited. These restrictions prevent one from training
robust systems for recognizing such objects. More im-
portantly, the number of such objects could be signifi-
cantly greater than the number of common objects. In
other words, the frequencies of observing objects follow
a long-tailed distribution [63,89,70].
Zero-shot learning (ZSL) has since emerged as a
promising paradigm to remedy the above difficulties.
Unlike supervised learning, ZSL distinguishes between
two types of classes: seen and unseen. Labeled exam-
ples are only available for the seen classes whereas no
(labeled or unlabeled) examples are available for the un-
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seen ones. The main goal of zero-shot learning is to con-
struct classifiers for the unseen classes, extrapolating
from what we learned from the seen ones. To this end,
we need to address two key interwoven challenges [51]:
(1) how to relate unseen classes to seen ones and (2)
how to attain optimal discriminative performance on
the unseen classes even though we do not have access
to their representative labeled data?
The first challenge can be overcome by the intro-
duction of a shared semantic space that embeds all cat-
egories. Given access to this semantic space, zero-shot
learners can exploit the semantic relationship between
seen and unseen classes to establish the visual rela-
tionship. Multiple types of semantic information have
been exploited in the literature: visual attributes [16,
37], word vector representations of class names [17,67,
50], textual descriptions [15,39,56], hierarchical ontol-
ogy of classes (such as WordNet [48]) [3,42,75], and
human gazes [31].
The second challenge requires developing appropri-
ate objectives or algorithmic procedures for ZSL. Many
ZSL methods take a two-stage approach: (i) predicting
the embedding of a visual input in the semantic space;
(ii) inferring the class labels by comparing the embed-
ding to the unseen classes’ semantic representations [16,
37,51,67,83,27,50,42]. More recent ZSL methods take
a unified approach by jointly learning the functions to
predict the semantic embeddings as well as to measure
similarity in the embedding space [2,3,17,61,85,86]. We
refer the readers to Sect. 5 and recent survey articles by
[78,76,20] for the descriptions and comparison of these
representative methods.
In this paper, we propose two zero-shot learning
frameworks, where the major common theme is to learn
to “synthesize” representative parameters — a “sum-
mary” for the unseen classes. One natural choice of such
parameters are “classifiers” that, as the name suggests,
can be used to recognize object classes in a straightfor-
ward manner1. Other choices of class summaries exist
but additional steps may be needed to perform zero-
shot recognition. We explore one such choice and define
“visual exemplars” as (average) dimensionality-reduced
visual features of different classes. We learn to predict
these exemplars and then use them to perform zero-
shot recognition in two different manners. Below, we
describe our concrete implementations of both frame-
works.
In the first framework of Synthesized Classifiers
(SynC; Fig. 1), we take ideas from manifold learn-
ing [26,6] and cast zero-shot learning as a graph align-
ment problem. On one end, we view the object classes in
1 In this work, classifiers are taken to be the normals of hy-
perplanes separating different classes (i.e., linear classifiers).
a semantic space as a weighted graph where the nodes
correspond to object class names and the weights of the
edges represent how much they are related. Semantic
representations can be used to infer those weights. On
the other end, we view models or classifiers for recog-
nizing images of those classes as if they live in a space
of models. The parameters for each object model are
nothing but coordinates in this model space whose geo-
metric configuration also reflects the relatedness among
objects. To reduce the complexity of the alignment, we
introduce a set of phantom object classes — interpreted
as bases (classifiers) — from which a large number of
classifiers for real classes can be synthesized. In partic-
ular, the model for any real class is a convex combina-
tion of the coordinates of those phantom classes. Given
these components, we learn to synthesize the classifier
weights (i.e., coordinates in the model space) for the
unseen classes via convex combinations of adjustable
and optimized phantom coordinates and with the goal
of preserving their semantic graph structures.
In the other framework of EXEMplar synthesis (EXEM;
Fig. 2), we first define visual exemplars as target sum-
maries of object classes and then learn to predict them
from semantic representations. We then propose two
ways to make use of these predicted exemplars for zero-
shot recognition. One way is to use the exemplars as im-
proved semantic representations in a separate zero-shot
learning algorithm. This is motivated by the evidence
that existing semantic representations are barely infor-
mative about visual relatedness (cf. Sect. 2.2). More-
over, as the predicted visual exemplars already live in
the visual feature space, we also use them to construct
nearest-neighbor style classifiers, where we treat each
of them as a data instance.
Our empirical studies extensively test the effective-
ness of different variants of our approaches on five bench-
mark datasets for conventional and four for general-
ized zero-shot learning. We find that SynC performs
competitively against many strong baselines. Moreover,
EXEM enhances not only the performance of SynC
but also those of other ZSL approaches. In general, we
find that EXEM, albeit simple, is overall the most ef-
fective ZSL approach and that both SynC and EXEM
achieve the best results on the large-scale ImageNet
benchmark.
We complement our studies with a series of anal-
ysis on the effect of types of semantic representations
and evaluation metrics on zero-shot classification per-
formance. We obtain several interesting results. One is
from an empirical comparison between the metrics used
in generalized zero-shot learning; we identify shortcom-
ings of the widely-used uncalibrated harmonic mean
and recommend that the calibrated harmonic mean or
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the Area under Seen-Unseen Accuracy curve (AUSUC)
be used instead. Another interesting result is that we
obtain higher-quality semantic representations and use
them to establish the new state-of-the-art performance
on the large-scale ImageNet benchmark. Finally, based
on the idea in EXEM, we investigate how much the Im-
ageNet performance can be improved by ideal semantic
representations and see a large gap between those re-
sults and existing ones obtained by our algorithms.
This work unifies and extends our previously pub-
lished conference papers [8,9]. Firstly, we unify our ZSL
methods SynC andEXEM using the “synthesis” theme,
providing more consistent terminology, notation, and
figures as well as extending the discussion of related
work. Secondly, we provide more coherent experimen-
tal design and more comprehensive, updated results.
Our experiments have been extended extensively to in-
clude results on an additional dataset (AwA2 [76]),
stronger visual features (ResNet), better semantic rep-
resentations (our improved word vectors on ImageNet
and ideal semantic representations), new and more rig-
orous training/validation/test data splits, recommended
by [76], newly proposed metrics (per-class accuracy on
ImageNet, AUSUC, uncalibrated and calibrated har-
monic mean), additional variants of our methods, and
additional baselines. We also provide a summarized com-
parison of ZSL methods (Sect. 4.1). For more details on
which results are newly reported by this work, please
refer to our tables (“reported by us”). Thirdly, we ex-
tend our results and analysis on generalized ZSL. On
selected multiple strong baselines, we provide empiri-
cal evidence of a shortcoming of the widely-used metric
and propose its calibrated version that is built on top of
calibrated stacking [10]. Finally, we further empirically
demonstrate the importance of high-quality semantic
representations for ZSL, and establish upperbound per-
formance on ImageNet in various scenarios of conven-
tional ZSL.
The rest of the paper is organized as follows. We de-
scribe our classifier and exemplar systhesis frameworks
in Sect. 2. We validate our approaches using the ex-
perimental setup in Sect. 3 and present our results in
Sect. 4. We discuss related work in Sect. 5. Finally, we
conclude in Sect. 6.
2 Approach
We describe our methods for addressing (conventional)
zero-shot learning, where the task is to classify im-
ages from unseen classes into the label space of unseen
classes. We first describe, SynC, a manifold-learning-
based method for synthesizing the classifiers of the un-
seen classes. We then describe, EXEM, an approach
that automatically improves semantic representations
through visual exemplar synthesis. EXEM can gen-
erally be combined with any zero-shot learning algo-
rithms, and can by itself operate as a zero-shot learning
algorithm.
Notation: We denote by D = {(xn ∈ RD, yn)}Nn=1 the
training data with the labels coming from the label
space of seen classes S = {1, 2, · · · ,S}. Denote by U =
{S+1, · · · ,S+U} the label space of unseen classes. Let
T = S ∪ U . For each class c ∈ T , we assume that we
have access to its semantic representation ac.
2.1 Classifier Synthesis
We propose a zero-shot learning method of synthesized
classifiers, called SynC. We focus on linear classifiers
in the visual feature space RD that assign a label yˆ to
a data point x by
yˆ = arg max
c
wTc x, (1)
where wc ∈ RD, although our approach can be readily
extended to nonlinear settings by the kernel trick [64]2.
2.1.1 Main idea: manifold learning
The main idea behind our approach is to align the se-
mantic space and the model space. The semantic space
coordinates of objects are designated or derived based
on external information (such as textual data) that do
not directly examine visual appearances at the lowest
level, while the model space concerns itself largely for
recognizing low-level visual features. To align them, we
view the coordinates in the model space as the pro-
jection of the vertices on the graph from the seman-
tic space — there is a wealth of literature on manifold
learning for computing (low-dimensional) Euclidean space
embeddings from the weighted graph, for example, the
well-known algorithm of Laplacian eigenmaps [6].
This idea is shown by the conceptual diagram in
Fig. 1. Each class c has a coordinate ac and they live
on a manifold in the semantic representation space. We
use attributes to illustrate the idea here but in the ex-
periments we test our approach on multiple types of
semantic representations. Additionally, we introduce a
set of phantom classes associated with semantic repre-
sentations br, r = 1, 2, . . . ,R. We stress that they are
phantom as they themselves do not correspond to any
2 In the context of deep neural networks for classification, one
can think of wc as the vector corresponding to class c in the
last fully-connected layer and x as the input to that layer.
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Fig. 1 Illustration of SynC for zero-shot learning. Object classes live in two spaces. They are characterized in the semantic space
with semantic representations (as) such as attributes or word vectors of their names. They are also represented as models for visual
recognition (ws) in the model space. In both spaces, those classes form weighted graphs. The main idea behind our approach is
that these two spaces should be aligned. In particular, the coordinates in the model space should be the projection of the graph
vertices from the semantic space to the model space — preserving class relatedness encoded in the graph. We introduce adaptable
phantom classes (b and v) to connect seen (black text: Bobolink, Cardinal, Scarlet Tanager) and unseen (white text: Frigatebird)
classes — classifiers for the phantom classes are bases for synthesizing classifiers for real classes, including both the seen and unseen
ones. In particular, the synthesis takes the form of convex combination. We learn the phantom classes using seen classes’ data
(Sect. 2.1.2), which are then used to synthesize unseen classes’ classifiers (Sect. 2.1.3).
real objects — they are introduced to increase the mod-
eling flexibility, as shown below.
The real and phantom classes form a weighted bi-
partite graph, with the weights defined as
scr =
exp{−d(ac, br)}∑R
r=1 exp{−d(ac, br)}
(2)
to relate a real class c and a phantom class r, where
d(ac, br) = (ac − br)TΣ−1(ac − br), (3)
and Σ−1 is a parameter that can be learned from data,
modeling the correlation among attributes. For simplic-
ity, we set Σ = σ2I and tune the scalar, free hyper-
parameter σ by cross-validation (Appendix B).
The specific form of defining the weights is moti-
vated by several manifold learning methods such as
SNE [26]. In particular, scr can be interpreted as the
conditional probability of observing class r in the neigh-
borhood of class c. However, other forms can be ex-
plored and are left for future work.
In the model space, each real class is associated with
a classifier wc and the phantom class r is associated
with a virtual classifier vr. We align the semantic and
the model spaces by viewing wc (or vr) as the embed-
ding of the weighted graph. In particular, we appeal to
the idea behind Laplacian eigenmaps [6], which seeks
the embedding that maintains the graph structure as
much as possible. Equivalently, the distortion error
‖wc −
R∑
r=1
scrvr‖22 (4)
with respect to wc,vr is minimized. This objective has
an analytical solution
wc =
R∑
r=1
scrvr, ∀ c ∈ T = {1, 2, · · · ,S + U}. (5)
In other words, the solution gives rise to the idea of
synthesizing classifiers from those virtual classifiers vr.
For conceptual clarity, from now on we refer to vr as
base classifiers in a dictionary from which new classi-
fiers can be synthesized. We identify several advantages.
First, we could construct an infinite number of classi-
fiers as long as we know how to compute scr. Second,
by making R S, the formulation can significantly re-
duce the learning cost as we only need to learn R base
classifiers.
2.1.2 Learning phantom classes
Learning base classifiers: We learn the base classifiers
{vr}Rr=1 from the training data (of the seen classes
only). We experiment with two settings. To learn one-
versus-other classifiers, we optimize,
min
v1,··· ,vR
S∑
c=1
N∑
n=1
`(xn, Iyn,c;wc) +
λ
2
S∑
c=1
‖wc‖22 , (6)
s.t. wc =
R∑
r=1
scrvr, ∀ c ∈ S = {1, · · · ,S},
where `(x, y;w) = max(0, 1 − ywTx)2 is the squared
hinge loss. The indicator Iyn,c ∈ {−1, 1} denotes whether
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or not yn = c. Alternatively, we apply the Crammer-
Singer multi-class SVM loss [12], given by
`cs(xn, yn; {wc}Sc=1) (7)
= max(0, max
c∈S−{yn}
∆(c, yn) +wcTxn −wynTxn).
We have the standard Crammer-Singer loss when the
structured loss ∆(c, yn) = 1 if c 6= yn, which ignores the
semantic relatedness between classes. We additionally
use the `2 distance for the structured loss ∆(c, yn) =
‖ac − ayn‖2 to exploit the class relatedness in our ex-
periments. These two learning settings have separate
strengths and weaknesses in our empirical studies.
Learning semantic representations: The weighted graph
(Eq. (2)) is also parameterized by adaptable embed-
dings of the phantom classes br. For simplicity, we as-
sume that each of them is a sparse linear combination
of the seen classes’ attribute vectors:
br =
S∑
c=1
βrcac,∀r ∈ {1, · · · ,R}. (8)
Thus, to optimize those embeddings, we solve the fol-
lowing optimization problem
min
{vr}Rr=1,{βrc}R,Sr,c=1
S∑
c=1
N∑
n=1
`(xn, Iyn,c;wc) (9)
+ λ2
S∑
c=1
‖wc‖22 + η
R,S∑
r,c=1
|βrc|+ γ2
R∑
r=1
(‖br‖22 − h2)2,
s.t. wc =
R∑
r=1
scrvr, ∀ c ∈ S = {1, · · · ,S},
where h is a predefined scalar equal to the norm of
real attribute vectors (i.e., 1 in our experiments since
we perform `2 normalization). Note that in addition to
learning {vr}Rr=1, we learn combination weights {βrc}R,Sr,c=1.
Clearly, the constraint together with the third term in
the objective encourages the sparse linear combination
of the seen classes’ attribute vectors. The last term in
the objective demands that the norm of br is not too
far from the norm of ac.
We perform alternating optimization for minimiz-
ing the objective function with respect to {vr}Rr=1 and
{βrc}R,Sr,c=1. While this process is nonconvex, there are
useful heuristics to initialize the optimization routine.
For example, if R = S, then the simplest setting is to
let br = ar for r = 1, . . . ,R. If R ≤ S, we can let them
be (randomly) selected from the seen classes’ attribute
vectors {b1, b2, · · · , bR} ⊆ {a1,a2, · · · ,aS}, or first per-
form clustering on {a1,a2, · · · ,aS} and then let each br
be a combination of the seen classes’ attribute vectors
in cluster r. If R > S, we could use a combination of the
above two strategies3. There are four hyper-parameters
λ, σ, η, and γ to be tuned. To reduce the search space
during cross-validation, we first tune λ, σ while fixing
br for r = 1, . . . ,R to the initial values as mentioned
above. We then fix λ and σ and tune η and γ.
2.1.3 Zero-shot classification with synthesized
classifiers
Given the attribute vectors {ac}S+Uc=S+1 of U unseen classes,
we synthesize their classifiers {wc}S+Uc=S+1 according to
Eq. (5) and Eq. (2) using the learned phantom classes
{(vr, br)}Rr=1 from Eq. (9):
wc =
R∑
r=1
scrvr, ∀ c ∈ U = {S + 1, · · · ,S + U}, (10)
s.t. scr =
exp{−d(ac, br)}∑R
r=1 exp{−d(ac, br)}
.
That is, we apply the exact same rule to synthesize
classifiers wc for both seen and unseen classes.
During testing, as in Eq. (1), we then classify x from
unseen classes into the label space U by
yˆ = arg max
c ∈ U
wc
Tx. (11)
2.2 Exemplar Synthesis
The previous subsection describes, SynC, an approach
for synthesizing the classifiers of the unseen classes in
zero-shot learning. SynC preserves graph structures in
the semantic representation space. This subsection de-
scribes another route for constructing representative
parameters for the unseen classes. We define the visual
exemplar of a class to be the target “cluster center” of
that class, characterized by the average of visual feature
vectors. We then learn to predict the object classes’ vi-
sual exemplars.
One motivation for this is the evidence that class se-
mantic representations are hard to get right. While they
may capture high-level semantic relationships between
classes, they are not well-informed about visual rela-
tionships. For example, visual attributes are human-
understandable so they correspond well with our object
class definition. However, they are not always discrim-
inative [52,83], not necessarily machine detectable [14,
3 In practice, we found these initializations to be highly ef-
fective — even keeping the initial br intact while only learning
vr for r = 1, . . . ,R can already achieve comparable results. In
most of our experiments, we thus only learn vr for r = 1, . . . ,R.
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Semantic space
Visual feature space
Cardinal
a1
a2
a3
Bobolink
Scarlet 
Tanager
PCA
a4
a5
Semantic 
embedding space
z1
z2
z3z5
z4
Fig. 2 Illustration of our method EXEM for improving semantic representations as well as for zero-shot learning. Given semantic
information and visual features of the seen classes, we learn a kernel-based regressor ψ(·) such that the semantic representation
ac of class c can predict well its visual exemplar (center) zc that characterizes the clustering structure. The learned ψ(·) can
be used to predict the visual feature vectors of unseen classes for nearest-neighbor (NN) classification, or to improve the semantic
representations for existing ZSL approaches.
27], often correlated among themselves (“brown” and
“wooden”) [28], and possibly not category-independent
(“fluffy” animals and “fluffy” towels) [11]. Word vec-
tors of class names have been shown to be inferior to
attributes [3,8]. Derived from texts, they have little
knowledge about or are barely aligned with visual in-
formation. Intuitively, this problem would weaken zero-
shot learning methods that rely heavily on semantic
relationships of classes (such as SynC).
We therefore propose the method of predicting vi-
sual exemplars (EXEM) to transform the (original)
semantic representations into semantic embeddings in
another space to which visual information is injected.
More specifically, the main computation step of EXEM
is reduced to learning (from the seen classes) a predic-
tive function from semantic representations to their cor-
responding centers of visual feature vectors. This func-
tion is used to predict the locations of visual exemplars
of the unseen classes. Once predicted, they can be effec-
tively used in any zero-shot learning algorithms as im-
proved semantic representations. For instance, we could
use the predicted visual exemplars in SynC to alleviate
its naive reliance on the object classes’ semantic rep-
resentations. As another example, as the predicted vi-
sual exemplars live in the visual feature space, we could
use them to construct nearest-neighbor style classifiers,
where we treat each of them as a data instance.
Fig. 2 illustrates the conceptual diagram of our ap-
proach. Our two-stage approach for zero-shot learning
consists of learning a function to predict visual exem-
plars from semantic representations (Sect. 2.2.1) and
then apply this function to perform zero-shot learning
given novel semantic representations (Sect. 2.2.2).
2.2.1 Learning a function to predict visual exemplars
from semantic representations
For each class c, we would like to find a transformation
function ψ(·) such that ψ(ac) ≈ zc, where zc ∈ Rd
is the visual exemplar for the class. In this paper, we
create the visual exemplar of a class by averaging the
PCA projections of data belonging to that class. That
is, we consider zc = 1|Ic|
∑
n∈IcMxn, where Ic = {i :
yi = c} and M ∈ Rd×D is the PCA projection matrix
computed over training data of the seen classes. We
note that M is fixed for all data points (i.e., not class-
specific) and is used in Eq. (13).
Given training visual exemplars and semantic repre-
sentations, we learn d support vector regressors (SVR)
with the RBF kernel — each of them predicts each di-
mension of visual exemplars from their corresponding
semantic representations. Specifically, for each dimen-
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sion d = 1, . . . , d, we use the ν-SVR formulation [65].
min
q,ξ,ξ′,
1
2q
Tq + λ(ν+ 1S
S∑
c=1
(ξc + ξ′c))
s.t.qTθrbf(ac)− zc ≤ + ξc (12)
zc − qTθrbf(ac) ≤ + ξ′c
ξc ≥ 0, ξ′c ≥ 0,
where θrbf is an implicit nonlinear mapping based on
the RBF kernel. We have dropped the subscript d for
aesthetic reasons but readers are reminded that each
regressor is trained independently with its own param-
eters. λ and ν ∈ (0, 1] (along with hyper-parameters of
the kernel) are the hyper-parameters to be tuned. The
resulting ψ(·) = [qT1 θrbf(·), · · · , qTd θrbf(·)]T , where qd is
from the d-th regressor.
Note that the PCA step is introduced for both com-
putational and statistical benefits. In addition to reduc-
ing dimensionality for faster computation, PCA decor-
relates the dimensions of visual features such that we
can predict these dimensions independently rather than
jointly.
2.2.2 Zero-shot classification based on predicted visual
exemplars
Now that we learn the transformation function ψ(·),
how do we use it to perform zero-shot classification?
We first apply ψ(·) to all semantic representations au
of the unseen classes. We then consider two main ap-
proaches that depend on how we interpret these pre-
dicted exemplars ψ(au).
Predicted exemplars as training data: An obvious ap-
proach is to use ψ(au) as data directly. Since there is
only one data point per class, a natural choice is to use
a nearest neighbor classifier. Then, the classifier out-
puts the label of the closest exemplar for each novel
data point x that we would like to classify:
yˆ = arg min
u
disNN (Mx,ψ(au)), (13)
where we adopt the Euclidean distance or the standard-
ized Euclidean distance as disNN in the experiments.
Predicted exemplars as improved semantic representa-
tions: The other approach is to use ψ(au) as the im-
proved semantic representations (“improved” in the sense
that they have knowledge about visual features) and
plug them into any existing zero-shot learning frame-
work. We provide two examples.
In the method of convex combination of semantic
embeddings (ConSE) [50], their original class semantic
embeddings are replaced with the corresponding pre-
dicted exemplars, while the combining coefficients re-
main the same. In SynC described in the previous sec-
tion, the predicted exemplars are used to define the
similarity values between the unseen classes and the
bases, which in turn are used to compute the combina-
tion weights for constructing classifiers. In particular,
their similarity measure is of the form in Eq. (2). In
this case, we simply need to change such a similarity
measure to
scr =
exp{−dis(ψ(ac),ψ(br))}∑R
r=1 exp{−dis(ψ(ac),ψ(br))}
. (14)
In the experiments, we empirically show that exist-
ing semantic representations for ZSL are far from the
optimal. Our approach can thus be considered as a way
to improve semantic representations for ZSL.
3 Experimental Setup
In this section, we describe experimental setup and pro-
tocols for evaluating zero-shot learning methods, in-
cluding details on datasets and their splits, semantic
representations, visual features, and metrics. We make
distinctions between different settings to ensure fair
comparison.
3.1 Datasets and Splits
We use five benchmark datasets in our experiments.
Table 1 summarizes their key characteristics and splits.
More details are provided below.
– The Animals with Attributes (AwA) dataset
[38] consists of 30,475 images of 50 animal classes.
– TheAnimals with Attributes 2 (AwA2) dataset
[76] consists of 37,322 images of 50 animal classes.
This dataset has been recently introduced as a re-
placement to AwA, whose images may not be li-
censed for free use and redistribution.
– The CUB-200-2011 Birds (CUB) dataset [72]
consists of 11,788 images of 200 fine-grained bird
classes.
– The SUN Attribute (SUN) dataset [53] consists
of 14,340 images of 717 scene categories (20 images
from each category). The dataset is drawn from the
the SUN database [79].
– The ImageNet dataset [13] consists of two disjoint
subsets. (i) The ILSVRC 2012 1K dataset [62] con-
tains 1,281,167 training and 50,000 validation im-
ages from 1,000 categories and is treated as the seen-
class data. (ii) Images of unseen classes come from
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Table 1 Key characteristics of datasets and their class splits.
SS (SS0) indicates the standard splits adopted in almost all pre-
vious ZSL methods. NS means the new splits proposed by [76].
Dataset Number of Class splits # of classes
name images Name # S U
AwA 30,475 SS [38] 1 40 10NS [76] 1 40 10
AwA2 37,322 SS [38] 1 40 10NS [76] 1 40 10
CUB 11,788
SS [8] 4 150 50
SS0 [2] 1 150 50
NS [76] 1 150 50
SUN 14,340
SS† [8] 10 645/646 72/71
SS0 [76] 1 645 72
NS [76] 1 645 72
ImageNet 14,197,122 SS [17] 1 1,000 20,842
†: Publicly available splits that follow [38] to do 10 splits.
the rest of the ImageNet Fall 2011 release dataset [13]
that do not overlap with any of the 1,000 categories.
We will call this release the ImageNet 2011 21K
dataset (as in [17,50]). Overall, this dataset contains
14,197,122 images from 21,841 classes, and we con-
duct our experiment on 20,842 unseen classes4.
For each dataset, we select popular class splits in ex-
isting literature and make distinctions between them.
On CUB and SUN, Changpinyo et al. [8] randomly
split each dataset into 4 and 10 disjoint subsets, re-
spectively. In this case, we report the average score over
those subsets; when computing a score on one subset,
we use the rest as training classes. Moreover, we differ-
entiate between standard and new splits. Test classes
in standard splits (SS or SS0) may overlap with classes
used to pre-train deep neural networks for feature ex-
traction (cf. Sect. 5.2 in [76] for details), but almost all
previous ZSL methods have adopted them for evalua-
tion. On the other hand, new splits (NS), recently pro-
posed by [76], avoid such problematic class overlapping.
We summarize different class splits in Table 1. We use
SS0 on CUB and SUN to denote splits proposed by [2]
and [76], respectively. On ImageNet, only SS exists as
we do not have the problem of unseen classes “leaking”
during pre-training. The seen classes are selected from
ImageNet ILSVRC 2012 1K [62] and are normally used
for the pre-training of feature extractors.
For the generalized zero-shot learning (GZSL) set-
ting (cf. Sect. 3.4.2) on AwA,AwA2,CUB, and SUN,
the test set must be the union of the seen classes’ in-
stances and the unseen classes’ instances. The NS splits
remain the same as before as they already reserve a por-
tion of seen classes’ instances for testing. For the SS or
SS0 splits, we modify their original train and test sets
following [10]; we train the models using the 80% of the
4 There is one class in the ILSVRC 2012 1K dataset that does
not appear in the ImageNet 2011 21K dataset. Thus, we have
a total of 20,842 unseen classes to evaluate.
seen classes’ instances and test on the remaining 20%
(and the original unseen classes’ instances).
3.2 Semantic Representations
In our main experiments, we focus on attributes as se-
mantic representations on AwA, AwA2, CUB, and
SUN, and word vectors as semantic representations
on ImageNet. We use 85-, 312- and 102-dimensional
continuous-valued attributes for the classes in AwA
(and AwA2), CUB, and SUN, respectively. For each
class in SUN, we average attribute vectors over all im-
ages belonging to that class to obtain a class-level at-
tribute vector. For ImageNet, we train a skip-gram
model [46,47] on the Wikipedia dump corpus5 con-
sisting of more than 3 billion words to extract a 500-
dimensional word vector for each class. Following [17,
8], we train the model for a single epoch. We ignore
classes without word vectors in the experiments, result-
ing in 20,345 (out of 20,842) unseen classes. Other
details are in Appendix A. For both the continuous at-
tribute vectors and the word vector embeddings of the
class names, we normalize them to have unit `2 norms
unless stated otherwise. Additional experimental setup
and results on the effect of semantic representations can
be found in Sect. 4.5.1.
3.3 Visual Features
We employ the strongest and most popular deep visual
features in the literature: GoogLeNet [68] and ResNet [25].
On all datasets but AwA2, GoogLeNet features are
1,024-dimensional activations of the pooling units of
the Inception v1 pre-trained on the ILSVRC 2012 1K
dataset (AwA, CUB, ImageNet) [62] or the Places
database (SUN) [88,87], extracted using the Caffe pack-
age [29]. We perform pre-processing on CUB by crop-
ping all images with the provided bounding boxes fol-
lowing [18] and on ImageNet by center-cropping all
images (without data augmentation or other prepro-
cessing). We obtained the ResNet features on all datasets
from [78,76]. These features are 2,048-dimensional ac-
tivations of the pooling units of the ResNet-101 pre-
trained on the ILSVRC 2012 1K dataset [62]. Through-
out the experiments, we denote GoogLeNet v1 features
with G and ResNet features with R.
5 http://dumps.wikimedia.org/enwiki/latest/
enwiki-latest-pages-articles.xml.bz2 on September 1, 2015
Classifier and Exemplar Synthesis for Zero-Shot Learning 9
3.4 Evaluation Protocols
Denote by AO→Y the accuracy of classifying test data
whose labels come from O into the label space Y. Note
that the accuracy denotes the “per-class” multi-way
classification accuracy (defined below).
3.4.1 Conventional zero-shot learning
The performance of ZSL methods on infrequent unseen
classes whose examples are scarce (i.e., the tail) may
not be reflected if we use per-sample multi-way classi-
fication accuracy (averaged over all test images):
ApsU→U =
∑
c∈U # correct predictions in c∑
c∈U # test images in c
. (15)
For this reason, as in most previous work, on all
datasets (with some exceptions on ImageNet below),
we use the per-class multi-way classification accuracy
(averaged over all classes, and averaged over all test
images in each class):
AU→U := ApcU→U =
1
|U|
∑
c∈U
# correct predictions in c
# test images in c .
(16)
Note that we use AU→U to denote ApcU→U in this paper.
Evaluating zero-shot learning on the large-scale Im-
ageNet allows for different scenarios from evaluating
on the other four datasets. We consider multiple sub-
sets of the test set of ImageNet based on different
characteristics. Following the procedure in [17,50], we
evaluate on the following subsets of increasing diffi-
culty: 2-hop and 3-hop. These, respectively, correspond
to 1,509 and 7,678 unseen classes that are within two
and three tree hops of the 1K seen classes according to
the ImageNet label hierarchy6. Furthermore, following
the procedure in [76], we evaluate on the 500, 1K, and
5K most populated and least populated unseen classes.
Finally, we evaluate on All: all 20,345 unseen classes
in the ImageNet 2011 21K dataset that are not in the
ILSVRC 2012 1K dataset. Note that the numbers of
unseen classes are slightly different from what are used
in [17,50] due to the missing semantic representations
(i.e., word vectors) for certain class names.
To aid comparison with previous work on AlexNet
and GoogLeNet features [17,50,8,9], we also adopt two
additional evaluation metrics: Flat hit@K (F@K) and
Hierarchical precision@K (HP@K). F@K is defined as
the percentage of test images for which the model re-
turns the true label in its top K predictions. Note that
6 http://www.image-net.org/api/xml/structure released.
xml
F@1 is the per-sample multi-way classification accuracy,
which we report in the main text. We refer the reader
to Appendix C for the details on HP@K and the rest
of the results.
3.4.2 Generalized zero-shot learning (GZSL)
In the generalized zero-shot learning (GZSL) setting,
test data come from both seen and unseen classes. The
label space is thus T = S∪U . This setting is of practical
importance as real-world data should not be unrealis-
tically assumed (as in conventional ZSL) to come from
the unseen classes only. Since no labeled training data
of the unseen classes are available during training, the
bias of the classifiers toward the seen classes are difficult
to avoid, making GZSL extremely challenging [10].
Following [10], we use the Area Under Seen-Unseen
accuracy Curve (AUSUC) to evaluate ZSL methods in
the GZSL setting. Below we describe briefly how to
compute AUSUC, given a ZSL method. We assume that
the ZSL method has a scoring function fc for each class
c ∈ T 7. The approach of calibrated stacking [10] adapts
the ZSL method so the prediction in the GZSL setting
is
yˆ = arg max
c ∈ T
fc(x)− γI[c ∈ S], (17)
where γ is the calibration factor. Adjusting γ can bal-
ance two conflicting forces: recognizing data from seen
classes versus those from unseen ones.
Recall that T = S ∪U is the union of the seen set S
and the unseen set U of classes, where S = {1, · · · ,S}
and U = {S+1, · · · ,S+U}. Varying γ, we can compute
a series of classification accuracies (AU→T , AS→T ). We
then can create the Seen-Unseen accuracy Curve (SUC)
with two ends for the extreme cases (γ → −∞ and
γ → +∞). The Area Under SUC (AUSUC) summa-
rizes this curve, similar to many curves whose axes rep-
resenting conflicting goals, such as the Precision-Recall
(PR) curve and the Receiving Operator Characteristic
(ROC) curve.
Recently, [76] alternatively proposed the harmonic
mean of seen and unseen accuracies defined as
H = 2 ∗AS→T ∗AU→T
AS→T +AU→T
. (18)
While easier to implement and faster to compute
than AUSUC, the harmonic mean may not be an ac-
curate measure for the GZSL setting. It captures the
performance of a zero-shot learning algorithm given a
7 In SynC, fc(x) = wTc x = (
∑R
r=1 scrvr)
Tx (cf. Sect. 2.1.3
and Eq. (10)). In EXEM, fc(x) = disNN (Mx,ψ(ac)) if we
treat ψ(ac) as data and apply a nearest neighbor classifier (cf.
Sect. 2.2.2 and Eq. (13)).
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fixed degree of bias toward seen (or unseen) classes.
This bias can vary across zero-shot learning algorithms
and limit us to fairly compare them. We expand this
point through our experiments in Sect. 4.4.
3.5 Baselines
We consider 12 zero-shot learning baseline methods in
[76] (cf. Table 3), including DAP [38], IAP [38], CMT
[67],DeViSE [17],ConSE [50],ALE [2], SJE [3], LatEm
[75], ESZSL [61], SSE [85], SAE [34], GFZSL [71]. Ad-
ditionally, we considerCOSTA [44],HAT [4],BiDiLEL
[73], and CCA [42] in some of our experiments. These
baselines are diverse in their approaches to zero-shot
learning. Note that DAP [38] and IAP [38] require bi-
nary semantic representations, and we follow the setup
in [8] to obtain them. For further discussion of these
methods, see Sect. 5 as well as [76,20].
3.6 Summary of Variants of Our Methods
We consider the following variants of SynC that are
different in the type of loss used in the objective func-
tion (cf. Sect. 2.1.2).
– SynCo-vs-o: one-versus-other with the squared hinge
loss.
– SynCcs: Crammer-Singer multi-class SVM loss [12]
with ∆(c, yn) = 1 if c 6= yn and 0 otherwise.
– SynCstruct: Crammer-Singer multi-class SVM loss
[12] with ∆(c, yn) = ‖ac − ayn‖2.
Unless stated otherwise, we adopt the version of SynC
that sets the number of base classifiers R to be the num-
ber of seen classes S, and sets br = ac for r = c (i.e.,
without learning semantic representations). The results
with learned representations are in Appendix D.
Furthermore, we consider the following variants of
EXEM (cf. Sect 2.2.2).
– EXEM (ZSL method): A ZSL method with pre-
dicted exemplars as semantic representations, where
ZSL method = ConSE [50], ESZSL [61], or the
variants of SynC.
– EXEM (1NN): 1-nearest neighbor classifier with
the Euclidean distance to the exemplars.
– EXEM (1NNs): 1-nearest neighbor classifier with
the standardized Euclidean distance to the exem-
plars, where the standard deviation is obtained by
averaging the intra-class standard deviations of all
seen classes.
EXEM (ZSL method) regards the predicted exem-
plars as the improved semantic representations. On the
other hand, EXEM (1NN) treats predicted exemplars
as data prototypes. The standardized Euclidean dis-
tance in EXEM (1NNs) is introduced as a way to scale
the variance of different dimensions of visual features.
In other words, it helps reduce the effect of collapsing
data that is caused by our usage of the average of each
class’ data as cluster centers.
4 Experimental Results
The outline of our experimental results in this section
is as follows. We first provide a summary of our main
results (Sect. 4.1, Table 2), followed by detailed results
in various experimental scenarios. We provide detailed
conventional ZSL results on 4 small datasets AwA,
AwA2, CUB, SUN (Sect. 4.2, Table 3) and on the
large-scale ImageNet (Sect. 4.2, Table 4). We sepa-
rate GZSL results on small datasets (Sect. 4.4) into
two parts: one using AUSUC (Table 5) and the other
comparing multiple metrics (Table 6). The rest are ad-
ditional results on ImageNet (Sect. 4.5), including an
empirical comparison between semantic representations
(Table 7), a comparison to recent state-of-the-art with
per-sample accuracy (Table 8), and results with ideal
semantic representations (Table 9). Results on Ima-
geNet using an earlier experimental setup [17,50,8]
can be found in Appendix C. Finally, further analy-
ses on SynC and EXEM are in Appendix D and Ap-
pendix E, respectively.
4.1 Main Experimental Results
Table 2 summarizes our results on both conventional
and generalized zero-shot learning using the ResNet fea-
tures. On AwA, AwA2, CUB, SUN, we use visual
attributes and the new splits (where the unseen/test
classes does not overlap with those used for feature ex-
traction; see Sect. 3.1). On ImageNet, we use word
vectors of the class names and the standard split. We
use per-class multi-way classification accuracy for the
conventional zero-shot learning task and AUSUC for
the generalized zero-shot learning task.
On the word-vector-based ImageNet (All: 20,345
unseen classes), our SynC andEXEM outperform base-
lines by a significant margin. To encapsulate the general
performances of various ZSL methods on small visual-
attribute-based datasets, we adopt the non-parametric
Friedman test [23] as in [76]; we compute the mean
rank of each method across small datasets and use it
to order 23 methods in the conventional task and 16
methods in the generalized task. We find that on small
datasets EXEM (1NN), EXEM (1NNs) and EXEM
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Table 2 Main results: our results and the previously published ones on the conventional ZSL task based on per-class multi-way
classification accuracy (in %) and on the generalized ZSL task based on AUSUC. The ResNet features are used with the new splits
(NS) on small datasets and standard split (SS) on ImageNet (All: 20,345 unseen classes). For each dataset, the best is in red; the
second best in blue; the third best in green. We also summarize the results on small datasets by ordering zero-shot methods based
on their mean ranks (in brackets) in ZSL (bottom left) and GZSL (bottom right) settings. Element (i, j) indicates the number of
times method i ranks at j-th.
ZSL (Per-class Accuracy AU→U ) Generalized ZSL (AUSUC)
Approach/Datasets Reported by AwA AwA2 CUB SUN ImageNet Reported by AwA AwA2 CUB SUN
DAP [38] [76] 44.1 46.1 40.0 39.9 - us 0.341 0.353 0.200 0.094
IAP [38] [76] 35.9 35.9 24.0 19.4 - us 0.376 0.392 0.209 0.121
CMT [67] [76] 39.5 37.9 34.6 39.9 0.29 - - - - -
DeViSE [17] [76] 54.2 59.7 52.0 56.5 0.49 - - - - -
ConSE [50] [76] 45.6 44.5 34.3 38.8 0.95 us 0.350 0.344 0.214 0.170
ALE [2] [76] 59.9 62.5 54.9 58.1 0.50 us 0.504 0.538 0.338 0.193
SJE [3] [76] 65.6 61.9 53.9 53.7 0.52 - - - - -
LatEm [75] [76] 55.1 55.8 49.3 55.3 0.50 us 0.506 0.514 0.276 0.171
SSE [85] [76] 60.1 61.0 43.9 51.5 - - - - - -
ESZSL [61] [76] 58.2 58.6 53.9 54.5 0.62 us 0.452 0.454 0.303 0.138
SAE [34] [76] 53.0 54.1 33.3 40.3 0.56 - - - - -
GFZSL [71] [76] 68.3 63.8 49.3 60.6 - - - - - -
COSTA [44] us 49.0 53.2 44.6 43.0 - - - - - -
SynCo-vs-o us 57.0 52.6 54.6 55.7 0.98 us 0.454 0.438 0.353 0.220
SynCcs us 58.4 53.7 51.5 47.4 - us 0.477 0.463 0.359 0.189
SynCstruct us 60.4 59.7 53.4 55.9 0.99 us 0.505 0.504 0.337 0.241
EXEM (ConSE) us 57.6 57.9 44.5 51.5 - us 0.439 0.425 0.266 0.189
EXEM (ESZSL) us 65.2 63.6 56.9 57.1 - us 0.522 0.538 0.346 0.191
EXEM (SynCo-vs-o) us 60.0 56.1 56.9 57.4 1.25 us 0.481 0.474 0.361 0.221
EXEM (SynCcs) us 60.5 57.9 54.2 51.1 - us 0.497 0.481 0.360 0.205
EXEM (SynCstruct) us 65.5 64.8 60.5 60.1 1.29 us 0.533 0.552 0.397 0.251
EXEM (1NN) us 68.5 66.7 54.2 63.0 1.26 us 0.565 0.565 0.298 0.253
EXEM (1NNs) us 68.1 64.6 58.0 62.9 1.29 us 0.575 0.559 0.366 0.251
ZSL GZSL
(SynCstruct) are the top three methods in each set-
ting. Additionally, SynCstruct performs competitively
with the rest of the baselines. Notable strong baselines
are GFZSL, ALE, and SJE.
The rankings in both settings demonstrate that a
positive correlation appears to exist between the ZSL
and GZSL performances, but this is not always the
case. For example, ALE outperforms SynCstruct on
SUN in ZSL (58.1 vs. 55.9) but it underperforms in
GZSL (0.193 vs. 0.241). The same is true in many other
cases such as DAP vs. IAP on all datasets and EXEM
(SynCcs) vs. EXEM (ESZSL) on CUB and SUN.
This observation stresses the importance of GZSL as
an evaluation setting.
4.2 Conventional Zero-Shot Learning Results
In Table 3, we provide detailed results on small datasets
(AwA, AwA2, CUB, and SUN), including other pop-
ular scenarios for zero-shot learning that were investi-
gated by past work. In particular, we include results
for other visual features and data splits. All zero-shot
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Table 3 Comparison between existing ZSL approaches in per-class multi-way classification accuracy (in %) on small datasets. All
methods use visual attributes as semantic representations. Each row corresponds to a ZSL method. Each column corresponds to a
scenario with a particular combination of dataset, its class split, and visual features. We use GoogLeNet features (G) and ResNet
features (R). Class splits include both standard (SS or SS0) and new (NS) splits. For each scenario, the best is in red and the
second best in blue.
Reported by AwA AwA2 CUB SUN
Features G R G R R G R G R
Approach/Splits - SS SS NS SS NS SS SS0 NS SS SS0 NS
DAP [38] [8] [76] 60.5 57.1 44.1 58.7 46.1 39.1 37.5 40.0 44.5 38.9 39.9
IAP [38] [8] [76] 57.2 48.1 35.9 46.9 35.9 36.7 27.1 24.0 40.8 17.4 19.4
HAT [4] [4] - 74.9 - - - - - - - - - -
CMT [67] - [76] - 58.9 39.5 66.3 37.9 - 37.3 34.6 - 41.9 39.9
DeViSE [17] - [76] - 72.9 54.2 68.6 59.7 - 53.2 52.0 - 57.5 56.5
ConSE [50] [8] [76] 63.3 63.6 45.6 67.9 44.5 36.2 36.7 34.3 51.9 44.2 38.8
ALE [2] us [76] 74.8 78.6 59.9 80.3 62.5 53.8 53.2 54.9 66.7 59.1 58.1
SJE [3] [8] [76] 66.3 76.7 65.6 69.5 61.9 46.5 55.3 53.9 56.1 57.1 53.7
LatEm [75] [9] [76] 72.1 74.8 55.1 68.7 55.8 48.0 49.4 49.3 64.5 56.9 55.3
SSE [85] - [76] - 68.8 60.1 67.5 61.0 - 43.7 43.9 - 54.5 51.5
ESZSL [61] us [76] 73.2 74.7 58.2 75.6 58.6 54.7 55.1 53.9 58.7 57.3 54.5
SAE [34] - [76] - 80.6 53.0 80.7 54.1 - 33.4 33.3 - 42.4 40.3
GFZSL [71] - [76] - 80.5 68.3 79.3 63.8 - 53.0 49.3 - 62.9 60.6
BiDiLEL [73] [73] - 72.4 - - - - - - - - - -
COSTA [44] [8] us 61.8 70.1 49.0 63.0 53.2 40.8 42.1 44.6 47.9 46.7 43.0
SynCo-vs-o [8] us 69.7 75.2 57.0 71.0 52.6 53.4 53.5 54.6 62.8 59.4 55.7
SynCcs [8] us 72.1 77.9 58.4 66.7 53.7 51.6 49.6 51.5 53.3 54.7 47.4
SynCstruct [8] us 72.9 78.4 60.4 75.4 59.7 54.5 53.5 53.4 62.7 59.1 55.9
EXEM (ConSE) [9] us 70.5 74.6 57.6 76.6 57.9 46.2 47.4 44.5 60.0 55.6 51.5
EXEM (ESZSL) us us 78.1 80.9 65.2 80.4 63.6 57.5 59.3 56.9 63.4 58.2 57.1
EXEM (SynCo-vs-o) [9] us 73.8 77.7 60.0 77.1 56.1 56.2 58.3 56.9 66.5 60.9 57.4
EXEM (SynCcs) [9] us 75.0 79.5 60.5 75.3 57.9 56.1 56.2 54.2 58.4 57.2 51.1
EXEM (SynCstruct) [9] us 77.2 82.4 65.5 80.2 64.8 59.8 60.1 60.5 66.1 62.2 60.1
EXEM (1NN) [9] us 76.2 80.9 68.5 78.1 66.7 56.3 57.1 54.2 69.6 64.2 63.0
EXEM (1NNs) [9] us 76.5 77.8 68.1 81.4 64.6 58.5 59.7 58.0 67.3 62.7 62.9
learning methods use visual attributes as semantic rep-
resentations. Similar to before, we find that the vari-
ants of EXEM consistently outperform other ZSL ap-
proaches. Other observations are discussed below.
Variants of SynC: On AwA and AwA2, SynCstruct
outperforms SynCcs and SynCo-vs-o consistently, but
it is inconclusive whether SynCcs or SynCo-vs-o is more
effective. On CUB and SUN, SynCo-vs-o and SynCstruct
clearly outperform SynCcs.
Variants of EXEM: We find that there is no clear win-
ner between using predicted exemplars as improved se-
mantic representations or as data prototypes. The for-
mer seems to perform better on datasets with fewer
seen classes. Nonetheless, we note that using 1-nearest-
neighbor classifiers clearly scales much better than us-
ing most zero-shot learning methods; EXEM (1NN)
and EXEM (1NNs) are more efficient than EXEM
(SynC), EXEM (ESZSL), EXEM (ConSE) in train-
ing. Finally, while we expect that using the standard-
ized Euclidean distance (EXEM (1NNs)) instead of
the Euclidean distance (EXEM (1NN)) for nearest
neighbor classifiers would help improve the accuracy,
this is the case only on CUB (and on ImageNet as
we will show in Sect. 4.3). We hypothesize that account-
ing for the variance of visual exemplars’ dimensions is
important in fine-grained ZSL recognition.
EXEM (ZSL method) improves over ZSL method: Our
approach of treating predicted visual exemplars as the
improved semantic representations significantly outper-
forms taking semantic representations as given. EXEM
(SynC), EXEM (ConSE), and EXEM (ESZSL) out-
perform their corresponding base ZSL methods by rel-
atively 2.1-13.3%, 11.4-32.7%, and 1.6-12.0%, respec-
tively. Thus, we conclude that the semantic representa-
tions (on the predicted exemplar space) are indeed im-
proved by EXEM. We further qualitatively and quan-
titatively analyze the nature of the predicted exemplars
in Appendix E.
Visual features and class splits: The choice of visual
features and class splits affect performance greatly, sug-
gesting that these choices should be made explicit or
controlled in zero-shot learning studies.
On the same standard split of AwA, we observe
that the ResNet features are generally stronger than
the GoogLeNet features, but not always (DAP [38]
and IAP [38]), suggesting that further investigation on
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the algorithm-specific transferability of different types
of features may be needed.
As observed in [76], zero-shot learning on the new
splits is a more difficult task because pre-trained visual
features have not seen the test classes. However, the ef-
fect of class splits on the fine-grained benchmark CUB
is not apparent as in other datasets. This suggests that,
when object classes are very different, class splits cre-
ate very different zero-shot learning tasks where some
are much harder than others. Evaluating the “possi-
bility” of transfer of these different tasks is important
and likely can be more easily approached using coarse-
grained benchmarks.
Different numbers of seen classes: We further exam-
ine the effect of varying the number of seen classes on
the zero-shot classification accuracy. We focus on the
new splits (NS) of CUB and SUN, as their default
numbers of seen classes are reasonably large (cf. Ta-
ble 1). We construct subsets of the default seen classes
with decreasing sizes: classes are selected uniformly at
random and a larger subset is a superset of a smaller
one. The unseen classes remain the same as before.
We experiment with our proposed methods SynCo-vs-o,
SynCstruct,EXEM (SynCo-vs-o),EXEM (SynCstruct),
EXEM (1NN), andEXEM (1NNs), as well as a strong
baseline ESZSL [61]. We report the results in Fig. 3.
As expected, we see that the ZSL accuracies of all
ZSL methods degrade as the number of seen classes
is reduced. When comparing between methods, we see
that our previous observation thatEXEM (ZSL method)
generally outperforms the corresponding ZSL method
(dashed vs. solid curves) still holds, despite the fact
that the quality of predicted exemplars is expected to
suffer from the reduced number of training semantic
representation-exemplars pairs. Another interesting ob-
servation is that EXEM (1NN) is the most robust ZSL
method with an absolute 14.4% drop (relative 22.8%)
on SUN when the number of seen classes decreases
from 645 to 72 and an absolute 19.0% (relative 35.0%)
on CUB when the number decreases from 150 to 25.
In comparison, the performances of other methods de-
grade faster than that of EXEM (1NN); 22.3% for
EXEM (1NNs) on SUN and 26.6% for ESZSL [61] on
CUB. We think that this observation is likely caused
by complex models’ overfitting. For instance, EXEM
(1NNs) adds to the complexity of EXEM (1NN),
computing the standard deviation by averaging the intra-
class standard deviations of seen classes. Based on this,
we suggest that EXEM (1NN) be the first “go-to”
method in scenarios where the number of seen classes
is extremely small.
4.3 Large-Scale Conventional Zero-Shot Learning
Results
In Table 4, we provide detailed results on the large-scale
ImageNet, including scenarios for zero-shot learning
that were investigated by [76] and [17,50]. In particu-
lar, we include results for other visual features and other
test subsets of ImageNet. All zero-shot learning meth-
ods use word vectors of the class names as semantic rep-
resentations. To aid comparison with previous work, we
use per-class accuracy when evaluating on ResNet fea-
tures (R) and per-sample accuracy when evaluating on
GoogLeNet features (G). We compare the two types of
accuracy in Appendix C and find that the per-sample
accuracy is a more optimistic metric than the per-class
accuracy is, reasonably reflected by the fact that Im-
ageNet’s classes are highly unbalanced. Furthermore,
in Sect. 4.5.1, we analyze the effect of different types of
semantic representations on zero-shot performance and
report the best published results on this dataset.
We compare and contrast these results with the one
on small datasets (Table 3). We observe that, while
SynC does not clearly outperform other baselines on
small datasets, it does so on ImageNet, in line with
the observation in [76] (cf. Table 5 which only tested on
SynCo-vs-o). Any variants of EXEM further improves
over SynC in all scenarios (in each column). As in small
datasets, EXEM (ZSL method) improves over method.
Variants of SynC: SynCo-vs-o generally outperforms
SynCstruct in all scenarios but the settings “3-hop (G)”
and “All.” This is reasonable as the semantic distances
needed in SynCstruct may not be reliable as they are
based on word vectors. This hypothesis is supported by
the fact that EXEM (SynCstruct) manages to reduce
the gap to or even outperforms EXEM (SynCo-vs-o)
after semantic representations have been improved by
the task of predicting visual exemplars.
SynCstruct becomes more effective against SynCo-vs-o
when the labeling space grows larger (i.e., when we
move from 2-hop to 3-hop to All or when we move from
500 to 1K to 5K). In fact, it even achieves slightly bet-
ter performance when we consider All classes (1.5 vs.
1.4 and 0.99 vs. 0.98). One hypothesis is that, when the
labeling space is large, the ZSL task becomes so diffi-
cult that both methods become equally bad. Another
hypothesis is that the semantic distances in SynCstruct
only helps when we consider a large number of classes.
Variants of EXEM: First, we find that, as in CUB,
using the standardized Euclidean distance instead of
the Euclidean distance for nearest neighbor classifiers
helps improve the accuracy — EXEM (1NNs) outper-
forms EXEM (1NN) in all cases. This suggests that
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Fig. 3 The effect of varying the numbers of seen classes on per-class accuracy on the new splits (NS) of CUB and SUN.
Table 4 Comparison between existing ZSL approaches in multi-way classification accuracy (in %) on ImageNet. Normal text
denotes per-class accuracy and italicized text denotes per-sample accuracy (following previous work). All methods use word vectors
of the class names as semantic representations. Each row corresponds to a ZSL method. Each column corresponds to a scenario
with a particular combination of a selected test set and visual features. We use GoogLeNet features (G) and ResNet features (R).
For each scenario, the best is in red and the second best in blue.
Reported by Hierarchy Most populated Least populated All
Splits 2-hop 3-hop 500 1K 5K 500 1K 5K
Approach/Features G R G R G R R R R R R R G R
CMT [67] - [76] - 2.88 - 0.67 5.10 3.04 1.04 1.87 1.08 0.33 - 0.29
DeViSE [17] - [76] - 5.25 - 1.29 10.36 6.68 1.94 4.23 2.86 0.78 - 0.49
ConSE [50] [8] [76] 8.3 7.63 2.6 2.18 12.33 8.31 3.22 3.53 2.69 1.05 1.3 0.95
ALE [2] - [76] - 5.38 - 1.32 10.40 6.77 2.00 4.27 2.85 0.79 - 0.50
SJE [3] - [76] - 5.31 - 1.33 9.88 6.53 1.99 4.93 2.93 0.78 - 0.52
LatEm [75] - [76] - 5.45 - 1.32 10.81 6.63 1.90 4.53 2.74 0.76 - 0.50
ESZSL [61] - [76] - 6.35 - 1.51 11.91 7.69 2.34 4.50 3.23 0.94 - 0.62
SAE [34] - [76] - 4.89 - 1.26 9.96 6.57 2.09 2.50 2.17 0.72 - 0.56
GFZSL [71] - [76] - 1.45 - - 2.01 1.35 - 1.40 1.11 0.13 - -
SynCo-vs-o [8] us 10.5 9.60 2.9 2.31 16.38 11.14 3.50 5.47 3.83 1.34 1.4 0.98
SynCstruct [8] us 9.8 8.76 2.9 2.25 14.93 10.33 3.44 4.20 3.22 1.26 1.5 0.99
EXEM (SynCo-vs-o) [9] us 11.8 11.15 3.4 2.95 19.26 13.37 4.50 6.33 4.48 1.62 1.6 1.25
EXEM (SynCstruct) us us 12.1 11.28 3.4 3.02 18.97 13.26 4.57 6.10 4.74 1.67 1.7 1.29
EXEM (1NN) [9] us 11.7 10.60 3.4 2.87 18.15 12.68 4.40 6.20 4.61 1.68 1.7 1.26
EXEM (1NNs) [9] us 12.5 11.58 3.6 2.99 19.09 13.16 4.55 6.70 4.67 1.70 1.8 1.29
there is a certain effect of collapsing actual data dur-
ing training. Second, EXEM (SynCstruct) generally
outperforms EXEM (SynCo-vs-o), except when classes
are very frequent or very rare. Third, EXEM (1NNs)
is better than EXEM (SynCo-vs-o) on rare classes,
but worse on frequent classes. Finally, EXEM (1NNs)
and EXEM (SynCstruct) are in general the best ap-
proaches but one does not clearly outperform the other.
Visual features: Comparing the columns “G” (GoogLeNet)
of Table 4 against the row “wv-v1” of Table 12 in Ap-
pendix C (ResNet), we show that, when evaluated with
the same “per-sample” metrics on 2-hop, 3-hop, and All
test subsets of ImageNet, ResNet features are clearly
stronger (i.e., more transferable) than GoogLeNet fea-
tures.
4.4 Generalized Zero-Shot Learning Results
4.4.1 Comparison among ZSL approaches
We now present our results on generalized zero-shot
learning (GZSL). We focus on AwA, AwA2, CUB,
and SUN because all ImageNet’s images from seen
classes are used either for pre-training for feature ex-
traction or for hyper-parameter tuning. As in conven-
tional zero-shot learning experiments, we include pop-
ular scenarios for ZSL that were investigated by past
work and all ZSL methods use visual attributes as se-
mantic representations.
We first present our main results on GZSL in Ta-
ble 5. We use the Area Under Seen-Unseen accuracy
curve with calibrated stacking (AUSUC) [10]. Calibrated
stacking introduces a calibrating factor that adaptively
changes how we combine the scores for seen and un-
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Table 5 Comparison between existing ZSL approaches on the task of GZSL based on the Area Under Seen-Unseen accuracy Curve
(AUSUC) [10] on small datasets. Each row corresponds to a ZSL method. Each column corresponds to a scenario with a particular
combination of dataset, its class split, and visual features. We use GoogLeNet features (G) and ResNet features (R). Class splits
include both standard (SS or SS0) and new (NS) split. All approaches use calibrated stacking [10] to combine the scores for seen
and unseen classes. For each scenario, the best is in red and the second best in blue.
Reported by AwA AwA2 CUB SUN
Features G R G R R G R G R
Approach/Splits - SS SS NS SS NS SS SS0 NS SS SS0 NS
DAP [38] [10] us 0.366 0.402 0.341 0.423 0.353 0.194 0.204 0.200 0.096 0.087 0.094
IAP [38] [10] us 0.394 0.452 0.376 0.466 0.392 0.199 0.215 0.209 0.145 0.128 0.121
ConSE [50] [10] us 0.428 0.486 0.350 0.521 0.344 0.212 0.226 0.214 0.200 0.182 0.170
ALE [2] us us 0.566 0.632 0.504 0.639 0.538 0.298 0.312 0.338 0.228 0.195 0.193
LatEm [75] us us 0.551 0.632 0.506 0.639 0.514 0.284 0.290 0.276 0.201 0.169 0.171
ESZSL [61] [10] us 0.490 0.591 0.452 0.625 0.454 0.304 0.311 0.303 0.168 0.138 0.138
SynCo-vs-o [10] us 0.568 0.626 0.454 0.627 0.438 0.336 0.328 0.353 0.242 0.231 0.220
SynCcs us us 0.593 0.651 0.477 0.658 0.463 0.322 0.329 0.359 0.212 0.209 0.189
SynCstruct [10] us 0.583 0.642 0.505 0.642 0.504 0.356 0.327 0.337 0.260 0.254 0.241
EXEM (ConSE) us us 0.462 0.517 0.439 0.561 0.425 0.271 0.283 0.266 0.240 0.213 0.189
EXEM (ESZSL) us us 0.532 0.629 0.522 0.656 0.538 0.342 0.346 0.346 0.237 0.196 0.191
EXEM (SynCo-vs-o) [9] us 0.553 0.643 0.481 0.668 0.474 0.365 0.360 0.361 0.265 0.243 0.221
EXEM (SynCcs) us us 0.563 0.649 0.497 0.670 0.481 0.347 0.321 0.360 0.230 0.205 0.205
EXEM (SynCstruct) [9] us 0.587 0.674 0.533 0.687 0.552 0.397 0.397 0.397 0.288 0.259 0.251
EXEM (1NN) [9] us 0.570 0.628 0.565 0.652 0.565 0.318 0.313 0.298 0.284 0.254 0.253
EXEM (1NNs) [9] us 0.584 0.650 0.575 0.688 0.559 0.373 0.365 0.366 0.287 0.250 0.251
Table 6 Comparison between different metrics on the task of GZSL on small datasets. We consider (i) “H w/o calibration”:
the harmonic mean without calibrated stacking, (ii) “H w/ calibration”: the harmonic mean with calibrated stacking where the
calibrating factor is selected with cross-validation, and (iii) the Area Under Seen-Unseen accuracy Curve (AUSUC) with calibrated
stacking where all possible calibrating factors are integrated over. AU→T and AS→T used to compute H are also included. Calibrated
stacking was introduced in [10]. We focus on ResNet features (R) and the new split (NS) in all cases. For each scenario, the best
is in red and the second best in blue.
Reported by AwA AwA2
w/o w/ w/o calibration w/ calibration w/o calibration w/ calibration
Approach/Metric - AU→T AS→T H AU→T AS→T H AUSUC AU→T AS→T H AU→T AS→T H AUSUC
DAP [38] [76] us 0.0 88.7 0.0 37.8 63.9 47.5 0.341 0.0 84.7 0.0 39.3 67.5 49.7 0.353
IAP [38] [76] us 2.1 78.2 4.1 38.6 71.6 50.1 0.376 0.9 87.6 1.8 41.5 71.9 52.7 0.392
ConSE [50] [76] us 0.4 88.6 0.8 37.8 59.9 46.4 0.350 0.5 90.6 1.0 35.8 62.9 45.6 0.344
ALE [2] [76] us 16.8 76.1 27.5 48.6 76.6 59.4 0.504 14.0 81.8 23.9 42.9 84.2 56.8 0.538
LatEm [75] [76] us 7.3 71.7 13.3 48.5 78.3 60.0 0.506 11.5 77.3 20.0 39.9 83.8 54.0 0.514
ESZSL [61] [76] us 6.6 75.6 12.1 50.4 70.7 58.8 0.452 5.9 77.8 11.0 49.4 73.4 59.1 0.454
SynCo-vs-o us us 4.1 80.7 7.7 52.7 68.7 59.6 0.454 0.5 89.0 0.9 48.1 74.0 58.3 0.438
SynCcs us us 3.3 88.2 6.4 50.8 75.9 60.9 0.477 0.7 92.3 1.4 47.6 79.9 59.6 0.463
SynCstruct us us 7.7 84.6 14.1 52.7 76.4 62.4 0.505 4.5 90.8 8.7 50.1 81.8 62.1 0.504
EXEM (ConSE) us us 12.5 86.5 21.9 54.9 45.9 50.0 0.439 21.8 79.5 34.2 52.0 53.7 52.9 0.425
EXEM (ESZSL) us us 12.4 85.7 21.7 59.9 66.7 63.1 0.522 10.4 88.3 18.7 59.6 68.0 63.5 0.538
EXEM (SynCo-vs-o) us us 6.2 87.5 11.6 46.7 79.9 58.9 0.481 5.8 89.1 10.8 48.1 79.8 60.0 0.474
EXEM (SynCcs) us us 8.8 84.4 15.9 48.4 78.6 59.9 0.497 9.9 90.7 17.8 47.4 81.8 59.8 0.481
EXEM (SynCstruct) us us 14.8 85.6 25.3 54.6 76.0 63.5 0.533 14.5 91.7 25.1 54.0 78.5 64.0 0.552
EXEM (1NN) us us 21.8 83.8 34.6 57.2 75.7 65.2 0.565 18.3 86.9 30.2 55.7 78.3 65.1 0.565
EXEM (1NNs) us us 31.6 88.1 46.5 57.4 78.7 66.4 0.575 30.8 89.3 45.8 55.0 82.2 65.9 0.559
Reported by CUB SUN
w/o w/ w/o calibration w/ calibration w/o calibration w/ calibration
Approach/Metric - AU→T AS→T H AU→T AS→T H AUSUC AU→T AS→T H AU→T AS→T H AUSUC
DAP [38] [76] us 1.7 67.9 3.3 33.9 35.8 34.8 0.200 4.2 25.1 7.2 23.8 23.5 23.7 0.094
IAP [38] [76] us 0.2 72.8 0.4 31.4 41.7 35.7 0.209 1.0 37.8 1.8 25.1 32.4 28.3 0.121
ConSE [50] [76] us 1.6 72.2 3.1 33.7 38.9 36.1 0.214 6.8 39.9 11.6 34.0 34.8 34.4 0.170
ALE [2] [76] us 23.7 62.8 34.4 50.7 45.7 48.1 0.338 21.8 33.1 26.3 40.6 31.9 35.7 0.193
LatEm [75] [76] us 15.2 57.3 24.0 47.0 38.2 42.2 0.276 14.7 28.8 19.5 36.3 29.6 32.6 0.171
ESZSL [61] [76] us 12.6 63.8 21.0 48.9 41.9 45.1 0.303 11.0 27.9 15.8 35.0 25.2 29.3 0.138
SynCo-vs-o us us 9.8 66.7 17.0 53.1 41.6 46.7 0.353 8.8 44.5 14.6 46.6 30.9 37.1 0.220
SynCcs us us 9.7 69.7 17.0 52.0 44.9 48.2 0.359 6.1 46.5 10.8 38.6 33.8 36.1 0.189
SynCstruct us us 15.4 69.0 25.2 50.1 45.4 47.6 0.337 7.8 45.7 13.3 41.0 41.4 41.2 0.241
EXEM (ConSE) us us 13.4 69.8 22.5 40.5 36.4 38.3 0.266 7.7 43.9 13.1 35.3 36.2 35.8 0.189
EXEM (ESZSL) us us 8.8 68.9 15.6 45.9 54.5 49.9 0.346 5.8 40.4 10.2 22.8 37.9 28.5 0.191
EXEM (SynCo-vs-o) us us 16.1 70.2 26.2 47.4 56.3 51.5 0.361 11.0 44.6 17.6 37.8 39.4 38.6 0.221
EXEM (SynCcs) us us 18.4 68.6 29.1 44.9 58.4 50.8 0.360 7.4 46.7 12.8 36.9 37.6 37.3 0.205
EXEM (SynCstruct) us us 22.5 71.1 34.1 50.8 58.1 54.2 0.397 12.3 47.2 19.5 41.0 41.2 41.1 0.251
EXEM (1NN) us us 21.4 58.7 31.3 46.5 45.7 46.1 0.298 20.1 39.0 26.6 42.9 40.4 41.6 0.253
EXEM (1NNs) us us 28.0 67.8 39.6 49.8 52.1 50.9 0.366 14.6 42.0 21.6 43.5 39.1 41.2 0.251
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Fig. 4 Seen-Unseen accuracy curves of ZSL methods on SUN.
The area under each curve is also included in the legend. All
approaches use calibrated stacking [10] to combine the scores for
seen and unseen classes, leading to curves of (AU→T , AS→T ).
Dashed lines correspond to ZSL methods that involve EXEM.
We use ResNet features on the new split in all cases. Best viewed
in color.
seen classes. AUSUC is the final score that integrates
over all possible values of this factor. Besides similar
trends stated in Sect. 4.1 and Sect. 4.2, we notice that
EXEM (SynCstruct) performs particularly well in the
GZSL setting. For instance, the relative performance
of EXEM (1NN) against EXEM (SynCstruct) drops
when moving from conventional ZSL to generalized ZSL.
To illustrate why one method may perform better
or worse than another, we show the Seen-Unseen ac-
curacy curves of ZSL methods on SUN in Fig. 4. We
observe that a method might perform well on one axis
but poorly on the other. For example, IAP outper-
forms DAP on AS→T but not on AU→T . As another
example, ESZSL, ALE, and LatEm achieve similar
AU→T to the one by SynCstruct but perform signif-
icantly worse on AS→T , resulting in a lower AUSUC.
Our results hence emphasize once again the importance
of the GZSL setting evaluation.
4.4.2 Comparison among evaluation metrics
We then focus on ResNet features and the new splits
and present an empirical comparison between different
metrics used for GZSL in Table 6. First, we consider
the harmonic mean of AU→T and AS→T , as in [76].
Second, we consider the “calibrated” harmonic mean;
we propose to select the calibrating factor (cf. Eq. (17))
for each ZSL method using cross-validation, resulting in
new values of AU→T and AS→T and hence a new value
for the harmonic mean. Finally, we use the AUSUC with
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Fig. 5 How calibrated stacking affects the harmonic mean of
SynCstruct on SUN. The blue curve is the Seen-Unseen ac-
curacy curve, where we plot AU→T (y-axis) vs. AS→T (x-
axis). The red curve is the Harmonic mean-Unseen accuracy
curve, where we plot the harmonic mean (y-axis) vs. AU→T (x-
axis). The heart and square correspond to the harmonic mean
without and with calibrated stacking, respectively. We see that
calibrated stacking drastically improves the value of harmonic
mean and that the Harmonic mean-Unseen accuracy curve is
biased toward AU→T (left-skewed). We use ResNet features on
the new split. Best viewed in color.
calibrated stacking [10] as in Table 5. See Appendix B
for details on hyper-parameter tuning for each metric.
Fig. 5 illustrates what happens after we apply cal-
ibrated stacking. We plot two curves based on results
by SynCstruct on SUN. One (blue) is the Seen-Unseen
accuracy curve [10]. The other (red) is the harmonic
mean vs. AU→T , which we will call the Harmonic mean-
Unseen accuracy curve. In other words, as we vary the
calibrating factor, the harmonic mean changes. The un-
calibrated harmonic mean (heart) and the calibrated
harmonic mean (square) reported in Table 5 are also
shown. Clearly, we see a large improvement in the har-
monic mean with calibration. Furthermore, we see that
the harmonic mean curve is left-skewed; it goes up until
AU→T nearly reaches 50%.
We have the following important observations and
implications. First, we discuss critical issues with the
uncalibrated harmonic mean metric. We observe that it
is correlated with the standard metric used in zero-shot
learning AU→T and that it can be made much higher
after calibration. ZSL methods that have bias toward
predicting a label from unseen classes can perform well
under this metric, while in fact other methods may do
just as well or better when this bias is calibrated. For
instance, ConSE and SynCstruct become much more
competitive under the calibrated harmonic mean met-
ric. Fig. 5 also evidently supports this observation. We
therefore conclude that the uncalibrated harmonic mean
may be a misleading metric in the GZSL evaluation.
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Second, we discuss the calibrated harmonic mean
and AUSUC. We observe a certain degree of positive
correlation between the two metrics, but exceptions ex-
ist. For example, on AwA, one might mistakenly con-
clude that EXEM (SynCo-vs-o) does not improve over
SynCo-vs-o (i.e., predicting exemplars does not help)
while AUSUC says the opposite. We therefore advocate
using both evaluation metrics in the GZSL evaluation.
4.5 Additional Results on ImageNet
4.5.1 Our approaches with other types of semantic
representations
How much do different types of semantic representa-
tions affect the performance of our ZSL algorithms?
We focus on the ImageNet dataset and investigate
this question in detail. In the main ImageNet exper-
iments, we consider the word vectors derived from a
skip-gram model [46]. In this section, we obtain higher-
quality word vectors and consider another type of se-
mantic representations derived from a class hierarchy.
First, we train a skip-gram model in the same man-
ner (the same corpus, the same vector dimension, etc.)
as in Sect. 3.2 but we let it train for 10 epochs in-
stead of for one epoch that was used in DeViSE [17].
We call the word vectors from one-epoch and 10-epoch
training “word vectors version 1 (wv-v1)” and “word
vectors version 2 (wv-v2),” respectively. Additionally,
we derive 21,632 dimensional semantic vectors of the
class names using multidimensional scaling (MDS) on
the WordNet hierarchy [48], following [42]. We denote
such semantic vectors “hie.” As before, we normalize
each semantic representation to have a unit `2 norm un-
less stated otherwise. Finally, we consider the combina-
tion of either version of word vectors and the hierarchy
embeddings. As both SynC and EXEM use the RBF
kernel in computing the semantic relatedness among
classes (cf. Eq. (2) and Eq. (12)), we perform convex
combination of the kernels from two types of semantic
representations instead of directly concatenating them.
The combination weight scalar is a hyper-parameter to
be tuned.
Main Results: In Table 7, we see how improved seman-
tic representations lead to substantially improved ZSL
performances. In particular, word vectors trained for
a larger number of iterations can already improve the
overall accuracy by an absolute 0.2-0.3%. The hierar-
chy embeddings improve the performances further by
an absolute 0.1-0.2%. Finally, we see that these two
types of semantic representations are complementary;
the combination of either version of word vectors and
the hierarchy embeddings improves over either the word
vectors or the hierarchy embeddings alone. In the end,
the best result we obtain is 2.18% by EXEM (SynCstruct)
with “wv-v2 + hie,” achieving a 69% improvement over
the word vectors “wv-v1.”
Word vectors vs. hierarchy embeddings We then inspect
“wv-v2” and “hie” in more detail. Firstly, the perfor-
mance gaps between “hie” and “wv-v2” are reduced
when we consider larger test subsets of unseen classes.
Secondly, there are a few exceptions to the general trend
that “hie” is of higher quality than “wv-v2” as semantic
representations for ZSL. When evaluated on different
test subsets (the columns of Table 7; see also Sect. 3.4.1
for their descriptions), “hie” leads to noticeably worse
performance on the 500 and 1K most populated un-
seen classes, and comparable performance on the 5K
most populated ones. To better understand such obser-
vations, we provide two sets of analysis.
The first set of analysis breaks down the overall ZSL
performance; which unseen classes most contribute to
the performance of a ZSL algorithm on All (20,345
unseen classes) for both types of semantic represen-
tations and their combination (cf. Table 7)? We con-
sider the following three disjoint subsets of All: (i) All
(2-hop), (ii) All (pure 3-hop), and (iii) All (remain-
ing). Similar but different to the provided definitions in
Sect. 3.4.1, they correspond to unseen classes that are
two, exactly three, and more than three tree hops
from the 1K seen classes, respectively; the main differ-
ence is that the label space here is always taken to be
that of All. We report accuracies averaged over classes
on these subsets for SynCstruct, EXEM (SynCstruct),
and EXEM (1NNs).
As shown in Fig. 6, “hie” outperforms “wv-v2” on
All (2-hop) on all three ZSL methods but the reverse
is observed for All (pure 3-hop) and All (remaining).
This explains our first observation regarding the re-
duced performance gap of larger test subsets. In ad-
dition, this suggests that the way we obtain hierarchy
embeddings favors unseen classes that are semantically
close to seen ones. Fortunately, “wv-v2” can provide
significantly improved representations for semantically
far away unseen classes where “hie” are less useful, as
illustrated in “wv-v2 + hie.”
The second set of analysis aims at understanding
an intrinsic quality of semantic representations. As ZSL
algorithms rely on class similarities from semantic rep-
resentations, intuitively the neighborhood structures of
semantic representations should play a critical role in
the downstream zero-shot classification task. We inves-
tigate this by comparing the two semantic represen-
tations’ neighborhood structures. We use the degree
18 Soravit Changpinyo* et al.
Table 7 Comparison between different types of semantic representations on ImageNet. We consider (i) “wv-v1”: word vectors
of the class names trained for one epoch used in Table 4, (ii) “wv-v2”: word vectors of the class names trained for 10 epochs, (iii)
“hie”: the WordNet-hierarchy embeddings obtained using multidimensional scaling [42], (iv) “wv-v1 + hie”: the combination of
(i) and (iii), (v) “wv-v2 + hie”: the combination of (ii) and (iii). We use “per-class” accuracy (in %) and ResNet features in all
cases. For each scenario, the best is in red and the second best in blue.
Approach Semantic Hierarchy Most populated Least populated All
types 2-hop 3-hop 500 1K 5K 500 1K 5K
SynCo-vs-o 9.60 2.31 16.38 11.14 3.50 5.47 3.83 1.34 0.98
SynCstruct 8.76 2.25 14.93 10.33 3.44 4.20 3.22 1.26 0.99
EXEM (SynCo-vs-o) wv-v1 11.15 2.95 19.26 13.37 4.50 6.33 4.48 1.62 1.25
EXEM (SynCstruct) 11.28 3.02 18.97 13.26 4.57 6.10 4.74 1.67 1.29
EXEM (1NN) 10.60 2.87 18.15 12.68 4.40 6.20 4.61 1.68 1.26
EXEM (1NNs) 11.58 2.99 19.09 13.16 4.55 6.70 4.67 1.70 1.29
SynCo-vs-o 12.56 3.04 19.04 13.01 4.39 5.33 3.77 1.79 1.25
SynCstruct 11.59 2.98 17.78 12.53 4.24 6.07 3.87 1.69 1.25
EXEM (SynCo-vs-o) wv-v2 13.79 3.58 21.63 14.86 5.14 6.60 5.03 2.14 1.48
EXEM (SynCstruct) 14.12 3.67 21.47 14.81 5.27 6.73 4.38 2.15 1.52
EXEM (1NN) 13.19 3.47 20.80 14.40 5.10 7.23 5.05 2.02 1.48
EXEM (1NNs) 14.09 3.62 21.31 14.84 5.24 7.17 5.39 2.15 1.51
SynCo-vs-o 19.77 3.90 15.37 11.53 4.73 9.30 6.71 2.41 1.47
SynCstruct 19.37 3.81 14.58 11.13 4.64 8.27 6.20 2.45 1.44
EXEM (SynCo-vs-o) hie 21.65 4.29 16.94 12.79 5.07 10.07 7.22 2.73 1.62
EXEM (SynCstruct) 22.30 4.42 17.11 13.07 5.23 9.80 7.12 2.74 1.67
EXEM (1NN) 20.95 4.12 16.70 12.48 4.95 9.50 6.93 2.58 1.56
EXEM (1NNs) 21.93 4.33 16.94 12.68 5.14 8.87 6.73 2.64 1.63
SynCo-vs-o 20.42 4.35 19.97 14.32 5.43 8.60 6.40 2.84 1.69
SynCstruct wv-v1 21.04 4.36 18.14 13.38 5.23 8.83 6.59 2.78 1.66
EXEM (SynCo-vs-o) + 23.00 5.12 23.23 17.00 6.33 11.50 8.17 3.16 2.01
EXEM (SynCstruct) hie 24.20 5.39 23.74 17.24 6.59 10.40 7.90 3.16 2.11
EXEM (1NN) 21.34 4.83 22.39 16.32 6.03 10.00 7.48 2.98 1.89
EXEM (1NNs) 23.33 5.14 23.65 17.06 6.48 9.97 7.70 3.23 2.02
SynCo-vs-o 21.22 4.49 20.68 14.97 5.40 10.77 7.35 2.98 1.71
SynCstruct wv-v2 20.21 4.24 18.22 13.26 5.07 8.47 6.01 2.65 1.62
EXEM (SynCo-vs-o) + 23.64 5.33 24.40 17.80 6.68 12.33 8.38 3.45 2.09
EXEM (SynCstruct) hie 24.48 5.56 24.63 18.01 6.87 12.77 7.99 3.32 2.18
EXEM (1NN) 22.40 5.17 23.90 17.37 6.47 13.07 7.83 3.16 2.05
EXEM (1NNs) 22.70 5.21 24.63 17.80 6.68 12.23 7.81 3.37 2.06
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Fig. 6 Contribution of unseen classes to the performance (per-class accuracy) of SynCstruct, EXEM (SynCstruct), and EXEM
(1NNs) on zero-shot classification to All (20,345 unseen classes) given the “wv-v2,” “hie,” “wv-v2 + hie” semantic representations
(cf. Table 7 and Sect. 3.4.1). We report the average accuracies on three disjoint subsets of All: (i) All (2-hop), (ii) All (pure 3-hop),
and (iii) All (remaining), corresponding respectively to the unseen classes within two, exactly three, and more than three tree
hops from the 1K seen classes according to the WordNet hierarchy. See text for details.
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Fig. 7 For a fixed K, a positive value of “absolute difference” (%) indicates “hie” is better at encoding class similarity than “wv-v2”
within the neighborhoods of size K, where “better” means “closer to class similarity based on visual exemplars.” Specifically, we
compute the overlap of K nearest neighboring classes (i) between using “hie” (the hierarchy embeddings based on WordNet) and
using “visual exemplars,” and (ii) between using “wv-v2” (word vectors) and using “visual exemplars.” We compute the overlaps
within each test subset of unseen classes and then plot (i) minus (ii) for K from 1 to 500. See text for details.
of closeness to the structure of visual exemplars (cf.
Sect. 2.2.1) as a proxy for semantic representations’ in-
trinsic quality.
Formally, for a constant K, let kNNA(u) be the K
nearest unseen classes of an unseen class u based on se-
mantic representations A. Let %kNN-overlap(A1, A2)
be the average (over all unseen classes u) of the per-
centages of overlap between kNNA1(u) and kNNA2(u).
In other words, this indicates the degree to which the
neighboring classes of A1 are similar to those of A2.
Given semantic representations A, %kNN-overlap(A,
visual exemplars) is used to measure the quality of
A. We compute the visual exemplars by averaging the
ResNet features per unseen class without PCA (cf. Sect. 2.2.1).
Fig. 7 shows the absolute difference %kNN-overlap
(“hie”, visual exemplars) − %kNN-overlap (“wv-v2”,
visual exemplars) for K from 1 to 500, where the Eu-
clidean distance between classes is used in all cases.
For each K, a positive number indicates that “hie” is
better at encoding class similarity than “wv-v2” within
the neighborhoods of size K and this number should be
close to zero once K is big enough to cover almost all
unseen classes. We observe that these results are corre-
lated well with ZSL performances in Table 7; “hie” sig-
nificantly outperforms “wv-v2” for semantically close
unseen classes (2-hop) while “wv-v2” generally outper-
forms “hie” for most populated unseen classes. Further-
more, we can attribute the superiority of “wv-v2” over
“hie” on most populated unseen classes to distant neigh-
borhoods — “hie” never performs worse when we con-
sider small values of K.
4.5.2 Comparison to recently published results with
per-sample accuracy
Recent studies,GCNZ [74] andADGPM [30], obtained
very strong ZSL results on ImageNet. Both meth-
ods apply graph convolutional networks [32] to pre-
dict recognition models given semantic representations,
where their “graph” corresponds to the WordNet hi-
erarchy [48]. They use ResNet-50 visual features and
word vectors extracted using GloVe [54].
In Table 8, we report their best results as well as
our results with the strongest visual features (ResNet-
101) and semantic representations (the combination of
“wv-v2” and “hie”). The comparison is subject to a
slight variation due to differences in visual features (and
whether we fine-tune them or not), semantic representa-
tions, and the number of unseen classes8. Nevertheless,
in contrast to the conclusion in [74,30] that these ap-
proaches outperform ours (i.e., EXEM (1NNs) with
GoogLeNet and “wv-v1”), our results can be greatly
improved by using stronger visual features and seman-
tic representations, especially the latter. This suggests
8 [74,30] extracted word vectors of class names by averaging
the vectors of words in the synset name, enabling all 20,842 un-
seen classes to have word vectors. The number of 2-hop, 3-hop,
and All classes are thus 1,589, 7,860, and 20,842, respectively.
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Table 8 Comparison between our approaches using the strongest visual features (ResNet-101) and semantic representations (wv-
v2 + hie) and the best published results on ImageNet. Following those results, we use “per-sample” accuracy (italicized text,
in %). For each scenario, the best is in red and the second best in blue. (The comparison is subject to a slight variation. See the
main text for details.)
Approach Reported Visual Semantic Hierarchy All
by features types 2-hop 3-hop
SynCo-vs-o us 25.70 6.28 2.84
SynCstruct us wv-v2 25.00 6.04 2.73
EXEM (SynCo-vs-o) us ResNet-101 + 25.74 6.41 3.01
EXEM (SynCstruct) us hie 26.65 6.70 3.12
EXEM (1NN) us 26.42 6.92 3.26
EXEM (1NNs) us 27.02 7.08 3.35
GCNZ [74] [74] ResNet-50 GloVe + hie 19.8 4.1 1.8
ADGPM [30] [30] ResNet-50 GloVe + hie 24.6 - -
ADGPM [30] [30] ResNet-50 fine-tuned GloVe + hie 26.6 6.3 3.0
that the conclusion there may result from visual fea-
ture/semantic representation differences rather than the
methodological superiority of their approaches.
4.5.3 How far are we from ideal performance?
It is clear that the success of zero-shot learning relies
heavily on how accurate semantic information repre-
sents visual similarity among classes. We investigate
this in more details. We focus on the strongest seman-
tic representations on ImageNet and ask what would
happen in the ideal scenario where predicted visual ex-
emplars of the unseen classes are very accurate. Con-
cretely, for each class, ideal semantic representations
can be obtained by averaging visual features of images
belonging to that class [10]. For seen classes, we use
all the data to compute ideal semantic representations
and to train the ZSL models. For unseen classes, we
randomly reserve 50% of the data along with their la-
bels for computing ideal semantic representations. The
remaining 50% will be used as test data. Our goal is not
to outperfrom the accuracies obtained in Table 7 (the
numbers are not comparable anyway due to the differ-
ence in data splitting). Rather, we aim to see how large
the gap is between existing and ideal performances. In
Table 9, we see that the relative gap to the ideal per-
formance is larger as the test set is semantically further
from seen classes (from 2-hop to 3-hop to All) and as
the test classes become more rare. These observations
suggest that developing improved semantic representa-
tions (e.g., with more visual information) is a promising
future direction for zero-shot learning.
5 Related Work
5.1 Zero-Shot Learning Background
Morgado and Vasconcelos [49] distinguish “recognition
using independent semantics (RIS)” and “recognition
using semantic embeddings (RULE).” Wang and Chen
[73] group ZSL algorithms into “direct mapping”, “model
parameter transfer”, and “common space learning” ap-
proaches. Fu et al. [20] argue that solving zero-shot
recognition involves “embedding models” and “recog-
nition models in the embedding space,” where the em-
bedding models can be further categorized into seman-
tic embedding, Bayesian models, embedding into com-
mon spaces, or deep embedding approaches. Xian et
al. [76] categorize 13 ZSL methods into “learning lin-
ear compatibility”, “learning nonlinear compatibility”,
“learning intermediate attribute classifiers,” and “hy-
brid models.” To facilitate the discussions in our work,
we divide zero-shot learning algorithms into the follow-
ing two themes: two-stage approaches and unified ap-
proaches. This criterion is most similar to the one used
by Wang and Chen [73].
5.1.1 Two-stage approaches
The theme of two-stage approaches is to identify and
learn an intermediate subtask that is then used to infer
the final prediction. Two popular subtasks are predict-
ing the embeddings of images in the semantic space,
and generating instances of each class given its corre-
sponding semantic representation. It is possible that the
selected intermediate subtask is trained jointly with the
zero-shot recognition in a unified manner (Sect. 5.1.2),
but this is not fully investigated in the literature and
in some cases may lead to other technical difficulties.
Learning to predict semantic embeddings: Given an im-
age, one can project it to the semantic embedding space,
and then infer its class label by comparing the predicted
semantic embedding to those of unseen classes using
a similarity measure. The projection mapping can be
trained using standard classification or regression mod-
els on image-semantic embedding pairs from the seen
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Table 9 Performance of zero-shot learning with ideal semantic representations on ImageNet. We compare “wv-v2 + hie”: the
combination of “wv-v2” and “hie” vs. “ideal”: the average of visual features belong to each class. We use “per-class” accuracy (in
%) and ResNet features in all cases. For each scenario, the best is in red and the second best in blue. We note that the numbers
with “wv-v2 + hie” are not exactly the same as in Table 7 since we only test on 50% of the data per unseen class.
Approach Semantic Hierarchy Most populated Least populated All
types 2-hop 3-hop 500 1K 5K 500 1K 5K
SynCo-vs-o 21.39 4.55 20.68 14.96 5.40 11.51 7.00 2.96 1.74
SynCstruct wv-v2 20.34 4.29 18.20 13.25 5.07 9.92 6.60 2.64 1.63
EXEM (SynCo-vs-o) + 23.83 5.40 24.40 17.78 6.67 13.49 8.67 3.56 2.11
EXEM (SynCstruct) hie 24.68 5.62 24.63 17.96 6.87 13.49 8.82 3.39 2.20
EXEM (1NN) 22.51 5.24 23.91 17.37 6.47 13.49 8.40 3.15 2.07
EXEM (1NNs) 22.97 5.32 24.64 17.79 6.69 12.70 7.60 3.49 2.10
SynCo-vs-o 41.45 20.94 51.92 45.39 25.37 29.37 26.00 18.69 12.53
SynCstruct 45.37 24.53 54.41 48.11 28.20 30.95 28.08 22.03 15.48
EXEM (SynCo-vs-o) ideal 43.67 23.29 53.44 46.80 26.98 31.75 27.97 21.57 14.68
EXEM (SynCstruct) 45.72 24.80 54.89 48.34 28.44 32.14 28.95 22.16 15.62
EXEM (1NN) 44.80 24.31 53.48 47.26 27.84 30.16 28.55 21.76 15.40
EXEM (1NNs) 45.56 25.04 54.41 48.19 28.61 32.54 28.75 22.65 16.09
classes. The semantic embedding space is usually cho-
sen to be the one where given semantic representations
live in. As for label inference, there are two popular
approaches. One is based on probabilistic models of
class labels based on semantic representations [37,38,
50]. The other is based on nearest neighbor classifiers
on the semantic space [16,51,67,80].
If we assume that semantic representations capture
all information one needs to predict the class labels (i.e.,
they are highly discriminative), then focusing on accu-
rately predicting the semantic embeddings would solve
zero-shot learning. In practice, however, this paradigm
suffers from the unreliability of semantic predictions.
Several techniques are as a result proposed to alleviate
this problem. Jayaraman and Grauman [27] propose a
random forest based approach to take this unreliability
into account. Al-Halah and Stiefelhagen [4] construct
the hierarchy of concepts underlying the attributes to
improve reliability. Gan et al. [22] transform visual fea-
tures to reduce the mismatches between attributes in
different categories, thus enhancing reliability.
Learning to generate instances of each class: Recent
advances in conditional generative models (e.g., [57,
81]) lead to interest in exploiting them for generating
labeled data from corresponding semantic representa-
tions. Once those examples are generated, one can em-
ploy any supervised learning technique to learn classi-
fiers [36,90,77,7]. Note that all these methods focus on
directly generating features rather than image pixels.
5.1.2 Unified approaches
The other type of ZSL approaches focuses on the task
of zero-shot classification directly. There are two main
sub-themes, where the difference lies in whether the em-
phasis is on learning common space (or compatibility)
or on learning model parameters, but the distinction
between the two is thin.
Common space or compatibility learning: This approach
learns a common representation to which visual fea-
tures and semantic representations are projected with
the objective of maximizing the compatibility score of
projected instances in this space. The difference among
methods of this category lies in their choices of common
spaces or compatibility functions. The linear or bilin-
ear compatibility functions are extensively used [2,3,17,
61,40]. Some propose to use canonical correlation anal-
ysis (CCA) [18,19,42]. Nonlinear methods are scarce
but have also been explored such as dictionary learning
and sparse coding [33,86].
Model parameter learning: One can also build the clas-
sifiers of unseen classes by relating them to seen ones via
similarities computed from semantic representations [60,
59,15,44,24,39,82,85]. For example, Mensink et al. and
Gan et al. [44,21] propose to construct classifiers of un-
seen objects by combining classifiers of seen objects,
where the combining coefficients are determined based
on semantic relatedness.
5.2 Putting Our Methods in Context
Both SynC, EXEM (1NN) and EXEM (1NNs) fall
into model parameter learning approaches but the de-
tails in how they construct classifiers/exemplars are dif-
ferent. EXEM (1NN) and EXEM (1NNs) can also
be viewed as learning to generate one instance for each
class — without modeling variations explicitly. EXEM
(ZSL method) falls into the approach of learning to pre-
dict semantic embeddings but we show that the (pro-
jected) space of visual features is an extremely effective
semantic embedding space.
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We provide detailed discussions of each of our meth-
ods with respect to their most relevant work below.
Detailed discussions of SynC: COSTA [44] combines
pre-trained classifiers of seen classes to construct new
classifiers. To estimate the semantic embedding of a
test image, ConSE [50] uses the decision values of pre-
trained classifiers of seen objects to weightedly aver-
age the corresponding semantic representations. Nei-
ther of them has the notion of base classifiers as in
SynC, which we introduce to construct classifiers but
nothing else. We thus expect using bases to be more ef-
fective in transferring knowledge between seen and un-
seen classes than overloading the pre-trained and fixed
classifiers of the seen classes for dual duties. We note
that ALE [2] and SJE [3] can be considered as special
cases of SynC. In ALE and SJE, each attribute corre-
sponds to a base and each “real” object classifier is rep-
resented as a linear combination of those bases, where
the weights are the real objects’ “descriptions” in the
form of attributes. This modeling choice is inflexible
as the number of bases is fundamentally constrained
by the number of attributes. Moreover, the model is
strictly a subset of SynC9. SSE and JLSE [86,85] pro-
pose similar ideas of aligning the visual and semantic
spaces but take different approaches from ours.
Our convex combination of base classifiers for syn-
thesizing real classifiers can also be motivated from
multi-task learning with shared representations [5]. While
labeled examples of each task are required in [5], our
method has no access to data of the unseen classes.
Detailed discussions of EXEM: DeViSE [17] andConSE
[50] predict an image’s semantic embedding from its
visual features and compare to unseen classes’ seman-
tic representations. We perform an “inverse prediction”:
given an unseen class’s semantic representation, we pre-
dict the visual feature exemplar of that class.
One appealing property of EXEM is its scalability:
we learn and predict at the exemplar (class) level so
the runtime and memory footprint of our approach de-
pend only on the number of seen classes rather than the
number of training data points. This is much more effi-
cient than other ZSL algorithms that learn at the level
of each individual training instance [16,37,51,2,83,17,
67,50,27,44,3,61,85,86,42].
9 For interested readers, if we set the number of attributes as
the number of phantom classes (each br is the one-hot repre-
sentation of an attribute), and use the Gaussian kernel with an
isotropically diagonal covariance matrix in Eq. (3) with prop-
erly set bandwidths (either very small or very large) for each at-
tribute, we will recover the formulation in [2,3] when the band-
widths tend to zero or infinity.
Several methods propose to learn visual exemplars
by preserving structures obtained in the semantic space,
where exemplars are used loosely here and do not neces-
sarily mean class-specific feature averages. Examples of
such methods include SynC, BiDiLEL [73] and UVDS
[41]. However, EXEM predicts them with a regressor
such that they may or may not strictly follow the struc-
ture in the semantic space, and thus they are more flex-
ible and could even better reflect similarities between
classes in the visual feature space.
Similar in spirit to our work, Mensink et al. pro-
pose using nearest class mean classifiers for ZSL [45].
The Mahalanobis metric learning in this work could be
thought of as learning a linear transformation of se-
mantic representations (their “zero-shot prior” means,
which are in the visual feature space). Our approach
learns a highly non-linear transformation. Moreover,
our EXEM (1NNs) (cf. Sect. 3) learns a (simpler, i.e.,
diagonal) metric over the learned exemplars. Finally,
the main focus of [45] is on incremental, not zero-shot,
learning settings (see also [58,55]).
DEm [84] uses a deep feature space as the semantic
embedding space for ZSL. Though similar to EXEM,
this approach does not compute the average of visual
features (exemplars) but train neural networks to pre-
dict all visual features from their semantic represen-
tations. Their model learning takes significantly longer
time than ours.
There has been a recent surge of interests in apply-
ing deep learning models to generate images (see, e.g.,
[43,57,81]). Most of these methods are based on proba-
bilistic models (in order to incorporate the statistics of
natural images). Unlike them, EXEM deterministically
predicts visual features. Note that generating features
directly is likely easier and more effective than generat-
ing realistic images first and then extracting visual fea-
tures. Recently, researchers became interested in gener-
ating visual features of unseen classes using conditional
generative models such as variants of generative adver-
sarial networks (GANs) [77,90] and variational autoen-
coders (VAEs) [36] for ZSL.
6 Conclusion
SynC is a concrete realization of a novel idea that
casts zero-shot learning as learning manifold embed-
dings from graphs composed of object classes. In this
classifier synthesis framework, we show how to param-
eterize the graphs with the locations of the phantom
classes, and how to derive recognition models as convex
combinations of base classifiers. EXEM is a two-stage
zero-shot learning method that incorporates the task
of visual exemplar predictions to automatically denoise
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semantic representations. We show that this task can be
done efficiently and effectively using kernelized support
vector regression and PCA. We use EXEM to improve
upon SynC and several other ZSL methods as well as
to construct nearest-neighbor-style classifiers.
Our results demonstrate the effectiveness of our pro-
posed approaches on both conventional and generalized
zero-shot learning settings in diverse sets of scenar-
ios. We also show that semantic representations signif-
icantly contribute to the performance of ZSL methods
on the large-scale ImageNet benchmark — we derive
better semantic representations, achieve the state-of-
the-art performance, and see a large gap between the
effectiveness of existing and “ideal” semantic represen-
tations. Our study also raises an important issue re-
garding the evaluation metrics in the generalized ZSL
setting, suggesting that the AUSUC or the calibrated
harmonic mean should be used instead of the uncali-
brated harmonic mean. We believe that such insights
will greatly benefit the community.
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Appendix A Details on How to Obtain Word
Vectors on ImageNet
We use the word2vec package10. We preprocess the in-
put corpus with the word2phrase function so that we
can directly obtain word vectors for both single-word
and multiple-word terms, including those terms in the
ImageNet synsets; each class of ImageNet is a synset:
a set of synonymous terms, where each term is a word
or a phrase. We impose no restriction on the vocabu-
lary size. Following [17], we use a window size of 20,
apply the hierarchical softmax for predicting adjacent
terms, and train the model for a single epoch. As one
class may correspond to multiple word vectors by the
nature of synsets, we simply average them to form a
single word vector for each class.
Appendix B Hyper-parameter Tuning
B.1 For Conventional Zero-shot Learning
The standard approach for cross-validation (CV) in a
classification task splits training data into several folds
10 https://code.google.com/p/word2vec/
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Fig. 8 Data splitting for different cross-validation (CV) strate-
gies: (a) the seen-unseen class splitting for (conventional) zero-
shot learning, (b) the sample-wise CV, (c) the class-wise CV.
such that they share the same set of class labels. This
strategy is less sensible in zero-shot learning as it does
not imitate what actually happens at the test stage.
We thus adopt the strategy in [15,3,61,85,61]. In this
scheme, we split training data into several folds such
that the class labels of these folds are disjoint. We then
hold out data from one fold as pseudo-unseen classes,
train our models on the remaining folds (which belong
to the remaining classes), and tune hyper-parameters
based on a certain performance metric on the held-out
fold. For clarity, we denote the standard CV as sample-
wise CV and the zero-shot CV scheme as class-wise CV.
Fig. 8 illustrates the two scenarios.
We use this strategy to tune hyper-parameters in
both our approaches (SynC and EXEM) and the base-
lines. In SynC, the main hyper-parameters are the reg-
ularization parameter λ in Eq. (6) and the scaling pa-
rameter σ in Eq. (3). When learning semantic repre-
sentations (Eq. (9)), we also tune η and γ. To reduce
the search space during CV, we first fix br = ar for
r = 1, . . . ,R and tune λ, σ. Then we fix λ and σ and
tune η and γ. The metric is the classification accuracy.
In EXEM, we tune (a) projected dimensionality d
for PCA and (b) λ, ν, and the RBF-kernel bandwidth
in SVR11. Since EXEM is a two-stage approach, we
consider the following two performance metrics. The
first one minimizes the distance between the predicted
exemplars and the ground-truth (average of the hold-
out data of each class after the PCA projection) in Rd.
We use the Euclidean distance in this case. We term this
measure “CV-distance.” This approach does not assume
the downstream task at training and aims to measure
the quality of predicted exemplars by its faithfulness.
The other approach “CV-accuracy” maximizes the per-
11 For GoogLeNet features, we follow [9] to set λ = 1 and
d = 500 for all experiments.
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class classification accuracy on the hold-out fold. This
measure can easily be obtained for EXEM (1NN) and
EXEM (1NNs), which use simple decision rules that
have no further hyper-parameters to tune. Empirically,
we found that CV-accuracy generally leads to slightly
better performance. The results reported in the main
text for these two approaches are thus based on this
measure. On the other hand, EXEM (ZSL method)
(where ZSL method = SynC, ConSE, ESZSL) re-
quires further hyper-parameter tuning. For computa-
tional purposes, we use CV-distance12 for tuning hyper-
parameters of the regressors, followed by the hyper-
parameter tuning for ZSL methods using the predicted
exemplars. As SynC and ConSE construct their clas-
sifiers based on the distance values between class se-
mantic representations, we do not expect a significant
performance drop in this case.
B.2 For Generalized Zero-shot Learning
To perform class-wise CV in the generalized zero-shot
learning (GZSL) setting, we further separate each fold
into two splits, each with either 80% or 20% of data. We
then hold out one fold, train models on the 80% splits of
the remaining folds, and tune hyper-parameters based
on a certain performance metric on (i) the 80% split of
the hold-out fold and (ii) the 20% splits of the train-
ing (i.e., remaining) folds. In this way we can mimic
the GZSL setting in hyper-parameter tuning. Specifi-
cally, for metrics with calibration (cf. Table 6), we first
compute AUSUC using (i) and (ii) to tune the hyper-
parameters mentioned in Sect. B.1, and select the cal-
ibration factor γ that maximizes the harmonic mean.
For the uncalibrated harmonic mean, we follow [76] to
tune hyper-parameters in the same way as in the con-
ventional ZSL setting.
Appendix C Experimental Results on
ImageNet with Previous Experimental Setups
The first ZSL work on ImageNet and much of its
follow-up considers only 2-hop, 3-hop, and All test sets
and other evaluation metrics. We include our results
here in Table 10, 11, and 12 to aid comparison with
such work. As mentioned in Sect. 3.4.1, we also con-
sider Flat hit@K (F@K) and Hierarchical precision@K
(HP@K). F@K is defined as the percentage of test im-
ages for which the model returns the true label in its
top K predictions. HP@K is defined as the percentage
12 For CV-distance, we set d = 500 for all experiments. This
is because the smaller d is, the smaller the distance is.
of overlapping (i.e., precision) between the model’s top
K predictions and the ground-truth list. For each class,
the ground-truth list of its K closest categories is gener-
ated based on the ImageNet hierarchy. Note that F@1
is the per-sample multi-way classification accuracy.
When computing Hierarchical precision@K (HP@K),
we use the algorithm in the Appendix of [17] to compute
the ground-truth list, a set of at least K classes that are
considered to be correct. This set is called hCorrectSet
and it is computed for each K and class c. See Algo-
rithm 1 for more details. The main idea is to expand
the radius around the true class c until the set has at
least K classes.
Algorithm 1 Algorithm for computing hCorrectSet
for HP@K [17]
1: Input: K, class c, ImageNet hierarchy
2: hCorrectSet← ∅
3: R← 0
4: while NumberElements(hCorrectSet) < K do
5: radiusSet ← all nodes in the hierarchy which are R
hops from c
6: validRadiusSet← ValidLabelNodes(radiusSet)
7: hCorrectSet← hCorrectSet ∪ validRadiusSet
8: R← R+ 1
9: end while
10: return hCorrectSet
Note that validRadiusSet depends on which classes
are in the label space to be predicted (i.e., depending on
whether we consider 2-hop, 3-hop, or All. We obtain the
label sets for 2-hop and 3-hop from the authors of [17,
50]. We implement Algorithm 1 to derive hCorrectSet
ourselves.
Appendix D Analysis on SynC
In this section, we focus on SynCo-vs-o together with
GoogLeNet features and the standard split (SS). We
look at the effect of modifying the regularization term,
learning base semantic representations, and varying the
number of base classes and their correlations.
D.1 Different Forms of Regularization
In Eq. (6) and (9), ‖wc‖22 is the regularization term.
Here we consider modifying that term to ‖vr‖22 — reg-
ularizing the bases directly. Table 13 shows that ‖vr‖22
leads to better results. However, we find that learning
with ‖vr‖22 converges much slower than with ‖wc‖22.
Thus, we use ‖wc‖22 in our main experiments (though
it puts our methods at a disadvantage).
Classifier and Exemplar Synthesis for Zero-Shot Learning 25
Table 10 Expanded results of Table 4. The metric is “per-sample” accuracy (italicized text) for F@K to aid comparison
with previous published results. Comparison of ZSL methods on ImageNet using word vectors of the class names as semantic
representations. For both types of metrics (in %), the higher the better. The best is in red. AlexNet is by [35]. The number of
actual unseen classes are given in parentheses.
Test Approach Reported Visual F@K HP@K
data K= by features 1 2 5 10 20 2 5 10 20
2-hop DeViSE [17] [17] AlexNet 6.0 10.1 18.1 26.4 36.4 15.2 19.2 21.7 23.3
(1,549) ConSE [50] [50] AlexNet 9.4 15.1 24.7 32.7 41.8 21.4 24.7 26.9 28.4
ConSE [50] [8] GoogLeNet 8.3 12.9 21.8 30.9 41.7 21.5 23.8 27.5 31.3
SynCo-vs-o [8] GoogLeNet 10.5 16.7 28.6 40.1 52.0 25.1 27.7 30.3 32.1
2-hop SynCstruct [8] GoogLeNet 9.8 15.3 25.8 35.8 46.5 23.8 25.8 28.2 29.6
(1,509) EXEM (SynCo-vs-o) [9] GoogLeNet 11.8 18.9 31.8 43.2 54.8 25.6 28.1 30.2 31.6
EXEM (1NN) [9] GoogLeNet 11.7 18.3 30.9 42.7 54.8 25.9 28.5 31.2 33.3
EXEM (1NNs) [9] GoogLeNet 12.5 19.5 32.3 43.7 55.2 26.9 29.1 31.1 32.0
3-hop DeViSE [17] [17] AlexNet 1.7 2.9 5.3 8.2 12.5 3.7 19.1 21.4 23.6
(7,860) ConSE [50] [50] AlexNet 2.7 4.4 7.8 11.5 16.1 5.3 20.2 22.4 24.7
ConSE [50] [8] GoogLeNet 2.6 4.1 7.3 11.1 16.4 6.7 21.4 23.8 26.3
SynCo-vs-o [8] GoogLeNet 2.9 4.9 9.2 14.2 20.9 7.4 23.7 26.4 28.6
3-hop SynCstruct [8] GoogLeNet 2.9 4.7 8.7 13.0 18.6 8.0 22.8 25.0 26.7
(7,678) EXEM (SynCo-vs-o) [9] GoogLeNet 3.4 5.6 10.3 15.7 22.8 7.5 24.7 27.3 29.5
EXEM (1NN) [9] GoogLeNet 3.4 5.7 10.3 15.6 22.7 8.1 25.3 27.8 30.1
EXEM (1NNs) [9] GoogLeNet 3.6 5.9 10.7 16.1 23.1 8.2 25.2 27.7 29.9
All DeViSE [17] [17] AlexNet 0.8 1.4 2.5 3.9 6.0 1.7 7.2 8.5 9.6
(20,842) ConSE [50] [50] AlexNet 1.4 2.2 3.9 5.8 8.3 2.5 7.8 9.2 10.4
ConSE [50] [8] GoogLeNet 1.3 2.1 3.8 5.8 8.7 3.2 9.2 10.7 12.0
SynCo-vs-o [8] GoogLeNet 1.4 2.4 4.5 7.1 10.9 3.1 9.0 10.9 12.5
All SynCstruct [8] GoogLeNet 1.5 2.4 4.4 6.7 10.0 3.6 9.6 11.0 12.2
(20,345) EXEM (SynCo-vs-o) [9] GoogLeNet 1.6 2.7 5.0 7.8 11.8 3.2 9.3 11.0 12.5
EXEM (1NN) [9] GoogLeNet 1.7 2.8 5.2 8.1 12.1 3.7 10.4 12.1 13.5
EXEM (1NNs) [9] GoogLeNet 1.8 2.9 5.3 8.2 12.2 3.6 10.2 11.8 13.2
Table 11 Expanded results of the third section of Table 7. The metric is “per-sample” accuracy (italicized text) to aid comparison
with previous published results. Comparison of ZSL methods using “hie”, the WordNet-hierarchy embeddings by multidimensional
scaling [42], as semantic representations. The higher, the better (in %). The best is in red.
Test Approach Reported Visual F@K
data K= by features 1 2 5 10 20
CCA [42] [42] GoogLeNet 1.8 3.0 5.2 7.3 9.7
All SynCo-vs-o [8] GoogLeNet 2.0 3.4 6.0 8.8 12.5
(20,842) EXEM (SynCo-vs-o) [9] GoogLeNet 2.0 3.3 6.1 9.0 12.9
EXEM (1NN) [9] GoogLeNet 2.0 3.4 6.3 9.2 13.1
EXEM (1NNs) [9] GoogLeNet 2.0 3.4 6.2 9.2 13.2
D.2 Learning Phantom Classes’ Semantic
Representations
So far we adopt the version of SynC that sets the num-
ber of base classifiers to be the number of seen classes
S, and sets br = ac for r = c. Here we study whether
we can learn optimally the semantic representations for
the phantom classes that correspond to base classifiers.
The results in Table 14 suggest that learning represen-
tations could have a positive effect.
D.3 How Many Base Classifiers Are Necessary?
In Fig. 9, we investigate how many base classifiers are
needed — so far, we have set that number to be the
number of seen classes out of convenience. The plot
shows that in fact, a smaller number (∼ 60%) is enough
for our algorithm to reach the plateau of the perfor-
mance curve. Moreover, increasing the number of base
classifiers does not seem to have an overwhelming effect.
Note that the semantic representations br of the
phantom classes are set equal to ar,∀r ∈ {1, · · · ,R} at
100% (i.e., R = S). For percentages smaller than 100%,
we perform K-means and set br to be the cluster cen-
troids after `2 normalization (in this case, R = K). For
percentages larger than 100%, we set the first S br to be
ar, and the remaining br as the random combinations
of ar (also with `2 normalization on br).
We have shown that even by using fewer base (phan-
tom) classifiers than the number of seen classes (e.g.,
around 60 %), we get comparable or even better results,
especially for CUB. We surmise that this is because
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Table 12 Expanded results of Table 7 with “per-sample” accuracy (italicized text) used to differentiate this accuracy from the
“per-class” one. Except for the metric, the setting in Table 7 is still employed to compare different types of semantic representations
on ImageNet. We consider (i) “wv-v1”: word vectors of the class names trained for one epoch used in Table 4, (ii) “wv-v2”: word
vectors of the class names trained for 10 epochs, (iii) “hie”: the WordNet-hierarchy embeddings obtained using multidimensional
scaling [42], (iv) “wv-v1 + hie”: the combination of (i) and (iii), (v) “wv-v2 + hie”: the combination of (ii) and (iii). We use ResNet
features in all cases. For each scenario, the best is in red and the second best in blue.
Approach Semantic Hierarchy Most populated Least populated All
types 2-hop 3-hop 500 1K 5K 500 1K 5K
SynCo-vs-o 12.42 3.35 16.23 11.18 3.55 5.68 4.05 1.42 1.64
SynCstruct 11.47 3.31 14.78 10.38 3.50 4.69 3.58 1.31 1.67
EXEM (SynCo-vs-o) wv-v1 14.01 4.13 19.10 13.42 4.58 6.42 4.73 1.75 2.03
EXEM (SynCstruct) 14.26 4.18 18.82 13.31 4.64 6.17 4.85 1.74 2.06
EXEM (1NN) 13.78 4.17 18.06 12.74 4.51 6.54 5.04 1.68 2.15
EXEM (1NNs) 14.90 4.36 18.94 13.22 4.65 6.30 4.88 1.72 2.18
SynCo-vs-o 15.37 4.30 18.84 13.06 4.46 5.56 4.36 1.93 2.06
SynCstruct 14.76 4.25 17.59 12.58 4.33 6.54 4.39 1.78 2.09
EXEM (SynCo-vs-o) wv-v2 16.76 4.87 21.43 14.89 5.23 6.42 5.53 2.38 2.37
EXEM (SynCstruct) 17.05 4.94 21.27 14.86 5.35 6.42 4.79 2.31 2.39
EXEM (1NN) 16.52 4.94 20.63 14.45 5.21 7.28 5.34 2.15 2.49
EXEM (1NNs) 17.44 5.08 21.12 14.89 5.35 6.79 5.56 2.34 2.50
SynCo-vs-o 23.25 5.29 15.46 11.66 4.86 9.88 6.24 2.32 2.37
SynCstruct 22.86 5.20 14.67 11.27 4.78 9.14 5.90 2.29 2.33
EXEM (SynCo-vs-o) hie 23.78 5.40 16.96 12.82 5.20 10.62 6.98 2.74 2.42
EXEM (SynCstruct) 24.46 5.54 17.10 13.10 5.35 10.37 6.98 2.79 2.48
EXEM (1NN) 23.36 5.25 16.67 12.50 5.06 10.12 6.39 2.49 2.35
EXEM (1NNs) 24.17 5.41 16.91 12.69 5.25 9.51 6.64 2.69 2.42
SynCo-vs-o 25.34 6.21 20.02 14.50 5.57 8.89 6.18 2.83 2.86
SynCstruct wv-v1 25.69 6.14 18.18 13.51 5.37 9.38 6.43 2.70 2.77
EXEM (SynCo-vs-o) + 25.39 6.32 23.16 17.01 6.43 11.85 7.85 3.29 2.97
EXEM (SynCstruct) hie 26.37 6.53 23.64 17.27 6.69 11.11 7.66 3.27 3.04
EXEM (1NN) 25.46 6.52 22.36 16.38 6.14 10.49 7.29 3.02 3.05
EXEM (1NNs) 27.44 6.94 23.55 17.13 6.60 10.74 7.82 3.36 3.24
SynCo-vs-o 25.70 6.28 20.69 15.07 5.55 11.36 6.98 2.92 2.84
SynCstruct wv-v2 25.00 6.04 18.22 13.37 5.23 9.38 6.15 2.62 2.73
EXEM (SynCo-vs-o) + 25.74 6.41 24.32 17.82 6.78 12.22 7.97 3.51 3.01
EXEM (SynCstruct) hie 26.65 6.70 24.50 18.02 6.97 12.96 7.88 3.42 3.12
EXEM (1NN) 26.42 6.92 23.82 17.39 6.59 13.21 7.35 3.24 3.26
EXEM (1NNs) 27.02 7.08 24.53 17.83 6.82 12.47 7.54 3.55 3.35
Table 13 Comparison between regularization with wc and vc
on SynCo-vs-o.
Datasets Visual features ‖wc‖22 ‖vr‖22
AwA GoogLeNet 69.7% 71.7%
CUB GoogLeNet 53.4% 56.4%
SUN GoogLeNet 62.8% 67.5%
Table 14 Effect of learning semantic representations.
Datasets Visual features w/o learning w/ learning
AwA GoogLeNet 69.7% 71.1%
CUB GoogLeNet 53.4% 54.2%
SUN GoogLeNet 62.8% 63.3%
CUB is a fine-grained recognition benchmark and has
higher correlations among classes, and provide analysis
in Fig. 10 to justify this.
We train one-versus-other classifiers for each value
of the regularization parameter on both AwA andCUB,
and then perform PCA on the resulting classifier ma-
trices. We then plot the required number (in percent-
age) of PCA components to capture 95% of variance
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Fig. 9 We vary the number of phantom classes R as a percent-
age of the number of seen classes S and investigate how much
that will affect classification accuracy (the vertical axis corre-
sponds to the ratio with respect to the accuracy when R = S).
The base classifiers are learned with SynCo-vs-o.
in the classifiers. Clearly, AwA requires more. This ex-
plains why we see the drop in accuracy for AwA but
not CUB when using even fewer base classifiers. Par-
ticularly, the low percentage for CUB in Fig. 10 im-
plies that fewer base classifiers are possible. Given that
CUB is a fine-grained recognition benchmark, this re-
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Fig. 10 Percentages of basis components required to capture
95% of variance in classifier matrices for AwA and CUB.
Table 15 We compute the Euclidean distance matrix between
the unseen classes based on semantic representations (Dau),
predicted exemplars (Dψ(au)), and real exemplars (Dvu). Our
method leads to Dψ(au) that is better correlated with Dvu
than Dau is. See text for more details.
Dataset Correlation to Dvu
name Semantic distances Predicted exemplar
Dau distances Dψ(au)
AwA 0.862 0.897
CUB 0.777 ± 0.021 0.904 ± 0.026
SUN 0.784 ± 0.022 0.893 ± 0.019
sult is not surprising in retrospection as the classes are
highly correlated.
Appendix E Analysis on EXEM
In this section, we provide more analysis on EXEM.
We focus on GoogLeNet features and the standard split
(SS). We provide both qualitative and quantitative mea-
sures of predicted exemplars. We also investigate neural
networks for exemplar prediction functions and the ef-
fect of PCA.
E.1 Quality of Predicted Exemplars
We first show that predicted visual exemplars better
reflect visual similarities between classes than seman-
tic representations. Let Dau be the pairwise Euclidean
distance matrix between unseen classes computed from
semantic representations (i.e., U by U), Dψ(au) the dis-
tance matrix computed from predicted exemplars, and
Dvu the distance matrix computed from real exemplars
(which we do not have access to). Table 15 shows that
the Pearson correlation coefficient13 between Dψ(au)
and Dvu is much higher than that between Dau and
13 We treat rows of each distance matrix as data points and
compute the Pearson correlation coefficients between matrices.
Table 16 Overlap of k-nearest classes (in %) on AwA, CUB,
SUN. We measure the overlap between those searched by real
exemplars and those searched by semantic representations (i.e.,
attributes) or predicted exemplars. We set K to be 40 % of the
number of unseen classes. See text for more details.
Distances for kNN using AwA CUB SUN
(K=4) (K=20) (K=29)
Semantic representations 57.5 68.9 75.2
Predicted exemplars 67.5 80.0 82.1
Dvu . Importantly, we improve this correlation without
access to any data of the unseen classes.
Besides the correlation used in Table 15, we can
also use %kNN-overlap defined in Sect. 4.5.1 as another
evidence that predicted exemplars better reflect visual
similarities (as defined by real exemplars) than seman-
tic representations. Recall that %kNN-overlap(A1, A2)
is the average (over all unseen classes u) of the percent-
ages of overlap between two sets of k-nearest neigh-
bors kNNA1(u) and kNNA2(u). In Table 16, we report
%kNN-overlap (semantic representations, real exemplars)
and %kNN-overlap (predicted exemplar, real exemplars).
We set K to be 40% of the number of unseen classes,
but we note that the trends are consistent for different
values of K.
We then show some t-SNE [69] visualization of pre-
dicted visual exemplars of the unseen classes. Ideally,
we would like them to be as close to their corresponding
real images as possible. In Fig. 11, we demonstrate that
this is indeed the case for many of the unseen classes.
For those unseen classes (each of which denoted by a
color), their real images (crosses) and our predicted vi-
sual exemplars (circles) are well-aligned.
The quality of predicted exemplars (here based on
the distance to the real images) depends on two main
factors: the predictive capability of semantic represen-
tations and the number of semantic representation-visual
exemplar pairs available for training, which in this case
is equal to the number of seen classes S. On AwA where
we have only 40 training pairs, the predicted exem-
plars are surprisingly accurate, mostly either placed in
their corresponding clusters or at least closer to their
clusters than predicted exemplars of the other unseen
classes. Thus, we expect them to be useful for discrim-
inating among the unseen classes. On ImageNet, the
predicted exemplars are not as accurate as we would
have hoped, but this is expected since the word vectors
are purely learned from text.
We also observe relatively well-separated clusters in
the semantic embedding space (in our case, also the
visual feature space since we only apply PCA projec-
tions to the visual features), confirming our assumption
about the existence of clustering structures. On CUB,
we observe that these clusters are more mixed than on
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Fig. 11 t-SNE [69] visualization of randomly selected real images (crosses) and predicted visual exemplars (circles) for the unseen
classes on (from left to right, then from top to down) AwA, CUB, SUN, and ImageNet. Different colors of symbols denote
different unseen classes. Perfect predictions of visual features would result in well-aligned crosses and circles of the same color.
Plots for CUB and SUN are based on their first splits of SS. Plots for ImageNet are based on randomly selected 48 unseen
classes from 2-hop and word vectors as semantic representations. Best viewed in color.
Table 17 Comparison between EXEM (1NN) with support
vector regressors (SVR) and with 2-layer multi-layer perceptron
(MLP) for predicting visual exemplars. Results on CUB are for
the first split of SS. Each number for MLP is an average over 3
random initialization.
Dataset Exemplar No PCA PCA PCA
name predicted by d=1024 d=1024 d=500
AwA SVR 77.8 76.2 76.2
MLP 76.1±0.5 76.4±0.1 75.5±1.7
CUB SVR 57.1 59.4 59.4
MLP 53.8±0.3 54.2±0.3 53.8±0.5
other datasets. This is not surprising given that it is a
fine-grained classification dataset of bird species.
E.2 Exemplar Prediction Function
We compare two approaches for predicting visual ex-
emplars: kernel-based support vector regressors (SVR)
and 2-layer multi-layer perceptron (MLP) with ReLU
nonlinearity. MLP weights are `2 regularized, and we
cross-validate the regularization constant.
Similar to [84], our multi-layer perceptron is of the
form:
1
S
S∑
c=1
‖vc −W2 · ReLU(W1 · ac)‖22 + λ ·R(W1,W2),
(19)
where R denotes the `2 regularization, S is the number
of seen classes, vc is the visual exemplar of class c, ac is
the semantic representation of class c, and the weights
W1 and W2 are parameters to be optimized.
Following [84], we randomly initialize the weights
W1 and W2, and set the number of hidden units for
AwA and CUB to be 300 and 700, respectively. We
use Adam optimizer with a learning rate 0.0001 and
minibatch size of S. We tune λ on the same splits of data
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as in other experiments with class-wise CV (Sect. B).
Our code is implemented in TensorFlow [1].
Table 17 shows that SVR performs more robustly
than MLP. One explanation is that MLP is prone to
overfitting due to the small training set size (the num-
ber of seen classes) as well as the model selection chal-
lenge imposed by ZSL scenarios. SVR also comes with
other benefits; it is more efficient and less susceptible
to initialization.
E.3 Effect of PCA
Table 18 investigates the effect of PCA. In general,
EXEM (1NN) performs comparably with and without
PCA. Moreover, we see that our approach is extremely
robust, working reasonably over a wide range of (large
enough) d on all datasets. Clearly, a smaller PCA di-
mension leads to faster computation due to fewer re-
gressors to be trained.
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