Abstract-A large class of routing protocols for MANETs, namely, reactive protocols, employ some form of caching to reduce the number of route discoveries. The simplest form of caching is based on associating a timeout with each cache entry. Such timer-based cache schemes can increase the protocol efficiency. However, if the timeout is not well-tuned, a severe performance degradation arises as entries are removed either too early or too late from the cache. In this paper, we address the problem of designing a proactive cache scheme that does not rely on any timer-based mechanism. This scheme guarantees that valid cached routes are never removed while stale routes are removed aggressively. This proactive cache scheme has been embedded in the Zone Routing Protocol (ZRP) framework and evaluated by an extensive simulation study.
INTRODUCTION
T HE term MANET (Mobile Ad hoc Network) refers to a multihop packet-based wireless network composed of a set of mobile nodes that can communicate and move at the same time, without using any kind of fixed wired infrastructure. MANETs are actually self-organizing and adaptive networks that can be formed and deformed onthe-fly without the need of any centralized administration [24] . This exclusive characteristic allows the use of MANETs in many particular civilian and military situations as well as in the emerging sensor networks technology.
As for other packet data networks, one-to-one communication in a MANET is achieved by unicast routing each single packet. Routing in MANETs is challenging due to the constraints existing on the transmission bandwidth, battery power, and CPU time and the requirement to cope with frequent topological changes resulting from the mobility of nodes. Nodes of a MANET cooperate in the task of routing packets to destination nodes since each node of the network is able to communicate only with those nodes located within its transmission radius R, while the source and destination nodes can be located at a distance much higher than R.
A first attempt to cope with mobility is to use specific techniques aimed at tailoring the conventional routing protocols to the mobile environment while preserving their nature. For this reason, the protocols designed around such techniques are referred to as table À driven or proactive protocols (e.g., [3] , [5] , [15] , [19] , [22] ). To guarantee that routing tables are up-to-date and reflect the actual network topology, nodes running a proactive protocol continuously exchange route updates and recalculate paths to all possible destinations. The main advantage of proactive protocols is that a route is immediately available when it is needed for data transmissions. However, if user traffic is not generated, then resources are wasted due to the proactive route update mechanism. Also, proactive protocols do not scale well to large networks and do not converge if the mobility rate is high, although differential route updates and variable update rates may mitigate such limitations.
A different approach in the design of a routing protocol is to calculate a path only when it is necessary for data transmissions. Protocols of this family are dubbed reactive protocols or on À demand routing protocols (e.g., [1] , [14] , [21] , [23] ). A reactive protocol is characterized by a path discovery procedure and a maintenance procedure. Path discovery is based upon a query-reply cycle that adopts flooding of queries. The destination is eventually reached by the query and at least one reply is generated. Path discovery is triggered asynchronously on-demand when there is a need for the transmission of a data packet and no path to the destination is known by the source node. Discovered paths are maintained by the route maintenance procedure until they are no longer used.
The main advantage of reactive protocols is that if data traffic is not generated by nodes, then the routing activity is totally absent. The main drawback is the network-wide path discovery required to obtain routing information. Since discovery must be based on flooding, such a procedure is very costly. All nodes in the networks are involved in packet processing and retransmission; moreover, query and/or reply packets are sent roughly at the same time, a situation that can lead to the "broadcast storm problem" [20] . The main strategy to reduce the cost of flooding is to defer path discovery as much as possible so that nonoptimal but available routes are preferred to the effort of finding the current best path. The natural solution to achieve this goal is route caching. 1 Proactive and reactive approaches are merged in hybrid protocols that aim to combine the advantages of both approaches. The Zone Routing Protocol (ZRP) is a For information on obtaining reprints of this article, please send e-mail to: tc@computer.org, and reference IEEECS Log Number 114530.
1. Other additional solutions can also be exploited, such as selective flooding based on gossiping [10] and on the knowledge of the position of the destination node [13] .
well-known example of a hybrid protocol [6] . ZRP is based on the notion of a zone. Each node n is the center of a zone with radius k hops, denoted Z k ðnÞ. Nodes at a distance lesser than or equal to k from n belong to Z k ðnÞ. A proactive protocol is used among the nodes of Z k ðnÞ. A reactive protocol is used by n to reach a node outside its zone. Practically, k is set to a value much smaller than the network diameter to get a fast convergence of the proactive component of ZRP and a low routing protocol overhead [7] . Therefore, the probability that a sender selects a destination out of its zone is high, thus, again, caching is useful to reduce path discoveries of the reactive part of ZRP.
The simplest form of caching is based on timeouts associated with cache entries. When an entry is cached, a timer starts. When the timeout elapses, the entry is removed from the cache. Each time the entry is used, the timer restarts. Therefore, the effectiveness of such a scheme depends on the timeout value associated with a cached route. If the timeout is well-tuned, the protocol performance increases; otherwise, a severe degradation arises as entries are removed either prematurely or too late from the cache.
In this paper, we propose a cache scheme which is based on the notion of a caching zone whose center is a node called the cache leader. The leader is responsible for advertising routes, detected during some route discovery, inside its caching zone. The leader must guarantee the correctness of the advertised routes. The leader monitors each advertised route proactively and it sends control messages inside its caching zone as soon as a route becomes stale, i.e., it acts proactively. Also, a node that cached a route advertised by a leader either has a path to the leader or deletes the entry from the cache. It is easy to see that this proactive caching scheme fits naturally in the ZRP protocol when considering zones of ZRP as a caching zone. However, the scheme can be applied to other reactive protocols. For example, when applied to an AODV-like framework [23] , the proactive component required to monitor the cache leader can be triggered on demand as well.
This paper also presents an extensive simulation study that compares an implementation of ZRP with an implementation of ZRP plus the proposed proactive caching scheme, called C-ZRP. Numerical results show that the additional overhead due to the maintenance procedure for cached data is highly compensated by the reduction in the number of network-wide path discoveries. Moreover, the optimal zone's radius (i.e., the one that minimizes the total protocol overhead) of C-ZRP is less than or equal to ZRP's. This reduces the convergence time of the proactive component which is present in both protocols. Thus, the overall protocol efficiency increases and the application level performance -i.e., the packet delivery fraction (ratio of the data packets delivered to the destinations to those generated by the sources) and average end-to-end delay improve at the same time.
The rest of this paper is organized as follows: Section 2 reviews the most important protocols for MANETs. Section 3 points out the major characteristics of caching in routing protocols. Section 4 gives an overview of the ZRP protocol. Section 5 describes the proposed protocol. Finally, in Section 6, simulation results are presented followed by a conclusion.
ROUTING PROTOCOLS IN MANETS
Keeping in mind the main characteristics of reactive and proactive protocols explained in the introduction, this section briefly reviews the most relevant protocols for MANETs in each class.
Proactive Protocols
The Destination Sequenced Distance Vector protocol DSDV [22] is a Distance Vector (DV) protocol based on the Distributed Bellman-Ford algorithm (DBF) [4] . It reduces the main drawbacks of classical DV protocols, namely, the "counting-to-infinity" problem and the occurrence of temporary loops, while optimizing the use of route update control messages. Wireless Routing Protocol WRP [19] is a proactive protocol belonging to the class of Path Finding Algorithms (PFA) and based on a modified version of the DBF algorithm. Such a protocol eliminates the "counting-toinfinity" problem and the occurrences of temporary loops by calculating the paths using information regarding the length and second-to-last hop (predecessor) of the shortest path to each destination. Recently, an optimization over Link State (LS) protocol, called the Optimized Link State Protocol OLSR, has been proposed [15] . The key idea of OLSR is the use of Multipoint Relay (MPR) nodes to flood the network in an efficient way by reducing packets in the same region. Finally, the merging of LS and DV protocols has been investigated in the Fisheye State Routing protocol (FSR) [5] . In FSR, link state packets are exchanged with neighbors only, actually borrowing a method from the Global State Routing protocol [3] . FSR adopts the notion of scope to define regions of the network having a different accuracy in the routing information.
Reactive Protocols
The Dynamic Source Routing protocol (DSR) is a reactive protocol that adopts source routing and makes very aggressive use of route caching [14] . In DSR, path discovery and path maintenance operate entirely on-demand. Path discovery is triggered when a source node S has a packet to send to a destination node D and it does not have a path to D in its own cache. Path discovery is based on flooding the network with route request (RREQ) control packets. Path information is sent back to the source by means of route reply (RREP) packets. Intermediate nodes can reply to an RREQ packet with a path stored in their cache.
The Ad hoc On demand Distance Vector (AODV) discovers paths on-demand [23] . It marks a single path from the source to the destination as active and it stores the path information as next-hop nodes within the nodes of the path. In the Temporally Ordered Routing Algorithm (TORA), the discovery procedure builds a Directed Acyclic Graph (DAG) that provides multiple paths to the destination [21] . The reply control packets are also sent back to the source by flooding. Recently, reactive features have been added in the proactive framework in the Adaptive Distance Vector (ADV) protocol [1] . ADV is a DV protocol that maintains routes for active receivers for which route updates are advertised, just like any DV algorithm. In other words, the DV algorithm is dormant unless activated for particular nodes. A node's activation/deactivation status is toggled by flooding.
In this section, we introduce the general characteristics of a cache scheme and then discuss limits and performance of caching mechanisms proposed in the literature.
Cache Management
A cache scheme is characterized by the following set of design choices that specify cache management in terms of space (cache structure) and time (i.e., when to read/add/ delete a cache entry):
. store policy, the rules for deciding the structure of cached information, . read policy, the rules for deciding when to read (i.e., use) an entry from the cache, . writing policy, the rules for deciding when to write an entry into the cache, . deletion policy, the rules for deciding when to remove an entry from the cache. The store policy determines the structure of the route cache. Recently, Hu and Johnson studied two different cache structures, named link cache and path cache, and applied them to DSR [12] . In a link cache structure, each individual link in the routes returned in RREP packets is added to a unified graph data structure, managed at each node, that reflects the node's current view of the network topology. In so doing, new paths can be calculated by merging route information gained from different packets. In the path cache, however, each node stores a set of complete paths starting from itself. The implementation of the latter structure is easier compared to the former, but it does not permit inference of new routes and exploitation of all topology information available at a node.
The reading policy determines use using a cache entry. Besides the straightforward use from the source node when sending a new message, several other strategies are possible. For example, DSR defines the following policies: Cache reply: an intermediate node can reply to a route request with information stored in its own cache, salvaging: an intermediate node can use a path from its own cache when a data packet meets a broken link on its source route, gratuitous reply: a node runs the interface in the promiscuous mode and it listens for packets not directed to itself. If the node has a better route to the destination node of a packet, it sends a gratuitous reply to the source node with this new better route.
The writing policy determines when and which information has to be cached. Due to the broadcast nature of radio transmissions, it is quite easy for a node to learn about new paths by running its radio interface in the promiscuous mode. The main problem for the writing policy is indeed to cache valid paths. Negative caches are a technique proposed in [16] and adapted in [17] to filter the writing of cache entries in DSR out. A node stores negative caches for broken links seen either via the route error control packets or link layer for a period of time of t sec. Within this time interval, the writing of a new route cache that contains a cached broken link is disabled.
The deletion policy determines which information has to be removed from the cache and when. Deletion policy is actually the most critical part of a cache scheme. Two kinds of "errors" can occur, due to an imprecise erasure:
. Early Deletion: A cached route is removed when it is still valid, . Late Deletion: A cached route is not removed even if it is no longer valid. The visible effect of these kinds of errors is a reduction in the packet delivery fraction and an increase in the routing overhead (the total number of overhead packets) [18] . Late deletions create the potential risk of an avalanche effect, especially at high load. If a node replies with a stale route, the incorrect information may be cached by other nodes and, in turn, used as a reply to a discovery. Thus, cache "pollution" can propagate fairly quickly [17] .
A Remark on Caching Schemes
To the best of our knowledge, caching schemes have only been applied to DSR. In particular, all such schemes rely on a local timer-based deletion policy [12] , [18] . The only exception has been recently proposed by Marina and Das in [17] . They introduce a reactive caching deletion policy, namely, the wider error notification, that propagates route errors to all the nodes, forcing each node to delete stale entries from its cache.
Simulation results reported in [12] , [17] show, as expected, that performance of a timer-based caching deletion policy is highly affected by the choice of the timeout associated with each entry. In the path cache, for a value of timeout lower than the optimal one (i.e., early deletion), the packet delivery fraction and routing overhead are worse than caching schemes that do not use any timeout. In the link cache, late deletion errors increase the routing overhead while the packet delivery fraction falls sharply.
The cache timeout can obviously be tuned dynamically. However, adaptive timer-based deletion policies have their own drawbacks. This policy suffers from late or early deletion errors during the transition time from one optimal timeout value to the successive one. So, the more the network and the data load are variable, the worse the performance will be.
To reduce the effect of such imprecise deletions, the adaptive timer-based cache scheme has been combined with the wide error notification deletion technique and studied for DSR in [17] . According to such a combined scheme, routes that become stale before their timeout expiration are removed reactively from all the sources using that route. In this combined technique, however, two more points remain unresolved: 1) Due to the reactive nature of the deletions, if a cache entry is not used, it remains in the cache, even if no longer valid, thus, it can be used as a reply to a path discovery; 2) the effect of early deletions cannot be avoided. The avoidance of these two problems will be among the main targets of the protocol designed in Section 5.
AN OVERVIEW OF THE ZONE ROUTING PROTOCOL (ZRP)
ZRP is a hybrid routing protocol which aims to combine the advantages of both the proactive and reactive approaches [6] . Such a protocol is based on the notion of a routing zone, hereafter also simply referred to as a zone. A zone Z k ðnÞ with radius k is defined for each node n as the set of nodes at a distance at most k hops from n Z k ðnÞ ¼ fi : Hðn; iÞ kg;
where Hði; jÞ is the distance in number of hops between node i and node j. The node n is called the central node of the routing zone, while a node b such that Hðn; bÞ ¼ k is called a peripheral node of n. The other nodes of the zone are called internal nodes. The protocol's architecture is organized into four main components: the IntrAzone Routing Protocol (IARP), the IntErzone Routing Protocol (IERP), the Bordercast protocol (BRP), and a layer-2 Neighbor Discovery/Maintenance Protocol (NDP) [9] , [10] .
For each node n, the IARP provides routes proactively to nodes belonging to Z k ðnÞ. The value for k is usually small compared to the network diameter and can be optimized for different scenarios, characterized by different mobility and traffic degrees [8] , [7] . The IARP can be implemented by any proactive protocol with the limitation that route updates have to be propagated up to a distance of k hops from the central node. IARP uses the NDP service to learn about a node's neighbors. NDP notifies the IARP when a new link to a neighbor is established or an exiting one is deleted.
For those nodes located at a distance k 0 > k from the source node, ZRP invokes the IERP component to calculate an interzone path. An interzone path from S to D is formed by a sequence of nodes B 0 ¼ S; B 1 ; . . . B M ; B Mþ1 ¼ D, in which node B iþ1 is a node within B i 's routing zone and external to B iÀ1 's routing zone. The path is calculated ondemand using a form of selective flooding that exploits the underlying zone structure generated by the IARP.
Specifically, flooding is based on sending query packets only to the peripheral nodes (also called border nodes), using a special kind of multicast transmission dubbed bordercast. When a node receives the query packet for a target node D, it can either reply to the source-if D is a member of its routing zone-or bordercast the query packet to its peripheral nodes. Eventually, the query packet reaches a node having D as a member of its zone so that a reply control packet is generated and sent back to the source. A route to D can be accumulated in the query packet during forwarding or-to reduce the query packet length-stored temporarily at nodes and accumulated in the reply control packet during the reply phase.
In ZRP, zones heavily overlap due to the lack of coordination among nodes. As a result, a node can be a member as well as a border node of many zones. Thus, the basic query mechanism can perform even worse than in standard flooding since a node can forward the same query packet many times, while the same zone can be queried more than once.
ZRP provides several solutions to deal with this problem of stopping and controlling redundant query threads, as well as to prevent the sending of redundant queries. Loopback Termination (LT) is a mechanism which is able to detect if a query thread returns to a routing zone that it previously queried and to discard the thread accordingly. The Query Detection schemes (QD1 and QD2) detect and discard a query thread if it queries a zone already queried by other threads. The QD2 mechanism extends this capability also to nodes that are in the transmission range of the query-transmitting node. Early Termination (ET) extends the capacity to terminate threads also to nodes internal to a zone. Finally, selective bordercast (SBC) prevents thread overlap by using a modified IARP that provides network topology information for an extended zone with a radius 2k.
Packet forwarding along an interzone path may adopt a modified source routing. A routing path only contains the border nodes that have to be traversed. Forwarding along border nodes is table driven since the distance between border nodes is k. Route maintenance is responsible for maintaining interzone paths. The use of a local repair procedure, aiming at repairing the broken link by a minipath search, is also suggested to reduce the need of global route discoveries.
THE C-ZRP PROTOCOL
In this section, we first give an overview of the proactive caching scheme and of the C-ZRP behavior. Then, we detail the implementation of the protocol.
Overview of the Proactive Caching Scheme
The proposed caching scheme is based on the notions of caching zone, cache leader, and active path.
The caching zone with radius k Ã for a cache leader n is defined as the set of nodes at a distance at most k Ã hops from n. An active path is created as a result of the discover phase and it is composed of a set of nodes, hereafter referred to as active nodes, forming a path from a source node S to a destination node D. Cache leader nodes are a subset of the active nodes.
The key consideration is to avoid the possibility that nodes can cache route information autonomously. Therefore, a cache leader n is the only node which is authorized to advertise route information inside its caching zone which is written into caches. On receiving the advertising message, a node proactively maintains a path to n so that it can be used as the next-hop node to any of the advertised routes. A cache leader is responsible for the validity of the advertised routes. Thus, it monitors such routes and it forces each node in its caching zone to remove a route as soon as it becomes stale. So, the deletion policy is proactive.
Let us note that, if we consider k Ã ¼ k and each node of a ZRP interzone path as a cache leader, we get the same underlying zone structure of ZRP (this implies that each active node is a cache leader). However, more generally, a cache leader can decide to advertise paths only to those nodes located at a distance k Ã < k and not all active nodes need to be cache leaders.
Implementation of C-ZRP
In the following, we provide the description of a possible implementation of C-ZRP. For simplicity, the implementation assumes:
All active nodes act as cache leader nodes and vice versa. 3. Only paths to active nodes are advertised as external routes. 4. Caches are managed using explicit injection/deletion messages. 5. To stop redundant query threads, the following redundant filtering rules are used: LT, QD2 and ET (see Section 4).
When a node S executes a route request for a node D, an interzone path from S to D is identified (see Section 4). A node B i belonging to an interzone path is an active node for the caching scheme (an example of an interzone path between S and D formed by nodes b, e, p, and t is shown in Fig. 1 ). Thus, an interzone path is also an active path. An interzone path is stored according to a distributed next-hop fashion, where the next-hop node is an active node. B i stores B iþ1 as the next-hop active node for all the downstream nodes from B iþ2 to B Mþ1 and B iÀ1 as the next-hop active node for all the upstream nodes from B 0 to B iÀ2 . These two active nodes will be referred to as companion nodes (as an example, the companion nodes of node b, with respect to the interzone path from S to D shown in Fig. 1 , are S and e).
All routing information concerning nodes belonging to an interzone path is advertised inside the caching zone of each member of the path which thus acts as cache leader for those information. Such routes are then maintained proactively by the IARP. If a new node joins B i 's zone, it acquires, by means of the IARP, all previously advertised routing information by B i . Since a node may belong to more than one overlapping zone, it can acquire more than a single path to the same destination.
When a node, say B iþ1 , leaves B i 's routing zone, not all the routing information gathered during the route request/ reply is lost. Roughly speaking, two active paths from S to B iÀ1 and from B iþ1 to D are still up. Hence, all the routing information concerning these subpaths is still valid. However, nodes B 0 ; ::B iÀ1 (B iÀ1 ; ::; B Mþ1 ) notify the nodes inside their own zones, using a delete control message, that the destinations B iÀ1 ; ::; B Mþ1 (B 0 ; ::B i ) are no longer reachable.
We remark that both delete and inject messages can be piggybacked on messages regularly exchanged by the proactive routing protocol. However, the use of explicit messages provides a faster reaction to topological changes.
Data Structures
Each node X uses the following local data structures:
. Internal Zone routing Table (IZT) . An entry of IZT is a triple (d; n; #h), where d is the destination node, n is the next-hop node (located in the X's transmission range), and #h is the path cost in number of hops.
. External Zone routing Table (EZT) . A row of EZT is a triple (d; n; #z), where d is the destination node, n is the next-hop active node (n belongs to the X's routing zone and is not restricted to be in its transmission range), and #z is the cost of the path from X to d, given as the number of active nodes that have to be traversed. For example, in Fig. 1 , node b sets node e as the next-hop active node for p with cost two (nodes e and p).
. InterZone Path table (IZP). An interzone path
corresponds to an entry in X's IZP table provided that X is an active node and (X 6 ¼ S; D). In this case, let the path id be ID and X ¼ B i . The entry is the triple (ID; B iÀ1 ; B iþ1 ). . Reachable Nodes (RN) list. This is a sequence of pairs (d; #z), where d is an active node belonging to an interzone path and #z is the cost of the path from X expressed as number of active nodes that must be traversed to reach d. A node X advertises RN to nodes belonging to Z k ðXÞ. RN includes the projection of EZT along the first and third components. For example, node b of Fig. 1 will include the pairs (p; 2), (t; 3), and (D; 4) in RN. . Unreachable Nodes (UN) set. This set of nodes is used to advertise destinations that become unreachable. The following consistency relations are always guaranteed: 2 ðd; n; ÀÞ 2 EZT ) ðn; À; ÀÞ 2 IZT ðID; a; bÞ 2 IZP ) ða; À; ÀÞ; ðb; À; ÀÞ 2 IZT:
An example of the EZT, IZT, and IZP data structures is given in Fig. 1 .
IERP and Interzone Path Management
When a node S has a new message m to send to a node D, it first checks if either IZT or EZT have an entry for D. If this is not the case, it invokes the IERP for calculating a new path and a new route discovery is triggered. See Fig. 2 .
Interzone Path creation. A single interzone path from S to D is created during a route request/reply cycle by allowing only the destination D to send a single reply for a given request. The path is tagged with a unique identifier 2. The character -means any. ID, for example, obtained by using increasing sequence numbers generated by the requesting node. When S triggers a new route discovery for a node D, it bordercasts a query message to all its border nodes. The message contains the identifier ID and a route accumulation vector AV ½, initialized with AV ½0 ¼ S. Let M be the number of active nodes (not including S and D). ðAV ½i; AV ½j À 1; j À iÞ; for 0 i j À 2 ðAV ½i; AV ½j þ 1; i À jÞ; for j þ 2 i M þ 1:
c. I t p r e p a r e s RN ¼ ½ðAV ½j þ i; jijÞ, for Àj i M þ 1. d. If B j 6 ¼ S, then it forwards the reply message to the node AV ½j À 1. Fig. 2b shows the state at node B 2 after the reception of the reply message with AV ¼ ½S; B 1 3 and sends a Delete_Path message, containing UN and the path identifier ID, to the companion node. 4. Deletes the entry ðID; B jÀ1 ; B jþ1 Þ from IZP after the successful transmission of the message. When an active path is broken, the source node either receives the Delete_Path message from B 1 (if the link is broken between (B j ; B jþ1 ), with j > 0), or is able to detect the break autonomously via IARP. The source node thus triggers a new route discovery if required to send other packets, while the two subpaths (B 0 ; B 1 ; :::; B jÀ1 and B jþ1 ; B jþ2 ; :::; B Mþ1 ) remain active. Fig. 2c shows the case when the "link" between B 2 and B 3 is broken (i.e., their distance becomes higher than k). Two interzone subpaths, ðS; B 1 ; B 2 Þ and ðB 3 ; B 4 ; DÞ, are generated. In the figure, B 2 's EZT data structure is also shown.
When an active node receives a Delete_Path message from one of its companion nodes X, it deletes the entries stored in the UN list from EZT and forwards the message to the other companion node. If the receiving node has some another route to a node stored in UN, then it doesn't include such a node when forwarding UN.
Cache Management
So far, we have described how a node B j belonging to an interzone path from S to D acquires route information about all the other nodes of the interzone path. The node stores this information in the EZT data structure and creates the RN list. We now discuss how routes are managed inside the caching zones.
Injecting and maintaining external routes. In order to allow all the nodes of B j 's routing zone to use the acquired information, B j broadcasts RN inside its zone. 4 We call such a message the inject message.
On receiving an inject message carrying the reachable node list RN from a node X ¼ B j , a node Y creates a set of entries (RN½i:d; X; RN½i:#z) into its own EZT, 0 i jRNj, where RN½i:d is the first component (destination node) of the ith pair of RN, RN½i:#z, the second component (i.e., the length), and jRNj is the number of elements of RN. Fig. 3a shows node B 2 injecting the external routes to nodes S; B 1 ; B 3 ; B 4 ; D into its zone. Note that Y now has two routes to node B 1 since such a node is in the Y 0 routing zone. Deleting external routes. When a node B j either detects a path breakage or receives a Delete_Path message, it broadcasts a Delete message into its zone containing the list of unreachable nodes UN.
When an internal node receives a Delete message it deletes all the matching entries from EZT. Fig. 3b shows the delete mechanism on node Y .
IARP
The proactive component of C-ZRP (IARP) relies on a modified Distance Vector algorithm. The Neighbor Discovery Protocol (NDP), see Section 4, notifies the IARP when a new link to a neighbor is established or an exiting one is deleted. When the IARP receives such an event, it sends an update route message to its neighbors. On receiving a route update message, a node calculates the new routing table and sends a new route update to its neighbors. IARP also advertises external routes by sending the triples stored into its own EZT. If the advertised nexthop node of a triple belongs to the routing zone of the receiving node, then such a node adds the entry into its EZT. Note that the next-hop node is not set to the sending node. The IARP uses the value k þ 1 as infinity. Finally, to guarantee the consistency relations, when a node n leaves X's routing zone, the IARP deletes: the entry (n; À; À) from IZT; all the entries (À; n; À) from EZT; all the entries (À; n; À) and (À; À; n) from IZP.
Forwarding a Packet
When a node S needs to send a message m to a destination node D, it checks the IZT table. If an entry (D; n; À) is found, then the message is sent to n. Otherwise, S checks the EZT table for an entry (D; n; À). If such an entry exists, then S sends the message to n; otherwise, it triggers a new route discovery. Eventually, a node Y is selected as the next-hop node toward D and the message m is sent to it.
On receiving m, a node Y checks the destination m:dst. If m:dst ¼ Y , then the message is delivered to the upper layer. Otherwise, Y forwards the message according to the following algorithm:
One possible way is to use a limited broadcast with the Time To Live field set to the zone's radius k. /*choose the lowest #z if multiple matches*/ Let (n Ã ; n; À) 2 IZT; ucast(m) to n;
PERFORMANCE RESULTS
In this section, we present the protocol performance obtained by means of simulations. The values are calculated as the average of five independent runs. We followed a similar methodology presented by Broch et al. in [2] . We observed ZRP for a fixed simulation period of 1,000 sec. under the same traffic and mobility patterns and compared its behavior against C-ZRP.
Simulation Model
Each node moves in a 1; 500 Â 1; 500 m 2 square region according to a random waypoint model: The node alternates between a pause state and a moving state, i.e., it stays in a place for a fixed time interval, called the Pause Time (P T ), and then it moves to a random destination point in the region at a constant speed V ¼ 5 m/s. P T is given as a percentage of the simulation period and its value establishes the mobility degree. The NDP service implemented at MAC layer is modeled by notifying the IARP as soon as a link with a new neighbor is discovered or an existing one is deleted.
Node movement and traffic generation are mutually independent. Traffic activity is modeled as Constant Bit Rate (CBR) sources. Only a subset of nodes (the sending subset) can generate traffic directed to a fixed subset (the destination subset). The sending and destination subset are disjoint and are composed of the same number A of nodes.
Each node of the sending subset generates L = 512-byte packets at a rate & messages/sec over a C = 2 Mbps digital channel. A packet is destined to a randomly selected node belonging to destination subset.
We assume a fairly ideal behavior of the underlying communication system so that the observed results are only due to the protocol characteristics and do not depend on any particular traffic load (i.e., congestion), environment (i.e., signal propagation) condition, or MAC layer efficiency. In this way, we attempt to remove all effects not directly due to the algorithm itself. A similar approach has been followed in the analysis of ZRP [8] .
A unicast or broadcast message is successfully received by the target node, provided it is at a distance at most R ¼ 250 m from the sending node. Data packets sent on behalf of applications are received T a ¼ 2 ms after its transmission. Similarly, the transmission time of the shorter routing message is T r ¼ 1 ms. Table 1 summarizes the simulation parameters and their ranges.
Performance Metrics
To assess the performance of the cache scheme, we estimate the following performance metrics:
. Delivery fraction: the ratio of the data packets delivered to the destinations to those generated by the sources. To estimate this value, the generation of new data packets was stopped after the nominal simulation time and the simulation extended until no data packets were circulating in the network. . Average end À to À end delay: the elapsed time from when a source has a packet to send until the packet is delivered to the destination. . Normalized protocol overhead: the total number of protocol overhead packets generated for each delivered data packet. The protocol overhead is formed by all layer-3 routing control packets, i.e., the ones generated by
. interzone path maintenance procedure, and 4. cache management (inject/delete messages). For packets sent over multiple hops, each single hop was counted as one transmission. The first two metrics measure the effectiveness of the scheme, i.e., the performance as seen by an application, while the other one measures the scheme's efficiency, i.e., the amount of resources used to achieve the application level performance.
Numerical Results

Tuning the Zone's Radius
The performance of a ZRP-like protocol depends on the zone's radius k, which is also the unique protocol's parameter to tune. The optimal value for k, k opt , is the one that minimizes the normalized protocol overhead. k opt has been obtained by measuring such an overhead as a function of k, for a given value of P T (mobility), & (traffic load), and A (traffic diversity). Small values for k correspond to a higher reactive component, with a pure reactive behavior for k ¼ 1 (in this case, a node knows only its own neighbors). The contribution of IARP to the protocol overhead thus is zero for k ¼ 1 and increases with k, while the IERP component decreases with k and is zero for k ¼ 1. Note, however, that, in the C-ZRP protocol, caching is enabled even when setting k ¼ 1. Thus, C-ZRP always behaves differently from ZRP due to the sending of inject messages. Fig. 4 shows the normalized protocol overhead as a function of k for A ¼ 25, & ¼ 4 messages/sec and P T ¼ 70% or P T ¼ 20%. For low mobility (P T ¼ 70%), the optimal values are k ¼ 4 for ZRP (normalized overhead = 9:77) and k ¼ 3 for C-ZRP (normalized overhead 3:98), with an improvement of 59.2 percent. For higher mobility (P T ¼ 20%), the values are k ¼ 3 for ZRP (normalized overhead = 21:51) and k ¼ 3 for C-ZRP (normalized overhead 16:08), with an improvement of 25.2 percent. A similar tuning was done for different values of P T , A, and &. For C-ZRP, we always found an optimal value of k opt ¼ 3, while, for ZRP, k opt ¼ 4 for a low mobility and k opt ¼ 3 for higher mobility.
It is interesting to note that the best value for k does not correspond to the highest delivery fraction. Fig. 5 shows the delivery fraction as a function of k for & ¼ 1 and A ¼ 5. As the zone's radius increases, the time required to detect a "link" breakage between two active nodes of an interzone path increases due to a longer IARP convergence time. Thus, the number of packets discarded due to an attempt of transmitting along such a link increases and the delivery fraction decreases accordingly. In C-ZRP, this behavior is lessened since a node can have more than one path to the same destination. Suppose that the link between two active nodes B i and B iþ1 of an interzone path P from S to D is broken just after a message has been sent from the source node. If B iþ1 is also an active node of an interzone path P 0 from S 0 to D 0 , it can happen that B i has received a path to B iþ1 from a node X belonging to its routing zone and to P 0 . When received by node B i the message with destination D can thus be correctly forwarded to B iþ1 through X. In the meanwhile, node B i also sends an error notification message to S so that subsequent transmissions trigger a new path discovery. This scenario is also valid for k ¼ 1.
Caching thus seems to have the following main positive consequences: 1) It produces a self-stabilizing effect on the optimal value for the zone's radius; 2) it reduces k opt and, thus, the delivery fraction increases due to a shorter IARP's convergence time; 3) it can provide redundant paths to border nodes, thus producing a salvaging effect. As expected, this value increases with P T . In fact, the higher the value of P T , the lower the mobility and, thus, the higher the time interval a route remains in the tables. In this way, the probability that the entry will be used to send a message to D increases. For P T ¼ 100%, the network is static and, thus, paths are learned once, either via route discovery or via an inject message. Since this information is always valid the hit rate approaches 100 percent. Fig. 7 shows the normalized protocol overhead as a function of the mobility (Pause Time, P T ) for & ¼ 1 and A ¼ 5 or A ¼ 25 and k ¼ k opt . As P T increases, the number of route discoveries decreases, with the extreme case of one discovery per destination when P T ¼ 100%. Thus, the overhead decreases.
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Figs. 8 and 9 show the normalized overhead as a function of the total offered load given in messages/sec, when k ¼ k opt . As the load increases, the number of packets that are delivered using a path increases as well and, thus, the routing overhead decreases. The additional overhead due to transmissions of the inject and delete messages is balanced by the reduction in the number of route requests and the corresponding network flooding, thus resulting in a reduction of C-ZRP's overhead compared to the one measured in ZRP.
Figures confirm that such an improvement in the protocol's efficiency is obtained under any working condition, characterized by a specific combination of the load and mobility. As an example, Table 2 lists the total number of route requests observed during a simulation when A ¼ 25 and & ¼ 4 messages/sec for P T ¼ 70% and 20%.
Even with frequent changes in the network topology (e.g., P T ¼ 20%), we measured a significant reduction in the number of queries, almost 66 percent.
The information carried by the inject/delete messages could be piggybacked in IARP's protocol packets. In this case, as a qualitative analysis, assuming that each new request triggers an inject message, the protocol overhead reduces roughly by the same amount of route requests. However, the number of discoveries can increase since internal nodes receive external paths later than when using explicit control messages. In this case, to reduce the overhead, a node could first trigger a mini-search, setting the maximum number of hops in the query packet equals to the zone's radius and, then, if the search fails, the node can issue a standard global path discovery. The zone's radius for ZRP was set to k ¼ 4 for low mobility (points P T ¼ 100 and P T ¼ 70 in the figure) and k ¼ 3 for higher mobility, while, for C-ZRP, k ¼ 3. These values are the optimal ones. As expected, the delivery fraction increases with the pause time, with a reduction in ZRP when using the higher zone's radius. Fig. 11 shows the delivery fraction as a function of the total offered load for A ¼ 5 and P T ¼ 20%, obtained for k ¼ k opt . As the load increases, the delivery fraction initially increases since the same interzone path can be used to safely send a higher number of data packets. However, with higher loading conditions, the number of packets discarded due to a route breakage increases too. The same behavior was observed for a higher number of active stations (A ¼ 25), see Fig. 12 . and different values for the mobility. At low mobility (P T ¼ 70%), delay decreases with the load since the number of route requests decreases. At higher mobility, the delay first decreases for the same reason, but it starts to increase when the load reaches a given value, due to an increasing number of path discoveries.
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CONCLUSIONS
Starting from the observation that guaranteeing the validity of cached paths at a node is critical to achieving good performance in reactive routing protocols, in this paper, we proposed a new cache mechanism, based on the notion of caching zone, which proactively removes stale information from the caches of all the nodes in a MANET.
The basic idea is to cache topology information associated with an active path and to use control messages to remove stale information as soon as the path is broken. The caching scheme therefore does not rely on any timeout associated with the cache entry, thus avoiding the burden of timeout estimation. Hence, we devised a routing protocol, namely C-ZRP, by combining the zone-based caching mechanism with the ZRP routing protocol. Finally, we studied the performance of C-ZRP with respect to the original version of ZRP.
More specifically, we presented simulation results for different mobility and traffic patterns that show how the mechanism reduces the need for path discoveries. The additional overhead due to the maintenance procedure for cached data is highly compensated by the reduction in the number of path discoveries, so the overall protocol efficiency increases, getting an application level performance improvement at the same time. This confirms the effectiveness of the cache mechanism.
