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Abstract
In this paper, based on a matrix norm, we first present a ball of separable
unnormalized states around the identity matrix for the bipartite quantum system,
which is larger than the separable ball in Frobenius norm. Then the proposed ball
is used to get not only simple sufficient conditions for the separability of pseudopure
states and the states with strong positive partial transposes, but also a separable
ball centered at the identity matrix for the multipartite quantum system.
1 Introduction
Quantum entanglement plays a key role in the fields of quantum information processing,
including quantum teleportation [1], quantum computing [2], and quantum communi-
cations [3], etc. However, it is extremely difficult to check whether a given quantum
state is entangled or separable (not entangled) [4]. From [5] we know that the set of
separable states forms a convex body, and all states sufficiently close to the maximally
mixed state are necessarily separable. Thus, it is of great interest to describe the largest
balls of separable states in various norms which fit in this convex body.
In the Schatten p-norm with 1 ≤ p ≤ ∞, the balls of separable unnormalized states
around the identity matrix were studied in [6] for the bipartite quantum system. The
authors showed that these balls are the largest ones in Schatten p-norms, i.e., any
ball centered at the identity matrix with larger radius must contain entangled states
or matrices without positive semidefiniteness. Soon after [6], Gurvits and Barnum
[7, 8] presented the separable balls in Frobenius norm for multipartite quantum system,
which have exponentially larger radius than the existing one given in [9]. Unlike the
ball for bipartite quantum system, these balls are not necessarily the largest ones.
They were further improved by Hildebrand in [10] for the multiqubit quantum system.
These separable balls can be used to provide not only some simple sufficient separable
conditions for the pesudopure states arising from the technique of liquid-state nuclear
magnetic resonance (NMR), but also the tools to study the complexity of the problem
about entanglement and separability; see, e.g., [6]-[10].
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All the separable balls mentioned above are due to the Schatten p-norm with 1 ≤
p ≤ ∞, in particular, the Frobenius norm. Based on a new norm, this paper is first
devoted to obtaining another separable ball for the bipartite quantum system, which
is larger than the ball given in [6] with Frobenius norm. By making use of this ball,
we then derive some simple sufficient separable conditions for the pseudopure states
[6, 7, 11] and the states with strong positive partial transposes [12]-[14]. Finally, a
separable ball depending on the new norm is obtained for the multipartite quantum
system. As an example, an unnormalized state is shown to be in this ball, but not in
the balls given by [7, 8, 10].
The remainder of the paper is organized as follows. In Section 2, we introduce the
notation, preliminaries, and the new norm. In Section 3, the separable ball for bipartite
quantum system is given firstly. Secondly, this ball is used to investigate the separa-
bility of the pseudopure states and the states with strong positive partial transposes.
Finally, the presented separable ball for bipartite quantum system is generalized to the
multipartite quantum system. In Section 4, some concluding remarks are given.
2 Notation and preliminaries
We denote by HCn×n and PCn×n the sets of n×n Hermitian complex matrices and n×n
Hermitian positive semidefinite matrices, respectively. For any X ∈ Cn×n, X† denotes
the conjugate transpose of X, and X can be decomposed into X = H(X) +S(X) with
H(X) = 12 (X +X
†) and S(X) = 12(X −X†). The Schatten p-norm of X is defined as
‖X‖p =
(
tr
(
(X†X)
p
2
)) 1
p
, 1 ≤ p ≤ ∞.
As is well known, ||X||2 and ||X||∞ are the Frobenius norm and the spectral norm of
X, respectively.
The following definitions about cones can be found in [7]. A cone is a subset of a
vector space that is closed under multiplication by positive scalars. Let C1 ⊂ V1 and
C2 ⊂ V2 be two cones. Then the linear map φ : V1 → V2 is said to be C1-to-C2 positive
if φ(C1) ⊆ C2. When C2 is chosen to be the set of the Hermitian positive semidefinite
matrices, “C1-to-C2 positive” is abbreviated to be “C1-positive”. The cone S is said to
be generated from the set T if and only if S is the set of the positive linear combination
of elements of T .
A state represented by a matrix ρ (not necessarily normalized, but Hermitian pos-
itive semidefinite) in the Hilbert space Cn1 ⊗ Cn2 · · · ⊗ Cnm is separable if and only if
ρ is a combination of product states, that is
ρ =
∑
k
pkρ
1
k ⊗ ρ2k ⊗ · · · ⊗ ρmk ,
where pk is positive, and ρ
i
k is the state of the ith subsystem. If all the states ρ, ρ
i
k are
normalized, i.e., tr(ρ) = 1 and tr(ρik) = 1, then {pk} is a probability distribution. The
state ρ can be represented as a matrix with an m-level nested block structure [7]. It is
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denoted by ρ ∈ B(n1, · · · , nm) with
ρ =

 ρ11 · · · ρ1n1· · · · · · · · ·
ρn11 · · · ρn1n1

 , ρij ∈ B(n2, · · · , nm),
where B(nm) = C
nm×nm . We now define a nonnegative real function on B(n1, n2):
‖X‖n1,n2 =
∥∥(||Xij ||∞)∥∥∞ , ∀ X ∈ B(n1, n2).
In fact, this function is a matrix norm. The positivity, positive scalability and triangular
inequality are easily verified. We now prove the consistency. For any X,Y ∈ B(n1, n2),
‖XY ‖n1,n2 =
∥∥∥(||∑n1
k=1
XikY kj||∞
)∥∥∥
∞
≤
∥∥∥(∑n1
k=1
||Xik||∞||Y kj||∞
)∥∥∥
∞
=
∥∥(||Xij ||∞) (||Y ij||∞)∥∥∞ ≤ ∥∥(||Xij ||∞)∥∥∞ ∥∥(||Y ij ||∞)∥∥∞ = ||X||n1,n2 ||Y ||n1,n2 .
Since the spectral norm is bounded above by the Frobenius norm, it is not difficult
to get
||X||n1,n2 = ||(||Xij ||∞)||∞ ≤ ||(||Xij ||2)||2 = ||X||2. (1)
Recursively, we can define the matrix norm ‖‖n1,··· ,nm on B(n1, · · · , nm):
‖X‖n1,··· ,nm =
∥∥(||Xij ||n2,··· ,nm)∥∥∞ , ∀ X ∈ B(n1, · · · , nm).
In the following, this norm will be said to be the (n1, · · · , nm)-nested norm.
We now derive some properties of the new defined norm, which will be used in the
next section.
Proposition 2.1.
(i) For any X ∈ B(n1, n2),
‖X‖∞ ≤ ‖X‖n1,n2 ≤ n1 ‖X‖∞ .
(ii) For any X ∈ Cn×n,
‖X‖∞ ≥ max {‖H(X)‖∞ , ‖S(X)‖∞} .
(iii) For any X ∈ B(n1, n2),
‖X‖n1,n2 ≥ max
{
‖H(X)‖n1,n2 , ‖S(X)‖n1,n2
}
.
Proof. Proof of (i). The first inequality is due to the proof of [6, Theorem 1]. From
[15, Corollary 3.8], we have
‖X‖∞ ≥ max1≤i,j≤n1
∥∥Xij∥∥∞ ,
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which implies, by setting e = (1, · · · , 1)† ∈ Cn1 ,
‖X‖n1,n2 =
∥∥(||Xij ||∞)∥∥∞ ≤ ‖X‖∞ ||ee†||∞ = n1 ‖X‖∞ .
Proof of (ii). From [16, Theorem 1.2], we can get
‖X‖∞ ≥ max||x||∞=1,x∈Cn |x
†Xx| = max
||x||∞=1,x∈Cn
|x†H(X)x+ x†S(X)x|.
Since x†H(X)x is real, and x†S(X)x is pure imaginary or zero, we further have
‖X‖∞ ≥ max
{
max
||x||∞=1,x∈Cn
|x†H(X)x|, max
||x||∞=1,x∈Cn
|x†S(X)x|
}
= max {‖H(X)‖∞ , ‖S(X)‖∞} .
Proof of (iii). On one hand, by (ii),
‖X‖n1,n2 =
∥∥(||Xij ||∞)∥∥∞ ≥
∥∥∥∥
(
1
2
(||Xij ||∞ + ||(Xji)†||∞)
)∥∥∥∥
∞
≥
∥∥∥∥
(
1
2
||Xij + (Xji)†||∞
)∥∥∥∥
∞
= ‖H(X)‖n1,n2 .
On the other hand, applying the result given above to iX = iH(X) + iS(X) with
i =
√−1 yields
‖X‖n1,n2 = ‖iX‖n1,n2 ≥ ‖H(iX)‖n1,n2 = ‖iS(X)‖n1,n2 = ‖S(X)‖n1,n2 .
The proof is completed. ✷
3 The separable ball for the bipartite quantum system
and its applications
It was shown in [6] that the unnormalized state In1n2 + η in C
n1 ⊗Cn2 is separable for
all η satisfying ||η||2 ≤ 1. In this section, the condition ||η||2 ≤ 1 is improved to be
||η||n1,n2 ≤ 1. The following lemma is due to [17]; see also [6].
Lemma 3.1. The unnormalized state ρ in Cn1 ⊗ Cn2 is separable if and only if, for
any positive stochastic linear operator (i.e., preserving positive semidefiniteness and
identity matrices) Λ2 : C
n2×n2 → Cn′2×n′2 , (In1 ⊗ Λ2)ρ is positive semidefinite.
Theorem 3.1. The unnormalized state ρ in Cn1⊗Cn2 is separable if ||ρ−In1n2 ||n1,n2 ≤
1.
Proof. Set δ = ρ − In1n2 . For any positive stochastic linear operator Λ2 : Cn2×n2 →
C
n2×n2 , from the proof of [6, Theorem 1 and Proposition 2] we have
‖(In1 ⊗ Λ2)δ‖∞ ≤
∥∥(∥∥Λ2(δij)∥∥∞)∥∥∞ ≤ ∥∥(∥∥δij∥∥∞)∥∥∞ = ‖δ‖n1,n2 ≤ 1,
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which implies that (In1 ⊗Λ2)ρ = In1n2 + (In1 ⊗Λ2)δ is positive semidefinite. Thus, by
Lemma 3.1 ρ is separable. ✷
Since ρ can have negative eigenvalues if ||ρ − In1n2 ||n1,n2 > 1, we get that the ball
given by Theorem 3.1 is the largest one with the new norm. If the normalized state ρ
in Cn1 ⊗ Cn2 , i.e., tr(ρ)=1, satisfies
||ρ− 1
n1n2
In1n2 ||n1,n2 ≤
1
n1n2
,
then by Theorem 3.1 ρ is separable.
From (1), it follows that the ball given by Theorem 3.1 is larger than the one showed
by [6, Theorem 1]. For example, consider the d-dimensional Werner states [18]
ρW =
1
d3 − d ((d− b)Id2 + (db− 1)η) ,
where −1 ≤ b ≤ 1, the “flip” or “swap” operator η can be represented as η =∑d−1
i,j=0 |ij〉〈ji|, and ρW is separable if and only if 0 ≤ b ≤ 1. Since
||d2ρW − Id2 ||d,d = |1− db| and ||d2ρW − Id2 ||2 =
d|1 − db|√
d2 − 1 ,
due to Theorem 3.1 and [6, Theorem 1], we get the separable conditions, respectively,
0 ≤ b ≤ 2
d
and
d−√d2 − 1
d2
≤ b ≤ d+
√
d2 − 1
d2
. (2)
Clearly, the former is better than the later. Moreover, Theorem 1 becomes sufficient
and necessary for the separability of the 2-dimensional Werner state.
By the parameter scaling technique and Theorem 3.1, the following slightly better
separable condition for Werner state can be obtained:
0 ≤ b ≤ 2d− 1
d2 − d+ 1 .
In fact, we only consider the case 2
d
≤ b ≤ 2d−1
d2−d+1 from (2). Taking a =
2d2−d−2db+d2b
2(d2−1)
yields
(d2 − db− d2a+ a) + d2b− d = −(d2 − db− d2a+ a) ≥ 0,
and, furthermore,∥∥∥∥d2a ρW − In1n2
∥∥∥∥
n1,n2
=
1
a(d2 − 1)
(
(d2 − db− d2a+ a+ d2b− d) + (d− 1)(d2b− d))
=
1
a(d2 − 1)(d
3b− db− d2a+ a) ≤ 1.
Therefore, ρW is separable from Theorem 3.1. Similar analysis can be used for the
isotropic states [19].
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The following well-known 3× 3 bound entangled state was due to Horodecki [21]:
ρ =
1
8a+ 1


a 0 0 0 a 0 0 0 a
0 a 0 0 0 0 0 0 0
0 0 a 0 0 0 0 0 0
0 0 0 a 0 0 0 0 0
a 0 0 0 a 0 0 0 a
0 0 0 0 0 a 0 0 0
0 0 0 0 0 0 1+a2 0
√
1−a2
2
0 0 0 0 0 0 0 a 0
a 0 0 0 a 0
√
1−a2
2 0
1+a
2


,
where 0 < a < 1. We consider the mixture of this state with the maximally mixed
state:
ρmix = pρ+
1− p
9
I9,
where 0 ≤ p ≤ 1. The separable conditions of ρmix from [6, Theorem 1] and Theorem
3.1 are displayed in Table 1 for different values of a. It is easy to be found that Theorem
3.1 is more efficient than [6, Theorem 1].
a = 0.25
[6, Theorem 1] 0 ≤ p ≤ 0.3233
Theorem 3.1 0 ≤ p ≤ 0.3430
a = 0.50
[6, Theorem 1] 0 ≤ p ≤ 0.3955
Theorem 3.1 0 ≤ p ≤ 0.4275
a = 0.75
[6, Theorem 1] 0 ≤ p ≤ 0.4089
Theorem 3.1 0 ≤ p ≤ 0.4635
Table 1: Separable conditions of ρmix from [6, Theorem 1] and Theorem 3.1
If the unnormalized state ρ in Cn1 ⊗ Cn2 satisfies ||ρ − In1n2 ||∞ ≤ 1n1 , then, from
Proposition 2.1(i) and Theorem 3.1, ρ is separable. This is a welcome separable condi-
tion, since determining experimentally the spectrum of the unknown density matrix can
be easier than constructing the full density matrix [20]. Nevertheless, by [6, Corollary
1], we can get the same separable condition.
Applications for pseudopure states. The class of pseudopure states plays a crucial
role in nuclear magnetic resonance quantum information processing; see, e.g., [7, 11].
In the following, we consider the separability of the normalized pseudopure state in
C
n1 ⊗ Cn2 :
ρpi,ε = εpi +
1− ε
n1n2
In1n2 , (3)
where ε ≥ 0, and pi is a normalized pure state.
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Corollary 3.1. Let ρpi,ε be defined as in (3) with
pi =


X1
...
Xn1

( X†1 · · · X†n1 ) ,Xi ∈ Cn2 , i = 1, · · · , n1.
If
ε ≤ min
1≤i≤n1
{
1
n1n2(1 − ||Xi||2∞) + 1
}
, (4)
then ρ is separable.
Proof. The state ρpi,ε can be written as, for any a > 0,
ρpi,ε = εa
(
In1n2 +
1
a
τ
)
, (5)
where
τ = pi − (a− b)In1n2 , b =
1− ε
n1n2ε
. (6)
Setting a = 12 (1 + b), we get by (4), for 1 ≤ i ≤ n1,
||Xi||2∞ ≥
εn1n2 + ε− 1
εn1n2
= 2(a− b),
and then
||XiX†i − (a− b)In2 ||∞ = ||Xi||2∞ − (a− b).
Thus, it follows that
‖τ‖n1,n2 =
∥∥∥∥∥∥
||X1X†1 − (a− b)In2 ||∞ · · · ||X1X†n1 ||∞
· · · · · · · · ·
||Xn1X†1 ||∞ · · · ||Xn1X†n1 − (a− b)In2 ||∞
∥∥∥∥∥∥
∞
=
∥∥∥∥∥∥
||X1||2∞ − (a− b) · · · ||X1||∞||Xn1 ||∞
· · · · · · · · ·
||X1||∞||Xn1 ||∞ · · · ||Xn1 ||2∞ − (a− b)
∥∥∥∥∥∥
∞
=
∥∥∥∥∥∥∥


||X1||∞
...
||Xn1 ||∞

( ||X1||∞ · · · ||Xn1 ||∞ )− (a− b)In1
∥∥∥∥∥∥∥
∞
= max{|1 − a+ b|, |a− b|} = a.
Hence, by (5) and Theorem 3.1, ρpi,ε is separable. ✷
It was shown in [7, Section IV] that ρpi,ε is separable for ε ≤ 1√
n1n2(n1n2−1)
. This
condition is worse than (4) under the case
min
1≤i≤n1
{||Xi||2∞} ≥
1
n1n2
(
n1n2 + 1−
√
n1n2(n1n2 − 1)
)
.
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For n1 = n2 = N , the separable condition (4) is better than the one ε ≤ 1N2−1 given
by [6, Corollary 5] if min1≤i≤n1{||Xi||2∞} ≥ 2N2 .
It follows from Corollary 3.1 that if min1≤i≤n1{||Xi||2∞} sufficiently approximates
to zero, then the upper bound of ε is sufficiently close to 1
n1n2+1
. This upper bound is
not ideal. For n1 = 2, we can get a better separable condition.
Corollary 3.2. Let ρpi,ε be defined as in (3) with n1 = 2 and
pi =
(
X1
X2
)(
X
†
1 X
†
2
)
,X1,X2 ∈ Cn2 .
If ε ≤
√
3
2n2+
√
3
, then ρ is separable.
Proof. From ||X1||2∞+ ||X2||2∞ = 1, without loss of generality, we assume ||X2||2∞ ≤ 12 .
Therefore,
1
2
≤ ||X1||2∞ ≤ 1. (7)
Let a, b and τ be defined as in (5) and (6) with n1 = 2. Then setting a = b+
1
4 results
in, by ε ≤
√
3
2n2+
√
3
,
a =
1− ε
2n2ε
+
1
4
≥ 1
4
+
√
3
3
. (8)
Defining the function
f(y) =
1
2
(
y +
√
(y − 1
2
)2 + 4y(1 − y)
)
, y ∈ C,
we derive, from (7),
‖τ‖2,n2 =
∥∥∥∥∥ ||X1X
†
1 − 14In2 ||∞ ||X1X†2 ||∞
||X2X†1 ||∞ ||X2X†2 − 14In2 ||∞
∥∥∥∥∥
∞
=
∥∥∥∥ ||X1||2∞ − 14 ||X1||∞||X2||∞||X1||∞||X2||∞ 14
∥∥∥∥
∞
=
1
2

||X1||2∞ +
√(
||X1||2∞ −
1
2
)2
+ 4||X1||2∞||X2||2∞

 = f(||X1||2∞). (9)
It follows from (7), (8) and (9) that
‖τ‖2,n2 = f
(||X1||2∞) ≤ max
1
2
≤y≤1
{f(y)} = f
(
3 +
√
3
6
)
=
1
4
+
√
3
3
≤ a.
Thus, due to (5) and Theorem 3.1 ρpi,ε is separable. ✷
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It is easy to be verified that the separable condition ε ≤
√
3
2n2+
√
3
is always better
than the condition ε ≤ 1√
2n2(2n2−1)
given by [7, Section IV].
Applications for states with strong positive partial transposes. In [12], Chrus´cin´ski, Ju-
rkowski and Kossakowski proposed a class of unnormalized bipartite states with strong
positive partial transposes by considering the block structure of the density matrix.
They are said to be SPPT states, and cover many previously known separable states.
It was shown in [13] that not all the SPPT states are separable. We now recall the
definition of SPPT states in C2 ⊗ Cn2 .
Consider the following class of unnormalized states in C2 ⊗ Cn2 :
ρ = X†X with X =
(
X1 SX1
0 X2
)
, (10)
where X1,X2 and S are arbitrary complex n2 × n2 matrices. The unnormalized state
ρ is said to be SPPT if and only if X†1S
†SX1 = X
†
1SS
†X1. It was found in [14] that, if
S is a normal matrix, then the SPPT state ρ is separable.
Set σmin and σmax are the smallest and largest singular values of S, respectively.
In the following, we will give some separable conditions for ρ, but ρ is not necessarily
SPPT.
Corollary 3.3. Let ρ be an unnormalized state defined as in (10). Then if X†2X2 −
X
†
1X1 is positive semidefinite, and σ
2
max − σ2min ≤ 1, then ρ is separable.
Proof. The state ρ can be decomposed into
ρ =
(
X
†
1 0
0 X†1
)(
In2 S
S† In2 + S†S
)(
X1 0
0 X1
)
+
(
0 0
0 X†2X2 −X†1X1
)
:= P †WP + V.
Clearly, V is separable, since it can be represented as(
0 0
0 1
)
⊗ (X†2X2 −X†1X1).
We now prove that P †WP is separable. In fact, it is easy to deduce
W − (1 + σ2max)I2n2 = (1 + σ2max)
(
1
1 + σ2max
W − I2n2
)
,
and, by ||S†S − σ2maxIn2 ||∞ = σ2max − σ2min and σ2max − σ2min ≤ 1,∥∥∥∥ 11 + σ2maxW − I2n2
∥∥∥∥
2,n2
=
1
1 + σ2max
∥∥∥∥ σ2max σmaxσmax σ2max − σ2min
∥∥∥∥
∞
=
1
2(1 + σ2max)
(
2σ2max − σ2min +
√
σ4min + 4σ
2
max
)
≤ 1.
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Hence, from Theorem 3.1, 1
1+σ2max
W is separable, and, furthermore, P †WP is separa-
ble. Thus, ρ is separable. ✷
If X1 is nonsingular, then we denote by ηmin and ηmax the smallest and largest
eigenvalues of R := S†S +X−†1 X
†
2X2X
−1
1 , respectively, and then obtain the separable
conditions as follows.
Corollary 3.4. Let ρ be an unnormalized state defined as in (10), and let X1 be
nonsingular. Then if one of the following conditions
(i) ηmin ≥ σ2max, ηmax ≥ 1;
(ii) ηmax ≤ 1, ηmin(2ηmax − 1) ≥ σ2max;
(iii) 1 ≥ ηmin ≥ 14(1 + ηmax), (2ηmin − 1)(2ηmin − ηmax) ≥ σ2max;
holds, then ρ is separable.
Proof. Since X1 is nonsingular, ρ can be written as
ρ =
(
X
†
1 0
0 X†1
)(
In2 S
S† S†S +X−†1 X
†
2X2X
−1
1
)(
X1 0
0 X1
)
:= Q†Y Q.
By Y − aI2n2 = a( 1aY − I2n2) with a > 0 and Theorem 3.1, we only need to prove that
there exists a > 0 such that || 1
a
Y − I2n2 ||2,n2 ≤ 1, i.e.,
||Y − aI2n2 ||2,n2 =
∥∥∥∥ |1− a| σmaxσmax ||R− aIn2 ||∞
∥∥∥∥
∞
≤ a. (11)
Proof of (i). In this case, taking a = ηmax, we get a ≥ 1, and then
||Y − ηmaxI2n2 ||2,n2 =
∥∥∥∥ ηmax − 1 σmaxσmax ηmax − ηmin
∥∥∥∥
∞
=
1
2
(
2ηmax − ηmin − 1 +
√
(ηmin − 1)2 + 4σ2max
)
,
which, together with ηmin ≥ σ2max, implies ||Y − ηmaxI2n2 ||2,n2 ≤ ηmax = a.
Proof of (ii). In this case, setting a = ηmax yields a ≤ 1, and then
||Y − ηmaxI2n2 ||2,n2 =
∥∥∥∥ 1− ηmax σmaxσmax ηmax − ηmin
∥∥∥∥
∞
=
1
2
(
1− ηmin +
√
(2ηmax − ηmin − 1)2 + 4σ2max
)
.
Thus, by ηmin(2ηmax − 1) ≥ σ2max, we can get ||Y − ηmaxI2n2 ||2,n2 ≤ ηmax = a.
Proof of (iii). In this case, taking a = ηmin, we get a ≤ 1, and then
||Y − ηminI2n2 ||2,n2 =
∥∥∥∥ 1− ηmin σmaxσmax ηmax − ηmin
∥∥∥∥
∞
=
1
2
(
1 + ηmax − 2ηmin +
√
(ηmax − 1)2 + 4σ2max
)
,
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which, from ηmin ≥ 14(1 + ηmax) and (2ηmin − 1)(2ηmin − ηmax) ≥ σ2max, implies ||Y −
ηminI2n2 ||2,n2 ≤ ηmin = a. ✷
Obviously, Corollaries 3.3 and 3.4 are not limited to be for SPPT states. If the
n1n2 times of a normalized state ρ in C
n1 ⊗ Cn2 satisfies the conditions of Corollary
3.3 (respectively, Corollary 3.4(l), l =(i),(ii),(iii)), we denote it by ρ ∈ A (respectively,
ρ ∈ Bl, l =(i),(ii),(iii)). The sets A and Bl, l =(i),(ii),(iii) must contain some states that
are not SPPT. We now show that, similar to the SPPT states, these sets of states also
cover some well-known separable states.
The maximally mixed state clearly belongs to A and Bl, l =(i),(ii),(iii) with X1 =
X2 = In2 and S = 0. Thus, both A and Bl, l =(i),(ii),(iii) include the SPPT Werner
states [18] and isotropic states [19] in C2 ⊗C2, since these states are maximally mixed
([12]). In [21], the author constructed a PPT state in C2⊗C4 with a parameter b ∈ [0, 1].
This PPT state is SPPT if and only if b = 0 ([12]). From Corollaries 3.3 and 3.4, this
PPT state with b = 0 belongs to A with X1 = S = 0, while this PPT state with b = 1
is contained in Bl, l=(i),(ii),(iii) with X1 = In2 .
Consider the normalized circulant PPT sates in C2 ⊗ C2 [22]
ρ =


a11 0 0 a12
0 b11 b12 0
0 b21 b22 0
a21 0 0 a22

 .
By [12], ρ is a SPPT state if and only if |a12| = |b12|. In fact, this SPPT state can be con-
tained in A and Bl under some conditions. For example, if either b22 ≥ a11 > 0, b11 > 0
or a22 ≥ b11 > 0, a11 > 0 holds, then ρ ∈ B(i).
Applications for m-partite quantum system. Theorem 3.1 will be used to provide the
separable ball for multipartite quantum system. The following lemmas are needed.
Lemma 3.2[7]. Let C(n2) ⊂ HCn2×n2 be a cone. ThenX is PCn1×n1⊗C(n2) separable
if and only if (In1 ⊗Λ)X is positive semidefinite for all C(n2)-positive linear operators
Λ : Cn2×n2 → Cn1×n1 .
Similar to the definition of the cone given in [7, Definition 6], we denote by Z(n1, · · · , nm; a)
the cone generated by Hermitian matrices of the form
{In1···nm+ △: || △ ||n1,··· ,nm ≤ a,△∈ B(n1, · · · , nm)} .
Lemma 3.3. Let Λ : Cn1n2×n1n2 → Cn3×n3 be a Z(n1, n2; a)-positive linear operator.
Then
(i) for any Hermitian X ∈ B(n1, n2),
‖Λ(X)‖∞ ≤
1
a
‖X|‖n1,n2 .
(ii) for any Y ∈ B(n1, n2),
‖Λ(Y )‖∞ ≤
2
a
‖Y |‖n1,n2 .
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Proof. Proof of (i). By ∥∥∥∥ aX||X||n1,n2
∥∥∥∥
n1,n2
= a,
we get Λ
(
In1n2 +
aX
||X||n1,n2
)
is positive semidefinite, and then
∥∥∥∥Λ
(
aX
||X||n1,n2
)∥∥∥∥
∞
≤ 1,
which implies that the conclusion holds.
Proof of (ii). From (i) and Proposition 2.1, it deduces
‖Λ(Y )‖∞ ≤ ‖Λ(H(Y ))‖∞+‖Λ(S(Y ))‖∞ ≤
1
a
(
‖H(Y )‖n1,n2 + ‖S(Y )‖n1,n2
)
≤ 2
a
‖Y ‖n1,n2 .
✷
The proof of the following lemma is similar to that of [7, Theorem 1].
Lemma 3.4. Let ρ be an unnormalized state in Cn1⊗Cn2⊗Cn3 . If ‖I − ρ‖n1,n2,n3 ≤ a2 ,
then ρ is PCn1×n1 ⊗ Z(n2, n3; a) separable.
Proof. Let τ = In1n2n3 − ρ, and Λ be any Z(n2, n3; a)-positive linear operator. Then,
from Lemma 3.3 we achieve
||(In1 ⊗ Λ)τ ||∞ ≤ ||(||Λ(τ ij)||∞)||∞ ≤
2
a
||(||τ ij ||n1,n2)||∞ =
2
a
||τ ||n1,n2,n3 ≤ 1,
which implies that (In1 ⊗ Λ)ρ = In1n2n3 − (In1 ⊗ Λ)τ is positive semidefinite. Due to
Lemma 3.2, ρ is PCn1×n1 ⊗ Z(n2, n3; a) separable. ✷
We now give the separable ball for the m-partite quantum system. Its proof is
similar to that of [7, Corollary 1].
Corollary 3.5. If the m-partite unnormalized state ρ in Cn1 ⊗ · · · ⊗ Cnm satisfies
||In1···nm − ρ||n1,··· ,nm ≤ 12m−2 , then ρ is separable.
Proof. We prove the conclusion by mathematical induction on the number of sub-
systems. By Theorem 3.1, all states in Z(n1, n2; 1) are separable. We now suppose
that all states in Z(n1, n2, · · · , nm−1; 12m−3 ) are separable. Then by the condition
||In1···nm − ρ||n1,··· ,nm ≤ 12m−2 and Lemma 3.4, ρ is PCnm ⊗ Z(n1, n2, · · · , nm−1; 12m−3 )
separable. Furthermore, by the induction assumption, ρ is separable. ✷
The separable balls for the multipartite quantum system have been studied in [7]-
[10]. The best one among them for the multiqubit system was given by Hildebrand
[10]. It was claimed that, if a m-qubit unnormalized state ρ satisfies
||ρ− I2m ||2 ≤
√
54
17
× 6−m2 × 2m, (12)
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then ρ is separable. Consider the state
ρ = I2 ⊗ I2 ⊗ ρ3 with ρ3 =
(
1 12
1
2 1
)
.
Some simple computations yield that ρ is in the ball given by Corollary 3.5, but not in
the ball given by (12).
4 Conclusions
In this paper, for the bipartite quantum system, we have put forward a ball of separable
unnormalized states around the identity matrix, which is better than the ball in Frobe-
nius norm. By using the special structure of the presented norm, the proposed ball has
been used to give some separable conditions for pseudopure states and SPPT states,
and, meanwhile, establish a new separable ball for the multipartite quantum system.
The obtained simple separable conditions for pseudopure states and SPP states are
the improvements or complements of the corresponding conditions in [6]-[8], [12] and
[14]. An example of multiqubit state showed that there exist some states fall into the
proposed separable ball for multipartite quantum system, but does not fall into the
separable balls in [7]-[10].
There are some problems that need to be addressed in the future. For instance,
finding more applications of the separable ball given by Theorem 3.1 has important
values. How to improve the radius of the presented separable ball for multipartite
quantum system is an interesting problem. A state ρ in Cn1 ⊗ Cn2 is said to be
absolutely separable [23] if U †ρU is separable for any unitary matrix U in Cn1 ⊗ Cn2 .
Clearly, any state in the ball with Frobenius norm is absolutely separable. A natural
question is whether similar conclusion holds for the ball with the (n1, n2)-nested norm.
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