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Abstract  In recent years, industrial robots has been improved in automatic works by using 
deep learning. For example, a system has been developed in order to pick up parts piled in a bulk. 
This system recognizes objects and generates gripping motions and accurately pick up parts using 
various gripping methods. The purpose of this research is to create a system that performs general 
object recognition on an object projected by the camera using deep learning. The proposed system 
























2.1.1 Jetson nano 
動作環境は AI コンピュータである Nvidia 社の





図 1 提案システムの構成図 
図 2 Jetson nano 開発者キット 
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Jetson nano は、SD カードに OS をダウンロードして使
用する。OS は ubuntu18.04LTS で、公式サイトに Jetson 
nano で使用するための OS があるため、そちらを使用した 




用した。オープンソースの intel RealSense SDK2.0 は、







とが可能である。図 3 の左側は RGB カメラの写真であり、
右側は深度写真である。色により距離（青いほど近い、
赤のほど遠い）が表れていることが分かる。
図 3 深度カメラでの距離測定 
図 4 ピックアップアームのリンクの座標系 
2.1.3 ピックアップアーム 
本研究で使用するピックアップアームは、UFACTORY 社の
uArm Swift Pro である。これは、3 自由度のオープンソー
ス卓上ロボットアームで、 プログラム制御することがで

























図 5 ニュロンモデル 
図 6 ニューラルネットワーク 
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2.2.2 YOLO の概要 
物体認識を行うため使用した YOLO（You Only Look Once）
はリアルタイムオブジェクト検出システムである[6]。
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図 7 プログラム実行結果 
3 システムの性能評価実験 







YOLOv2-Tiny、YOLOv3-Tiny の 4 種類のモデルの中から選





結果は表 1 に示す。YOLOv2[7]や YOLOv3[8]は、認識率が
高くはあるのだが処理が遅く、カメラ画像に遅延が生じ
ており、これではリアルタイムオブジェクト検出とは言
い難かったため、Jetson nano で YOLOv2、YOLOv3 を用
い、物体認識を行うには厳しいという結果となった。
YOLOv2-Tiny では、処理が早くカメラ画像に遅延は生じ




低かったが、しっかりと cell phone と認識できており、
2.3 で制作したプログラムの閾値である認識率 30%を満た
し、かつ処理も早くカメラ画像に遅延が生じていなかっ
た。このことから、Jetson nano で YOLO を用いる際に最
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表 1 YOLO のベンチマーク 
3.2 深度カメラでの距離の測定実験 
3.2.1 実験方法 






階に分け、それぞれの高さで 3 回ずつ図 8 のように測
定を行う。 
3.2.2 結果と考察 
 実験結果を表 2 に示す。深度カメラで測定した数値は、
距離を変えたり測定物を動かしたりしない限り、何度繰り
返しても一定の数値を測定することができた。実距離との








表 2 深度カメラによる距離測定結果 
3.3 ピックアップ実験 
3.3.1 実験方法 














図 8 距離測定実験 
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