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1POSENS:apracticalopen-sourcesolutionfor
end-to-endnetworkslicing
GinesGarcia-Aviles,MarcoGramaglia,PabloSerano,AlbertBanchs
Abstract—Networkslicingrepresentsanewparadigmtoop-
erate mobilenetworks. Withnetworkslicing,theunderlying
infrastructureis“sliced”intologicalyseparatenetworkswhich
canbecustomizedtothespeciﬁcneedsoftheirtenant.Hand-on
experimentsonthistechnologyareessentialtounderstandits
beneﬁtsandlimits,andtovalidatethedesignanddeployment
choices. Whilesomenetworkslicingprototypeshavebeenbuilt
fortheradioaccessnetworks(RANs),leveragingonthewide
availabilityofradiohardwareandopensourcesoftware,there
iscurrentlynoopensourcesuiteforend-to-endnetworkslicing
availabletotheresearchcommunity.Inthispaperweﬁlthis
gapbydevelopinganend-to-endnetworkslicingprotocolstack,
POSENS,whichreliesonaslice-awaresharedRANsolution.
Wedesigntherequiredalgorithmsandprotocols,andprovide
afulimplementationleveragingonstate-of-the-artsoftware
components.WevalidatetheefectivenessofPOSENSinachieving
tenantisolationandnetworkslicescustomization,showingthat
nopriceinperformanceispaidtothisend. Webelievethat
ourtoolwilproveveryusefultoresearchersandpractitioners
workingonthisnovelarchitecturalparadigm.
I.INTRODUCTION
5GNetworkswilchangethewayinwhichcelularcon-
nectivityisprovided.Highdatarates(50+Mbps),extensive
coverage(10+Tbps/Km2)andlowlatencies(<5 ms)are
justfewofthetargetKeyPerformanceIndicators(KPIs)
tobefulﬁledbythenextgenerationmobilenetworks[1].
However,notalservicesaregoingtorequiretheseKPIs,
asdiferentapplicationswilhavediferentrequirements.To
efﬁcientlyprovideservicesthatmeettheserequirements,one
keyenablingtechnologyisnetworkslicing[2].
Anetworksliceconsistsofasetofresourcesassignedtoa
tenanttoprovideaspeciﬁcservice.1Thoseresourcesareboth
networkresources(e.g.,spectrum,linkcapacities),andcloud
resources(i.e.,theinfrastructurerequiredtoruntheVirtual
NetworkFunctions,VNFs).Tenantscouldbemobilenetwork
operatorsprovidingenhancedMobileBroadband(eMBB),or
thirdpartyverticals[3]thatuseaslicespeciﬁcalytailored
totheirneeds(e.g.,ultra-lowlatency).Tosatisfytheservice
requirementsofeachtenant,adiferentnetworkslicewil
beinstantiatedtoprovidethecorespondingservice.This
abilitytoprovidehighlycustomizableservicesoverthesame
sharedinfrastructurewilincreasetherevenueopportunities,
anddrasticalyreducethecostsof5Gnetworking,duetothe
improvementsinefﬁciency.
Theadvantagesofnetworkslicingareclear[4],andthere
isawideconsensusamongtheindustrialandstandardization
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1Inthispaper,wewiluseirespectivelythetermsslice,tenantandservice.
communitiesontheneedtoadoptthistechnology.However,
welackathoroughexperimentalvalidationofitsefective-
ness,e.g.,onthegainswhenusingdiferentmechanismsfor
orchestrations,orunderdiferenttrafﬁcscenarios.Whilethere
areimplementationsforsomeofthetheenablersfornetwork
slicing,tothebestofourknowledgethereisnosolution
thatimplementsend-to-endnetworkslicing.Morespeciﬁcaly,
virtualizationisamaturetechnologythathasbeenextensively
usedforthewiredelements,withtechnologiessuchase.g.
OpenStack2andKubernetes3forvirtualmachineandcontain-
ersmanagement,respectively.However,thesituationisless
matureforthewirelessaccesspart,Orion[8]beingamong
thefewproposalstoimplementslicingattheRadioAccess
Network(RAN)thathavebeentestedinpractice.
Inthispaper,weﬁlthisgapwiththedesignofPOSENS,a
practicalopen-sourcesolutionforend-to-endnetworkslicing
thatcomprisesaltheelementsofanend-to-end mobile
network:theUserEquipment,theRANandtheCoreNetwork.
POSENSimplementsa“slice-awaresharedRAN”solution,
enablingtheefectiveandefﬁcientsharingofthenetwork
resourcesbetweendiferenttenantsthatcanindependently
providediferentservices.
While POSENSisbasedonstate-of-the-artopen-source
solutionsformobilenetworks,thesearesubstantialyextended
withthefolowingadditionalimplementations:(i)amulti-
sliceUE,(i)aslice-awaresharedRANsolution,and(ii)
speciﬁcmulti-sliceManagementandOrchestration(MANO)
capabilities,alofwhichareneededtoprovideanend-to-end
solutionfornetworkslicing.
POSENSprovidesacompletesolutiontoinstantiateend-to-
endslices,usingcommodityhardwareandSoftwareDeﬁned-
Radio(SDR)boardsfordevelopment.Ourresultsshowthatit
supportstheefﬁcientinstantiationofindependent,customiz-
ablenetworkslices.Thisopen-sourcesolutionisavailable4for
developerstoputtheirslicingideasinpractice.Thistoolwil
thussupportresearchersandpractitionersexperimentingwith
diferentalgorithmsandmechanismsfornetworkslicing.The
codebaseincludesthemostimportantnetworkelementsand
theMANOpart.POSENScanrunonanycompliantphysical
hardware,independentlyofthedeployedtransportnetwork.
Therestofthispaperisorganizedasfolows.SectionI
providesadiscussiononthebuildingblocksneededtoimple-
mentthenetworkslicingconcept,includingareviewofopen-
sourcesoftwareprojectsintheﬁeldofvirtualizedwireless
2htps:/www.openstack.org
3htps:/kubernetes.io
4Thesourcecodeanddetailedinstalationguidelinesareavailableathtps:
/github.com/wnlUC3M/
2mobilenetworking. WedescribethedesignofPOSENSin
SectionII,andvalidateitsefﬁciencyinprovidingisolation
acrossslicesinSectionIV.Finaly,SectionVconcludesthe
paper.
II.THEPATHTOWARDSEND-TO-ENDNETWORKSLICING
Networkslicingcanbeseenasaconsequenceofthe
softwarizationoftheprotocolstack. Wenextreviewthe
pathtowardsthissoftwarization,highlightingthecomplexity
involvedwithsharingRANresourceacrosstenantsdueto
thetightsynchronisationrequired.Then,wereviewdiferent
approachestosharetheRAN,eachoneimposingadiferent
trade-ofbetweenefﬁciencyandisolation.Finaly,wereview
themostpromisingsoftwaresolutionstoinstantiateamobile
network,identifyingthebuildingblocksforthedesignand
implementationofPOSENS.
A.Softwarizationofnetworks
4Gandpreviousnetworksareusualycomposedofmono-
lithicphysicalboxes,eachoneprovidingaveryspeciﬁc
functionalityandrunningspecialisedsoftwareonspecialised
hardware.5Gandfuturenetworkswilbebasedonnetwork
functionvirtualization(NFV)andsoftwaredeﬁnednetworking
(SDN),thesetechnologiesenablingﬂexiblenetworkdeploy-
mentsthankstonetworkprogrammability.5
Inthisnewapproach,anetworkisdecomposedintothree
layers:(i)infrastructure,whichconsistsingeneral-purpose
hardware(e.g.,cloudcomputingservers),(i)network,com-
posedbyalthenetworkingfunctions,virtual(VNFs)or
physical(PNFs),and(ii)managementandorchestration,
thatextendsthelegacymanagementlayer(e.g.,theElement
Managersdeﬁnedby3GPP)tosupporttheinstantiationand
orchestrationofnetworkfunctions.
ThisapproachisrepresentedinFig.1,whichilustratesone
conﬁgurationofthetestbedthatweusetovalidatePOSENS,
wherethesameUserEquipment(UE,inPOSENSa“Multi-
SliceUE”)runstwoindependentslices(blueandred)overthe
samesetofphysicalresources.Theinfrastructurelayeriscom-
posedbyalaptop,twoSDRcards(USRPB210boards)that
providetheRFfrontend,andasmalsetofservernodes.The
networklayerrunsoverthisinfrastructure,andiscomposed
oftherequirednetworkfunctionssuchastheRAN,HSS,S/P-
GW.6Finaly,themanagementandorchestrationalsorunsover
thesameinfrastructure,andisinchargeofinstantiatingand
connectingthenetworkingfunctionscomposingtheslices.
Tosupporttheabovevision,datafromdiferentslices(and
notnecessarilyfromdiferentUEs)hastobe(de)multiplexed
overasetofsharedresources.Thatis,themobilenetwork
protocolstackhastobedividedintoVNFsthatexplicitly
belongtoonetenant(i.e.,usualythecorenetwork),and
functionsthataresharedacrossthem(i.e,usualytheaccess
network,tolowerthedeploymentcosts).Thisimposessome
5Infact,oneofthemostrelevantfeaturesoffuture5GNetworksistoreduce
thetimeneededtodeployanewservicefrom90minutesto90seconds.
6InPOSENSweuseLTE/EPCVNFsastheyarecurentlytheonlyopen-
sourceoptionavailable.However,POSENSmayeasilyintegrateother5G
VNFs,especialytheonesrelatedtotheCN.
novelrequirementsonvariouselements,inparticular,onthe
RANfunctionstosupporte.g.,theexistenceofmultipleCore
Networks(CNs),orfortheUEtoatachtomultipleslices
atthesametime.AlowingUEstosimultaneouslyaccess
diferentslicesisessentialformanyscenariosenvisionedin
5G,includingthesimultaneousaccesstoservicessupported
bydiferentslicesaswelastheprovisioningofaservice
thatemploysmultipleslices.Forinstance,for“Industry4.0”
scenarios,augmentedrealitydevicescouldconnecttoan
“industrial”sliceandtoanenhancedmobilebroadbandslice;
forvehicularscenarios,diferentslicescouldbeusedfor
automateddrivingandforinfotainmentservices.Thisisin
linewiththe3GPPSA2standardizationwork,whichenvisions
a5Gcorenetworkthatcanatachtoupto8network
slicesinstancesatthesametime.This multi-slicesupport
requiresthattrafﬁcfromdiferenttenantshastobehandled
overthesamespectrum,whichmakesitmorecomplexto
havededicated/customizedRANsfordiferentslices.Inwhat
folows,wediscusshowtoperformRANslicingfroman
architecturalpointofview.
B.AddressingtheRANslicing
Wenextpresentthethreearchitecturaloptionsthathave
beenproposedintheliterature[4]forRANNetworkSlicing.
Theseoptionsarepresentedinorderof“increasingdepth”
inFig.2,wherethedeepertheslicing(the“MUX”block
representsthisdepth),thelessfunctionsaresharedbydiferent
tenants.
Theleftmostoption(“Option1”)istheso-caledslice-
awaresharedRAN,whichbasicalyconsistsinsharingthe
completeRAN,andtheneachtenantisresponsibleforits
CN. Withthisoption,thesameUEcanusediferentslices,
andthereforeconnecttodiferentCNs.Thissolution,which
canbeconsideredasthe“basic”solutiontosupportnetwork
slicing,providesrelativelylitleisolationacrosstenants,but
alsoleadstothehighestpotentialgainsintermsofefﬁciency.
Thissolutioncanberelatedwithsomecurentproposals
suchas3GPPLTEeDECOR[10],introducedtosupportthe
instantiationofdedicatedCNs.However,eDECORrequires
introducingchangestotheCNandnewsignalingmessages
fortheconnectionsetup(somethingthatPOSENSdoesnot).
Wealsoremarkthat3GPPRAN3 WorkingGroup[11]is
consideringafunctionalsplitperformedatthislevel.This
approachnicelyﬁtswiththesharedRANslicingoption,in
whichmultiplenetworkslicesarehandledbyacentralized
unit. WhilewiththisoptiontheRANissharedtoalarge
extentbydiferentslices,thecoreinstancesarecompletely
independentamongtenants,alowingper-tenantconﬁguration,
orchestrationand(cloud)resourceassignment.
Thecentraloptionintheﬁgure(“Option2”)istheslice-
speciﬁcRadioBearerconﬁguration. Withthisoption,the
slicinggoesdeeperinthenetworkstack,andbasicalyonly
cel-speciﬁcfunctionalityareshared,i.e.,thePHYandMAC
layersintheuserplane,andtheRRCinthecontrolplane.This
conﬁgurationincreasestheresourceisolationbetweentenants,
atthepriceofahighercomplexityatthe MAClayer(for
instance,tofulyexploitthisresourceisolation,slice-aware
schedulingalgorithmsarerequired).
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Fig. 1: A multi-slice network architecture. We also used thisblueprintfor the evaluation ofPOSENS.
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Fig. 2: Diferent RAN slicing options.
Finaly, the last option (“Option 3”) is the so-caledslice-
speciﬁc RAN. In this case, only the air interface is shared
among network slices, while al the other functionality is
instantiated speciﬁcaly for each tenant. This conﬁguration
provides the maximum degree of freedom, given that each
network slice can be customized down to the physical layer.
However, this option also requires a tight synchronization
between the multi-tenancy policies implemented by a common
part, and the per-slice (dedicated) implementation.
This option could be particularly useful in scenarios where
diferent radio access technologies coexist within the same
shared spectrum, e.g., 4G and 5G. Since it may be very
chalenging to dynamicaly realocate spectrum resources at a
ﬁne time granularity, this option may potentialy harm resource
utilization and limit the potential multiplexing gains.
The above options can be regarded as a “roadmap” to enable
a fuly conﬁgurable protocol stack to support any network
slicing option, where each option presents a diferent trade-
of between efﬁciency, isolation and complexity. For the ﬁrst
release ofPOSENS, we decided to implement “Option 1,”
which can bring the maximum efﬁciency gains and provides
end- to-end slicing, in this way providing researchers with a
tool to experiment with diferent algorithms and mechanisms.
Although options 2 and 3 provide a higher degree of isolation
between slices, “Option 1” already enables key features with-
out requiring the complexity of more advanced RAN schema.7
More speciﬁcaly, this option readily supports experimentation
on fundamental research items in 5G, such as(i)per-tenant
Service Function Chaining (SFC), as the network slices ﬂows
go through chains that contains instantiations of diferent
VNFs, or(i)per-tenant orchestration, as diferent tenants can
implement their own MANO using their prefered software on
their cloud, enforcing thus service speciﬁc management and
orchestration policies regardless of other tenants’ ones.
C. Software building blocks
There are several recent initiatives to prototype mobile net-
works in software, with most solutions building on the GNU
Radio development suite and the Etus Research USRP SDR
platforms, and running on standard Linux-based computing
equipment (Intel x86 PC architectures).8We next provide a
short review of the curent ecosystem of open solutions.
Concerningthe RAN part, three of the most popular SW
solutions to run LTE over SDR are Eurecom’s OpenAirIn-
terface (OAI),9openLTE,10and srsLTE.11OAI [12] provides
an implementation of a subset of LTE Release 10 elements,
including the UE and the eNB. Its performance is considered
relatively good, although is also acknowledged that the code
structure is complex and difﬁcult to customize. It is also worth
mentioning that the eNB and UE RAN are licensed under a
speciﬁc OAI Public License.
7While Options 2 and 3 require very tight synchronization among slices,
this is not an issue for Option 1 since it employs a conventional RAN stack
that already provides the required synchronization.
8We note that there are complete commercial products such as the Amari
LTE 100 (a fuly softwarebased LTE BS solution), its closed license makes
it unsuitable for research activities.
9htp:/www.openairinterface.org/
10htp:/openlte.sourceforge.net/
11htps:/github.com/srsLTE/srsLTE
4openLTEisanopen-sourceprojectprovidinganimplemen-
tationofLTEspeciﬁcations,whichincludesaClibrary,Octave
codefortestingdownlinkanduplinkphysicalrandomaccess
channel(PRACH)functionalities,GNURadioapplicationsfor
DLfunctionalities,bothsimulatedandusingHWplatforms,
andasimpleimplementationofaneNBusingUSRP.Whileits
codeisconsideredasrelativelywelorganized,documented
andwouldresulteasiertomodify,itdoesnotprovideanUE,
andmanyfeaturesarestilunstableorunderdevelopment.
Finaly,thesrsLTE[13]open-sourceprojectprovidesa
platformforLTERelease8experimentation,designedfor
maximummodularity.TheRANpartprovidesacompleteUE
applicationandacompleteeNodeBapplication.Theproject
is morerecentthanOAI,andingeneralthesourcecode
isconsideredeasytocustomize,althoughitalsoconsumes
moreCPUresourcesthantheotheralternatives.Thecodeis
providedunderanAGPLv3.0license.
Giventhatouraimistodevelopasolutiontovalidateend-
to-endslicing,andnotanefﬁcientsoftwaretoputinproduc-
tion,codemodularityandre-usabilityaredeterminantfactors
whenselectingaplatform,andthereforewedecidedtodesign
oursolutionasanextensionofthesrsUEandthesrsENB(the
applicationsfortheUEandeNodeB,respectively).
WewereconvincedbythesrsUEsourcecodeavailability,
ashavingastableUEsoftwareimplementationisbeneﬁcial
forseveralreasons,e.g.,itsupportsthedevelopmentofmulti-
sliceinsidetheUE,andspeedsupthedeploymentandtesting
ofneworchestrationsolutions.
Concerningthecorenetwork,apartfromcommercial
solutionssuchasOpenEPC12(alsosupportingsharedsource
codelicensing),twoofthemostrelevantsolutionsaretheones
associatedwiththesameinitiativesmentionedabove.Firstly,
srsLTEhasveryrecentlyreleasedsrsEPC,alight-weightCN
implementation,includingthe mobility managemententity
(MME),homesubscriberserver(HSS),packetandserving
gateways(P-GWandS-GW,respectively),underthesame
license.Secondly,OAIalsoprovidesthesameelementsfor
abasicEPCsolution,inthiscasereleasedunderastandard
Apachev2.0license.Giventhatwhenwestartedourwork
onlythelaterwasavailable,weusedOAICNasthesoftware
solutionfortheCN.
OneadditionaladvantageofourPOSENS,whichcontrasts
eDECOR(seeSectionI-B)isinteroperability:oursolution
workswithanyimplementationsupportingtheS1APprotocol
(weconﬁrmedthatPOSENSiscompatiblewithdiferentdif-
ferentcommercialEPCs,whosenameswecannotdisclosure
duetoconﬁdentialityagreements).
Finaly,concerningMANO,ithasreceivedalotofatention
fromboththeopen-sourcecommunityandtheenterprises[14].
Thereisawiderangeoffuly-ﬂedgedMANOtoolssuchas
OpenBaton,13Open-O14orOSM,15thatprovidetherequired
functionalitiesrelatedtotheVNFlife-cyclemanagement,in-
cludingtheirscalingonavirtualinfrastructure.Theyrelyona
VirtualInfrastructureManager(VIM),asoftwarethatismore
12htps:/www.openepc.com
13htps:/openbaton.github.io/
14htps:/wiki.open-o.org/
15htps:/osm.etsi.org/
mature,asithasbeenalreadyemployedinproductioncloud
computingenvironmentssincemanyyears.AmongVIMs,we
canlistsolutionssuchasOpenStack16orOPNFV.17However,
askeyrequiredfeaturessuchasper-tenantorchestrationare
notavailablewithexistingopen-sourcesolutions,wedecided
toimplementPOSENSMANOusingadedicatedsoftwarethat
directlyleveragesontheVIMAPIs.
Weﬁnishthissectionbyreviewingstate-of-the-artsolutions
onNetworkSlicingthathaverecentlyappeared,whichwe
listinTableI.Tothebestofourknowledge,POSENSis
the mostcompletesolutionasitincludesanopen-source,
endtoend,networkslicing-awaremobilenetworkstack,that
includesalsoa ManagementandOrchestrationframework.
OthersolutionsareeitherconsideringtheRANonly[5],[6],
[7]orneglectingtheUErole[8].Furthermore,POSENSisthe
onlycompletelyopen-sourcesolutionthatisreadilyavailable
inapublicrepository(GitHub).
III.DESIGNOFPOSENS
POSENSprovidesanimplementationofalthemodules
neededforanend-to-endnetworkslicing-awaremobilenet-
work.Thisincludeselementsbelongingtoaltherealmsof
amobilenetwork(UE,RANandCN),plusanorchestration
framework.Stil,themostimportantenablerofanend-to-end
networkslicingsetupisRANslicing.
Inthefolowing,wedescribethedesignofoursolutionto
supportRANslicing.Thissolutionconsistsonintroducinga
numberofchangesandnewmodulestothesrsLTEUEand
eNBimplementations.Theresultingsoftwarearchitecture,for
thecaseoftwoslices,isilustratedinFig.3,whereeachslice
isdepictedwithadiferentcolor(weconsiderthecaseoftwo
slicesforsimplicity,butthesoftwarecanbeeasilyextended
tosupportmoreslices). Wewilalsoassumeforsimplicity
thateachsliceisassociatedwithadiferenttenant.
AsdiscussedinSectionI,wedecidedtoimplementin
ourﬁrstreleaseofPOSENSthe“Option1”forRANslicing,
whereslicesaremultiplexedanddemultiplexedatthePDCP
layer.Thisoptionhastheadditionaladvantageofrequiring
lesschangesintheeNBsoftwareimplementation, which
isthe maincauseofinstabilitiesinaSDR-basedtestbed.
Thecornerstonesofthesolutionarethe“slicecoalescer”
modules,locatedatthePDCPlayerandabove.Thesemodules
forwardingthecontrolanddatalayerinformationforeach
sliceoverthecommoncommunicationchannel.Anotherkey
featureofourimplementationisthateachsliceattheUEhas
itsownRRCmodule,anddoesnotrequireanyadditional
functionalityinsidetheCN.Conversely,attheeNBthere
isonlyoneRRC module,aswithitsdefaultbehavioris
capableofmanagingmultipleNon-accessstratum(NAS)from
varioususerssimultaneously.Inwhatfolows,weprovidea
moredetaileddescriptionoftheenhancementsrequiredbyour
solution,bydescribingthebehavioroftheUEandtheeNB.
A.UserEquipment
TheUEplaysafundamentalroleinthenetworkslice
selectionprocedure.AsdepictedinFig.3,onesliceperforms
16htps:/www.openstack.org
17htps:/www.opnfv.org/
5TABLEI:Recentsoftwarecontributionsfornetworkslicing.
Work BaseSoftware Mainpurpose MainFeature Limitations OpenSource
Mendesetal.[5] srsLTE RANSlicing Multiple,pertenant,eNBvirtualization.
Implementationonly
uptoMAClayer. No
Changetal.[6] OAI RANSlicing Thoroughevaluationofslicesutilization RANSlicingonly. No
Foukasetal.[7] OAI RANSlicing SDN-basedRANslicing Itdoesnotincludeacore. Downloaduponrequest
Foukasetal.[8] OAI End-to-endslicing CoreNetworkhandlingmultipleslices SingleSliceUEonly. No
POSENS srsLTE End-to-endslicing SliceawaresharedRAN. OneRANsplitavailable. Yes
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Fig.3:DesignofPOSENS:changesintroducedattheUEandtheeNodeB.
afulradioconﬁgurationofaltheRANlayers(including
PHYand MAC),whiletheotheronereliesontheRRC
conﬁgurationparameterssetbytheﬁrstsliceandpreparesthe
PDCPentitiesandtheRLCchannelmanagers(Acknowledged
modefortheu-planeandTransparent modeforsignaling
messages).
OncetheUEhasbeenpoweredon,the(unmodiﬁed)PHY
performstheusualcelsearch(folowingtheconﬁguration
providedwithinthe MIB,SIB0,SIB1andSIB2messages)
andsynchronization.Then,theRRCmodulecoresponding
totheﬁrstslicesetsuptheinitialconnectionwiththeeNB
byperformingtheRandom-Accessprocedure(RA)toget
aninitial ULgrant,i.e.,avalidconﬁgurationforPDCP,
RLC, MACandPHY.Thisconﬁgurationissharedacross
slices,andthereforesubsequentRRCmodules(coresponding
tootherslices)wilnotrequestit.Thismotivatesthatthe
RRCConnectionSetupmessagethatarivesduringthe
RAprocesshastobestoredwithinthePDCPmodule,for
subsequentslicestobeabletoestablishtheirsessionwiththe
CN.
FolowingtheinitialULgrant,theNASprotocolofthe
ﬁrstsliceestablishesasession withthe CN,generating
aRRCConnectionSetupCompletemessagenestingthe
initial NAS messagesinthesamepacket.Theselection
ofdiferentsliceshappensinasequentialfashion,after
theﬁrstsliceRRChasconﬁguredthe wirelesslink,the
subsequentslicesareconﬁguredusingthereceptionofa
RRCConnectionSetupCompleteastriggeringevent.
Thatis, upona RRCConnectionSetupComplete
thePDCPsendstothenextsliceapreviouslystored
RRCConnectionSetupmessage,containingthedetailsof
theRRCchannel.This,inturn,triggerstheNASauthentica-
tionprocedureinthenewslice.Eachtimeasliceﬁnishesits
NASconﬁguration,theRRCcalsaslice_configured
functionwithinthePDCP,includingthe(slice_id,IP
address)tupleoftheslice,whichwilsupporttheproper
forwardingofinformationwithinthe module(thisisonly
neededforreceivinginformation).
Besidescoordinatingthec-plane,theslicecoalescerinthe
UEalsohastomultiplexanddemultiplextheu-plane.This
isachievedbyexploitingthedatamultiplexeravailableatthe
MACfortheuplink:
thisfunctiondemultiplexesthedatacomingfromthelower
layersandforwardstotheappropriatesliceinstanceatthe
PDCPonaper-destinationIPpreﬁxbasis.
B.eNodeB
ThechangesintheeNBarethecounterpartoftheones
introducedintheUE.Thatis,theslicecoalescerhandlesthe
multiplexinganddemultiplexingofthec-andu-plane.The
multi-sliceupdatesintheeNBarelesselaboratedthantheones
intheUE,astheeNBisalreadycapableofhandlingparalel
authenticationscomingfromdiferentUEs. Weremarkthat
multipleauthenticationscomingfromthesamemulti-sliceUE
6(suchastheonedescribedinSectionII-A)canbeconsidered
asatomicoperations,astheyhappensequentialy.
ThissimpliﬁestherequiredenhancementsattheeNB,as
therearenoconcurentNASproceduresforthesameUE
runningsimultaneously,andthereforeeachonecanusethe
sameinnerdatastructureavailableattheRRC.Inthisway,
weuseaﬂagtomarkthesliceunderconﬁguration,which
enablesforwardingthecontroltrafﬁctothecorespondingCN
viatheappropriateS1APinterface.
LikewiththeUEimplementation,theu-planemultiplex-
inghappensinthePDCP,folowinganIP-preﬁxmatching
approach,i.e.,datatrafﬁcisforwardedtotherightCNby
consideringthesourceaddressofIPpackets.
C.CoreandMANO
ThemainenablerofourslicingsolutionistheRANslicing.
Therefore,toalowaneasierexperimentationwithunmodiﬁed
softwaresolutions,wedidnottackleCNVNFs,leveraging
onavanilaimplementationsuchastheoneprovidedin
theOpenAirInterfacesuite.Similarconsiderationsholdfor
the MANOpart:oneofourobjectivesistoalowtheopen
experimentationofMANOalgorithmsontopofthePOSENS
stack.
TheMANOofVNFs,afundamentalpartofthefuture5G
Networks,isbeingstandardizedbythe3GPPSA5andwil
leverageonthealreadyconsolidatedelementsoftheETSI
NFV MANOarchitecture[15]. WeincludeinPOSENSa
baselineimplementationofthis MANOfunctionality,which
buildsontopofaopensourceVIM(OpenStack),andpro-
videsaper-sliceorchestration(whichisthefunctionalrole
playedbytheVNF ManagerandtheNFVOrchestratorin
theETSIarchitecture)throughanad-hocJavasoftware.This
implementationleveragesdirectlyontheNovaandNeutron
APIstoprovidealightweightversionoftheVNFM-Viand
Or-VireferencepointsdeﬁnedbyETSI.
IV.EVALUATION
Wenextvalidateandevaluateoursolutionbydeployinga
smaltestbedconsistingofoneUEimplementingtwoslices,
andoneeNBconnectedtotwodiferentCN(oneperslice).
ThetestbedarchitectureisdepictedinFigure1.TheUEruns
overanEtusUSRPB210boardconnectedtoanHPOMEN
laptop,runningUbuntuLinux16.04.TheeNBrunsover
anotherB210board,connectedtoaIntelNUCrunningthe
sameLinuxdistribution.TheTXandRXportsofoneB210
boardareconnectedtotheRXandTXports,respectively,of
theotherboard,usingcoaxialcableswithSMCconnectors
topreventanyinterference.ToimplementtheCN,werun
twoinstancesoftheOAICNimplementation,whichcontains
the MME,HSS,S-GW,andP-GW.TheOAI-CNVNFsare
packagedinUbuntu16.04VM,runninginanOpenStack
managedcloudcomposedofthreecomputenodesandone
controlernode.
BeforeperformingtheactualvalidationofPOSENS,weﬁrst
conductanextensiveevaluationofthebestRAN(i.e.,srsLTE)
parametersthatleadtothemostreliableconﬁguration.To
ﬁndagoodtrade-ofbetweenRANperformance(interms
ofthroughput)andstability,wesetthechannelbandwidthto
10 MHzandaRXgainof60dBfortheUEand60dB
fortheeNB. WeusedtheLTEchannel7(centeredaround
2600MHz).
A.Independencebetweenslices
Weﬁrstvalidatethattheslicescanrunsimultaneouslyand
independently,inthiswaysupportinge.g.,experimentation
inscenarioswith multipleslices,eachonepotentialyre-
conﬁguredinreal-time.Tothisaim,theexperimentstarts
withtwoconﬁguredslices,eachoneimplementingaperiodic
request-responseservicebetweentheUEandaserver.Weem-
ulatethattheseserversarerelativelyfarawaybyintroducing
anextradelayof100msviathetccommand.Then,after20s,
theserverofthesecondsliceismovedtotheeNB,simulating
e.g.theuseofaMEC-likesolution.Werepresenttheobtained
performanceintermsofaverageRoundTripTimes(RTTs)
across10repetitionsinFig.4a.
Astheﬁgureilustrates,atthebeginningoftheexperiment
bothslicesexperiencethesameRTTofapprox.120ms,witha
fewoutliersacrossexperiments.There-alocationoftheserver
inthesecondslicehasanobviousimpactonperformance,with
theRTTsimmediatelyreducedtoapprox.20ms,whilethe
performancewiththeﬁrstsliceremainsunaltered. Withthis
experiment,wethusconﬁrmthatresearcherscouldprototype
scenarioswherediferentservicesareprovidedwithdiferent
slices,andeachservicecouldbeindependently modiﬁed
withoutalteringtheothers.
B.Throughputperformance
Wenextassessquantitativelytheperformanceofoursolu-
tion,toanalyzeiftheoveralefﬁciencyisdegradedbecause
oftheuseofslicing,andiftheslicesarefairlysharingthe
availableresources.Tothisaim,westartourexperimentwith
bothslicesconﬁgured,butonlyone(“Slice1”)performing
aTCPdownloadfromaserver.Then,after20s,another
downloadisperformedonthesecondslice(“Slice2”),from
adiferentserver. Weilustratetheper-slicethroughputand
thetotalthroughput(“Aggregated”)averagedoverwindowsof
1sinFig.4b.Wealsorepresentintheﬁgurethethroughput
performancewhennoslicingisdone,i.e.,boththeUEand
theeNBusethevanilaversionofsrsLTE(“SingleSlice”).
Theﬁgureilustratestwomainresults:ﬁrst,thereisprac-
ticalynodiferenceintotalthroughputbetweenourimple-
mentationandtheuseofthevanilaversionofsrsLTE,which
conﬁrmstheefﬁciencyofthedevelopedsolution.Second,
whenbothslicesareactive,theyfairlysharethemedium,
eachoneobtainingapproximately50%ofthetotalthroughput
(werepeatedtheexperimentseveraltimesandinalcasesthe
performancewasverysimilar).
C.Slicecustomizationandorchestration
Wenextshowhowoursolutionsupportsaper-sliceorches-
trationandcustomizationofservices,aswelastheadjustment
oftheresourcesthatasliceconsumes. Wedemonstratethis
capabilitybymodifyinginreal-timethechainofVNFsthat
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Fig. 4:POSENSevaluation experiments
build a service. In particular, we insert two additional user
plane functions into an operating slice: a trafﬁc shaper and a
ﬁrewal. Our experiment works as folows. We start with two
slices serving downlink trafﬁc to the UE, fairly sharing the
channel as ilustrated in Fig. 4c. Then, after 20 s, we add into
“Slice 2” a ﬁrewal function to block incoming connections
and a trafﬁc shaper function to limit the bandwidth to 2 Mbps.
As the ﬁgure ilustrates, the efect is immediate and “Slice 1”
receives a higher throughput. We also conﬁrmed that connec-
tions were blocked immediately. This shows that, even though
the our slicing solution cannot alocate RAN resources directly,
it can control the overal resource consumption (including
RAN) as long as terminals employ some congestion-aware
sending mechanism.
D. Compatibility with commercial equipment
In this section, we conﬁrm that our solution is compat-
ible with commercial equipment. To this aim, we perform
a connectivity test using a Nexus-5 phone, equipped with a
Sysmocom programmable SIM card.18To support this test,
we slightly modiﬁed the hardware setup, ataching an antenna
to the eNB SDR card, and using isolation hardware (Ramsey
electronics shielded enclosures19) to prevent interference.
We conﬁrmed that POSENSsupports both modiﬁed UEs
and commercial UEs, namely, slice-aware and slice-unaware
UEs. In this way, we support scenarios where several UEs can
be atached to the same slice (e.g., eMBB), and only a few
UEs, in need of speciﬁc services, require the instantiation of a
diferent slice (e.g., an URLLC service). This further extends
the applicability of our solution, opening it to a very wide
range of testing scenarios.
V. CONCLUSIONS
We have presented POSENS, an open-source solution for
practical end-to-end network slicing based on slice-aware
shared RAN. This tool includes al the software components
needed to deploy a multi-slice network setup.POSENSenables
the slicing of the RAN as wel as the core, which are
fundamental building blocks for achieving end-to-end network
slicing. We validatedPOSENSin a lab deployment, showing
18htp:/shop.sysmocom.de/products/sysmousim-sjs1
19htp:/www.ramseyelectronics.com/productlist.php?category=1&series=
1
how it can obtain per-slice customization without paying a
price in terms of performance. Our ultimate goal is to provide
a tool that alows researchers and practitioners to experiment
with per-tenant MANO algorithms, using the now widely
available SDR and cloud hardware commodities.
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