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A combination of coarse-grained particle-based molecular simulations and self-
consistent field theory (SCFT) were used to detect and circumvent the packing 
frustration responsible for the very limited stability of the bicontinuous phases in DBC 
systems. Such bicontinuous phases have promising applications in many technological 
areas like: solar-cells and photonic crystals. Lattice and continuum Monte Carlo 
simulations together with Molecular Dynamics  were used to map out the phase 
diagram of the pure DBC melt. The morphologies observed were found to be 
dependent upon the size of the simulation box because of severe finite-size effects 
caused by the long-range periodicity of this type of systems. Thus, accurate free 
energy calculations, achievable only through Expanded Ensemble methods, were 
needed to discern the stability of the competing mesophases at each thermodynamic 
condition. The gyroid (G) phase was found to be stable in a narrow region of phase 
diagram. Direct evidence of packing frustration in the form of chain-stretching was 
found in the G phase nodes for all the models studied. Chain-length bidispersity was 
then investigated as a means to reduce such packing frustration; it was found that the 
preferential segregation of the longer chains inside the G phase nodes caused an 
increase in the range of temperatures where the G phase was stable. As an alternative 
strategy to diminish packing frustration, addition of minority-component 
homopolymer, was studied at the conditions were the G phase was found stable in the 
 pure DBC system. The progression of morphologies G  → C → Double Diamond 
(DD) → Plumber’s Nightmare (P) was observed upon increasing homopolymer 
content. The homopolymer concentrated in the nodes of the DD and P phases to 
reduce the packing frustration. Though tentative phase boundaries were delineated via 
free energy calculations, macrophase separation could not be satisfactorily assessed 
within the framework of particle-based simulations. Thus, SCFT was used to explore 
in more detail the DBC/homopolymer phase diagram, showing that, although in many 
cases two-phase coexistence of a DBC-rich phase and a homopolymer-rich phase 
precedes the stability of complex bicontinuous phases, the DD and P phases can 
indeed be stable in some regions of the phase diagram.  
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 CHAPTER 1 
 
LATTICE MONTE CARLO SIMULATIONS OF THE GYROID PHASE IN 
MONODISPERSE AND BIDISPERSE BLOCK COPOLYMER SYSTEMS∗
 
I. INTRODUCTION 
Under the appropriate thermodynamic conditions, block copolymers can self-
organize at nanoscopic length scales and form microstructures that can lead to 
numerous materials with useful properties1 such as mechanical and optical anisotropy, 
large interface area between different domains, and long-range ordering.  In diblock 
copolymer melts, different microstructures can be obtained by changing the 
temperature and volume fraction of any one block. The result is a complex phase 
diagram that presents a variety of well ordered structures with long-range periodicity. 
In the simple case of diblock copolymer melts, the following “classical” 
morphologies1 can be found: lamellae (L), hexagonally packed cylinders (C), and 
spheres ordered in a BCC lattice (S). In addition, bicontinuous morphologies with 
triply periodic spacing have been discovered; e.g., in diblock melts the Gyroid2 (G) 
phase has been found to be stable. In more complex systems, like star block 
copolymer melts and block copolymer/nanoparticle nanocomposites, the OBDD3 (D) 
and Plumber’s Nightmare4 (P) phases have been respectively obtained. Bicontinuous 
morphologies are of special interest for the design of novel materials. For example, 
their interconnectivity in all three directions not only gives them unusual mechanical 
properties, but also makes them perfect candidates as precursors of porous materials,5, 
6 catalytic surfaces and high conductivity nanocomposites.7 Theoretical and molecular 
                                                 
∗ Reproduced with permission from Martinez-Veracoechea, F. J.; Escobedo, F. A. Macromolecules 
2005, 38, (20), 8522-8531. Copyright 2005 American Chemical Society. 
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 simulation studies are particularly useful tools to explore the complex phase behavior 
of both pure diblock copolymers and mixtures of copolymers and other components 
such as nanoparticles8-10 and homopolymers.11 From the numerous computational 
studies that have been reported, we will briefly review some of the most relevant to 
this work. 
 The phase diagram of pure diblock copolymer melts is relatively well 
understood, both experimentally12 and theoretically (e.g., the SFCT of Matsen13, 14 and 
the Field-Theoretic description of Fredrickson15). However, even though the G phase 
has been proven to be stable in a narrow window of compositions in this kind of 
theoretical studies,14, 16, 17 to the best of our knowledge, it has never been reported in 
simulations of pure diblock melts.  The G phase has only been found in simulations of 
systems of either triblock copolymers or diblocks with selective solvent; e.g., in the 
lattice MC simulations of triblock copolymer melts of Dotera et al.,18 in the lattice MC 
work with surfactants in selective solvent of Larson et al.,19 in the MD simulations of 
Rychkov and Yoshikawa20 in a selective solvent, and in the Lattice-Boltzmann 
simulations of surfactants in mixtures of selective solvents of González-Segredo and 
Coveney.21 One should consider, however,11 that the inclusion of selective solvent or 
small amounts of homopolymer can stabilize the G phase, widening the range of 
conditions where such a phase can be observed by simulation. It has also been 
shown16, 22 that the region of the phase diagram where the G phase is stable for triblock 
copolymers is significantly wider than that for diblocks, which again facilitates finding 
the G phase in simulations.  
 In several simulations of diblock copolymers without selective solvent, no 
clear indication has been provided on the existence of bicontinuous phases. Such is the 
case of the Brownian Dynamics simulations of Glotzer et al.23, 24 and the Dissipative 
Particle  Dynamics simulations of Groot et al.25 where only classical morphologies 
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 were found. The same is true for the Discontinuous Molecular Dynamic simulations of 
Schultz et al.26, 27 where they studied diblock copolymer melts and block 
copolymer/nanoparticle nanocomposites. In this case, the Perforated Lamellae phase 
(PL) was found in the region of the phase diagram where the G phase is expected, in 
disagreement with both theory and experiments.28  
 Block copolymers microphases present long-range order with periodicity that 
has well-defined characteristic lengths associated with it. The size of the unit cell (i.e. 
repetitive unit) of these structures is therefore predetermined by the thermodynamic 
conditions at which the system is set. As a consequence, simulation box lengths need 
to be a multiple integer of the unit cell size in order to fit the structure and still satisfy 
the periodic boundary conditions. Simulations have proven18 that inadequate choices 
of box dimensions can stabilize metastable phases. As a result, the size of the 
simulation box becomes an essential parameter in this kind of systems. An attempt to 
solve this problem was made by Schultz et al.29 who developed an algorithm to change 
the shape of the simulation box while keeping fixed the total volume. Nonetheless, due 
to their cubic symmetry, bicontinuous morphologies cannot be fitted in a simulation 
box by changing its relative dimensions if the total volume is kept constant. The latter 
reason could be a possible explanation for the failure of previous work in obtaining the 
G phase. 
 In the present work we use lattice Monte Carlo (MC) simulations together  
with a simple model for the block copolymer chains to explore the phase diagram of 
pure diblock melts. Simulations were performed in the weak, intermediate, and strong 
segregation regime. In addition to the classical morphologies, the G phase was also 
found in a region of the phase diagram that agrees with experimental results and 
theoretical predictions. We also explored the use of polydispersity as a way to stabilize 
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 the Gyroid phase in a wider region of the phase diagram as proposed by Hasegawa et 
al.30  
 
II. MODEL AND METHODS 
Model 
Space is discretized in a simple cubic lattice where each site can be occupied 
only by a single bead of the polymer chain. Each bead in the chain represents a Kuhn 
segment. Bonds are allowed between nearest neighbors that are located at the edges of 
each site as well as between diagonals sites, yielding to a total of 26 neighbors per 
lattice site. Details about the applicability of this kind of lattice for block copolymers 
can be found elsewhere.31, 32  
The total energy of the system is calculated by using pair wise additivity 
between the bead interactions. Each bead interacts only with its 26 nearest neighbors. 
The contact energy εij is defined as, 
 
1
0
if i j
ij if i j
ε ≠⎧= ⎨ =⎩
 (1) 
where i and j represent the type of bead. 
To facilitate the mobility of the chains, the systems have a void fraction of 
η = 0.25. The beads do not interact with the void (i.e. εi-void = 0), hence vacuum acts 
like a non-selective good solvent. As is customary for lattice simulations, the Flory-
Huggins interaction parameter (χ) is obtained from18 χN=(# non-bonded 
neighbors)×(fraction occupied)×εΑΒ/kT =  (26-2)×(1-η)×1×β , i.e., 
 18χ β=  (2)                  
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 where β= εΑΒ/kT, k is Boltzmann constant, and T is temperature. Note that this 
mapping between χ and T is only approximate since small-chain effects are not 
accounted for. The copolymer composition is defined by, 
 #of beadsof onecomponent in chain
N
f =  (3) 
where N is the chain length. Since all beads occupy the same volume, f also defines 
the volume fraction of the given bead type. For the system of pure diblock 
copolymers, chains had N=20 unless otherwise indicated. Such a chain length is a 
compromise between computational efficiency (short chain) and a sufficiently fine 
discretization of block copolymer composition to map out the phase diagram. 
Therefore it is not surprising that chains of comparable lengths have been studied 
elsewhere.18, 26 As a concrete example, N = 20 can be seen to approximately 
correspond to symmetric chains of Poly(isoprene-b-ethylene oxide) (PI-b-PEO)  of a 
molecular weight of MW~2.5.103 g mol-1.  For the bidisperse system of diblock 
copolymers, the shorter component had N=20 while the longer one had either N=40 or 
N=26. 
 
Simulation details 
The sampling scheme used was the traditional Metropolis Monte Carlo 
algorithm33 in the Canonical Ensemble (NVT), where moves are accepted with 
probability:  
 min[1, exp( )]P Eβ= − ∆  (4) 
 The moves implemented were: (1) individual “hop” moves,31 where a single 
bead is attempted to move with equal probability to any of the sites that conserve the 
nearest neighbor condition between chemically bonded monomers; (2) “Reptation” 
moves,19 where one of the two ends of the chain is moved randomly to one of the 
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 nearest neighbor sites, and the rest of the beads “follow” it by occupying the position 
of the closest bead chemically bonded in the direction of the move; (3) “Switching” 
moves, whereby the order of the beads in the chain is inverted. This last move has the 
advantage of never requiring a check of excluded volume interactions, since the chain 
occupies the same sites before and after the move is implemented. The “hop”, 
“reptation” and “switching” moves were performed with a relative frequency of 
100:10:1 respectively. 
 Copolymer mesophases and bicontinuous phases in particular are not easy to 
characterize because of the lack of a convenient order parameter that can provide a 
clear identification of any such phase. As a consequence, most of the characterization 
is usually done through simple visual inspection of snapshots of the simulated system. 
Another powerful tool, widely used by experimentalists in the area of copolymers, to 
characterize these phases is the structure factor, S(q). The structure factor is calculated 
straightforwardly from simulations with the equation,34 
 
2 2( cos( )) ( sin( ))
( )
j j
j j
q r q r
S q
N
• + •
=
∑ ∑G G GG G  (5) 
where qG  is the wave vector and jr
G
 are the positions of the monomers of the minority 
component in the system. With this definition, S(q) corresponds to the modulus of the 
Fourier transform of the positions of the minority component beads. Moreover, after 
calculating S(q), the concentration profile can be reconstructed directly35 by an inverse 
Fourier transformation while neglecting wave vectors ( qG ) with a modulus larger than 
some cutoff (in this work qcutoff =1.2). This procedure has the advantage of smoothing 
out the fluctuations in a particular configuration. All snapshots shown in this work 
were obtained using this procedure. Another advantage of calculating S(q) is that it 
provides useful information about the “natural” length of the unit cell of the periodic 
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 structures. Such length can be extracted from the location of first refraction peak, by 
means of the equation, 
 2boxL mq
π= ∗  (6)          
where Lbox is the estimated length of the unit cell,  is the modulus of the wave 
vector at which the principal S(q) maximum is located and m is the first observed 
reflection spacing ratio for a given periodic structure
*q
2 (e.g., 1=m  for Lamellae, 
6=m  for the Gyroid). 
Simulations were equilibrated in the athermal limit and then quenched to the 
desired temperature where the microstructures are expected to form. It is important to 
emphasize that contrary to the case of SCFT calculations, the different morphologies 
need not be pre-specified since the system naturally evolves towards the final state. 
Typical simulation runs consisted of 106 MC moves per bead in the system. Some 
simulations were run twice as long to ensure stability. At each thermodynamic 
condition (i.e., a given set of χN and f values), a preliminary simulation was run at a 
simulation box of a typical size of  30×30×30 (lattice units)3 to obtain a hint of the 
“natural” spacing of the system by means of S(q). Afterwards, different unit cell sizes 
corresponding to different morphologies can be estimated by use of equation 6 (an 
iteration of this process may be needed). Thus, different simulations (with the same 
value of χN and f), with different box sizes, consistent with the spacing of different 
morphologies, were run. However, in most of the cases the system evolved to the same 
morphology regardless of the simulation box size. Whenever more than one defect-
free morphology was found at the same thermodynamic conditions, the stable phase 
was determined by performing simulations in bigger boxes (i.e., two or more unit 
cells) and evaluating the chemical potential. Simulation box sizes ranged from 
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 20×20×20 (lattice units)3 to 66×66×66 for larger systems wherein the stability of the 
system was being tested. 
 
III. RESULTS 
Pure diblock melts 
 In order to map out the phase diagram of pure diblock copolymer melts 
simulations were performed in the weak, intermediate, and strong segregation regimes 
(χN~20 to 200). Since for our model the phase diagram is symmetric in volume 
fraction (f), we ran simulations only for compositions f ≤ 0.5.  
 We obtained the classical morphologies of Lamellae (L), Cylinders (C) and 
Spheres (S) as can be seen in Figure 1.1 where only the minority component of the 
block copolymer is shown. Since the L and C phases possess periodicity only in one or 
two directions, respectively, they can rotate to better accommodate themselves in the 
simulation box to approach their natural spacing. To test if this “rotation” was 
artificially stabilizing any of these structures different system sizes were tried. 
However, no “artificial” stabilization was observed. Although some authors25, 36 have 
suggested that hydrodynamic interactions could be crucial to simulate structures with 
periodicity in more than one dimension (specifically the C phase), Horsch et al.24 have 
recently shown that hydrodynamics was not required to obtain these phases in 
simulations of diblock copolymers. The Lattice MC method employed in this work 
provides a much more effective configurational sampling than continuum space 
models and can readily obtain the C phase (despite the absence of hydrodynamics 
interactions).  
In addition to the classical morphologies, in a very small region of the phase 
diagram the Gyroid phase (Figure 1.2) was found. To ensure that this structure 
actually corresponds to the G phase, S(q) was calculated (Figure 1.3) and compared to  
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(a) 
 
 
 
 
 
 (b) 
 
 
 
 
 
(c)  
 
 
 
 
 
Figure 1.1. Snapshots of classical morphologies found in the simulations. Only 
minority component is shown. (a) Lamellae, (b) Cylinders and (c) Spheres. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2. Snapshot of the unit cell of the Gyroid phase. Only the minority 
component is shown. The minority component forms two distinct channels (red and 
yellow) that never intersect.  
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Figure 1.3. Structure factor calculated from simulated snapshots of the G phase. The 
inset shows the structure factor in a logarithmic scale. The ratio of the locations of the 
peaks is in good agreement with the experimental results2 (i.e., 
19:16:11:10:4:3 ). 
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 the experimental results of Gruner et al.2 Comparison of the location of the peaks 
shows good agreement with the ratios that are observed experimentally 
(i.e., 19:16:11:10:4:3 ). Moreover, when these ratios are reinterpreted as 
38:32:22:20:8:6  (i.e., multiplied by a factor of 2 , as suggested by 
Gruner et al.2), it can be seen that the size of the unit cell given by equation (6) [with 
q*=0.4664 from Fig. 1.2] coincides exactly with the size of the simulation box (i.e., 33 
lattice units per side). In Figure 1.2, we can also see that the minority component 
forms a structure composed by “channels” and “nodes”, each node is formed by the 
junction of three channels, as is expected for the Gyroid phase. 
 At the same thermodynamic conditions where we obtained the G phase (i.e., f 
= 0.30, χN = 40), we also found other structures when simulations were done in boxes 
of different sizes (e.g., C and Perforated Lamellae). However, the PL was only 
encountered in simulations with boxes much smaller than the G unit cell (less than 20 
lattice units each side) leading us to conclude that PL is not stable in this 
thermodynamic state. To test the stability of the G phase respect to the C phase, two 
bigger boxes (33×33×66 lattice units) were simulated. In these simulations, instead of 
quenching from the athermal limit, simulations were started with the respective phases 
(C or G) already formed. While the C phase did not persist (i.e., cylinders started to 
connect to each other), the G phase remained stable. In addition, simulations with an 
even bigger simulation box (66 lattice units per side) were run; again, the Gyroid 
phase remained stable (Figure 1.4). Simulation of the chemical potential in fully 
equilibrated systems using Rosenbluth sampling33 was used to identify the most stable 
phase; i.e., the one with the lowest free energy. We neglected the PV contribution to 
the Helmholtz free energy differences since it is expected that for the G and C phases 
the pressure will be similar and small. It can be seen in Figure 1.5(a) that the box 
dimensions for which the G phase was found (i.e., 33 lattice units per side) correspond  
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Figure 1.4. Eight (8) unit cells of the Gyroid phase; the box size is 66×66×66 and 
contained 10,781 chains. The G phase remained stable in this bigger system. Only the 
minority component is shown. 
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Figure 1.5. Comparison of the chemical potentials (βµ) between the G and C phases 
for f=0.30. (a) The chemical potential for the observed structure for each box size is 
presented as a function of the box linear dimension (Lbox) for χN = 40. The structures 
observed at different sizes are: Interconnected Cylinders for Lbox = 31, G phase for Lbox 
={32,  33, 34}, and C phase for Lbox ={35, 36}. (b) Linear interpolation of βµ for the C 
and G phases between χN = 40 and χN = 50; for each phase and a given χN, the 
βµ value used is the smallest one obtained as a function of system size. The 
intersection occurs at χN ~ 45. 
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 to a minimum in chemical potential. Using the lowest βµ value for which either G or 
C are stable, we find that βµGyroid = 36.34(1) and βµCylinder = 36.44(1), which indicates 
that the free energy of the G phase is slightly lower than that of the C phase at f = 0.30, 
χN = 40. As pointed out before,18 inadequate choices of simulation box dimensions 
can stabilize metastable structures due to their inability to fit the unit cell of the stable 
structure. This effect becomes less important for much larger simulations boxes where 
two or more unit cells can fit. Since the G phase was the only one that remained stable 
in the much bigger systems (besides having a slightly lower chemical potential), we 
conclude that G is the stable phase at the conditions under consideration. 
 For f = 0.30 and χN = 50, only the C phase formed spontaneously. When 
quenching the simulated systems for different box sizes, a Gyroid-like structure was 
often initially observed; however, in all cases these unstable intermediates eventually 
evolved toward the C phase. Further tests were run at f = 0.30 and χN = 50 starting 
with the L or the G phase already formed (at different χN). In these simulations, only 
the G phase remained stable during the length of the simulation (106 MC steps) but its 
chemical potential [βµGyroid = 37.38(1)] was larger than that of the C phase [βµCylinder = 
37.27(1)], confirming that that C phase is the one thermodynamically stable in this 
point of the phase diagram. Although we observed the G phase in only one point of the 
phase diagram (i.e., f = 0.30, χN = 40), we expect that it will be stable in a small finite 
interval of χN around this point [i.e., ∆(χN)<10]. A rough estimate of the location of 
the high-χN G-C transition is χN ~ 45, found by linear interpolation [shown in Figure 
1.5(b)] of the chemical potential data for χN = 40 and 50 given before. 
 For f = 0.35 and χN = 40, neither the G, L, or C phase was fully stabilized; 
instead, co-continuous structures were obtained where the minority component forms 
a single network of channels connected by three-fold nodes. Recently, Tyler and 
Morse37 have shown using SCFT that an orthorhombic Fddd phase (O70) should be 
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 stable in a very narrow range of f and χN between the G and L phases. Regular co-
continuous structures can be simulated depending on the box shape adopted; Figure 
1.6 shows one such structure obtained for a box with side lengths in the ratio 35:35:70 
(and for f = 0.35 and χN = 40). Although the structure in Figure 1.6 resembles the O70 
phase, analysis of S(q) shows some discrepancies in the location of the refraction 
peaks reported experimentally for systems of triblock copolymers by Bates et al.38 
Considering that the O70 phase is predicted to be stable in a very narrow region close 
to the ODT, it is possible that such a phase is suppressed in systems of “short” chains 
like ours, or that it is “skipped” by the coarse discretization of f values afforded by our 
20-mer chains.  Clearly, a more extensive simulation study is needed to clarify the 
effect of box size, shape, chain length, and composition on the formation of the O70 
phase. 
 When all the resulting structures for the diblock copolymer melt are collected 
as a function of χN and f, we obtain the approximated phase diagram shown in Figure 
1.7. This diagram is in qualitative agreement with the results of SCFT.14 However, 
besides the appearance of the co-continuous structures previously mentioned, other 
differences are observed: the ODT is located at higher values of χN (χN ~ 23), the S 
phase is also shifted to higher values of χN, and a temperature driven Cylinder-
Gyroid-Cylinder (C-G-C) transition is predicted. The up-shifting of the ODT and the S 
phase is in agreement with previous simulation results of Hall et al.,26 and  Vassiliev 
and Matsen,39 where chains of similar size were used. In addition, weak segregation 
regime theory17, 40 has predicted these two effects for chains of short length wherein 
fluctuations become important and therefore mean-field theories become no longer 
applicable.  
 Regarding the C-G-C transition, one should note first that SCFT actually 
predicts its occurrence but only for an extremely narrow range of f values (around 
 16
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.6. Snapshot of the co-continuous structure found at f = 0.35 and χN = 40. 
This structure was found only in a narrow region of the phase diagram between the L 
and G phases. Only the minority component is shown. 
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Figure 1.7 Approximate phase diagram obtained from our simulations. Solid line is 
just a guide for the eye. The ODT is located at χN~23. The Gyroid phase was found 
stable for χN = 40 and f = 0.30.  
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 f~0.32 and 45 < χN < 65). Furthermore, while SCFT clearly predicts a C-G transition 
at low values of χN, the exact location of the high-χN boundary of the G phase (i.e., 
the C-L-G high-χN triple-point) has not been established by rigorous SCFT 
calculations but only by extrapolations14 (in the interval 40 < χN < 60 of the G phase 
boundaries). It is therefore not unexpected that in such a region of the phase diagram 
(where free energy differences among the L, G, and C phases are vanishingly small) 
discrepancies may arise between the predictions of a mean-field theory and the 
behavior of systems of finite chain-length. In addition, the experimental work of Bates 
et al.,12 with the metastable PL phase re-interpreted as the G phase,28, 41 suggests that 
not only C-G transitions at low values of χN can occur but also that G-C transitions at 
high values of χN are plausible (e.g., for PI-b-PS and PEP-b-PEE). In fact, most of the 
experimental work on the G phase has not examined the region where the G phase 
ceases to be stable at high segregations. In short, the possibility that systems can 
exhibit a C-G transition at low χN and a G-C transition at higher χN should not be 
ruled out a priori. 
 
Structure of the nodes 
 In the Gyroid phase the minority component forms a structure composed of 
channels and nodes. The thickness of the channels is determined by the length of the 
minority component blocks. However, since each node is formed by the junction of 
three channels, nodes need to be bulkier in order to approach the constant mean 
curvature (CMC) structure13 that minimizes the interfacial energy.  
 It has been suggested elsewhere13, 30 that the reason for the very limited 
stability of the G phase in the phase diagram of pure diblock melts is packing 
frustration. Since the nodes of the G phase are wider than the channels, chains would 
need to stretch in the nodes to reach the center. Our simulated G phase allowed us to 
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 examine whether this phenomenon occurs inside the nodes. Concentration profiles of 
the minority component in the simulated nodes show that there is indeed a low density 
region (i.e., a higher concentration of vacancies) inside the nodes. This is evident in 
Figure 1.8 where a typical concentration profile on a cross-section of a node is shown. 
As can be seen, the concentration in the middle of the node is lower than in its 
surroundings, evidencing the presence of vacancies. This fact was true for all thenodes 
present in all the snapshots of the Gyroid phase collected from independent runs. The 
presence of lower concentration regions in the center of the nodes indicates packing 
frustration of the copolymer chains and therefore a destabilization effect of the G 
phase. While some degree of vacancy accumulation also occurs at the A-B interfaces 
of all micro-segregated phases because it reduces the number of unfavorable contacts 
in the system, the vacancy accumulation in the node centers of the G phase is not 
driven by the same mechanism.  
Chain stretching calculations (i.e., via the evaluation of end-to-end distances of the 
minority blocks) were carried out only for a limited number of statistically 
independent configurations (10 snapshots). This is because the only reliable way we 
found to identify of the positions of the Gyroid nodes was by visual analysis. The 
results from these calculations failed to detect chain stretching inside the nodes as it 
had been speculated, suggesting that, at least in our model, the penalty in entropy of 
mixing associated with having “vacancies” inside the nodes is less than the penalty in 
configurational entropy associated with stretching the chains to reach the center of the 
node. However, the absence of chain stretching inside the Gyroid nodes could also be 
due to the short length of the minority component block (6 beads for f = 0.30), given 
that the associated entropic penalty is larger for shorter, non-gaussian chains. 
Moreover, since in our model the contact energy between beads of the same type is 
zero, void spaces in the lattice act as a “good” solvent and the intra-node interactions 
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Figure 1.8. Concentration profile of the minority component in a typical node of the G 
phase. The concentration in the middle of the node is lower than in its surroundings 
indicating the presence of a higher concentration of vacancies. The scale represents the 
concentration of the minority component, ranging from 0 to 1.  
 21
 are basically entropic. Hence, it is also possible that a model with more dominant 
energetic interactions (i.e., negative contact energies between equal-type beads and 
thus void spaces acting as “poor” solvent) could lead to a different nodal structure 
with less vacancies and more chain stretching. In either case, however, packing 
frustration inside the Gyroid nodes should still be prevalent.  
 
Bidisperse mixtures of a diblock copolymer melt 
 Several strategies have been proposed to reduce packing frustration inside the 
G phase nodes, including the use of nanoparticles or low molecular weight 
homopolymers that could reside preferentially in the nodes of the Gyroid. In addition, 
Hasegawa et al.30 suggested that copolymers having a bidisperse distribution of chain 
lengths could have a more stable G phase. In this case, the hypothesis is that longer 
chains can segregate to the nodes to fill the vacancies (Figure 1.9) while the shorter 
chains concentrate in the channels to avoid packing frustration in the nodes, therefore 
stabilizing the Gyroid phase. To our knowledge, this hypothesis has not been tested in 
simulations. Experimentally, Bendejacq et al.42 have study the effect of polydispersity 
in diblock copolymers, finding the L and C phases (and coexistence L + C in between) 
but not the G phase; note that these authors focused in the strong segregation regime 
where the G phase is expected to be unstable. Also, Sides and Fredrickson43 studied 
the effect of polydispersity using SCFT but only focused on the classical 
morphologies (L, C, and S). 
 We studied two model systems with the purpose of testing this hypothesis 
(Figure 1.10). The first one (System 1) was composed of 90 % chains of length N = 
20, and 10 % chains with N = 40, with a volume fraction of minority component f = 
0.30 (the same f where the G phase was found). The second system (System 2) had 
also 90 % of chains of length N = 20 and f = 0.30, but it contained 10 % of chains with  
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Figure 1.9. Cartoon representing how filling the “vacancies” in the nodes can stabilize 
the Gyroid phase. (a) Chains stretching in the Gyroid nodes to fill the vacancies. (b) 
Selective nanoparticles filling the vacancies. (c) Homopolymer filling vacancies. (d) 
Bidisperse distribution of chain length where the longer chains concentrate in the 
nodes. Based on a figure shown by Hasegawa et al.30  
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Figure 1.10. Cartoon representing the two model systems studied with a bidisperse 
distribution of components. (a) System 1: 90 % chains with N = 20 and 10 % chains 
with N= 40, the volume fraction of minority block in both components is f = 0.30. (b) 
System 2: 90 % of the original f = 0.3 chains with N = 20, mixed with f = 0.46 chains 
(N = 26). Thus, in System 2 the overall minority component fraction is fall = 0.316. 
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 N = 26 and f = 0.4615 (12 beads of minority component). System 2 was studied to test 
if just making longer the block of the minority component was enough to reduce 
packing frustration (note that for System 2 the overall composition is f = 0.3162). 
Simulations were performed around the same temperature where G was found (β = 
0.11111, χN~ 40). No attempt was made to “optimize” the bidisperse systems 
compositions. 
 After equilibration, the G phase was also found in both systems with a unit cell 
size of 35 lattice units (in the pure melt the unit cell was 33 lattice units). In each 
system, the appropriate simulation box dimensions were estimated using S(q) together 
with equation 6, as explained in the Section on simulation details. To see if there was 
actually segregation between longer and shorter chains, we calculated the 
intermolecular bead-to-bead radial distribution function for the minority component. 
As can be seen in Figure 1.11, in both systems the longer chains aggregate more than 
the shorter chains. This is evident in the stronger short-range correlations (i.e., higher 
peak) observed in the radial distribution function of the longer chains. We also 
examined the hypothesis that this aggregation leads to a spatially correlated 
segregation wherein the minority component blocks of the longer chains reside 
preferentially inside the Gyroid nodes. Figure 1.12 shows a typical snapshot of the 
system where only the minority component blocks are shown; the longer chains are 
“painted” in red and the shorter chains in yellow. As can be seen in Figure 1.12, most 
of the longer chains are indeed found inside the nodes, thus corroborating the 
hypothesis. This was true for both systems studied (results for other snapshots lead to 
similar conclusions).  
 To investigate how bidispersity affects packing in the Gyroid nodes, selected 
typical configurations were used to obtain concentration profiles of “voids” (smoothed 
out as described in the Section on simulation details).  To estimate the mean void  
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Figure 1.11. Intermolecular bead-to-bead radial distribution functions for the minority 
component. (a) System 1 [g(r)max=3.04]. (b) System 2 [g(r)max=2.89]. The stronger 
short-range correlation in the longer chains indicates some degree of clustering 
(aggregation) beyond what is observed in the shorter chains. 
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Figure 1.12. Snapshot of the Gyroid phase before (a) and after (b) “painting” in red the 
longer chains and making the structure semi-transparent. Shorter chains are kept in 
yellow and only the minority component is shown. Longer chains tend to reside in the 
nodes. 
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 fraction inside the nodes, ηnode, averages were obtained inside regions of space 
delimited by spheres of radius rcut centered at the innermost point in the nodes. It is 
expected that the value of ηnode will strongly depend on the choice of rcut; a larger rcut 
will give a ηnode consistent with the global void fraction (η = 0.25) while a smaller rcut 
will give a ηnode representative of the local void fraction at the node center. In Figure 
1.13, ηnode values for the monodisperse system and the bidisperse System 1 are plotted 
as a function of rcut. As can be seen, ηnode values for small rcut (i.e., highly localized at 
the center) for the bidisperse system are consistently smaller than those for the 
monodisperse system; this suggests that packing frustration in the former has been 
reduced relative to that in the latter (where vacancies concentrate in the node center). 
However, the results shown in Figure 1.13 should only be taken as qualitative trends, 
given the significant density fluctuations in the Gyroid nodes and the difficulty of 
unambiguously defining node centers. A different, indirect quantification of the effect 
of bidispersity on packing frustration is discussed next. 
 If the segregation of the longer chains to the nodes is indeed stabilizing the 
Gyroid phase, then the latter could in principle be stable in a wider region of the phase 
diagram. To test this idea, we ran simulations of both model systems at temperatures 
where Cylinders were stable; i.e., at temperatures immediately above (χΝ ~ 30) and 
below (χΝ ~ 50) the region where the G phase was initially found (See Fig. 1.5). At 
the higher temperature (lower χΝ), we found that again the Cylinder phase (not G) 
was stable, i.e., we did not detect widening of the G phase window in the region of 
higher temperatures. On the other hand, when we explored regions of lower 
temperature we found that while in System 2 the Cylinders were still stable, in System 
1 the Gyroid was stable (Figure 1.14). Hence, we found that in System 1 the G phase 
became stable in a wider region of temperatures in the phase diagram, consistent with 
the idea that segregation of longer chains to the nodes reduces packing frustrations and 
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Figure 1.13. Mean void fraction ηnode inside the Gyroid nodes as a function of the 
radius (rcut) of the spherical region around the node center. Values of ηnode are the 
average void fraction over all the volume inside such a spherical region, and for all the 
nodes in selected configurations of a given system. 
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Figure 1.14. Effect of bidisperse distribution of chain lengths on Gyroid stability. (a) 
Zoom-in of phase diagram for the pure melt in region of Gyroid stability. (b) Modified 
phase diagram for the bidisperse mixture (System 1), the region of stability of G 
increases to lower temperature. Lines are only guides to the eye. 
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 therefore stabilizes the structure. This is a significant effect, considering that only a 
very small amount of longer chains was added (a volume fraction of 10 % actually 
corresponds to a mole fraction of about 5 % of longer chains). It is unclear at this point 
why System 1 provides better stabilization of the G phase than System 2, while both 
system exhibit comparable extents of long-chain nodal segregation, it is possible that a 
longer majority block (in the long chains of System 1) may also provide added 
stability to the structure surrounding the node. In both systems, however, we did not 
find stabilization of the G phase in composition space, since we did not obtain this 
structure when we ran simulations at volume fractions f = 0.25 and f = 0.35 (i.e., 
compositions adjacent to the f where the G phase was found for the monodisperse 
system). 
 
IV. CONCLUSIONS 
 We have mapped out the phase diagram of pure diblock melts using Canonical 
Monte Carlo simulations of a coarse-grained lattice model of the block copolymer 
chains. As expected, we found that the diblocks assembled into the classical 
morphologies of Lamellae, Cylinder and Spheres depending on the values of block 
composition (f) and χN. In a small region of the intermediate segregation regime (i.e., 
at χN ~ 40 and f ~ 0.30) the bicontinuous Gyroid phase was found to be 
thermodynamically stable. Also, a co-continuous structure that bears some 
resemblance to the O70 phase was encountered between the L and G phase (i.e., at χN 
~ 40 and f ~ 0.35). To the best of our knowledge, this work constitutes the first time 
the Gyroid phase has been simulated for systems of pure diblock melts; the range of 
compositions and temperatures in which this phase is stable was found to be very 
narrow.  The periodicity of the G phase in the three directions makes it especially 
sensitive to the choice of simulation box size. As a consequence, other phases like 
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 Cylinders and Perforated Lamellae were also found at the same thermodynamic 
conditions when the simulation box was not of the right size to fit an integer number 
of Gyroid unit cells. However, such alternative phases were shown to be metastable, 
since they presented higher values of chemical potential and did not remain stable in 
larger simulation boxes. Concentration profiles of the minority component blocks 
revealed the presence of low concentration regions and the absence of chain stretching 
inside the Gyroid nodes. The low concentration regions cause an entropic packing 
frustration, henceforth limiting the stability of the G phase in the phase diagram. 
 We also studied mixtures of block copolymers with chain length bidispersity to 
test the hypothesis that this kind of systems can stabilizes the Gyroid phase (as 
suggested by Hasegawa et al.30). The intermolecular bead-to-bead radial distribution 
function showed that longer chains tend to aggregate more than the shorter chains. 
Moreover, analysis of configurations of the system revealed that the longer chains 
reside preferentially in the nodes of the Gyroid, and fill up better the node centers (i.e., 
a reduction of packing frustration). Finally, we found that for one of the systems 
studied with chain length bidispersity (System 1), the Gyroid phase is indeed stable in 
a wider range of temperatures than in the pure diblock melt. This result supports the 
idea that chain length bidispersity can be used as an effective means to stabilize the G 
phase. In principle, optimal bidisperse compositions could be found to maximize such 
an effect. 
 Several well-known limitations are associated with the simplified lattice model 
adopted here; e.g., the highly coarse-grained nature of the packing and energetic 
interactions. Furthermore, it should be noted that experiments are usually performed at 
constant pressure (P), while simulations in this work were performed at constant 
density (ρ) because of the difficulties associated with performing constant P 
simulations in lattice systems. Although most theories and simulations are also carried 
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 out at constant ρ, we expect44 that for chains of finite size, the two different phase 
diagrams (constant ρ and constant P) can become significantly different. Simulations 
of block copolymers in the continuum space could be used to determine the 
importance of this effect.  
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 CHAPTER 2 
 
SIMULATION OF THE GYROID PHASE IN OFF-LATTICE MODELS OF 
PURE DIBLOCK COPOLYMER MELTS∗
 
I. INTRODUCTION 
The study of block copolymers constitutes an active area of research.1-5 The 
attractive feature of these systems is that they can self assemble at the nanoscale to 
yield structures of specific geometry with long range order.6 Furthermore, the specific 
morphology can be rationally controlled using the appropriate experimental 
conditions. For example, in surfactant-like diblock copolymer (DBC) solutions the 
concentration of a selective solvent can be varied to yield different morphologies. In 
the case of pure DBC melts, the volume fraction of one block relative to the other 
controls the resulting morphology. The structures that can be found in such DBC melts 
can be grouped as 1) Classical: like Spheres in BCC packing (S), Cylinders 
Hexagonally Packed (C), and Lamellar phase (L), and 2) Complex: like the 
Bicontinuous Gyroid phase (G).7, 8 The Perforated Lamella (PL) phase, a morphology 
often observed, is believed to be a long-lived metastable state in the bulk,9 though it 
can be stable in thin DBCs films.10,11 Recently, Tyler and Morse12 predicted using self-
consistent field theory (SCFT) that a co-continuous phase O70 is stable in a very 
narrow region of the DBC melt phase diagram.  
The Gyroid phase is especially interesting among all the other morphologies 
found in DBC melts. From a practical point of view, its interconnectivity and 
periodicity in the three directions makes it a good candidate as a precursor of porous 
                                                 
∗ Reprinted with permission from Martinez-Veracoechea, F. J.; Escobedo, F. A. J. Chem. Phys., 25, 
(10), 104907, 2006. Copyright 2006, American Institute of Physics. 
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 materials with high contact surface,13 high conductivity nanocomposites, and other 
specialty applications. From a theoretical point of view, the study of the G phase has 
encountered many difficulties and even now there remain some open questions about 
the causes of its limited stability in the DBC melt phase diagram. 
Due to its relative simplicity, the DBC melt system has become a popular test 
bed for both experimental9, 14 and field-theoretic15-19 research. In addition, the 
interplay between DBC and nanoparticles has been extensively studied by Balazs et 
al.20-23 Although many of the issues regarding the phase behavior of DBC melts have 
been resolved via mean-field SCFT5, 16 using highly coarse-grained mesoscopic 
models, some open questions remain concerning the effect of finite chain length size 
and local density fluctuations on the phase diagram and the detailed structure of the 
Gyroid nodes, for example, for which more “microscopic” approaches are needed. 
While in principle field-theoretic (e.g., SCFT) calculations could be implemented with 
the desired “microscopic” resolution required to address these issues,24 this is non-
trivial and the more straightforward particle-based approaches are adopted here 
(despite their higher computational cost). In fact, numerous particle-based molecular 
simulations have already been devoted to the study of DBC melt systems. 
Nonetheless, particle-based simulation work devoted to the G phase in DBC melts is 
relatively scarce.  
Most published particle-based simulation results about the G phase are 
restricted to systems with implicit selective solvent. Larson25 found the G phase in 
lattice Monte Carlo (MC) simulations of surfactants in a selective solvent. Yu et al.26 
studied the cylinder-gyroid-lamella transitions in selective solvent DBC solutions also 
using lattice MC. González-Segredo and Coveney27 studied the G phase in a system of 
surfactants in selective solvent using Lattice-Boltzmann. Rychkov and Yoshikawa28-30 
also found the G phase in a system of block copolymers in selective solvent using 
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 Molecular Dynamics (MD). Very recently, Iacovella et al.31 observed a G phase with 
crystalline nodes in polymer-tethered nanospheres systems using Brownian Dynamics 
(BD) and a model similar to that of Rychkov and Yoshikawa. On the other hand, in 
most simulation studies of pure DBCs in melt conditions, the G phase was not 
observed. Examples are the BD simulations of Horsch et al.,32 the Discontinuous 
Molecular Dynamics (DMD) simulations of Schultz et al.,33, 34 and the Dissipative 
Particle Dynamics with chains of soft spheres of Groot et al.,35-37 where only 
“classical” morphologies and the meta-stable PL phase were observed. The G phase 
has been observed in lattice melts by  Dotera et al.38 but these simulations were for 
triblock copolymers where the expected range of stability of the G phase is wider than 
in the case of diblocks.12 Relative to solvent implicit DBC solutions where chains have 
some freedom to move, the high density of melt systems leads to slower dynamics and 
higher computational costs. Moreover, it has also been suggested that the addition of 
selective solvent or small amounts of homopolymer stabilizes the formation of the G 
phase39 therefore facilitating its simulation.  
In a previous work,40 we simulated the G phase in DBC melts using lattice 
MC. We found that the formation of the G phase was especially sensitive to the 
selection of simulation box size. This effect, also observed by Dotera et al.,38, 41 is a 
consequence of the fact that block copolymer microphases present long range 
periodicity. Therefore, to obtain these phases in simulation boxes with periodic 
boundary conditions, the box size needs to be an integer multiple of the unit cell size. 
Structures with periodicity in only one or two dimensions (e.g., the L and C phases, 
respectively) are able to rotate within the simulation box to accommodate themselves 
consistently with the periodic boundary conditions. On the other hand, the G phase 
(periodic in the three directions) becomes severely frustrated for inappropriate sizes of 
the simulation box. When this frustration is present, other phases may be artificially 
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 stabilized. In our previous work40 we also examined the suggestion that the reason for 
the limited stability of the G phase in the DBC melt phase diagram was the existence 
of packing frustration of chain segments in the interior of the Gyroid nodes;42, 43 e.g., 
we found that the addition of a small amount of 40-mer chains to a 20-mer DBC 
system led to a more uniform filling of such nodes (where 40-mers concentrate) and to 
an increased temperature range of G phase stability.40  
In this paper, we use Molecular Dynamics and Monte Carlo methods to study 
the behavior of a bead-spring model for the DBC chains in the region where the G 
phase is expected to form. This model (to be referred to as Model 1) consists of chains 
of soft repulsive particles typically used with traditional Dissipative Particle Dynamics 
(DPD).44 We show that for such a particle-based (continuum-space) model the G 
phase can be simulated in the melt state provided that the simulation box size is 
commensurate with the G lattice spacing. We outline an approximated phase diagram 
wherein stability between phases is discerned by estimation of the Helmholtz free 
energy for the different competitive phases. To rule out model-specificity on G phase 
formation, we also conducted targeted simulations of an alternative model (Model 2) 
that consists of chains of particles interacting via the Soddemann potential energy 
function45 for amphiphilic molecules. Finally, we find evidence of packing frustration 
inside the G nodes in the form of chain stretching, whose extent is analyzed in the 
context of the different chain models employed.  
 
II. METHODS 
A. Molecular Dynamics via Dissipative Particle Dynamics  
In the MD-DPD method the system of particles evolves according to Newton’s 
equations of motion. The force acting in a particle is given by the sum of the 
conservative, random, and frictional (dissipative) forces, 
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  ij ij ij ij ji= + + = −C R DF F F F F  (7) 
to sample correctly the NVT ensemble it has been shown37, 46 that the random and 
dissipative forces must be given by the following form, 
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where rij and vij represent, respectively, the relative distance and velocity between 
particles i and j, σ is the amplitude of the noise (in this work 2σ = ), ζ is a random 
variable of  zero mean and variance 1 and k is Boltzmann’s constant. The functional 
form of the weighting function ω(r) is not pre-specified and it just represents the range 
of interaction of the random and dissipative forces. Here we follow the suggestion 
made by Soddemann et al.47 where the weighting function can be given by, 
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       Soddemann et al.47 pointed out that the choice of the conservative force does not 
depend on the DPD method itself but in the model fluid under consideration. Hence, 
we take the point of view that the DPD method is just a convenient thermostat to do 
MD in the canonical ensemble. As a consequence, the particular form of the 
conservative force FC is going to depend upon the model under consideration and will 
be considered explicitly later in the Models Section. 
The numerical integration of the DPD equations of motion presents the 
difficulty that the dissipative force depends explicitly in the velocity. Therefore, direct 
implementation of the velocity-Verlet algorithm44 is not possible. Although many 
sophisticated algorithms have recently been proposed to integrate the DPD 
equations,48, 49 we adopted here the simple modification of the velocity-Verlet 
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 algorithm proposed by Groot et al.35-37 In this scheme, the equations of motion are 
integrated numerically according to, 
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where α is an adjustable parameter that permits controlling the temperature. Similar to 
what was found by Groot et al., we observed that the target temperature was best 
achieved if 0.6 ≤ α ≤ 0.65 . The choice of the value of δt is particular to the model.48, 50 
As expected, the integration step size choice is a compromise between computational 
efficiency and temperature control and thermodynamic consistency.  
 
B. Monte Carlo Simulation of Chemical Potentials 
 At some thermodynamic conditions, more than one morphology can often 
spontaneously form depending upon the simulation box size. In the NVT ensemble, the 
most stable phase is the one with the lowest excess Helmholtz free energy per unit 
chain (βaex), where the “excess” properties are defined by taking as reference the ideal 
chain (i.e., a chain having only bonded interactions). The excess Helmholtz energy can 
be evaluated from, 
 ( 1ex exaβ βµ )Z= − −  (11) 
where βµex is the excess chemical potential and Z = P/ρchkT  is the compressibility 
factor with ρch the copolymer chains number density. For this approach to be feasible, 
however, quite accurate pressures and chemical potentials must be attainable. While 
suitable pressure values can be obtained from the pressure tensor calculated in the 
DPD simulations, chemical potential evaluation is better suited to Monte Carlo 
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 methods. Because the chemical potential for long chain molecules in dense systems is 
difficult to simulate via the test-particle insertion method44 (even with configurational-
bias sampling), we propose a novel variant of an expanded-ensemble (EXE) method51, 
52 that gradually couples-decouples a target chain in the system by appending/deleting 
beads to/from it. This method requires a means for accurate estimation of the free-
energy differences associated with such growth/reduction transitions, and the use of 
suitable biasing weights to attain efficient sampling of all transitions; we adopt here 
Bennett's acceptance-ratio method53 to estimate free-energy differences and the 
method of Trebst et al.54 to get the biasing weights.  
The partition function for an expanded-ensemble with M macrostates is given 
by: 
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where Q(λm) in our case is the partition function of the NVT ensemble with 
characteristic parameter λm, and ψm is an arbitrary bias weighting function. The system 
visits the macrostates with marginal probability 
 EXEQQ /)()](exp[)( λλψλψ =Π  (13) 
For a copolymer system with Nch chains of length N and for λm macrostates defined by 
the variable number of beads Nm of an additional chain in the system, to be denoted as 
the λ-chain; transitions between macrostates thus correspond to changes in Nm. If the 
growth/reduction attempts are proposed with equal probability, the Metropolis 
acceptance criterion for a macrostate transition m → m+∆ performed with 
configurational-bias sampling is: 
 { }min 1, exp( )acc m mP ϑ ψ ψ+∆= − + −  (14) 
where  
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where W is the Rosenbluth weight44 associated with the corresponding 
growth/reduction process, ∆ = +1 for growth, ∆ = −1 for reduction, NA = 
1+min(Nm,Nm+∆), NB=max(Nm,Nm+∆), nsp(i) is the number of trial positions of the ith 
chain segment (sampled according to the underlying bonded potential), and Uj(i) is the 
non-bonded interaction energy between the ith segment (at the jth trial position) and 
the system. 
The Helmholtz free-energy differences associated with the un-weighted 
transitions between λ-states can be estimated using Bennett’s acceptance ratio 
formula: 
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where ℓm,m+1 is the number of trial transitions λm→ λm+1 and C is found from: 
 [ ]( ) [ ]( )1 11 111 exp ( ) 1 exp ( )m m m mm mC Cϑ λ λ ϑ λ λ− −+ +++ → − = + → +∑ ∑  (17) 
where ∑m denotes a sum over all transitions attempted (as indicated in ϑ) started at 
macrostate λm. The excess chemical potential associated with the insertion of a whole 
chain into the system is: 
 [ ]11 1 1( ) [ ( ) ( )] ( ) (Mex M M ch mmA A N A A1 )mβµ λ λ β λ β λ β λ β λ− +=→ = − ∆ = −∑  (18) 
Where ∆Nch=1. Because Bennett’s method uses information of the un-weighted 
transitions between λ-states, [i.e., the )( mA λβ estimates do not depend explicitly on the 
ψ weights used, even though the actual transitions occur according to Eq. (14)], one 
can use in Eqs. (16)-(17) data accumulated over the entire run. This renders the 
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 calculation much more efficient than the visited-states method typically employed55, 56 
and minimizes user intervention.57-59  
It has been customary to assume that efficient sampling of all λ-states is best 
achieved by making Πψ  in Eq. (13) a uniform distribution, in which case it follows 
that the weights would be directly related to the free energy differences, i.e., ψm ~ 
)( mA λβ . However, this approach has been shown to provide a suboptimal means to 
sample the important (transitional) regions of the λ domain.54 We therefore adopt here 
the method of Trebst et al.54 which chooses the ψ  weights such that the number of 
round trips (per CPU time) between the lowest λ (=1) and highest λ (=M) states is 
maximized. In our application, this should accelerate the convergence of the chemical 
potential calculation (reduction of statistical errors) by maximizing the times that the 
λ-chain disappears from and reappears in different places of the simulation box. 
Trebst et al. method relies in maximizing the steady-state “current” j with which the 
“walker” (i.e., the λ-chain) goes from λ=1 to λ=M estimated from: 
 ( )( ) ( ) dxj D
d
λλ λ λ= Π  (19) 
where D(λ) is the walker’s diffusivity at state λ and x(λ) is the fraction of times that 
the  walker at state λ has had a label “+”. The walker’s label is assigned depending on 
the extreme λ-state that it visited last: if the most recent extreme-state visited was λ=1 
(i.e., fully deleted chain) the walker’s label becomes “−”; on the other hand, if the 
most recent visit was to λ=M (i.e., fully grown chain) the label becomes “+”. Trebst et 
al. recipe for maximizing the current dictates that the optimal probability of visiting a 
given λ-state is given by: 54 
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 To find the optimal weights ψ′ that correspond to this probability distribution, 
we resort to Eq. (13) and use the fact that )](exp[)( λβλ AQ −∝   to arrive at the 
iteration formula: 
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where )(λβA  is to be estimated from Bennett’s formula (16) [a Transition matrix 
approach] and the factor Πψ(λ) dx(λ)/dλ is estimated from the statistics collected for 
the previously used weights ψ [a visited-states approach]. Since initially the weights 
are unknown, an iterative scheme is needed to gradually refine them. In practice, we 
start by using rough estimates of )( mA λβ  from Bennett’s method as the initial weights 
ψm and then perform two or three iterations with Eq. (21) to refine the optimal 
weights. Note that Eq. (21) is different from the prescription given by Trebst et al. 
[i.e., Eq. (13) in Ref. 54] in that we here take advantage of the accurate estimations of 
)(λβA  afforded by Bennett’s method which are unaffected by the iterations [unlike 
what happens in the estimation of Πψ dx(λ)/dλ , the statistics needed in Eq. (16)-(17) 
are never re-zeroed after an iteration]. 
During the calculation of the chemical potential the systems were evolved 
using standard continuum MC sampling in the NVT ensemble. For this purpose, the 
configurations equilibrated with DPD were used as input for the MC runs, using the 
same potential energy model underlying the DPD simulations. A typical MC run 
consisted of 106 cycles, each cycle comprising 3 attempted transitions of the λ-chain 
and Ntot (equal to the number of beads in the system) attempted relaxation moves with 
5% translations, 5% rotations, 16% reptations, 3% switches (where a chain is 
repositioned upside-down), 41% hops, and 30% configurational bias moves.44 All 
these moves were accepted using suitable forms of the Metropolis criterion. 
Transitions between λ-states were accepted using Eqs. (14)-(15) with nsp(i)=10 ∀ i; 
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 and were chosen such that λm+1−λm = 1; i.e., only one bead at a time was added or 
deleted. Further details about the implementation of the continuum MC can be found 
elsewhere.60 
For the calculation of βaex via Eq. (5), statistical uncertainties in chemical 
potentials were estimated during the MC runs from the fluctuations of the plateau 
value of  βµex which was first reached at ~5×105 cycles (i.e., about half way the total 
simulation run). Uncertainties in the pressure were calculated during the DPD 
simulations using standard block analysis techniques44 over production runs of 106 
time steps (δt = 0.01) with pressure averages calculated in each of  500 blocks.  
 
C. Models 
In this work we thoroughly study a continuum model for the copolymer chains 
that we call “Model 1”. In addition, to probe the model dependence of our results we 
briefly study an alternative continuum model that we call “Model 2”. Since we will 
use as reference our previous results40 obtained in a lattice system, we also explain that 
lattice model briefly. DBC chains consist of beads of two different types (e.g., A and 
B). Both bead types have the same size and the volume fraction f is given by the ratio 
between the number of minority component beads (A) and the total number of beads. 
Throughout this work we study chains composed by 20 beads (i.e., N = 20). 
Model 1: Soft potential model. 
This model was first used by Groot et al.35-37 to study DBCs of length N =10. 
Here, polymers are represented by chains of soft beads connected by a harmonic 
potential. Each bead interacts with all the other beads through the conservative force 
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 the natural length scale of this model is rc and therefore we set it equal to one. The 
term aij gives the strength of the repulsion. Beads of the same type interact with aii = 
25  while 
for different type beads37 3.27ij iia a χ≈ + , where χ is the Flory-Huggins interaction 
parameter used, as is customary in block copolymers, to quantify the degree of 
segregation between different species blocks. To represent melt conditions, systems 
are simulated at a density ρ = 3. 
The DBC chains are formed by connecting the beads through a harmonic 
potential which leads to the force, 
 ˆha r hij ij ijk r= −F r  (23) 
where kh is the spring constant (kh = 4 in this work). In this model each soft sphere 
represents a coarse-grained element of polymer fluid and therefore is considered a 
mesoscopic model. The integration step used for this model was δt = 0.05. 
Model 2: Soddemann et al. potential model 
It is based on the model for amphiphilic molecules introduced by Soddemann 
et al.45 Particles interact through the repulsive part of the Lennard Jones potential and 
species of the same type experience an additional attraction. The total potential of 
interaction is given by, 
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 where α and β are constants chosen to make the potential continuous (i.e., α = 
3.1730728678 and β = −0.85622864544) and φ = 0 for unlike particles while φ > 0 
 48
 (i.e., attractive) for like particles. The degree of attraction between like particles is 
regulated by varying the value of φ while keeping the temperature constant; hence, φ 
acts as a measure of χ. As opposed to Model 1 where segregation occurs through 
repulsion of different type particles, in this model segregation occurs thorough 
“attraction” between same type species.  
Beads in a chain are connected via the anharmonic FENE (finite extensible 
non-linear elastic) spring, with a spring constant kf = 2.5 and a maximum bond length 
Ro = 3. These values allow for the crossing of the polymer chains which helps 
accelerating the dynamics of phase formation. With this model we simulated systems 
of DBCs at a fixed density ρ = 0.85 to ensure melt conditions and an integration step 
of δt = 0.01. We consider that this model lies in between more “atomistic” models 
(i.e., those disallowing bead overlap and chain crossing) and coarser models like 
Model 1 where particles are allowed to overlap and chains to cross.  
Lattice Model.  
This model has been used extensively in the study of DBCs.25, 41, 61, 62 Space is 
discretized in a simple cubic lattice and polymers are represented by chains of beads 
where each bead occupies one lattice site (the overall void fraction is kept at 25%). 
Bonds are only allowed between the 26th nearest neighbors of a lattice site (i.e., 
coordination number 26). Each bead interacts only with its neighbors with contact 
energies of ε =1 for different-type beads and ε = 0 for equal-type beads. Simulations 
are carried out according to the NVT Monte Carlo scheme where a set of moves 
(usually hops, reptations, and switches)40 is attempted and accepted with probability 
given by the standard Metropolis criterion.44 More details about this model can be 
found elsewhere.40 The lattice model is similar to Model 1 in that only repulsive 
interactions are at play, which are stronger for unlike species; it is similar to Model 2 
in that beads have excluded volume. All three models allow chain crossing. 
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 III. RESULTS AND DISCUSSION  
A. Microphase Formation 
Simulations were carried out in the intermediate segregation regime (χN~30-
60) of the phase diagram in order to explore the formation of complex bicontinuous 
phases (i.e., the G phase). The systems were prepared in the athermal limit and then 
quenched to the desired temperature (i.e., T = 1.0 in Models 1 and 2). When we 
carried out simulations of Model 1, we typically use 65 10× steps to ensure 
equilibration. In most cases, the systems rapidly evolved to distinct morphologies and 
remained practically unchanged for the rest of the simulation. We observed the 
formation of the classical morphologies of Cylinders (C) and Lamella (L) as shown in 
Figure 2.1.  In addition, at appropriate thermodynamic conditions and for small ranges 
of simulation box sizes we observed the formation of the Gyroid (G) phase. In Figure 
2.2, we show eight copies of a unit cell of the G phase obtained at f = 0.35 and χN = 
50. As expected, the minority component forms two distinct networks. Figure 2.3 
shows the calculated structure factor63 S(q) for the simulated morphology; the relative 
location of the peaks is consistent with the ratios expected for the G phase.7, 64 To the 
best of our knowledge, these results constitute the first time that the G phase is 
successfully simulated in a pure DBC melt using a continuum space particle-based 
model.  
We mentioned earlier that inappropriate choices of the size of the simulation 
box can artificially induce the formation of other metastable structures38, 40 instead of 
the true stable morphology at a determined point of phase diagram. The appropriate 
size of the box for a given phase can usually be estimated with the equation, 
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Figure 2.1. Snapshots of the classical morphologies obtained with Model 1 showing 
the minority component beads in red (dark) and the majority component beads in 
yellow (light) at a reduced size.  (a) Snapshot of the C phase observed at f = 0.25 and 
χN = 50; the hexagonal packing of the cylinders is evident. (b) Snapshot of the L 
phase observed at f = 0.40 and χN = 50. 
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Figure 2.2.  Snapshot of the Gyroid phase simulated with Model 1 for f = 0.35 and χN 
=50 with Lbox = 23. (a) Eight (8) unit cells of the G phase seen from the 111 direction. 
Only the minority component is shown. The two distinct networks that never intersect 
are presented in red/dark and yellow/light. (b) The two distinct networks are presented 
separately to facilitate observation. 
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Figure 2.3. Calculated structure factor S(q) in an arbitrary linear scale for the 
simulated Gyroid phase snapshot presented in Figure 2.2, the inset shows S(q) in a 
logarithmic scale. The location of the peaks agrees with the spacing ratios expected for 
the G phase.7, 64 
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 where q* is the location of the first maximum in the structure factor of the system and 
m is the first observed reflection spacing ratio for a given periodic structure7 (e.g., 
 for Lamellae, 1=m 6=m  for the Gyroid). 
In our DPD simulations we also found that at a given thermodynamic state 
more than one morphology could be formed depending on the simulation box size and, 
sometimes, the initial conditions, indicating that in some regions of the phase diagram 
the difference in free energy between competing morphologies is rather small. For 
example, at the point χN = 40 and f = 0.30 for simulation boxes of sizes Lbox = 19, 20 
or 22, the C phase is spontaneously formed after quenching. Nevertheless, for 
simulation boxes with size around Lbox = 21 the G phase (instead of C) is 
automatically formed. In Figure 2.4 we present the approximate phase diagram for 
Model 1 in the intermediate segregation region for volume fractions f ~ (0.25-0.40). 
Since we are only concerned with the bicontinuous phase, we only explored the region 
where the G phase is expected to be observed and its surroundings. Hence, we did not 
study the entire range of volume fractions where, in addition to the already observed 
structures, we expect to observe the Spheres (S) phase.  
In the approximate phase diagram, we present for each point all the 
morphologies that were observed for different simulation box sizes. We have also 
outlined approximate phase boundaries based on the values of the excess Helmholtz 
free energy per molecule (βaex) obtained with the required accuracy via the methods 
described in section II.B. Table 1 shows the values of compressibility (Z), excess 
chemical potential (βµex), and excess Helmholtz free energy (βaex) for various phases 
at key points of the phase diagram where more than one phase was observed. The 
values of  βaex obtained confirm that the differences in free energy between different 
phases at the same thermodynamic conditions can be quite small, therefore requiring 
accurate estimation of chemical potential values. It is important to note that our  
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Figure 2.4. Approximate phase diagram obtained from DPD simulations of Model 1. 
Multiple symbols at a given point (set of thermodynamic conditions) are shown when 
more than one morphology forms for different sizes of simulation box. Based on a 
comparison of free energies, rough phase boundaries are outlined to guide the eye and 
to indicate when alternative phases are considered to be metastable. A long-lived 
lamellar phase with interconnecting tubes was observed at f = 0.35 and χN = 60, 
suggesting that this point is near the G-L transition.  
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 (unreported) attempts to obtain chemical potentials by using standard configurational-
bias Widom insertion methods were completely ineffective due to the prevalence of 
very large statistical uncertainties. Figure 2.5 shows a typical histogram of visited 
macrostates (i.e., number of inserted beads in the λ-chain) in a run for simulating the 
chemical potential of a system at χN = 40 and f = 0.35. As expected, the optimized 
ensemble methodology of Trebst et al.54 tends to automatically concentrate the 
sampling to the “difficult” macrostates of the λ-chain (which in this case happen to be 
the beads 7-9 near the junction of the two blocks) as can be seen in the higher 
frequency with which those macrostates are visited. 
In addition to the G phase, at χN = 40-50 and f = 0.35 the perforated lamella 
(PL) phase was also obtained (Figure 2.6). While at χN = 50 our calculated values of 
βaex show that the G phase is stable over the PL phase, at χN = 40 the values of βaex 
are practically equal (within statistical accuracy) for both phases. However, we assume 
the G phase to be stable since previous studies5, 9, 17 have shown that, in pure DBC 
systems, the PL phase is just a long-lived metastable phase that appears at conditions 
where the truly stable phase is the Gyroid.  
In several points of the simulated phase diagram (i.e., f = 0.35-40), we 
observed a co-continuous network (Co) phase where the minority component forms a 
single continuous network in space as shown in Figure 2.7. While a phase with these 
characteristics has not been observed experimentally in DBC melts thus far, Tyler and 
Morse12 used Self Consistent Field Theory to predict that a co-continuous phase called 
O70 should be stable for DBC melts in a very narrow region of the phase diagram 
between the G and L phases. Our simulated Co phase and the O70 phase do present 
some similarities but the peaks in the structure factor S(q) of our simulated Co phase 
(results not shown) do not seem to coincide with the ones expected for the O70 
phase.12, 14, 65 However, any such comparison of S(q) is inconclusive given that in our 
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Figure 2.5. Histogram of visited macrostates during the simulation of βµex via EXE. In 
maximizing the number of growth/removal cycles54 of the target chain, the sampling is 
automatically concentrated on the “difficult” macrostates (i.e., those corresponding to 
the beads near the junction of the two blocks). 
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Figure 2.6. Snapshot of the metastable PL phase (Model 1). Only the minority 
component is presented. (a) All the lamellae are shown (b) Only one lamella is shown. 
The hexagonal packing of the perforations is evident.
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Figure 2.7. Isosurfaces of minority-component concentration for the co-continuous 
network phase (Co) showing a single periodic network as obtained with Model 1. The 
figure shows eight times a simulation snapshot of the Co phase. The dashed line 
indicates the size of one simulation box.  More than one unit cell of the Co phase 
appears to be present in one simulation box. 
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 snapshots there appear to be more than one unit cell of the Co phase contained inside 
the simulation box, and a lack of cell alignment with the box axes. Note in Figure 2.4 
that although the Co phase comes up in a relatively wide region, βaex values (in Table 
2.1) indicate that this is not a stable phase but a long-lived metastable state. Indeed, in 
some points of the phase diagram (e.g., χN = 40 and f = 0.40) we have observed the 
Co phase to spontaneously evolve to a more stable phase (e.g., Lamella) after long 
simulation runs. Although it is possible that this Co phase is just a defective G phase 
with some connections between the two networks, it seems unlikely that a defective 
phase would consistently show the same highly-regular structure presented in Figure 
2.7. A more detailed analysis of the structure and region of stability of the Co phase (if 
a stable phase at all) lies outside the scope of the present work and will be the subject 
of a future study. Finally, we note that in our previous simulation work with a lattice 
model40 we also encountered the same co-continuous network phase with the same 
regular structure albeit in a much more limited region of phase diagram.  
Since the G phase had not been reported in previous continuum-space particle-based 
simulation work in pure DBC melts, we decided to briefly study an alternative model 
(Model 2) to determine if our results were particular to Model 1. However, simulations 
using Model 2 proved to be much more difficult; despite average simulation runs of 
over 5×107 steps, many of the systems did not reach equilibration to a definite 
morphology. The reason is that the steeper repulsive potential and the presence of an 
attractive potential well seem to make the system’s dynamics significantly slower. 
Because of this, an exploration of the G phase boundaries for this model would 
demand prohibitively long simulation times. We therefore focused our simulations to a 
narrow region where, extrapolating from previous models, we expected to observe the 
G phase. We succeeded in detecting the G phase for f = 0.30 and φ = 0.30 (where φ is 
the parameter that regulates the attractive strength in the Soddemann et al. potential) 
 60
  
 
 
 
 
 
 
 
 
 
Table 2.1. Excess Helmholtz free energy (βaex), excess chemical potential (βµex) and 
compressibility factor (Z) for the observed phases with Model 1 at different 
thermodynamic conditions. The quantities in parenthesis indicate the uncertainty in the 
last digit.   
 
 
χN f Phase Z βµex βaex
40 0.30 C 139.913(5) 240.75(5) 101.84(6) 
40 0.30 G 139.654(7) 240.59(5) 101.94(6) 
40 0.35 G 139.65(1) 240.62(6) 101.97(7) 
40 0.35 PL 139.808(7) 240.76(5) 101.95(6) 
40 0.35 Co 139.750(7) 240.76(5) 102.01(6) 
40 0.40 L 139.780(5) 240.69(8) 101.91(9) 
40 0.40 Co 139.801(4) 240.73(5) 101.93(5) 
45 0.30 G 139.661(7) 240.69(5) 102.03(6) 
45 0.30 C 139.862(7) 241.03(5) 102.17(6) 
50 0.30 G 139.760(7) 241.18(5) 102.42(6) 
50 0.30 C 139.650(7) 241.25(6) 102.60(7) 
50 0.35 PL 139.812(7) 241.34(5) 102.53(6) 
50 0.35 Co 139.80(1) 241.42(8) 102.62(9) 
50 0.35 G 139.84(1) 241.23(5) 102.39(6) 
60 0.30 G 140.02(1) 241.80(5) 102.78(6) 
60 0.30 C 139.835(8) 241.62(5) 102.79(6) 
60 0.40 L 139.924(5) 241.59(6) 102.67(7) 
60 0.40 Co 139.997(7) 241.84(7) 102.84(8) 
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 for a simulation box of Lbox = 30. A minority-component concentration isosurface of 
the simulated G phase unit cell is shown in Figure 2.8. The calculated S(q) (results not 
shown) exhibited peaks with spacing ratios consistent with those shown in Figure 2.3; 
hence, corroborating the Gyroid character of the observed morphology. As expected, 
the C phase was formed instead for other simulation box sizes (i.e., Lbox = 26-29). 
These results show, once again, that with the appropriate simulation box size the G 
phase can be obtained in continuum space simulations of DBC melts as long as the 
model employed is a sensible one. Finally, we are led to believe that the inability of 
previous particle-based simulation work in continuum space to observe the G phase in 
DBC melts was due to the use of boxes of inappropriate size rather than to limitations 
of the particular model adopted.  
 
B. Structure of the Gyroid nodes 
As can be seen in Figure 2.2, in the Gyroid phase the minority component 
forms two interweaving networks that never intersect. Each one of theses networks is 
composed of  “tubes” (or “necks”) and “nodes”.8 This basic structure is common to 
other bicontinuous phases like the Double Diamond and the Plumber’s Nightmare.66 
For the particular case of the G phase, each node is formed by the intersection of three 
tubes. It has been suggested,40, 42, 43 that the reason for the limited stability of 
bicontinuous phases in the phase diagram of DBC systems is the occurrence of 
packing frustration inside the nodes. The thickness of the tubes is determined by the 
length of the minority component block; however, the nodes are bulkier than the tubes 
because each node is formed by the junction of several tubes (e.g., three for the G 
phase) and are trying to preserve the constant mean curvature required to minimize the 
interfacial energy.42 It has then been proposed42, 43 that either the chains stretch to 
reach the center of the bulky nodes or regions of lower minority component  
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Figure 2.8. Minority component concentration isosurface for the G phase unit cell 
simulated with Model 2. The simulation box size was Lbox = 30 and it was obtained at f 
= 0.30 and φ = 0.30. More than 3×107 integration steps with δt = 0.01 were necessary 
in order to equilibrate the observed morphology. 
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 concentration form in the center of the nodes. Either of these scenarios (or a 
combination of them) is entropically unfavorable and is referred to as “packing 
frustration”. Our simulated G phases offer a great opportunity to directly detect the 
telltale signs of this “packing frustration” phenomenon.  
To study the structure of the nodes in the G phase, we calculated the mean-
square end-to-end distance for the full chain as well as for the minority and majority 
component blocks (i.e., block A and B respectively). To make the distinction between 
tube chains and node chains, we located the positions of the centers of the nodes in 
typical simulation snapshots where the G phase was already formed and equilibrated. 
Thus, if at least one of the chain beads was located within a sphere of radius ro 
centered in any of the nodes, we assumed that the chain “belongs” to the node. 
Likewise, if all the beads of a chain are outside the spheres centered in the nodes we 
assume that the chain belongs to the tubes. The choice of the radius ro is somehow 
arbitrary: if it is too big, many chains that are located in the tubes will contribute to the 
statistics of the nodes; if it is too small, only few chains will appear as belonging to the 
node and statistical inaccuracies will prevail. In addition, since the very location of the 
node center is found visually and hence subject to some arbitrariness, there is no point 
in making ro excessively small. The choice of ro is therefore a compromise among the 
above factors.  For the systems studied here we found that ro in the range [0.75-2.5] in 
dimensionless units is not only comparable to (or smaller than) the node size estimated 
visually but it also leads to results which are basically independent of the precise ro 
value. We also observed that during short simulation runs (100 or 500 steps for Model 
1 and Model 2, respectively) the position of the nodes’ centers is essentially the same, 
allowing us to make averages over approx. 50 configurations to improve statistics.  
As mentioned earlier, for Model 1 (i.e., chains of soft spheres) we observed the G 
phase to form spontaneously in various points of the phase diagram. However, we 
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 only analyzed the nodal structure of the G phase at conditions similar to those where 
the G phase was observed in the lattice system (i.e., χN ~ 40 and f = 0.30) in order to 
have some uniformity in the comparison. Figure 2.9 presents the mean-square end-to-
end distance <r2> for the minority (A) block and the majority (B) block as function of 
ro, inside the nodes and in the tubes. For this model the minority block inside the node 
tends to have a greater value of <r2> than in the tubes, consistent with the existence of 
packing frustration in the form of chain stretching. In addition, we also observed that 
<r2> tends to increase as ro diminishes, suggesting that the chains need to stretch in 
order to reach the center of the node. Interestingly, Figure 2.9 also shows that the 
majority component block is more stretched for chains whose minority component 
block resides inside the nodes, indicating that the effect of packing frustration in the 
nodes is not limited to the minority component blocks. Although it is unclear why the 
majority component (B) blocks around the nodes also stretch, we surmise that this 
phenomenon is due to the way how the void inside the nodes is filled (Figure 2.10a). If 
such a filling were accomplished by only the stretching of the short A blocks, this 
would imply a too high block over-stretching and localized elastic tension (Figure 
2.10b). Instead, a smaller entropic penalty may be incurred if the B blocks also stretch 
a little (Figure 2.10c), so that the chains can reach more easily the center of the (less 
bulkier) node. Thus, the packing frustration is alleviated by re-distributing the 
stretching between the two blocks.   
When we compare the full-chain <r2> inside-the-nodes of the G phase to those 
observed for the chains in the C phase at the same thermodynamic conditions but 
different box size (recall Figure 2.4 and discussion thereof), we find that the chains 
inside the G nodes are considerably more stretched. For example, for simulation boxes 
of sizes Lbox = 20 and 22 the C phase is spontaneously formed with full-chain <r2> 
values which are consistent (within statistical accuracy): 24.5(2) and 24.0(3), 
 65
  
 
 
 
 
 
 
Majority Block 
13
14
15
16
0.5 1 1.5 2ro
<r
2 >
Nodes
Tubes
Minority Block
3
4
5
6
7
0.5 1 1.5 2ro
<r
2 >
Nodes
Tubes
(a) 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9. Mean-square end-to-end distance <r2> for chains of soft spheres (Model 1) 
in the G phase. The bigger values of <r2> inside the nodes indicate the presence of 
packing frustration. (a) Minority component (A) block <r2>; (b) Majority component  
(B) block <r2> 
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Figure 2.10.  Cartoon illustrating how packing frustration could manifest in the G 
phase in pure DBC melts. (a) Because the nodes are bulkier than the tubes, if the 
chains do not stretch, packing frustration would appear as a lower density region or 
“vacancy” in the nodes’ centers. (b) A hypothetical scenario where only A blocks 
stretch to fill the void. (c) A case where both (A and B) blocks “share” the stretching 
to reach the center of the node while slightly reducing the node bulkiness. Stretching 
of the B blocks has been exaggerated for visual effect. In scenarios (b) and (c) the 
penalty in packing entropy of (a) is traded by a penalty in the configurational entropy 
of the stretched chains; however, simulation data suggest that scenario (c) is the one 
that leads to the lowest entropy cost. 
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 respectively; in contrast, with Lbox = 21 the G phase is formed with an inside-the node 
<r2> value of 30.3(1.4) for ro =1.0. These results are in agreement with the work of Yu 
et al.26 who found that, in systems with selective solvent, the average chain in the G 
phase was stretched in comparison with the chains in the C or L phase. 
When we analyzed Model 2 (i.e., chains with Soddemann et al. potential) we 
observed the same trend observed in Model 1; that is, the chains inside the nodes are 
appreciably more stretched than the ones located in the tubes. This fact is evident in 
Figure 2.11 where we show the <r2> of both (A and B) blocks for chains located 
inside and outside the nodes. In Figure 2.12 we present two isosurfaces of minority-
component concentration, one for each network of the same G phase unit cell shown 
in Figure 2.8. Regions where minority-component concentration is zero appear 
“empty”. We highlight in dark (red) the minority-component beads of the most 
stretched chains (i.e., those whose minority-block <r2> is greater than 20), and draw 
circles around the G nodes to guide the eye. Most of the highly stretched chains tend 
to group in the nodes, a trend that we observed for all the snapshots examined.  
The two continuum space models studied in this work have two key 
differences. The first one is with the excluded volume interactions: while in Model 1 
beads can overlap, in Model 2 beads cannot come too close due to a steep repulsion. 
The second difference is in the way segregation is achieved. In Model 1, microphase 
separation occurs due to a repulsive force between different-type blocks. In Model 2, 
blocks of the same kind interact with each other through an attractive force. Although 
in both cases the net effect is to cause the segregation between different-type blocks, 
the way how this is generated also determines the interactions between chains and 
vacuum.  In Model 1, the vacuum would act like a non-selective good solvent since 
chains prefer being in contact with the vacuum than with other chains. For the high 
density employed here with Model 1, however, regions of vacuum are effectively  
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Figure 2.11. Mean-square end-to-end distance <r2> for Model 2 chains in the G phase. 
Stretching inside the nodes can be directly observed since <r2> is consistently larger 
inside the nodes. (a) Minority component block <r2>; (b) Majority component block 
<r2>. 
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Figure 2.12.  Minority-component concentration isosurfaces of the two networks 
encountered in the G phase unit cell obtained with Model 2. One of the two networks 
shown in Figure 2.8 is presented in (a) while the other is presented in (b). The 
minority beads of the highly stretched chains are shown in red (dark). Circles are 
drawn around the nodes to guide the eye. Most of the highly stretched chains are 
located inside the nodes.  
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 suppressed. In Model 2, vacuum acts like a non-selective poor solvent because chains 
prefer being surrounded by same-type beads rather than by vacuum. These differences, 
however, do not seem to affect the way in which packing frustration is manifested 
inside the Gyroid nodes since in both models we find similar evidence of chain 
stretching. 
In the lattice model, vacuum acts like a non-selective good solvent making it in 
this respect similar to Model 1. However, excluded volume interactions and spatial 
packing are unique in lattice models wherein partial overlapping of the beads is 
forbidden and empty space is discretized. Therefore we need not expect an identical 
manifestation of packing frustration. 
In a previous publication40 we studied the lattice model for DBCs using NVT 
Monte Carlo and analyzed the nodal structure of the G phase, finding clear evidence of 
packing frustration in the form of low concentration regions of the minority 
component in the nodal centers. Furthermore, we were unable to detect any signs of 
chain stretching given the statistical noise of the simulation data, in clear discrepancy 
with the behavior observed with the continuum space models. To clarify this issue, we 
decided to re-analyze the nodal structure of the lattice model Gyroid. We found that in 
our initial study, we had imposed a too restrictive requirement for a chain to “belong” 
to a node (i.e., more than 70 % of the minority block inside the node). By doing this 
and by restricting our study only to the <r2> of the minority component block, not only 
did we reduce the number of chains inside the nodes to a number where the statistical 
noise became dominant, but also we selected those few chains that had end-to-end 
distances limited to a value of the order of ro. As a result, we failed to detect the chain 
stretching occurring in the Gyroid nodes. When reanalyzing the same on-lattice G 
phase configurations with the more appropriate parameters used for the continuum 
space models, we did detect chain stretching. Figure 2.13 shows how in every case  
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Figure 2.13.  Mean-square end-to-end distance <r2> for the chains in the G phase 
simulated via on-lattice MC. Chains in the nodes are significantly more stretched than 
in the tubes. (a) Minority component block <r2>; (b) Majority component block <r2>.  
 
 72
 (i.e.,  A block, or B block) <r2> is indeed larger inside the nodes than in the tubes, in 
accordance with the behavior observed in continuum space. Interestingly, however, 
the degree of chain stretching inside the nodes in the lattice system is less than in  the 
continuum space models. We estimated the chain stretching (s) as the ratio between 
<r2> in the node and <r2> in the tubes for the minority component block, although 
similar results are obtained if the full-chain or majority-block <r2> are compared. As a 
representative example, if we set ro = 1.0, we find that the degree of stretching for 
Model 1 is s = 1.29, for Model 2 s = 1.30 while for the lattice model is s =1.23. A 
similar trend is observed for other values of ro.  
Previously, we had pointed out that packing frustration could be present in the 
form of either chain stretching or low concentration regions inside the nodes. It is 
reasonable to expect that when chains are stretched to reach the node’s center, the low 
concentration regions will tend to be reduced or disappear. Henceforth, we would 
expect that in the continuum space models, where the chains were found to be more 
stretched, the low concentration regions should become less apparent. This 
expectation is confirmed by observations in Models 1 and 2, where we also monitored 
the number density of beads inside the nodes and, to the precision of our calculations, 
we could not identify the presence of low concentration regions in the center of the 
nodes. However, it is pointed out that for the length scale of the nodal dimensions, the 
density becomes a rapidly fluctuating quantity which, coupled to the difficulty of 
unambiguously defining the node centers, severely limits a reliable estimation of the 
average nodal density. Therefore, we conclude that low concentration regions in the 
center of the nodes for the continuum models, if present, cannot be reliably detected. 
The reason for this difference in behavior between the discrete and continuum models 
is not clear to us, although we suspect that differences in the excluded volume 
interactions play an important role.  
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 IV. CONCLUSIONS 
We explored the phase behavior of pure DBC melts in the intermediate 
segregation regime using the continuum space model for DBCs first proposed by 
Groot et al.37 In this model (i.e., Model 1) copolymers are represented as chains of soft 
spheres connected through a harmonic potential. Good agreement with previous 
simulation work and theory is observed in the location of the classical phases C and L. 
In addition, we were able to simulate the bicontinuous G phase in a region of phase 
diagram that is consistent with theory and experiment. To the best of our knowledge, 
this is the first time that the G phase is successfully obtained in pure DBC melts in 
continuum-space particle-based simulations. Consistently with previous work,38, 40 we 
found that the formation of the G phase can be seriously hindered by the inadequate 
choice of simulation box size. Such finite size effects can frustrate the system to the 
point where metastable phases become artificially stabilized. A co-continuous network 
phase (Co) was also observed in several points of the phase diagram in the region 
between the places where the L and G phases are stable. This Co phase was also 
observed in previous simulations40 using lattice MC and bears some resemblance with 
the O70 of Tyler and Morse.12  
A different copolymer model (Model 2), where beads interact with the 
Soddemann et al. potential energy function, was also successfully used to simulate the 
G phase. With this model, however, the simulations were found to take much longer to 
equilibrate. Again, we found that the final morphology obtained has a strong 
dependence on the system’s box dimensions.  
The fact that the G phase was simulated with two very distinct continuum 
space models (and in a lattice model in a previous paper) indicates that the particular 
details of the copolymer model are not crucial to the formation of this phase, although 
they do affect the size of the stability domain in the phase diagram. Indeed, we 
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 conjecture that the reason for the difficulties of previous studies to simulate the G 
phase is related to finite size effects.   
Having successfully obtained the G phase with two continuum space models, 
we analyzed the nodal structure of these phases and reanalyzed the nodal structure of 
the G phase obtained via lattice MC simulations. We found that for all these three 
models, the basic structure of the node is similar, showing evidence of packing 
frustration in the form of chain stretching; namely, chains inside the nodes exhibit 
larger mean-square end-to-end distances <r2> than chains located in the tubes. To the 
precision of our calculations we could not find in the continuum space models 
significant evidence of regions of low concentration of minority component in the 
center of the nodes as we found in the lattice model.  
In future work we will explore the use of nanoparticles of various sizes as a 
means to stabilize various bicontinuous phases in block copolymer melts by reducing 
the packing frustration inside the nodes.  
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 CHAPTER 3 
 
MONTE CARLO STUDY OF THE STABILIZATION OF COMPLEX 
BICONTINUOUS PHASES IN DIBLOCK COPOLYMER MELTS∗
 
I. INTRODUCTION 
The capacity of block copolymer systems to self-assemble at mesoscopic 
length scales has made them the focus of extensive research.1, 2 Particular attention has 
been paid to pure diblock copolymer (DBC) melts where different morphologies of 
specific geometry can be rationally obtained just by adjusting the relative sizes of the 
two blocks.1, 3 By this means a number of distinct mesophases can be obtained: 
spheres with bcc packing (S), cylinders hexagonally packed (C), the lamellar phase 
(L), the bicontinuous gyroid phase4, 5 (G), and the recently-observed co-continuous 
O70 phase.6, 7 A perforated lamellae phase (PL) is often observed in experiments8 and 
simulations;9, 10 however, this phase has been proven to be just a long lived metastable 
state in the bulk of the pure DBC melt phase diagram.11, 12 
Of great scientific and technological interest is a particular kind of mesophase 
based in minimal surfaces, known as the ordered bicontinuous phases.13 In these 
phases the minority component forms two triply-periodic interweaving networks that 
never intersect, making them ideal candidates as precursor of: porous materials,14, 15 
regular three-dimensional networks, and high-conductivity nanocomposites.16 
Experimentally, some systems of surfactants have been observed to present a rich 
variety of these phases. For example, Ström and Anderson17 observed in the system 
Didodecyldimethylammonium Bromide-Water-Styrene a progression of the 
                                                 
∗ Reproduced  with permission from Martinez-Veracoechea, F. J.; Escobedo, F. A. Macromolecules 
2007, 40, (20), 7354-7365. Copyright 2007 American Chemical Society. 
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 bicontinuous phases gyroid (G), double diamond (DD), plumber’s nightmare (P) and 
Neovius’ surface [C(P)]. However, pure DBC melts present a much more limited 
variety of bicontinuous phases. While in pure DBC melts it was initially thought that 
the stable bicontinuous phase was the DD phase, it is now well established that the 
only stable bicontinuous phase in pure DBC melts is the G phase.4, 18, 19 
A common feature of the ordered bicontinuous phases is that their minority-
component networks form a structure composed of tubes (connectors)  and nodes.20 
The number of tubes intersecting in each node depends upon the specific phase. For 
example, the number of tubes that intersect in the nodes of the G, DD and P phases 
are: three, four, and six tubes, respectively. While the thickness of the tubes is roughly 
determined by the minority-component block length, the thickness of the nodes (which 
are formed by the junction of several tubes) is necessarily bulkier in order to approach 
the constant-mean-curvature (CMC) structure that will minimize the interfacial 
energy.20 As a result, the DBC chains cannot reach the center of the nodes without 
either stretching or deforming the node’s shape, causing an entropically unfavorable 
scenario known as packing frustration. It has been suggested5, 20 that the reason for the 
limited stability of the bicontinuous phases in the pure DBC melt is the existence of 
packing frustration inside the nodes. Moreover, it has also been suggested20 that since 
the G phase is the bicontinuous phase with the smallest number of tubes per node, and 
therefore with the smallest nodes, the G phase is the ordered bicontinuous phase with 
the least packing frustration, and hence, the only stable one in pure DBC melts. 
In previous works,21, 22 we were able to detect direct evidence of packing frustration 
inside the G phase nodes. Additionally, we used bidispersity as a means to alleviate 
the frustration, achieving the stabilization of the G phase in a wider range of 
temperatures.21 The frustration in the nodes could also be alleviated by the addition of 
small quantities of other “fillers” or “additives” like selective nanoparticles or  
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 homopolymer (Figure 3.1) that would preferentially concentrate inside the nodes.23 In 
principle, this reduced frustration can be used not only to increase the range of 
stability of the G phase but also to stabilize other bicontinuous phases like the DD and 
P.20 Indeed, in systems of triblock copolymers, Dotera24 performed lattice Monte 
Carlo (MC) simulations where a progression of the form “single” G → “single” D → 
and “single” P was observed by the addition of homopolymer. In DBC systems, 
however, the situation is less clear. On one hand, mean-field SCFT has been used to 
predict the stabilization of the DD phase in a very narrow region of the phase diagram 
by the addition of homopolymer.25, 26 On the other hand, the Wiesner Group27, 28 has 
realized a series of experiments in a mixture of a diblock copolymer (e.g., PI-b-PEO) 
with an inorganic aluminosilicate, for which the P phase was observed but the DD was 
not. 
Although SCFT has proven to be a very useful tool in resolving many of the 
issues regarding the phase behavior of block copolymer systems,29-31 in the present 
work we will adopt the more straightforward (though more time consuming) particle-
based approach, wherein the effects of finite chain length size and local density 
fluctuations are naturally incorporated. Particle-based simulations have been relatively 
successful in showing the stabilization of the G and PL phases in DBC systems with a 
selective solvent.32-37 However, to best of our knowledge, a particle-based approach 
has never been used to predict the stabilization of ordered bicontinuous phases, 
different from the G phase, in DBC melt systems. Moreover, even though extensive 
work has been done in the area of block copolymer/nanoparticle composites,38-40 these 
results did not treat the bicontinuous phases and concentrated in the “classical” (i.e., 
the L, C and S phases) morphologies. 
In the present paper, we perform lattice MC simulations to study the 
stabilization of different complex phases through the reduction of packing frustration. 
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Figure 3.1. Cartoon representing how packing frustration can manifests in the form of 
chain stretching in the nodes of the bicontinuous phases, and some alternatives that 
can be used to alleviate this frustration. (a) In the pure system packing frustration 
occurs in the nodes. (b) Selective nanoparticles can reduce he frustration. (c) 
Homopolymer can alleviate the packing frustration inside the nodes. 
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 Two different strategies are considered which aim to counter the frustration effects by 
addition of minority (A) component in the form of: 1) small solvent-like selective 
nanoparticles of size comparable to the polymer Kuhn length (i.e., monomeric 
solvent), 2) homopolymer of a chain-length equal to 80 % that of the copolymer 
chains. In order to be able to observe the bicontinuous phases, simulations were 
carried out at conditions where the G phase has previously been observed for the pure 
melt in lattice systems (i.e., χN = 40 and volume fraction of A-block=0.30).21 A 
surprisingly different phase behavior is observed upon increasing the amount of the A-
component additive in the two different cases. While with the first strategy (i.e., 
addition of small nanoparticles) we observed the progression G → PL → L→ 
Reversed-Gyroid (RG), with the PL phase sharing the phase diagram with a long-lived 
metastable orthorhombic co-continuous network phase known as O52. With the second 
strategy (i.e., addition of homopolymer) we observed the mesophase progression G → 
DD → P. In both, the DD and the P phases, the homopolymer was observed to 
preferentially concentrate in the nodes, consistent with the idea of reduction of the 
packing frustration.  Additionally, in regions with homopolymer concentration equal 
to or greater than the concentration where the P phase was found, a novel morphology 
was observed, wherein cylinders of two different diameters alternate in a tetragonal 
(square) packing.  The difference observed in the phase behavior for the two strategies 
considered is rationalized in terms of the difference in translational (mixing) entropy 
between the small nanoparticles and the homopolymer.  
 
II. MODEL AND METHODS 
 A simple cubic lattice is used to discretize space where each site can be 
occupied only by a single bead of the polymer chain. Each bead in the chain represents 
a Kuhn segment. Bonds are allowed between the edges of each site as well as between 
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 diagonals sites, yielding to a total of 26 neighbors per lattice site. This type of lattice 
have successfully been used in numerous studies of the phase behavior of 
surfactant/copolymer systems.21, 32, 41 
In this scheme each bead interacts only with its 26 nearest neighbors. The 
contact energy εij is defined as,  
 1
0
if i j
ij if i j
ε ≠⎧= ⎨ =⎩
 (26) 
where i and j represent the type of bead. In DBC systems only two different types of 
beads are needed: “A” beads (i.e., minority component) and “B” beads (i.e., majority 
component). The void volume fraction is set to η = 0.25 to facilitate equilibration.21  
As is customary for DBC lattice simulations, the Flory-Huggins interaction 
parameter (χ) is obtained from χ=(# non-bonded neighbors)×(fraction 
occupied)×εΑΒ/kT, 
 18χ β=  (27) 
where β= εΑΒ/kT, k is Boltzmann constant, and T is temperature.24 The DBC 
composition is defined by, 
 # of A beads in chain
N
f =  (28) 
where N is the DBC chain length. Since all beads occupy the same volume, f also 
defines the volume fraction of A beads in a DBC chain.  
In the present work the DBC chain length is set to N = 20 with a minority 
component volume fraction of f = 0.30. Additionally, the simulation conditions will be 
fixed at β = 0.1111 (i.e., χN = 40) since it has been found that at these conditions the 
pure DBC melt for this model presents a stable Gyroid phase.21 
The small nanoparticles are represented by a single A bead (i.e., each 
nanoparticle occupies only a single lattice site). The homopolymer is represented as 
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 chains of A beads, with a chain-length size of Nho =16. The fraction of non-empty sites 
occupied by the “additive” (i.e., either nanoparticles or homopolymer) is denoted by 
φadd.  
Simulations are carried out according to the NVT  ensemble Monte Carlo 
scheme where a set of moves (hops, reptations, and switches)21 is attempted and 
accepted with probability given by the standard Metropolis criterion.42 More details 
about this model can be found elsewhere.21 The “hop”, “reptation” and “switching” 
moves were performed with a relative frequency of 300:30:1 respectively. The 
systems were equilibrated in the athermal limit and then quenched to the target 
temperature (i.e., β =0.1111) where the systems were left to spontaneously evolve 
towards a morphology. Simulations were usually run for 8×106 MC cycles, of which 
2×106 MC cycles were for equilibration and the rest for production (when statistics are 
collected). Each cycle comprised of Nmon MC moves where Nmon is the total number of 
monomers in the system.  
 
III. CHEMICAL POTENTIAL CALCULATIONS 
 At a given set of thermodynamic conditions, more than one morphology can 
often spontaneously form depending upon the simulation box size and initial 
conditions.21, 22, 24 The reason is that block copolymer morphologies present long range 
ordering, making some structures particularly sensitive to finite-size effects. As a 
consequence, metastable structures can be stabilized when the simulation box is not of 
a size commensurate with the unit cell of the stable phase. In the NVT ensemble, the 
most stable phase is the one with the lowest excess Helmholtz free energy per unit 
chain. Neglecting the PV contributions, which are assumed to be similar and small in 
different phases with the same density, the stability between phases can be discerned 
through the excess chemical potential (βµex), where the “excess” properties are 
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 defined by taking as reference the ideal chain (i.e., a chain having only bonded 
interactions). In a previous paper22 we gave a detailed explanation of how to 
accurately calculate βµex using a variant of the expanded-ensemble (EXE) method.43, 44 
In this approach one gradually inserts/removes a target chain in the system by 
appending/deleting beads to/from it. This method requires a means for accurate 
estimation of the free-energy differences associated with such growth/reduction 
transitions, and the use of suitable biasing weights to attain efficient sampling of all 
transitions; we adopt here Bennett's acceptance-ratio method45 to estimate free-energy 
differences and the method of Trebst et al.46 to get the biasing weights. The partition 
function of the expanded-ensemble (QEXE) is defined as, 
 
1
exp( ) ( )
M
EXE m m
m
Q Qψ λ
=
= ∑  (29) 
where Q(λm) in our case is the partition function of the NVT ensemble with 
characteristic parameter λm (e.g., the number of target-chain beads already inserted), 
and ψm is an arbitrary bias weighting function that is optimized to obtain efficient 
sampling22 by means of a modification of the method of Trebst et al.46  
 If the insertion/deletion attempts are proposed with equal probability, the 
Metropolis acceptance criterion for a macrostate transition m → m+∆, with 
configurational-bias sampling, biased only according to excluded volume interactions,   
becomes: 
 { }min 1, exp( ) ,acc m mP υ ψ ψ+∆= − + −  (30) 
with  
 ( )ln mW U Uυ β +∆= −∆ + − m  (31) 
where ∆ = +1 for growth, ∆ = −1 for reduction , U is the interaction energy and W is 
the Rosenbluth weight42 calculated with excluded volume interactions alone for the 
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 corresponding insertion/deletion process. Macrostate transitions were attempted with a 
frequency of two attempts per MC cycle.  
The Helmholtz free-energy (A) differences associated with the 
insertion/deletion of a bead in the target chain can be estimated using Bennett’s 
acceptance ratio formula: 
 1,1
1 ,
( )( ) ( ) ln ln
( )
m mm
m m
m m
QA A C
Q
λβ λ β λ λ
+
+
1m+ +
− ≡ = − AA  (32) 
where ℓm,m+1 is the number of trial transitions λm→ λm+1 and C is found from: 
 ( )( ) ( )( )1 11 111 exp 1 expm m m mm mC Cυ λ λ υ λ λ− −+ +++ → − = + → +⎡ ⎤ ⎡⎣ ⎦ ⎣∑ ∑ ⎤⎦  (33) 
where the summation in the left runs over all the λm→ λm+1 attempted transitions and 
the summation in the right over all the λm+1→ λm attempted transitions. Finally, the 
excess chemical potential for a single specie is calculated from: 
 [ ]11 1 1( ) [ ( ) ( )] ( ) (Mexi M M mmA A A A1 )mβµ λ λ β λ β λ β λ β λ− +=→ = − = −∑  (34) 
Stability between phases is then discerned by comparison of the molar Gibbs 
free energy of the mixture, βg, calculated as, 
 exi ig yβ βµ= ∑  (35) 
with yi the mole fraction of specie i in the system. 
 
IV. RESULTS AND DISCUSSION 
Addition of small nanoparticles 
The phase behavior of DBC/small-nanoparticle mixtures was explored for a 
range of nanoparticle concentrations between φadd = 0.0 and φadd = 0.40. A variety of 
morphologies was observed by changing the nanoparticles volume fraction φadd. 
Among the phases that had been previously reported in DBC systems we observed: the 
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 bicontinuous G phase, the PL phase, and the L phase (Figure 3.2). In addition, an 
orthorhombic co-continuous network phase known as O52 was also observed (Figure 
3.3). In this phase, the minority component forms a single continuous network. The 
O52 phase has never been observed in DBC systems and has only been reported for 
triblock copolymer melts in the experiments carried out by Cochran and Bates.47 Since 
different co-continuous network phases could in principle be obtained, the structure 
factor, S(q), of the simulated network phase was calculated. Figure 3.4  shows 
different projections of the calculated S(q). The location of the peaks is indeed 
consistent with the Pnna symmetry (i.e., the O52 phase) and with the S(q) obtained by 
Cochran and Bates.47 Moreover, simulations only produced a defect free O52 phase 
when the edges of the simulation box had sizes consistent with ratios about 2:b:1 with 
b ~ (1.8-1.9), which are comparable with the ratios observed experimentally for 
triblock copolymers (i.e., 2:1.73:1).47 At this point it is important to note that even 
though additional simulations were carried out in boxes with dimensions consistent 
with the lattice constants of the O70 phase,6 the latter was never observed. Finally, for 
high nanoparticle concentration (i.e., φadd ~ 0.40) the “reversed” perforated lamellae 
phase (RPL) and the “reversed” Gyroid phase (RG) were observed. In the RPL phase 
the B blocks form perforated lamellae surrounded by an A-component (i.e., A blocks 
+ nanoparticles) matrix. Similarly, the RG phase presents B-component interweaving 
networks in an A-component matrix.  
As pointed out in previous works,21, 22, 24 the mesophases obtained in 
simulations of DBC melts are particularly sensitive to the choice of simulation box 
dimensions. As a consequence, at a given set of thermodynamic conditions more than 
one morphology can be observed. Thus, the most stable phase has to be discerned by 
comparing the values of the chemical potentials as discussed in section III on 
Chemical Potential Calculations. In Figure 3.5 we present an approximated phase  
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Figure 3.2. Commonly observed morphologies in DBC systems that were obtained by 
the addition of small selective nanoparticles. The majority (B) component is not 
shown. Nanoparticles that are located in the majority component domain are not 
shown for clarity.(a) The G phase. (b) The PL phase. (c) The L phase.
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Figure 3.3. The orthorhombic co-continuous network phase O52 observed in 
simulations for a nanoparticle concentration range of φadd ~ (0.05-0.09). Nanoparticles 
that are located in the majority component domain are not shown for clarity. (a) A unit 
cell of the O52 phase. (b) Eight (8) unit cells of the O52 phase. 
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Figure 3.4. 2D projections of the structure factor for a simulated O52 phase with lattice 
constants a=32, b=31, and c=16 (lattice units), obtained at a nanoparticle concentration 
of  φadd= 0.06. Location of peaks is consistent with the Pnna symmetry. (a) Projection 
in the “a” axis. (b) Projection in the “b” axis. (c) Projection in the “c” axis. 
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Figure 3.5. Approximate phase diagram where the morphologies obtained by addition 
of small nanoparticles are presented as a function of the nanoparticle concentration 
φadd. All the morphologies observed (i.e., stable and metastable) are shown. 
Approximate phase boundaries between stable phases – which are indicated in big 
bold letters- are based on the chemical potential calculations. A progression of the 
form G → PL → L → RG is observed with increasing φadd. 
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 diagram where all the spontaneously obtained morphologies are shown as a function 
of the nanoparticle concentration φadd. Though several mesophases can be shown at a 
given φadd, phase boundaries between the stable phases are roughly delineated based 
on the calculated values of βg. In general, the stable phases showed a progression of 
the form G → PL → L → RG with increasing φadd. Although the O52 phase was 
observed in the range φadd = (0.05-0.09) free energy calculations indicate that this 
phase is a long lived metastable and that the stable phase in this region of the  phase 
diagram is the PL phase [e.g., for φadd = 0.06, βgΟ52=17.57(1) and βgPL=17.55(1)]. 
However, the very small difference in molar Gibbs free energy between these two 
phases (i.e., PL and O52) together with the fact that simulations are only carried out in 
discrete points of the phase diagram, suggests that this result should be taken with 
caution; there could still be a very narrow region of the phase diagram where the O52 
phase is stable. Moreover, the potential existence of the O52 phase as a long-lived 
metastable phase is also of interest since metastable phases are often observed in 
experiments (e.g., the PL phase in pure DBC melts11). In a similar note, at φadd =0.40 
the RG phase was observed in a cubic simulation box of size Lbox = 39 lattice units, 
with a calculated value of Gibbs energy of βgRG = 4.595(2). In simulation boxes of 
sizes different than the latter, the RPL phase was always found. However the values of 
chemical potential for the RPL were always higher [e.g., Lbox = 35, βgRPL = 4.600(2)], 
indicating the stability of the RG phase in this point of phase diagram. (Note that at 
φadd=0.40 the mole fraction of nanoparticles is ynano ~ 0.93, hence, the low values of 
the molar Gibbs energy of the mixture). 
 Although, the addition of small nanoparticles induced the formation of a 
variety of morphologies, neither the DD phase nor the P phase were observed. The 
reason for the absence of these phases can be explained in terms of spatial distribution 
of the nanoparticles throughout the minority (A-component) domain. In order to  
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 achieve the stabilization of the bicontinuous phases, the nanoparticles need to 
preferentially reside inside the nodes (Fig. 3.1b). However, given the small size of the 
nanoparticles, it is reasonable to think that confining the nanoparticles to small regions 
(e.g., the nodes) of the A domain would produce a significant penalty to the entropy of 
mixing. Therefore, nanoparticles would tend to distribute uniformly throughout the 
minority component domain. This tendency can be observed in Figure 3.6a, where we 
show a typical snapshot of the L phase with nanoparticle concentration φadd =0.20. 
Figure 3.6b shows the concentration profiles of A-block beads and nanoparticle beads 
along the direction perpendicular to the Lamellae. The concentration of nanoparticles 
is seen to vary less rapidly than the concentration of A-block beads as the interface is 
approached, consistent with the higher tendency of the nanoparticles to distribute 
uniformly in the A domain. Moreover, as the interface is approached, the 
concentration of nanoparticles increases relative to that of A-block beads to the point 
that nanoparticles are also present in finite concentrations (despite the energetic 
penalty implied) inside the B-component domain. This  illustrates the importance of 
the nanoparticle mixing entropy contribution to the total free energy. As a 
consequence, the small solvent-like nanoparticles studied in this work are not likely to 
locate preferentially inside the nodes of a bicontinuous phase, thereby failing to 
stabilize either the DD phase or the P phase through reduction of packing frustration. 
It is also instructive to note, that since the nanoparticles tend to distribute uniformly in 
the A-component domain, the net effect of adding nanoparticles is to increase the 
effective size of the minority component block of the DBC (i.e., swelling the whole A-
component block), hence decreasing the preferred mean curvature of the A-B 
interface. This is consistent with the observed progression of stable phases in which 
the system goes, with increasing φadd, from the G phase (i.e., positive mean curvature)  
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Figure 3.6. Distribution of small nanoparticles in simulated L phase at φadd=0.20. (a) 
Typical snapshot of the simulated L phase. For clarity, copolymer beads are not 
shown. Nanoparticles are shown in red (dark). Surfaces dividing the A and B domain 
are shown as a guide to the eye. (b) Concentration profiles along the direction 
perpendicular to the Lamellae is shown for the A-block beads and nanoparticle beads. 
Nanoparticle concentration varies less rapidly than A-block bead concentrations, 
indicating that the nanoparticles tend to distribute homogeneously throughout the A-
component domain. Non-negligible amounts of nanoparticles can also be found in the 
B-component domain. A similar behavior is observed (results not shown) for the other  
nanoparticle-stabilized phases (e.g., G, O52, PL and RPL). 
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 to the L phase (i.e., zero mean curvature) and then to the RG phase (i.e., negative 
mean curvature). 
 
Addition of homopolymer 
 In this section, we study the possibility of reducing packing frustration in the 
ordered bicontinuous phases by addition of A-component homopolymer of size Nho = 
16. The choice of this homopolymer size is a compromise between two opposite 
factors: 1) The smaller the homopolymer chains, the greater the mixing entropy 
penalty that is incurred in order to confine the homopolymer inside the nodes. 
Accordingly, longer homopolymer chains should favor the formation of bicontinuous 
phases. 2) The longer the homopolymer chains, the greater the dislike between the 
homopolymer and the DBC chains, thus increasing  the tendency of macro-phase 
separation into a DBC-rich phase and a homopolymer-rich phase; this hinders the 
possibility of obtaining multiple bicontinuous phases. Thus, our choice of 
homopolymer chain size is consistent with the SCFT calculations of Matsen25 where it 
was found that these two criteria can be met, in order to stabilize the DD phase, when 
the ratio (α) of homopolymer chain length to DBC chain length is around 2 3 1α≤ ≤ .  
 The phase behavior of the DBC/homopolymer system was studied for values 
of homopolymer volume fraction (φadd) in the range φadd~[0.0-0.45]. A very complex 
phase behavior was observed, which is shown in Figure 3.7. As before, all the 
morphologies spontaneously formed for a given value of φadd are shown. Phase 
boundaries between stable phases are roughly delineated based on the free energy 
calculations.  
As expected, for low homopolymer concentration φadd~(0.0-0.10) the G phase 
was observed. In addition, for a wide range of concentrations  φadd~(0.00-0.40) the C 
phase was obtained. For values of φadd ≥ 0.02, the ordered bicontinuous DD phase was  
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Figure 3.7. Simulated phase diagram for the DBC/homopolymer system. All the 
morphologies obtained at a particular value of φadd are shown. Chemical potential 
calculations are used to discern stability between competitive phases and to delineate 
approximate phase boundaries. In general a progression of morphologies of the form 
G →DD→P was observed. Also, a possibly stable morphology of “Alternating 
Diameter Cylinders” (ADC) wherein cylinders pack tetragonally was observed.  
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 also observed.  In Figure 3.8a a snapshot of eight unit cells of the simulated DD phase 
is shown. As is customary throughout this work, the B-component domain is not 
shown. The minority (A) component forms two interweaving networks that never 
intersect. Figure 3.8b shows a single node of the simulated DD phase; as expected, 
four tubes (connectors) intersect in each node.  In order to ratify the simulated 
morphology as the DD phase, the structure factor S(q) was calculated (Figure 3.9) to 
show that the location of the peaks at ratios 2 : 3 : 4 : 6  is indeed consistent with 
the DD phase (i.e., Pn3m symmetry).  To the best of our knowledge this constitutes 
the first time the DD phase is successfully obtained in particle-based simulations in 
DBC systems and at melt-like densities.  
Since the DD has periodicity in the three directions its formation is very 
sensitive to the simulation box dimensions. As consequence the DD phase was only 
observed when simulation boxes were consistent with the DD unit cell size, which is a 
function of the thermodynamic conditions. For simulations with box dimensions 
inconsistent with the preferred DD unit cell size, other phases (e.g., C, G, etc) were 
formed depending on the value of φadd. This dependence on simulation box dimensions 
of the observed structure is a general difficulty of particle-based simulations of all the 
ordered bicontinuous phases, since the “appropriate” unit cell size for each 
morphology at a given point of the phase diagram is not known a priori. Thus, in 
principle an extremely large number of simulation box sizes (and shapes in the case of 
orthorhombic phases) would need to be tried to be able to observe all the competitive 
morphologies. This approach is obviously not feasible and physical intuition together 
with some degree of trial-and-error process are necessary to constrain the search to 
only simulation box sizes consistent with the morphologies that are most likely to 
have the lowest free energy. In order to estimate the unit cell size of the different 
candidate morphologies from data obtained at a different value of φadd or from another  
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Figure 3.8. Snapshot of a simulated DD phase for the DBC/homopolymer system at φh 
= 0.20. (a) Eight (8) unit cells of the simulated DD phase The unit cell size of the 
shown snapshot is L = 30 lattice units. The B-component domain is not shown for 
clarity. The two minority component networks are shown in red(dark) and 
yellow(light) for clarity. (b) A single DD node, where the four connectors are seen to 
intersect.  
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Figure 3.9. Structure factor S(q) for the simulated DD phase. The location of the peaks 
at ratios 2 : 3 : 4 : 6  is consistent with the Pn3m symmetry. 
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 bicontinuous morphology, we found it helpful to use simplified theoretical models for 
the geometry of bicontinuous phases. The simplest physical model to represent 
ordered bicontinuous phases is the “constant thickness” or “parallel surfaces” model,4, 
17 in which the A-B interfaces are assumed to lie at a constant perpendicular length λ 
from the minimal surface (e.g., G, DD, P surfaces) which is imagined to divide the B-
component domain in two halves. In this model, the B-component volume fraction φB 
is related to length λ by the simple relation:17 
 
342
3
e
B oA L L
πχλ λφ ⎛ ⎞ ⎛ ⎞= +⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  (36) 
where L is the preferred unit cell size and Ao and χe are the normalized area per unit 
cell and the Euler characteristic, respectively, for the particular minimal surface. For 
the DD phase Ao=1.919 and χe= -2; while for the P phase, Ao=2.345 and χe= -4.48  The 
first term of eq. (36) corresponds to the value that φB would be if the minimal surface 
were flat (i.e., gaussian curvature K = 0) and the second term to the correction due to 
the non-zero value of K. In Figure 3.10, we show the simulation box sizes where the 
DD phase was spontaneously obtained as a function of the homopolymer volume 
fraction φadd, which is related to φB through, 
 ( )add add1 1 1B A fφ φ φ φ= − = − − +⎡ ⎤⎣ ⎦  (37) 
where f =0.30 is the DBC composition. Additionally, Figure 3.10 shows the fit 
provided by eq. (36) with a single adjustable parameter λ that represents the half-
width of the B-component domain. For the DD phase we found λ = 4.46 lattice units, 
which is about 0.75 times the observed B-block end-to-end distance (rB) for the DD 
phase and agrees with the intuitive idea that the width of the B domain should lie in 
between those expected for a monolayer and a bilayer (i.e., 2
B
B
r rλ< < ). Similar 
values of λ were obtained for the G phase (e.g., λ=4.32) and the P phase (e.g., λ=4.52)  
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Figure 3.10.  Simulation box dimensions (of one unit cell), wherein the DD phase was 
spontaneously  formed, as a function of the homopolymer volume fraction  φadd. A 
single-parameter (λ) fit using eq. (36) is also shown. The fitted value of λ = 4.45 
represents the half-width of the B-component domain.. 
 indicating that the B-component domain width is almost independent of the 
bicontinuous morphology. It can be seen in Figure 3.10 that the simulation box size 
dependence in φadd agrees well with the expected behavior for the constant thickness 
model of the DD phase. A similar agreement (results not shown) was also observed for 
the other bicontinuous phases. Moreover, the good agreement between the simulation 
results and eq. (36) indicates that λ remains approximately constant for the different 
values of φadd.  This trend can only be explained if the homopolymer does not 
penetrate into the B-component domain, a behavior that we have indeed observed in 
our simulations (see later the discussion on Figure 3.16). 
 In the range 0.02≤φadd≤0.40 both the DD phase and the C phase were 
spontaneously obtained depending upon simulation box size. For φadd< 0.05 both of 
these phases are just metastable since the G phase has lower values of Gibbs energy 
[e.g., at φadd=0.04, βgG=35.70(1), βgC=35.76(1) and βgDD=35.81(1)]. However, for the 
range  0.05<φadd<0.35 the DD and C phases seem to compete for thermodynamic 
stability. For relatively high concentrations of homopolymer (i.e., φadd > 0.12) the 
Gibbs energy of the DD phase is found to be slightly lower than that of the C phase 
[e.g., for φadd = 0.25, βgDD= 32.597(9) and βgC=32.62(1)]. Additionally, for these 
concentrations, defect free C phases become increasingly difficult to stabilize, thus 
making unambiguous the assignment of the DD phase as the stable one. However, for 
a narrow range of homopolymer concentrations (i.e., 0.05 <φadd< 0.12), free energy 
calculations seem to indicate that the C phase has a lower Gibbs energy than the DD 
phase [e.g., for φadd = 0.08 and Lbox = 48, βgDD=35.175(10) and βgC=35.15(1)]. The 
stabilization of the C phase (a phase with much greater mean curvature in the A-B 
interface than the G phase) with the addition of homopolymer is somewhat 
counterintuitive. However, this could be the consequence of an incomplete alleviation 
of the frustration in the DD nodes, because of the relatively small amounts of 
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 homopolymer present in this region of phase diagram (i.e., 0.05<φadd<0.12). 
Nonetheless, to the best of our knowledge, a similar transition (i.e., from the G phase 
to the C phase by adding minority component) has neither been observed 
experimentally nor predicted by theory. It is also plausible that the stable state in this 
narrow region of phase diagram is a two-phase state where the G and DD phases 
coexist, which would not be attainable in the relatively small simulation boxes used in 
this work, therefore causing the stabilization of a single metastable phase which in this 
case happens to be the C phase. Moreover, the C morphologies with the lowest Gibbs 
energy were usually the ones with the cylinders aligned along a diagonal of the 
simulation box. This suggests that C configurations are subject to “tensions” (i.e., 
anisotropies in the pressure tensor) that could cause a non-negligible penalty in the PV 
contribution to the Helmholtz free energy. Because of the above reasons, in this region 
of the phase diagram, we tentatively assign the C phase as metastable. Finally, in order 
to estimate the phase boundaries between the stable phases (i.e., the G and DD 
phases), we present in Figure 3.11 the Gibbs free energy of the G and DD phases as a 
function of φadd, wherein it can be seen that the values of βg for both phases intersect 
around φadd ~0.09.   
 For homopolymer volume fractions in the range 0.25<φadd<0.40 the Plumber’s 
Nightmare (P) phase was also observed. To the best of our knowledge this phase has 
never been observed before in simulations of DBC systems. In this morphology, the 
minority component forms two networks that never intersect, and each network is 
composed of six-fold nodes and connectors (Figure 3.12). Calculation of S(q), in 
Figure 3.13 confirms that the simulated phase is indeed the P phase (i.e., Im3m 
symmetry)27 as can be seen from the clear peaks at positions 2 : 4 : 6 .  For 
homopolymer concentrations φadd ≤ 0.30 the simulated P phases became defective 
after long simulation runs (i.e., more than 4×106 MC steps) indicating that for these  
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Figure 3.11. Gibbs free energy of the mixture (βg) for the G and DD phases in the 
DBC + homopolymer system as a function of the homopolymer volume fraction φadd 
in the range φadd ~(0.02-0.12). The G phase is stable only for φadd < 0.09. 
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Figure 3.12. A simulated snapshot of the Plumber’s Nightmare (P) phase observed at 
φadd =0.35 in a simulation box of size Lbox = 46. The majority (B) component is not 
shown. (a)  One unit cell of the P phase. The minority component forms two distinct 
networks that never intersect. They are shown in yellow(light) and red(dark) for 
visualization purposes. (b) One of the minority component networks has been 
replicated four (4) times. 
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Figure 3.13. Structure factor S(q) for the simulated P phase. The location of the peaks 
at ratios 2 : 4 : 6  is consistent with the Im3m symmetry that is expected for the 
Plumber’s Nightmare phase. 
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 conditions the P phase is just metastable. However, in the range 0.35≤φadd≤0.40 the 
simulated P phase not only remained defect free but additionally was observed to have 
a slightly lower Gibbs energy than the DD phase [e.g., for φadd = 0.35, βgDD=31.19(1) 
and βgP=31.18(1)]. Moreover, when “bigger” systems were used (e.g., at φadd = 0.40, 
box dimensions of: 41×82×82 for the DD phase and 49×98×98 for the P phase) such 
that the unit cells of the P and DD phases were replicated four times, the P phase still 
showed lower values of βg. As a consequence, we conclude that in the range 
0.35<φadd<0.40 the P phase is the stable phase. 
For homopolymer volume fractions φadd > 0.35, a novel phase, in which 
cylinders of two different diameters alternate in a tetragonal (square) packing, was 
observed (Figure 3.14). This phase will be, henceforth, referred to as “Alternating 
Diameter Cylinders” (ADC). Although chemical potential calculations in the range 
0.35<φadd<0.40 indicate that the ADC phase is just a long lived metastable phase, the 
results seem to suggest that for φadd~ 0.45 the ADC phase may be stable since it has a 
lower chemical potential than the other phases observed. However, this result should 
be taken with caution because most of the other phases observed at these conditions 
were defective, presumably because of the much longer equilibration times required 
for the large simulation boxes involved (e.g., at φadd=0.45 Lbox > 51 for the P phase). 
Moreover, at these high values of φadd it is also possible that other bicontinuous phases 
[e.g., C(P), I-WP, etc.49] could become stable. These phases, however, would have 
unit cell sizes far beyond those accessible in the present study [e.g., at φadd=0.45, Lbox 
~ 80 for the Neovius’ surface phase estimated with eq. (36)] and are outside the scope 
of the present work. Nevertheless, even in the worst case scenario wherein the ADC 
phase is just a long-lived metastable we still think this phase is of significant 
importance for several reasons: 1) Long lived metastable phases are often observed 
experimentally, 2) Under different conditions (e.g., different thermodynamic  
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Figure 3.14. A simulated snapshot of four (4) unit cells of the “Alternating Diameter 
Cylinder” (ADC) phase. The majority component is not shown. The A-B interface is 
shown in yellow(light), while the centers of mass of the homopolymer chains are 
presented in red(dark). This snapshot was obtained at φadd = 0.40 where the unit cell 
size is L=39. The “thick” cylinders interior is rich in homopolymer chains while the 
“thin” cylinders present a much lower homopolymer concentration in their interiors.  
Cylinders pack tetragonally. 
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 conditions, different model, or when subject to shear) this phase might be stabilized, 
and 3) The fact that the cylinders are arranged in a tetragonal packing gives insight 
about why the “ordinary” C phase is not stable in this region of the phase diagram. At 
high values of φadd, if all the cylinders had the same diameter, packing frustration of 
the B-block would be prevalent in the corners of the Wigner-Seitz cell of the 
hexagonally packed cylinders. This is because the mean end-to-end distance of the B-
blocks would be much smaller than the radius of the cylinders. This is evident in 
Figure 3.14 where it can be readily seen that the average B-domain distance separating 
two consecutive cylinders is much less than the diameter of the thick cylinders. It is 
interesting to note that the penalty in mixing entropy incurred by segregating the 
homopolymer in this way (i.e., having homopolymer-rich cylinders and DBC-rich 
cylinders) seems to be outweighed by the gain in conformational entropy of the B-
block.  
 It has been argued that the reason for the lack of multiple ordered bicontinuous 
phases in pure DBC melt systems is the presence of packing frustration inside the 
nodes, which can be manifested in the form of void in the nodal centers,21 chain 
stretching,22 deformation of the nodes shape,20 or more likely a combination of all the 
above factors. We have now shown here that by the addition of a component with the 
right characteristics, multiple bicontinuous phases (e.g., DD and P phases), can be 
stabilized. In order to link this stabilization to reduction in the packing frustration 
inside the nodes, we show in Figure 3.15a a single node of a typical snapshot of the 
simulated P phase, where the A-B interface in yellow(light) has been made transparent 
in order to show the centers-of-mass of the homopolymer chains in red(dark). 
Additionally, Figure 3.15b shows a plot of the volume fraction of the A-block and 
homopolymer beads as a function of the distance from the center of the P phase nodes. 
It can be seen from the figure that the homopolymer chains reside preferentially inside  
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Figure 3.15. A typical snapshot of a single node of the P phase obtained at φadd =0.25 
and Lbox = 41. (a) The A-B interface in yellow(light) is made transparent and the 
centers of mass of the homopolymer chains are shown in red(dark). (b) Average 
volume fraction of homopolymer beads and A-block beads as a function of the 
distance from the nodes. The homopolymer chains concentrate in the center of the 
node in order to reduce packing frustration. Similar behavior was observed in all the 
snapshots we examined. 
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 the nodes where they are found in much higher concentration (i.e., φ ~1.0) than in the 
connectors. Moreover, since the concentration of DBC chains in the center of the 
nodes is essentially zero,  absence of the homopolymer chains would clearly cause 
packing frustration because the DBC chains would need to stretch and the node would 
have to deform in order to diminish the void in the center of the nodes. A similar 
behavior is observed for the DD phase (results not shown); however, for a given value 
of φadd the segregation towards the nodes of the homopolymer chain is more dramatic 
in the case of the P phase than in the DD phase. This is consistent with the hypothesis 
that since the P nodes are bulkier (e.g., at φadd =0.25, rnode ~ 16 for the P phase, and 
rnode ~ 12 for the DD phase), the DBC packing frustration would be more drastic for 
the P phase if there were no homopolymer inside the nodes. Although a gradient of 
homopolymer concentration implies a loss of mixing entropy, yet again, for this size 
of homopolymer, the gain in conformational entropy for the DBC chains seems to 
partially outweigh this loss. Moreover, analysis of the mean square end-to-end 
distance <r2> of the homopolymer chains inside and outside the nodes [e.g., 
<r2>tube=29.5(9) and <r2>node=35.5(9)], and comparison with the <r2> observed in a 
melt of the pure homopolymer [e.g., <r2>melt=35.3(1)], reveals that the homopolymer 
in the tubes is forced to adopt unfavorable, more compact conformations (due to the 
smaller size of the tubes relative to the nodes). This indicates that the segregation of 
the homopolymer towards the nodes may also be understood from the perspective of 
the homopolymer sacrificing translational entropy in order to gain conformational 
entropy, which for this size of homopolymer is expected to have a more important 
impact to the total free energy.   
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 Discussion on the origins of complex phase behavior  
 Although it is clear that reduction of chain stretching inside the bicontinuous 
phases’ nodes (frustration relief) by addition of homopolymer should make these 
morphologies less unfavorable, it certainly does not guarantee that these phases should 
become the stable ones, as observed in this work. Moreover, packing frustration alone 
cannot explain the complex progression of phases observed with increasing φadd, 
because just as the homopolymer reduces the frustration in the DD phase so does it in 
the G phase and there would not be any driving force for phase transitions to occur.  
In order to understand the observed phase transitions, it is convenient to evoke 
the origins of curvature in the DBC systems. The morphologies observed in DBC 
systems are the result of the competition between energetic and entropic contributions 
to the free energy. In order to decrease the interfacial energy the system tries to 
approach morphologies of zero mean A-B interface curvature (H), however, if the two 
blocks are of different sizes, imposing H = 0 forces the blocks to adopt unfavorable 
configurations in order to fill space, creating an entropically unfavorable scenario (i.e., 
packing frustration). Thus, the resulting equilibrium morphology possesses an A-B 
interface that tries to approach a constant mean curvature surfaces (CMC). The 
preferred value of mean curvature (Hpre) depends upon the relative size of the two 
blocks as is observed in the pure DBC system where the curvature of the interface is 
progressively increased with the asymmetry of the two blocks, going from the L phase 
(i.e., H = 0) when the blocks are symmetric, to the S phase, with a high value of H, 
when the blocks are highly asymmetric.  
For a specific relative size of the blocks in a DBC chain (i.e., for a given value 
of f) the preferred value of H can be modified by adding a second component that 
“likes” the minority component blocks. For example, as we showed above, adding 
selective small nanoparticles can induce a variety of structures with different values of 
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 H, because the small nanoparticles, driven by their high entropy of mixing, distribute 
almost homogeneously in the A-component domain, causing the swelling of the A-
blocks and thus increasing their effective size. In other words, since the nanoparticles 
“penetrate” into the DBC layer, the net effect of adding them is akin to increasing the 
A-block size. Conversely, if the selective “additive” does not penetrate into the DBC 
layer, the A-blocks will not augment their effective size and the preferred value of H 
will remain mostly unchanged. Whether an additive distributes homogeneously inside 
the A-component domain or not is again a competition between energetic and entropic 
terms.2 The interfacial energy tends to “push” the additive away from the interface, 
concentrating the additive in the center of the A-domain. The entropy of mixing tends 
to favor configurations wherein the additive is spatially distributed in a uniform 
fashion. For the small solvent-like nanoparticles the entropic contributions tend to 
outweigh the energetic ones causing their penetration into the DBC layer. However, 
for the homopolymer chains used in this study, the total entropy does not primarily 
arise from translational degrees of freedom (as with the nanoparticles), but mainly 
from the chain conformations. The homopolymer can then be expected to have a much 
lower entropy of mixing (associated with the translational degrees of freedom), so that 
the energetic contributions should be dominant and the homopolymer chains should 
not significantly penetrate the DBC layer. This is indeed what is seen in the 
simulations. Figure 3.16a shows a typical snapshot of the C phase, where the centers 
of mass of the homopolymer chains are represented by the red(dark) beads, while the 
centers of mass of the A-blocks are presented in yellow(light). Figure 3.16b presents 
the volume fraction of homopolymer beads and A-block beads as a function of the 
distance from the cylinder axis. The homopolymer significantly concentrates in the 
center of the cylinders while most of the A-blocks just surround the homopolymer.  
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Figure 3.16. A typical snapshot of a metastable C phase observed at φadd=0.25. The C 
phase offers a valuable opportunity to observe the inhomogeneous distribution of the 
homopolymer chains throughout the A-component domain. (a) The centers of mass of 
the A-blocks of the DBC chains are shown [i.e., yellow(clear) beads], while the 
centers of mass of the homopolymer chains are represented by the red(dark) beads. 
The A-B interface is also shown in yellow(clear) for reference (b) Average volume 
fraction of homopolymer beads and A-block beads as a function of the distance from 
the cylinder axis. The homopolymer does not distribute uniformly but prefers the 
center of the A-component domain.  
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 Though this effect is most easily visualized in the C phase, the same trend is observed 
for all the other phases. Finally, we can postulate that, given that the homopolymer 
does not significantly penetrate the DBC layer, adding homopolymer should not 
significantly decrease the preferred value of H. 
For a given morphology the actual value of the A-B mean curvature (Hact) can 
be estimated using the parallel surface model, for which it can be shown that:17 
 ( )2act BH φ γ λ≈  (38) 
where γ is dimensionless constant particular to each minimal surface and λ represents 
the half-width of the B-component domain which is found to remain approximately 
constant [cf., Eq. (36) and discussion thereof]. From this relation, it is seen that for a 
given morphology,  the actual value of the interfacial curvature decreases in 
proportion to the square of the B-component volume fraction φB [and φB decreases as 
φadd increases, cf. Eq. (37)]. Adapting the argument that Ström and Anderson17 used to 
explain the phase behavior of surfactant systems to the case of DBC melts, we 
postulate that the stable morphology is going to be the one that, while minimizing 
packing frustration, presents an actual value of the interfacial mean curvature (Hact), 
that is the closest possible to the preferred value Hpre. 
At this point, we get to the root of the origin of the contrasting difference 
between the phase behavior observed when adding small nanoparticles and when 
adding homopolymer: the addition of small nanoparticles significantly decreases Hpre 
while the addition of homopolymer leaves Hpre mostly unchanged. For any selective 
additive, it is expected that the degree of penetration should increase with the additive 
concentration (i.e., because of the higher gradients), hence Hpre should always 
decreases with additive concentration.17 However, it is the difference in the rate at 
which Hpre decreases, which causes the contrasting phase behavior observed in the two 
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 types of systems studied. If the value of Hpre decreases faster than Hact with increasing 
concentration of additive (e.g., small nanoparticles case), the system progresses 
towards phases of less curvature. Conversely, if Hpre decreases slower than Hact with 
increasing concentration of additive (e.g., homopolymer case), the system progresses 
towards phases of more curvature.  
The complex phase behavior observed with the addition of homopolymer can 
be now understood in terms of our postulate. First, let us establish that for a given 
value of  φadd the candidate phases can be sorted in the following manner with 
increasing curvature:17 G→DD→P→C(P)→C.  For small values of φadd the system is 
just a slightly perturbed from the pure system and the G phase is stable. However, 
when the value of φadd starts to increase, Hact decreases rapidly, departing from Hpre 
which stays approximately constant; therefore, causing the G phase to become 
unstable. In order to approach a value of mean curvature closer to Hpre the system 
needs to undergo a phase transition to a new morphology of higher curvature. The next 
morphology in the list is the DD phase which, given the presence of the homopolymer 
and its tendency to concentrate in the nodes, is no longer limited by packing 
frustration and is therefore stabilized. When more homopolymer is added, Hact 
continues to decrease until again it departs significantly from Hpre and the P phase, 
whose frustration has again been relieved by the significant amounts of homopolymer 
added, becomes stable. As even more homopolymer is added, new phase transitions 
are expected to occur. The next phase in the list is the C(P) phase which as mentioned 
above would have unit cell sizes too large to be observed in the present study. 
Nevertheless, it is indeed observed that for high values of φadd the ADC phase which 
presents a highly curved A-B interface spontaneously forms, consistent with the 
postulate of stabilization of phases of increasing curvature. As pointed out before, for 
high homopolymer concentrations, packing cylinders hexagonally as required for the 
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 C phase causes packing frustration in the B-blocks. Therefore, it is natural to assume 
that the stabilization of the ADC phase could be the result of a compromise between 
the system’s need to achieve a highly curved interface like in the C phase and at the 
same time minimize packing frustration.   
 
V. CONCLUSIONS 
 We performed a lattice MC study of two different strategies for reducing 
packing frustration in the ordered bicontinuous phases’ nodes by means of the addition 
of minority (A) component. While the first strategy consisted of the addition of small 
solvent-like selective nanoparticles, the second strategy involved addition of 
homopolymer of a length 80 % that of the DBC chains.  
 The addition of small nanoparticles induced a progression of phases of the 
form G→PL→L→RG, in which the A-B interface curvature is observed to decrease 
monotonically with increasing nanoparticle volume fraction (φadd). Additionally, in the 
same region of phase diagram where the PL phase was found stable, the orthorhombic 
co-continuous network O52 phase was observed, albeit as a long-lived metastable.  
A radically different phase behavior was observed with the addition of 
homopolymer, in which phases of greater curvature than the G phase were stabilized. 
In general the observed sequence of phases, for increasing homopolymer 
concentration, was G→DD→P, with the novel ADC phase being possibly stable after 
the P phase. To the best of our knowledge this is the first time that the ordered 
bicontinuous DD and P phases are simulated and predicted to be stable in DBC melt 
systems using particle-based simulations. Examination of the structure of the ordered 
bicontinuous phases showed that the homopolymer preferentially locates in the center 
of the nodes, not only preventing the packing frustration that would otherwise exist 
but additionally allowing for a gain in homopolymer’s conformational entropy.  
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 The contrastingly different phase behavior observed for the two strategies was 
explained in terms of their difference in the rate of change of Hact relative to Hpre with 
increasing additive concentration. This difference originates from the different degrees 
of penetration of the two additives into the DBC layer, which are ultimately caused by 
the differences in translational (mixing) entropy between the homopolymer and the 
solvent-like nanoparticles. It is interesting to note that for the currently studied system 
the DD phase is stable for an extraordinarily wide range of homopolymer 
concentrations (i.e., 0.09<φadd<0.30). This suggests that the homopolymer length 
adopted here leads to a degree of penetration (into the DBC layer) which is to some 
extent “optimal” to stabilize the DD phase. Thus, it can be envisioned that “optimal” 
sizes of additive can be found for which the composition range of stability of a 
particular bicontinuous phase is maximized.  
 In future work we will explore the possibility of provoking transitions 
between different complex phases by rationally controlling the additive’s mixing 
entropy (and hence its degree of penetration into de DBC layer) through changes in 
the additive’s architecture and chain-length, while keeping constant the additive’s 
volume fraction. 
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 CHAPTER 4 
 
BICONTINUOUS PHASES IN DIBLOCK COPOLYMER/HOMOPOLYMER 
BLENDS: SIMULATION AND SELF-CONSISTENT FIELD THEORY∗
 
I. INTRODUCTION 
  A great deal of attention has been given to diblock copolymer (DBC) systems 
due to their nano-scale self-assembling properties.1 These systems can be rationally 
controlled to form regular mesoscopic morphologies that are exploitable in a vast 
number of practical applications such as high-porosity materials,2,3 nanoparticle 
templating agents, catalytic surfaces, high conductivity nanocomposites,4 and in dye-
sensitized solar cells.5,6 In fact, it has recently been proposed,7-10 that the most 
promising morphologies for the achievement of high-efficiency dye-sensitized solar 
cells are the so-called ordered bicontinuous phases in which the minority (A) 
component forms two interweaving networks with cubic periodicity, embedded in a 
continuous matrix of majority (B) component.11 Among the ordered bicontinuous 
phases most commonly observed in some amphiphilic systems12,13 we have: the gyroid 
(G) phase, the double diamond (DD) phase, the plumber’s nightmare (P) phase, and 
the Neovius’ surface [C(P)] phase. Unfortunately though, the G phase14,15 is the only 
bicontinuous phase that is stable in the pure DBC melt, and with a stability region 
which is relatively narrow compared to other phases like the lamellar (L) or cylindrical 
(C) phases.16,17 Not surprisingly then, the G phase has received a good deal of 
attention in both theoretical and simulation studies for a variety of systems such as: 
DBC solutions and melts,18-21 surfactants,22,23 tethered objects,24,25 nanocomposites,26  
                                                 
∗ Reproduced  with permission from Martinez-Veracoechea, F. J.; Escobedo, F. A.  Macromolecules 
2009, In Press. Copyright 2009 American Chemical Society. 
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 and suspensions of pear-shaped particles.27 However, other bicontinuous phases 
remain much less studied, being the most relevant exception the triblock copolymer 
simulations of Dotera.28  
In the bicontinuous phases, the general structure of the A-component networks 
can be described in terms of tubes (connectors) and nodes (junction of several tubes).29 
When the A-B interface, in order to minimize the interfacial energy, tries to approach 
a constant-mean-curvature surface, the nodes necessarily become bulkier than the 
tubes.29 Hence, the chains in the nodes find themselves in an entropically unfavorable 
situation known as packing frustration in which either: the chains stretch to reach the 
center of the nodes, a lower concentration region appears in the center of the nodes, 
the nodes deform, or a combination of all the above scenarios occurs.20,21,30 The larger 
the number of connectors per node, the bulkier the nodes become, causing larger 
packing frustrations.29 While the G phase has only three connectors per node, the DD 
and P phases have four and six connectors per node, respectively; thus, explaining the 
lack of stability of multiple bicontinuous phases in DBC melts. Although in theory the 
alleviation of packing frustration30,31 should allow for the stabilization of multiple 
bicontinuous phases, in practice, it is still unclear how to best accomplish this. Indeed, 
relevant studies for DBC systems portrayed a rather confusing situation: on the one 
hand, calculations using Self Consistent Field Theory (SCFT) predicted the 
stabilization, in a extremely narrow range of the phase diagram, of the DD phase by 
addition of homopolymer;32,33 while on the other hand, the P phase is the only 
bicontinuous phase (i.e., other than G) that has been actually found experimentally, in 
inorganic-DBC hybrid systems.34 In a previous work,35 we used lattice Monte Carlo 
(MC) to study the stabilization of multiple bicontinuous phases by blending a G-phase 
forming pure DBC system with selective additives that preferentially “like” the A-
block of the DBC chain. When the additive consisted of small selective-solvent 
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 particles, no additional bicontinuous phases were observed; however, when the 
additive consisted of A-component homopolymer chains, other bicontinuous phases 
(i.e., the DD and P phases) were observed upon increasing homopolymer 
concentration. The DD phase was found stable in a surprisingly wide range of 
homopolymer compositions.  In addition, we found a novel “alternating diameter 
cylinders” (ADC) phase wherein cylinders of two different diameters are arranged in a 
square packing. A phase similar to the ADC was recently predicted in simulations of a 
solution of nanoparticles and functionalized block copolymers.36 
A drawback of particle-based simulations of DBC mesophases is that these 
phases present long-range periodicity which makes them prone to finite-size effects; as 
a consequence, at the same thermodynamic conditions multiple phases can be 
spontaneously obtained depending upon simulation box dimensions and (in some 
cases) initial conditions.20,21,28,37,38 Thus, in order to establish the stable morphology at 
each thermodynamic state, comparison of the molar Helmholtz free among the 
different observed phases [i.e., at a given temperature (T), density (ρ), and 
composition] must be made.21 Efficient calculation of accurate pressures in lattice 
systems is far from trivial, therefore, in discrete space simulations, a common 
approach has been to approximate Helmholtz free-energy differences by Gibbs free-
energy differences under the assumption that the differences in pressure between 
phases can be neglected.35 In order to circumvent this approximation, avoid the 
inherent problems associated with the discretization of configurational space, and 
compare with previous results, in this work we present a continuum-space molecular 
simulation study of the stabilization of the DD and P phases in a blend of DBC and 
homopolymer in the intermediate segregation regime. For this purpose, we use MC 
and Molecular Dynamics (MD) with a coarse-grained model of the polymer chains in 
which each bead is represented by the soft-repulsive potential typical of the 
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 Dissipative Particle Dynamics (DPD) fluid.39,40 In particle-based molecular 
simulations the effects of finite chain-length and composition fluctuations are 
automatically incorporated and the mesophases are spontaneously formed. Since 
previous SCFT studies32 suggest that, at the homopolymer concentrations where the 
DD and P phases are observed in simulations, the stable state could be a two-phase 
state with a DBC-rich phase and a homopolymer-rich phase, we compare the 
simulation results with SCFT calculations (which we carried out using the code 
developed by Morse, Tyler, and coworkers41). The SCFT calculations show that, 
although in many cases macrophase separation can indeed precede the stability of 
complex bicontinuous phases, the DD phase can be stable in a considerably wide 
region of parameter space. For the thermodynamic conditions that were explored with 
SCFT, the P phase was always metastable respect to macrophase separation. However, 
in many cases the P phase was nearly stable, suggesting that there could exist other 
unexplored regions of the phase diagram where this phase could be fully stable. 
Moreover, even in the regions where SCFT shows that either the DD phase or the P 
phase are metastable with respect to macrophase separation, they are found to lie 
significantly before the spinodal line, suggesting that at those conditions these two 
phases could be experimentally observed as “very long lived” metastable phases in 
which the system would probably get “trapped” once formed. Finally, MD simulations 
of large systems reveal that the time scales needed for mesophase formation are much 
shorter than the ones needed for macrophase separation into DBC-rich and 
homopolymer-rich phases, again suggesting that metastable complex bicontinuous 
phases could in some cases be experimentally observable. 
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 II. SIMULATION MODEL 
We represent polymer chains with a bead-spring model where beads interact 
with the DPD-fluid potential (UDPD) widely used in DBC studies:39,40 
 
( )21( ) 1
2
0 1
DPD i ja rU r if r
kT
if r
⎧ −⎪ <= ⎨⎪ ≥⎩
 (39) 
Where r is the inter-bead distance, aij is the constant that sets the repulsion 
strength and the indices i,j can be either the A or the B component.  Beads of the same 
type interact with aii=25, while different-type beads interact with aij=aii+3.27χ, where 
χ is the Flory-Huggins interaction parameter commonly used in DBC systems. The 
DBC has a chain-length (i.e., number of beads per chain) of NDBC=20 with the first six 
beads belonging to the A component and the rest to the B component, thus, the 
fraction of A-component beads in the DBC chains is f=0.30. The homopolymer length 
is Nho=16 and all its beads belong to the A component.  
The beads are connected using a harmonic spring potential (Uhar), 
 
( ) 21
2
har
sp
U r
k r
kT
=  (40) 
with a spring constant value of ksp=4. Throughout this work χ=2.25 (i.e., χNDBC=45) 
and the monomer density was always set to ρο=3. It is important to note that the G 
phase was previously found stable at these conditions in the pure DBC melt of this 
model.21  
 
III. SIMULATION METHODS 
Simulations were run in the Canonical (nVT) ensemble rather than in the 
isothermal-isobaric ensemble to avoid the expensive of volumes moves associated 
with the latter (for large systems) and for consistency with the constant-density SCFT 
 130
 calculations. After generating a random initial configuration at the desired 
homopolymer volume fraction (φh) the system was equilibrated using MD. The 
equations of motion were integrated using the velocity Verlet algorithm42 with a time 
step δt=0.05. Temperature was controlled using the time-reversible momentum-
preserving Lowe’s thermostat,43 in which each pair of particles that lie within a cutoff 
radius (in this work rcut=1) have their relative velocities randomly “thermalized” with 
probability Γδt (=0.05 in this work) at each integration step. We ran simulations for a 
typical value of 3×106 integration steps, although most morphologies were 
spontaneously formed significantly before (i.e., < 1×106 integration steps) the 
simulations were finished.  
As previously mentioned, at a given thermodynamic state more than one 
morphology can be spontaneously formed. Therefore, the stable phase has to be 
determined by comparison of the intensive “excess” Helmholtz free energies for each 
phase and box size. The excess properties are defined by taking as reference an ideal 
chain with bonded interactions only. The intensive excess Helmholtz free energy can 
be estimated as: 
 ( 1ex exa g Zβ β )= − −  (41) 
where β=1/kT, Z=P/ρchkT is the compressibility factor, ρch  is the polymer chain 
number density, and gex is the intensive excess Gibbs energy: 
 ex exi ig yβ βµ= ∑  (42) 
where yi is the mole fraction of the i specie (i.e., either DBC or homopolymer) and µiex 
is its excess chemical potential. The compressibility factor (Z) can be accurately 
calculated directly from an MD simulation using the Virial Theorem.42 For this 
purpose we used a shorter step of δt=0.01, ran simulations 2×106 steps long, and 
estimated the uncertainty in the calculated pressure using standard block analysis.42 In 
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 order to calculate the Gibbs free energy, however, the MC framework becomes more 
convenient because one can rigorously use the Expanded Ensemble (EXE) 
formalism44,45 and Bennett’s acceptance ratio method46 to efficiently calculate the 
chemical potentials. Note that either the direct or the configurationally-biased test-
particle insertion methods fail to provide reliable chemical potential estimates in the 
dense systems of polymer chains studied here.21 In the EXE formalism one gradually 
inserts/removes a target chain by appending/deleting beads to/from it. The transitions 
between macrostates m and m+∆ of the EXE are accepted/rejected with a weighed 
Metropolis acceptance rule: 
 { }min 1, exp( )acc m mP υ ψ ψ+∆= − + −  (43) 
where lnWυ = −∆ , ∆ = +1 for growth, ∆ = −1 for reduction, W is the associated 
Rosenbluth weight42 and the ψ’s are arbitrary biasing weights chosen to improve 
sampling. We use the Optimized Ensemble method of Trebst et al.47 to estimate the 
biasing weights. This method has been used in chemical potential calculations in DBC 
systems before and details can be found elsewhere.21,35,48 Once transitions between 
macrostates are attempted, the difference in free energy between successive 
macrostates (∆Am,m+1) can be efficiently computed using Bennett’s acceptance ratio 
method,46 
 1,, 1
1 ,
ln ln m mmm m
m m
QA C
Q
β ++
1m+ +
∆ ≡ = − AA  (44) 
where Qm is the canonical partition function associated with the mth macrostate, ℓm,m+1 
is the number of trial transitions from m to m+1, and C is found from: 
 [ ]( ) [ ]( )1 11 11 exp 1 expm m m mm mCυ 1 Cυ− −→ + + →++ − = + +∑ ∑  (45) 
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 where the summation in the left runs over all the m→ m+1 attempted transitions and 
the summation in the right over all the m+1→ m attempted transitions. Finally the 
excess chemical potential for a single species can be obtained from: 
 11 1[ ]
Mex
i M mm
A A Aβµ β β β− , 1m+== − = ∆∑  (46) 
with M the number of macrostates, which in this work is the number of beads in a 
chain plus one (i.e., MDBC=21 and Mho=17) since we inserted/deleted beads one at a 
time. Five independent MC simulations (previously equilibrated with MD) were run 
for each system (with a given mesophase) to improve statistics and to estimate the 
uncertainty in the chemical potential values. Each of these simulations was run for a 
total of 106 MC cycles, each cycle comprising four macrostate transition attempts and 
Ntot relaxation moves (i.e., 5% translations, 5% rotations, 20% reptations, 2% switches 
(where a chain is repositioned upside-down), 45% hops, and 23% configurational bias 
moves.) with Ntot equal to the total number of monomers in the system. To further 
accelerate the de-correlation of the samples, every 5×104 MC steps, the configurations 
were evolved using MD during 2×104 integrations steps of δt=0.02 (during which no 
statistics were collected) and then used as input for the following 5×104 MC steps.  
 
IV. SELF CONSISTENT FIELD THEORY 
In the literature there are numerous studies where SCFT has been successfully 
applied to the elucidate the phase behavior of DBC systems.49-51 In addition, 
homopolymer/DBC blends (though only in the weak segregation regime) have already 
been studied using SCFT by Matsen.32 Therefore, here we will only outline the main 
elements of the theory (further details can be found elsewhere49-51). In SCFT the 
problem of many interacting DBC and homopolymer chains is replaced by the 
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 statistical mechanics of an ideal Gaussian chain in an average position-dependent 
effective mean-field potential: 
 
( ) ( ) ( )
( ) ( ) ( )
A B
B A
w r N r r
w r N r r
χ φ ξ
χ φ ξ
= +
= +  (47) 
where N=NDBC, and the field ξ(r) is a Lagrange multiplier that allows to enforce the 
incompressibility constraint: 
 ( ) ( ) 1A Br rφ φ+ =  (48) 
Once the w-fields have been specified, the whole statistical mechanics of the 
system can be expressed in terms of the chain propagators [qDBC(r,s) and qho(r,s)] for 
the DBC and the homopolymer, respectively, that satisfy the following differential 
equation: 
 
( ) ( ) ( ) (2 2, ,
6
DBC i
DBC i DBC
q r s b N q r s w r q r s
s
∂ = ∇ −∂ ),  (49) 
with initial condition qDBC(r,0)=1. Here s is a contour variable (0≤s≤1) and i satisfies: 
 
A if s f
i
B if s f
<⎧= ⎨ >⎩  (50) 
and bi is the statistical segment length of the i component. The homopolymer chain 
propagator qho(r,s) satisfies an equation similar to (49) but with i=A, and [ ]0,s α∈ , 
with α=Nho/NDBC=0.8.  
 The local volume fraction of A component is obtained by 
 ( ) ( ) ( ) ( ) ( ) (
0 0
1
, , , ,
f
c
A DBC DBC ho ho
DBC ho
r ds q r s q r s ds q r s q r s
Q Q
αφ φφ αα
−= +∫ ∫ )−  (51) 
while φB is found from: 
 ( ) ( ) ( ) (11 , cB DBC
DBC f
r ds q r s q
Q
φφ −= ∫ ),DBC r s  (52) 
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 with the complementary propagator qcDBC  obtained from an equation similar to (49) 
but with the right hand side multiplied by -1, and with initial condition qcDBC(r,1)=1. 
The single DBC-chain partition function QDBC  is defined as: 
 (1 ,1DBC DBCVQ dr qV≡ ∫ )r  (53) 
with a similar expression for Qho but with qDBC(r,1) replaced by qho(r,α). Finally the 
Helmholtz Free energy can be estimated as: 
 ( )
,
1 11 ln 1 ln 1 A B i i
i A BDBC ho
F N dr N w
nkT Q Q V
φ φ φφ φ φ χ φα =
⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎡−= − − + − + −⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎤⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎣⎣ ⎦ ⎣ ⎦ ∑∫ ⎦  (54) 
Equations (47) through (53) form a closed set of equations that can be 
numerically solved self-consistently having as independent variables the w fields. In 
this work these equations were solved using the code developed by Morse, Tyler, and 
coworkers,41 in which: the w fields are efficiently obtained by expanding them in 
symmetry-adapted basis functions that can be automatically generated for any space 
group,52 eq. (49) is solved using a 4th order operator splitting integration algorithm,53 
and finally, an efficient mechanical-stress calculation provides a convenient algorithm 
for simultaneously iterating on the unit cell size and the w fields.54 Since this approach 
requires the symmetry of the desired morphologies to be specified before solving the 
mean-field equations, it is important to note that the G, DD, and P phases belong to the 
space groups 3Ia d , 3Pn m , and 3Im m , respectively.  
 
V. RESULTS AND DISCUSSION 
Molecular Simulation  
Simulations were carried out at χN=45 in a range of homopolymer volume 
fraction between 0.13≤φho≤0.30. At these conditions four distinct morphologies were 
spontaneously formed, the phases: P, DD, C and in a few cases, the perforated 
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 lamellar (PL) phase. To the best of our knowledge, this work constitutes the first 
report that the DD and P phases have been obtained in continuum-space particle-based 
simulations of DBC systems. The PL phase only formed in very small simulation 
boxes were none of the other phases could fit a complete unit cell, for this reason we 
safely disregard the PL as a finite-size artifact. In order to establish which one is the 
stable phase among the other three phases, at each value of φho, we calculated βaex as 
explained in the section on Simulation Methods. Due to the long range periodicity of 
the morphologies, the calculated values of the free energy were a function of the 
simulation box size (Lbox), which demonstrates that the wrong choice of simulation 
box size can cause a an extra free-energy penalty on a given phase, and therefore, 
induce the formation of a metastable phase instead of the “true” stable one. As an 
example, in Figure 4.1, we present a plot of βaex against Lbox for the C, DD, and P 
phases, at φho=0.30. For each phase βaex is seen to reach a minimum value, which is 
then used to determine the stable phase. At these conditions the P phase was found to 
be stable since it has the lowest value of βaex. In some cases, to obtain a given phase at 
several values of Lbox, we took a spontaneously-formed morphology at the desired 
value of φho, compressed/expanded it slightly, removed/added polymer chains to keep 
ρo and φho constant, and then equilibrated it using MD. However, when the phases 
were at values of Lbox far enough from its equilibrium value (i.e., minimum free 
energy), they often evolved spontaneously to another phase, thus limiting the number 
of available points for each phase in Figure 4.1. As expected, for a given phase, the 
value of Z (proportional to the pressure) increases with decreasing Lbox (Figure 4.2). 
However, the location of the minimum in the excess Helmholtz energy is a 
compromise between the behavior of Z and the complex dependence of the excess 
chemical potentials of the two species. At  φho=0.30 for example, while the DBC βµex 
(Figure 4.3a) follows a non-trivial behavior with box size (often showing a minimum),  
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Figure 4.1. Plot of βaex as a function of the simulation box size, Lbox, for the C, DD, 
and P phases, at φho=0.30. For each phase βaex is seen to reach a minimum value, 
which is then used to determine the stable phase.  
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Figure 4.2. Compressibility factor (Z) as a function of Lbox for different competing 
phases at φho=0.30. 
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Figure 4.3. Excess chemical potentials βµex for the C, DD, and P phases, at φho=0.30. 
(a) DBC excess chemical potential. (b) Homopolymer excess chemical potential.  
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 the homopolymer βµex (Figure 4.3b) clearly increases with decreasing Lbox, which is 
consistent with the idea that a smaller Lbox implies a stronger confinement of the 
homopolymer inside smaller A-domain regions, reducing its configurational entropy 
and hence rising its chemical potential (a similar behavior is observed for all the 
values of φho). 
One shortcoming of the free energy analysis presented above is that the 
simulations were performed in relatively small systems, with only one unit cell for the 
DD and P phases and with just a few unit cells for the C phase, therefore, finite-size 
effects can be important (in Figs. 4.1-4.3 the total number of “mers” per box can be 
found from  ). In an attempt to assess these effects in each phase while 
keeping the systems computationally tractable, we took the already equilibrated 
systems at the sizes where the free energy is a minimum and doubled them in size (i.e., 
doubling only one dimension), then equilibrated them using MD and calculated their 
free energy in the same way as for the “smaller” systems but with MC simulations that 
were run by a total of 2×10
3
0# boxLmers ρ=
6 cycles. While the initial morphology was usually 
preserved, in some cases it either developed some defects or was destroyed. When this 
happened, we took the equilibrated systems with sizes that were “neighboring” the 
free energy minimum, doubled them, and calculated the free energy. Interestingly 
smaller size systems (i.e., to the left of the minimum) tended to get destroyed more 
often when doubled in size than larger systems (i.e., to the right of the minimum) 
suggesting that some of these small-box structures were being artificially stabilized by 
finite-size effects.  
After doing a similar free energy analysis for the simulations obtained at 
different values of φho, we obtained the approximate phase diagram shown in Figure 
4.4a, where we have delineated tentative phase boundaries in order to indicate the 
regions of stability of each phase. In Figure 4.4b we plot the difference in excess  
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Figure 4.4. (a) Approximate phase diagram obtained with the particle-based 
simulations as a function of φho for χN=45. The regions of stability of each phase are 
roughly delineated based on free energy calculations. Snapshots of the C and P phases 
are shown wherein the B-component has been omitted for clarity. In the C phase the 
A-blocks are shown in blue. In the P phase the A-blocks are either shown in blue or 
yellow depending upon which minority-component network they belong to. The 
homopolymer is shown in red. (b) Helmholtz free energy difference (∆βaex) of the 
distinct phases with respect to the C phase. The DD phase was never found to have the 
lowest free energy at the discrete values of φho studied. The C-P phase transition is 
located around φho~0.15. 
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 Helmholtz free energy between the different morphologies and the C phase at the 
different values of φho (i.e., ∆βaex≡ βaexi - βaexC, with i=P, DD, or C). The free energies 
employed in this plot were estimated from the double-size systems previously 
mentioned. For clarity we show the (dashed) curve ∆βaex=0, indicating the excess free 
energy of the C phase. Interestingly, the DD phase never has the lowest free energy 
despite spontaneously forming in the simulations, while the P phase is the stable phase 
over most of the composition range studied. However, at φho=0.15 the free energy of 
the P phase is (within error bars) essentially equal to the free energy of the C phase. 
Since packing frustration will destabilize the P phase at lower homopolymer volume 
fractions, and the P phase was not spontaneously formed in the simulations at 
φho=0.13, we conclude that the C-P phase boundary is located around φho~0.15. 
Finally, we expect the existence of a G-C phase transition at even lower values of φho 
(i.e., outside the composition range studied), since the G phase has been shown to be 
stable in the pure melt of this model system (i.e., φho =0).21 In summary then, the 
simulation model is consistent with the sequence G→C→P as φho increases. 
 
Comparison with SCFT 
Molecular simulations present the advantage that the morphologies form 
spontaneously when started from random configurations, thus little previous 
information about the symmetry of the morphologies is often needed. However, 
accurate calculation of the free energy of each phase is computationally demanding, 
and, no automatic and robust method for determining the appropriate unit cell 
dimensions of each phase is available to date. Moreover, molecular simulation cannot 
satisfactorily assess macrophase separation in DBC systems due to the large 
simulation sizes and long time scales involved. For this reason, once a set of plausible 
morphologies has been obtained from simulation, it proves convenient to use SCFT 
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 for exploring, in a faster, broader, and more detailed fashion, the phase diagram of the 
DBC/homopolymer blend.  
We explored the phase diagram using SCFT in a range of homopolymer 
composition between 0≤φho≤0.40 and segregation 25≤χN≤35. In this range of 
segregation (i.e., intermediate segregation regime) the observed morphologies are less 
likely to be destroyed by fluctuation effects as has been shown to occur in the weakly 
segregated region of the phase diagram.55, 56 Note that while the simulations were 
performed at a higher value of segregation (i.e., χN=45), such a high value of χN 
becomes computationally prohibitive for the solution of the SCFT equations given the 
large number of basis function needed for an accurate enough description. However, 
we expect that the phase behavior predicted by SCFT at χN=45 should be similar to 
that observed at χN ~35. This expectation is supported by the weak dependence of the 
phase boundaries’ location on χN (see discussion below), once a high-enough 
segregation has been reached (i.e., χN ≥ 30). 
Exact correspondence between simulation results and SCFT is not possible. In the 
simulations, only certain values of f are accessible due to the discretization caused by 
the finite number of beads (e.g., NDBC=20). In addition, finite chain-length effects, 
fluctuations, and differences in the underlying model, will cause differences in the 
observed phase diagrams. However, it is expected that the general features of the 
phase diagram (e.g., sequence of stable phases, etc.) will remain qualitatively the 
same. While in the particle-based simulations the G phase is stable at f=0.30 for the 
pure system,21 this is not the case for the Gaussian chains used in SCFT.17 For this 
reason, we calculated phase diagrams using SCFT for several values of f, which 
roughly comprise the region of parameter space for which the G phase is found stable 
in the pure system for 25≤χN≤35. The different values studied were f=(0.315, 0.320, 
0.325, 0.330), with the first two being close to the transition between the C and G 
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 phases in the pure system, a region of the phase diagram analogous to where the 
computer simulations were carried out.  
  In Figure 4.5a we show the predicted phase diagram in a χN vs. φho plot for 
f=0.315. The C phase is the only morphology found stable at these conditions. The 
system macrophase separates in DBC-rich C phase and in a homogenous 
homopolymer-rich (HoR) phase, though the G phase is expected to be stable in the 
pure system for χN > 41. The HoR phase was found to be essentially pure 
homopolymer (i.e., φho> 0.99999) in the range of parameters studied (including the 
different values of f). In Figure 4.5b we present the regions of the phase diagram 
where distinct phases have the lowest Helmholtz free energy, i.e., what the phase 
diagram would be if macrophase separation were disallowed. This type of plot allows 
for comparison with molecular simulation results where the relatively small 
simulations boxes used would preclude macrophase separation. Figure 4.5b shows that 
the addition of homopolymer reduces the free energy of the DD and P phases with 
respect to the other phases. However, for f=0.315 the region of “metastability” of the 
DD phase is very narrow. In fact for low χN (i.e., < 28.87), the DD has no longer a 
region of lowest free energy. Figure 4.5b also shows, in dashed-line, the boundary 
where macrophase separation occurs. It is interesting to note that even though the 
phases to the “right” of the dashed-line are metastable respect to macrophase 
separation, they are outside their own spinodal curve (not shown), given by the 
condition: 
 
2
2 0
ho
F
φ
∂ =∂  (55) 
which suggests that the system could remain trapped in one of these metastable phases 
as a single-phase long-lived metastable state before macrophase separating. The ADC 
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Figure 4.5. Plot of the SCFT predictions in a χN vs. φho diagram for f=0.315. (a) Stable 
phase diagram. The C phase is the only stable morphology at the conditions studied. 
At enough homopolymer concentration the system presents macrophase equilibrium 
between the C phase and an almost-pure homopolymer-rich (HoR) phase. (b) Regions 
of phase diagram where the different competing phases have the lowest free energy. 
The macrophase separation coexistence line is shown (dashed). The DD and P phases 
are metastable respect to macrophase separation. The region of metastability of the 
DD phase is quite narrow. 
 145
 phase was found to always have higher free energy than the other phases (this was also 
true for all the values of f studied). 
Figure 4.6a shows the calculated phase diagram in a χN vs. φho plot for f=0.32. 
The region of stability of the G and C phases is separated by a narrow region were 
they both coexist. At χN > 30.2 the G phase is stable in the pure system, and remains 
stable for low homopolymer concentrations. Further addition of homopolymer 
eventually destabilizes the G phase, and the C phase becomes stable. For χN < 30.2, 
the C phase is stable in the pure system, however, a transition of the form C→G→C is 
observed for a finite range of χN that culminates in a azeotropic point around χN≈27.3 
and φho ≈ 0.03. This is remarkable, since it shows that addition of small amounts of 
homopolymer (i.e., φho ~ 0.03) can stabilize the G phase in areas of the phase diagram 
where the C phase is the stable one in the pure system. This is consistent with the idea 
that the reason for the limited stability of the bicontinuous phases in the DBC melt is 
packing frustration inside the nodes, and that addition of small amounts of 
homopolymer can relieve this frustration in the G phase. For higher values of φho, 
nonetheless, the C phase becomes stable until the point where macrophase separation 
occurs, wherein the C phase coexists with a HoR phase. Similarly, Figure 4.6b shows 
the phase diagram regions where the distinct phases have the lowest Helmholtz free 
energy and (in dashed-line) the boundary where macrophase separation occurs. To the 
right of the dashed-line we observe the DD and P phases, with the DD phase 
occupying a larger region of phase diagram than with f=0.315. Although the DD and P 
phases are metastable respect to macrophase separation, they could be “long-lived” 
since their regions of lowest free energy (as a single phase) are outside their spinodal 
curves. Figure 4.6b shows how in a system where macrophase separation is prevented 
(e.g., in simulation of small systems) one could observe a progression of phases with 
addition of homopolymer like: G→C→DD→P. In a previous work,35 we performed  
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Figure 4.6. χN vs. φho diagram calculated with SCFT for f=0.32. (a) Stable phase 
diagram. The G phase is initially stabilized by small amounts of homopolymer but 
further addition produces a transition towards the C phase. At high homopolymer 
concentration the system presents macrophase equilibrium between the C phase and 
the HoR phase. (b) Regions of phase diagram where the different competing phases 
have the lowest free energy. The macrophase separation coexistence line (dashed) 
indicates that the DD and P phases are metastable respect to macrophase separation. 
The region of metastability of the DD phase increases respect to the f=0.315 case. 
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 lattice simulations of DBC/homopolymer blends where we observed precisely such a 
progression. Although in that work we found that there was a significant region where 
the C phase had lower free energy than the G and DD phases, we erroneously assumed 
that the C phase was just metastable (due to the lack of any precedence for a G-to-C 
transition induced by addition of selective additive). However, the SCFT calculations 
together with the previous free energy calculations amount to enough evidence to 
conclude that the C phase is the true stable phase in the region of phase diagram in 
between the G and DD phases.  
In Figure 4.7a we show the calculated phase diagram in a χN vs. φho plot for 
f=0.325. The observed phase behavior is qualitatively similar to the f=0.32 case, but 
with an enlarged region of stability for the G phase, since now the G phase is stable in 
the pure system for χN> 25.5. Addition of enough homopolymer (i.e., φho ~ 0.08) 
destabilizes the G phase in favor of the C phase. In Figure 4.7b we show the regions 
where each phase has the lowest free energy together with the macrophase separation 
coexistence line (dashed). The free energies of the DD and P phases are seen to be 
lowered by addition of homopolymer due to reduction in the packing frustration, but 
not enough to become stable phases. The region where the DD phase is metastable is 
considerably larger now than for smaller values of f, and the region where the DD 
phase has the lowest free energy is closer to the two-phase coexistence curve.  
Figure 4.8a presents the calculated phase diagram for f=0.33. The observed 
phase behavior is significantly complex, with the more distinguishing feature being 
that the DD phase is now the most stable state in a significant region of phase diagram 
which should be wide enough, both in χN and φho, to be attainable experimentally. 
Thus, this work constitutes an extension of the previous work of Matsen32 where the 
DD phase was found stable only in a very narrow region of the phase diagram. It is 
important to note that to date the DD phase has never been observed experimentally in  
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Figure 4.7. SCFT diagram of χN vs. φho for f=0.325. (a) Phase diagram. The G phase 
is stable in a significant region of phase diagram for low homopolymer content, but 
the C phase becomes stable moderate homopolymer content. Further increase in φho 
eventually leads to the coexistence of the C phase and the HoR phase. (b) Regions of 
phase diagram where the different competing phases have the lowest free energy. The 
macrophase separation coexistence line is also shown (dashed). The DD and P phases 
are metastable respect to macrophase separation; however, the region of metastabiltiy 
of the DD phase is near the coexistence line.  
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Figure 4.8. χN vs. φho diagram of the SCFT calculations for f=0.33. (a) Phase diagram. 
The DD phase is stable in a significant region of phase diagram. A triple point where 
the L, G, and C phases coexist is observed. A complex progression of phases with 
addition of homopolymer can be observed, including the remarkable sequence 
G→L→G→C→G→DD for χN~31.5. Further increase in φho eventually causes the 
coexistence of the DD phase and the HoR phase. (b) Regions of phase diagram where 
the different competing phases have the lowest free energy. The macrophase 
separation coexistence line is also shown (dashed). The P phase is still metastable 
respect to macrophase separation. 
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 melts of DBC systems;14, 57, 58 we hope that the present results will contribute to 
change this situation.  
Figure 4.8a also shows how the L phase starts to be stabilized with increasing 
χN, reflecting the fact that we are approaching the f and χN values where the G-L 
phase boundary occurs in the pure system.59 In the same way, the C phase region 
becomes much smaller which is consistent with the fact that the C phase is losing 
stability because of the increasingly longer minority-component block. In between the 
single-phase regions there are, as expected, regions of coexistence; in particular, there 
is a triple-point around χΝ= 31.885 where the L, G, and C phases coexist having 
homopolymer volume fractions (φho) of 0.114, 0.130, and 0.140, respectively.  In 
addition, the coexistence regions between the L and G phases, and between the G and 
C phases, end in azeotropic points when lowering χN. The very wide range of φho for 
which the G phase is stable at low χN is a consequence of the fact that at these 
conditions the G phase is at the very core of its region of stability in the pure system. 
For values of χΝ  in between the L-G azeotropic point (i.e., χΝ ~30.85) and the triple-
point (i.e., χΝ~31.885) the remarkable sequence of stable phases 
G→L→G→C→G→DD can be observed upon increasing homopolymer content, 
which gives an idea of the complex interplay of the different factors (i.e., energetic 
and entropic) that determine the free energy of each one of the competing phases in 
the system. However, it is likely that thermal fluctuations, will have an important 
effect in the actual sequence of phases that can be experimentally observed.60 Finally, 
if the homopolymer content of the DD phase is further increased, the system 
macrophase separates into a DBC-rich DD phase and a HoR phase. In Figure 4.8b we 
show the regions where each phase has the lowest free energy together with the 
macrophase separation coexistence line (dashed). It can be observed that close to the 
region where the system reaches the maximum of homopolymer solubility (i.e., 
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 coexistence line), the P phase exists as a metastable state (again outside the spinodal 
curve). Given the proximity of these regions, it seems quite feasible to reach a high-
enough degree of “over-saturation” in homopolymer content to make the P phase 
experimentally observable. Moreover, this very proximity of the P phase to the stable 
region strongly suggests that there could be different combinations of χN, f, and α 
where the P phase becomes fully stable in DBC/homopolymer blends. Finding such 
region, however, will be the subject of future work. Also, near the high homopolymer-
concentration region where the P phase is metastable, other complex bicontinuous 
phases [e.g., C(P), I-WP, etc.]12 could have a region of metastability; these phases, 
however, would have unit cells much larger than our current computational 
capabilities allow and therefore are outside the scope of the present work.   
In the present study we have lowered the free energy of the DD and P phases 
by addition of minority-component homopolymer 2.67 times longer than the minority 
block (c.f., α=0.80 and f=0.30). At these conditions, the homopolymer is not expected 
to penetrate into the A-block-rich region (dry brush regime1), hence inducing either 
the formation of phases of more interfacial curvature like the DD and P phases,35 or 
macrophase separation. Conversely, when the size of the homopolymer is comparable 
or smaller than the affine block (in this case the A-block), the homopolymer swells the 
affine block (wet brush regime1), inducing phases of less interfacial curvature (e.g., L, 
reverse G, reverse C, etc.), and therefore precluding the formation of the P and DD 
phases.35, 61 This is consistent with the experimental work of Mareau et al.62 where 
addition of homopolymer of a size corresponding to the wet brush regime, induced the 
formation of the (reverse) G and C phases, but not the DD or P phases, at conditions 
wherein the pure DBC melt formed the L phase.  
The fact that two totally different approaches, namely, continuum space 
particle-based simulations and SCFT, predict the DD and P phases having a lower free 
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 energy than any other single phase at high homopolymer content, suggests that this 
kind of behavior is very general and should apply to many different real 
DBC/homopolymer systems. This idea is reinforced when considering that these 
phases were also observed using lattice MC techniques.35  
Our simulations using the DPD fluid found that, for the discrete values of φho 
studied, the DD phase had always higher free energy than the C and P phases. This is 
qualitatively what would be observed in SCFT calculations if the “effective” value of 
the simulation f were in between 0.315 < f < 0.320, since at these conditions the G 
phase starts to be stable in the pure system for high χN and the DD phase has the 
lowest free energy in a very narrow region that could have been easily “skipped” by 
our choice of discrete φho values. Interestingly, the previous lattice simulations35 do 
present a region where the DD phase has the lowest free energy, suggesting that the 
for the lattice system the effective value of f is somewhat higher (i.e., 0.32 < f < 
0.325). However, it is important to remember that quantitative comparison between 
the different approaches is not possible, not only because of the very different nature 
of the underlying models, but also because of the different values of χN employed in 
each one of the approaches. Because of these reasons, refining the simulation grid to 
investigate whether the phase diagrams obtained from the different approaches further 
agree could prove unproductive.  
Although we cannot directly measure in the DPD-fluid simulations the 
concentration at which the system phase-separates, SCFT calculations for f < 0.325, 
suggest that the regions where our simulations find the DD and P phases with the 
lowest free energy are metastable with respect to macrophase separation in DBC-rich 
and HoR phases. However, the same SCFT calculations also show that, at these high 
values of χN, these phases are not unstable and could therefore be long-lived 
metastable states. Thus, whether or not the DD and P phase can be observed 
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 experimentally for f < 0.325 is going to depend upon the kinetics of mesophase 
formation and macrophase separation. Though making such a kinetic study lies 
outside of the scope of the present work, we used MD simulations to get an order-of-
magnitude estimate of the difference between the time scales needed for mesophase 
formation and for macrophase separation. Since macrophase separation can be 
inhibited due to the free energy penalty incurred to create an interface in a relatively 
small simulation box,42 we set one dimension much longer than the other two to 
induce the formation of the interface perpendicular to the long direction and allow for 
two well-defined bulk phases.63 Accordingly, the simulation box had dimensions of 
22×22×150 DPD units, and the initial configuration was a random mixture of the DBC 
and homopolymer at the desired volume fraction (i.e., φho=0.30), which is expected to 
be in the metastable region of phase diagram. The system was then evolved using MD 
for a long simulation time (i.e., 1×107 steps of δt=0.05). Though a mesophase was 
readily observed, no signs of macrophase separation were ever found. For this reason, 
we decided to induce the macrophase separation by “seeding” a homopolymer-rich 
nucleus. To create such an initial configuration, a significant portion (i.e., 20%) of the 
box was filled up with pure homopolymer, while the remainder of the box was filled 
with a DBC/homopolymer blend of the desired homopolymer volume fraction (i.e., 
φho=0.30). The system was evolved again using MD for a long simulation time (i.e., 
2×107 steps of δt=0.05). Interestingly, while the DBC/homopolymer section of the 
simulation box rapidly (i.e., before 5×105 steps) segregated into A-rich and B-rich 
domains, no significant diffusion of homopolymer between the two phases was 
observed. Moreover, the DBC/homopolymer blend initially arranged (< 2×106 steps) 
into two different sections in which the DD phase and the ADC phase were identified  
(Figure 4.9a). Afterwards, the DD phase section started to grow at the expense of the 
ADC phase, until after ~3.5×106 simulation steps, when the DBC/homopolymer blend 
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 was arranged entirely in the DD phase (Figure 4.9b). Nonetheless, during the whole  
simulation run (i.e., 2×107 steps) no homopolymer was able to go from the 
DBC/homopolymer section to the homopolymer rich phase, indicating that the kinetics 
of phase separation is at least (but probably more than) one order of magnitude slower 
than that of mesophase formation. To understand this difference in time scales, the 
structure of the interface is examined in the concentration profile shown in Figure 
4.9c, where it can be seen that even after a homopolymer-rich nucleus has been 
formed, the homopolymer molecules would need to diffuse across a nearly-pure B-
component region to reach the HoR phase, and therefore incur in a very high energetic 
penalty. Thus, the interface literally acts as an impermeable barrier that frustrates the 
macrophase separation process by preventing direct diffusion of the homopolymer 
chains. The origin of the B-rich domain close to the interface is easily understood 
when considering that the DBC chains in the vicinity of the HoR nucleus have to 
position their A-blocks so that they are in contact with the HoR phase, thus effectively 
“coating” the whole homopolymer-rich nucleus with DBC B blocks. This being the 
case, macrophase separation needs to rely on other mechanisms to transport the 
homopolymer chains such as interfacial defect-formation and large density 
fluctuations. However, it is likely that given the highly-dense systems studied here, 
such events are too rare to be observed directly in simulations (in the absence of 
external forces like shearing action). On the other hand, mesophase formation only 
involves local rearrangement of DBC and homopolymer chains, a process that is 
significantly faster. It is possible that for real systems where the interfacial area is 
much larger than that of the simulated systems, interfacial defects may occur that 
would accelerate the process of macrophase separation. However, in our simulations  
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Figure 4.9. MD simulation in a box with dimensions of 22×22×150 DPD units. The 
initial configuration was seeded with a homopolymer-rich nucleus while the remainder 
of the box was filled with a DBC/homopolymer blend of φho=0.30. (a) Snapshot after 
2×106 integration steps. Two different regions, one with the DD phase, and one with 
the ADC phase can be observed. Only the A-component is shown. (b) Snapshot after 
3.5×106 integration steps where the DD phase has taken over the whole system. (c) 
Concentration profile of the previous snapshot; close to the interface there is a region 
of almost pure B-component which prevents the diffusion of the homopolymer chains 
across the interface.  
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 we never observed the formation of such defects; not even when the cross-section of 
the simulation box was made as large as 40×40 DPD units. This result suggests that, 
even if the stable state is macrophase separation, if a sample is prepared from a 
homogenous, quiescent state where the DBC and homopolymer chains are well mixed, 
the system will tend to form a mesophase prior to macrophase separation and could 
perhaps remain trapped in this state for time scales long enough for experimental 
measurement.  
 
VI. CONCLUSIONS 
We have shown how a combination of particle-based simulations and SCFT 
can be used to gain a better understanding of the complex phase behavior of 
DBC/homopolymer blends. In the continuum-space particle-based simulations the 
ordered bicontinuous DD and P phases were spontaneously formed without previous 
information about their symmetry. To the best of our knowledge this is the first time 
that these two phases have been obtained in continuum-space molecular simulations of 
DBC systems. Additionally, the simulated phases in the present work are consistent 
with those of a previous simulation work of DBCs in discrete space.35 However, 
particle-based simulations posses the disadvantage that free energy calculations are 
expensive and that phase separation is difficult to deal with. Conversely, calculations 
of free energy and phase equilibrium are straightforward in SCFT but this requires 
information about the symmetries of the candidate phases. Thus, once simulations 
provided an idea of the possible phase behavior we proceeded to use SCFT to analyze 
the DBC/homopolymer phase diagram in more detail. The SCFT calculations showed 
that, although in many cases macrophase separation can indeed precede the stability of 
complex bicontinuous phases, the DD phase can be stable in a considerably wide 
region of the phase diagram around f~0.33 and φho~0.26. We hope that the present 
 157
 work will prompt experimental efforts to try to confirm the formation of the DD phase 
in DBC systems. SCFT also showed how a small amount of homopolymer can 
stabilize the G phase in regions of the phase diagram where it is not stable in the pure 
system, while a further increase in φho can actually stabilize the C phase. For the 
thermodynamic conditions that were explored with SCFT, the P phase was always 
metastable respect to macrophase separation. However, the proximity of the P-phase 
metastability region to the two-phase (i.e., DBC-rich and HoR ) coexistence line 
suggests that there could be other regions of parameter space where the P phase is 
fully stable. Moreover, even when the DD and P phases are only metastable, MD 
simulations suggests that the kinetics of mesophase formation is at least one order of 
magnitude faster than the kinetics of macrophase separation indicating that these 
phases might be able to be observed experimentally as “long-lived” metastable states.  
Finally, we showed that the problem of stabilizing multiple bicontinuous 
phases was equivalent to the problem of overcoming packing frustration while 
avoiding macrophase separation. In the present work we attempted to perform this 
stabilization using a linear homopolymer with a chain-length α=0.8×NDBC. Though 
this size and architecture of the selective additive accomplished many of the desired 
objectives, it is not necessarily optimal.  In a future work we will study the effect that 
alternative features of the selective additive have in the stabilization of multiple 
ordered bicontinuous phases.  
 
NOTE ADDED 
 The P phase was recently found to be fully stable in a finite region of the phase 
diagram when the selective additive was composed of four-arm star-homopolymers 
(instead of linear) because of the increased solubility that the star-homopolymers have 
in the DBC-rich phase due to their more compact structure. These results are  
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Figure 4.10. χN vs. φho diagram of the SCFT calculations for f=0.32 in a blend 
between a DBC and a star-homopolymer of total length α=0.80. The P phase is fully 
stable. Blank areas are single-phase regions, while shaded areas represent two-phase 
coexistence regions.  
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 summarized in Figure 4.10 where the DBC/star-homopolymer phase diagram is shown 
for a value of f=0.32. The total length of the star-homopolymer is still α=0.80 (i.e., 
each arm αarm=0.20). The DD and P phases are fully stable.  
Finally, conformational asymmetry between the two blocks, as is likely to exist 
in real systems, was found (results not shown) to also stabilize the P phase in blends of 
DBC/linear-homopolymer. In particular, for a blend of PI-b-PS and PI (linear) 
homopolymer, SCFT predicted a narrow region of stability for the P phase. 
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 APPENDIX 
 
VARIANCE MINIMIZATION OF FREE ENERGY ESTIMATES FROM 
OPTIMIZED EXPANDED ENSEMBLES∗  
 
I. INTRODUCTION 
Estimation of free energy differences is an ubiquitous task in molecular simulation.1 
Although in some applications the free energy difference between two states can be 
accurately estimated by direct simulation in those two states only,2 in many 
applications this “direct” approach is not feasible. In such cases a “multi-stage” 
approach may be necessary in which the final free energy difference is calculated as 
the addition of smaller, easier-to-calculate contributions between intermediate states 
that connect, in a reversible path, the two systems of interest.3-5 Moreover, in some 
applications the free energy of the intermediate states can be of interest on its own; 
e.g., in the study of coexistence properties like the interfacial tension that requires 
accurate estimates of the free energy barrier between two phases.6 When such a multi-
stage approach is either necessary or convenient for the calculation of free energy 
differences, the Expanded Ensemble (EXE) methodology7 has proven to be an 
efficient means to conduct the calculations. In this approach transitions between 
different states (stages) are attempted with fixed a priori probabilities, and then 
transitions are accepted/rejected with acceptance criteria that depend upon arbitrary 
biasing weights used to promote the sampling of inaccessible states. Broadly speaking 
there are two major approaches to the calculation of free energy differences:8 visited 
states methods9,10 and acceptance ratio methods (which are closely related to transition 
                                                 
∗ Reproduced  with permission from Martinez-Veracoechea, F. J.; Escobedo, F. A. J. Phys. Chem. B 
2008, 112, (27), 8120-8128. Copyright 2008 American Chemical Society. 
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 matrix methods).2,11 Visited states methods calculate free energies based on the 
frequencies with which each of the states is visited during the “random” walk in the 
expanded ensemble, hence, the statistics directly depend upon the values of the biasing 
weights and statistics need to be re-zeroed every time the weights are modified. 
Acceptance ratio methods, conversely, are based on evaluating configurational 
quantities whenever transitions between states are attempted; since these calculations 
are independent of the weights, no statistics need to be thrown away when weights are 
changed. In addition, acceptance ratio methods have been shown to be more efficient 
and to minimize user intervention.12 Because of all the above reasons, the present 
work is restricted to acceptance ratio methods.  
The introduction of intermediate stages between states “1” and “M” is carried 
out with the purpose of increasing the overlap between the relevant regions of phase 
space of successive macrostates, which in turn improves the accuracy of the free 
energy calculations.13-15 Thus, one approach that can be used to improve the efficiency 
of the free energy estimation is to optimize the choice of this staging. For example, Lu 
and Kofke16 showed that, when the free energy is estimated with a “one way” free 
energy perturbation method, the optimal staging can be approximately found by using 
a heuristic by which the entropy difference between successive stages is kept constant. 
Moreover, it has also been shown that the choice of staging can be more important 
than the particular method used to calculate free energy (or enthalpy) differences.17  
Since formally speaking the ensemble averages needed in acceptance ratio 
methods are independent of the values of the biasing weights, these weights can be 
modified in order to improve the rate of convergence of these averages. This approach 
would then constitute an alternative procedure to improve the efficiency of the free 
energy calculations in which the working variables become the biasing weights (as 
opposed to the staging). Originally, it was thought that weights that provide a uniform 
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 sampling frequency of states (i.e., a “flat histogram”) constituted the optimal choice.18 
However, it has been shown that this is not necessary the case.15 Trebst et al,19 gave a 
recipe to find weights that aim to maximize the “flux” of round trips between the 
initial and final states of the EXE, which in principle should improve the efficiency of 
the free energy estimation. In recent publications,20,21 the effect of the choice of 
biasing weights in the actual frequency of the round trips was investigated for both 
closed and open systems. However, it is still unclear if there is a direct correlation 
between the “flux” maximization and the minimization of the observed errors in the 
free energy. In the present work, we investigate if such a relation exists and 
additionally, to gain insight on the source of the errors, develop a methodology to 
obtain biasing weights that explicitly aims to minimize the variance in the free energy 
estimates. The uncertainties observed in the calculated free energies in different proof-
of-principle applications are carefully examined in order to establish a quantitative 
comparison between the different methods to obtain the biasing weights [i.e., flat 
histogram (FH), the Optimized Ensemble method of Trebst et al (OE), and the one 
being developed in this work]. As proof-of-principle applications we study the 
calculation of chemical potentials of two different on-lattice systems of symmetric 
diblock copolymer (DBC) chains that self-assemble in a lamellar morphology. 
Additionally, we examine, in continuum space, the calculation of the chemical 
potential of a hard sphere of diameter 10d immersed in a system of hard spheres of 
diameter d.  
 
II. METHODOLOGY 
Expanded Ensemble Formalism 
The general formalism for the EXE has been developed thoroughly elsewhere,7,22,23 
and therefore in this work we only briefly outline the basic principles of the method. 
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 In the EXE formalism it will typically exist (at least) one molecule which will be 
partially coupled/decouple to/from the system. This “special” molecule will be 
referred henceforth as the “target” molecule and λi will be the label used to denote the 
degree of coupling to the system (e.g., number of beads of a copolymer chain, 
diameter of a hard sphere, etc).   The EXE partition function (QEXE) with M 
macrostates (i.e., number of intermediate states) can be written as, 
 
1
exp( ) ( )
M
EXE m m
m
Q Qψ λ
=
= ∑  (56) 
where Q(λm) is the partition function (in our case for the Canonical ensemble) of the 
system with a  target molecule in the “mth” state and ψm is an arbitrary biasing weight 
function. The system visits the different macrostates with probability 
 ( ) exp[ ( )] ( ) / EXEQ Qψ λ ψ λ λΠ =  (57) 
In the present case we will only consider transitions between neighboring states. If 
such transitions are attempted with equal a priori probabilities (i.e., αij=αji) the 
acceptance criterion becomes 
 { }min 1, exp( )acc m mP ϑ ψ ψ+∆= − + −  (58) 
with  
 ln( )wRϑ = −∆×  (59) 
where Rw is the appropriate Rosenbluth factor1 (depending upon the kind of bias that 
has been used) and ∆ = ±1 depending upon the transition being attempted towards a 
“higher/lower” macrostate. Note that if there is no configurational bias ϑ reduces 
simply to 
 ( )mU Uϑ β +∆= − m  (60) 
where U denotes the potential energy and β=1/kT. 
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 Thus, the usual procedure consists on calculating free energy differences 
between neighboring states, which are then added up to obtain the total free energy 
between the states “1” and “M”. For the specific case of calculating “excess” chemical 
potentials βµex (i.e., chemical potential without the ideal chain contributions) in the 
Canonical ensemble we have,  
 11 1 1( ) [ ( ) ( )]
Mex
M M ch m
A A N Aβµ λ λ β λ β λ β− +=→ = − ∆ = ∆ , 1m m∑  (61) 
where A(λm) is the Helmholtz free energy of the system with a target chain in the mth 
state, ∆βAm,m+1 is the free energy difference between any two neighboring macrostates 
and ∆Nch=1 is the number of entire molecules being coupled/decoupled. In this way, 
when the change in the order parameter λ (e.g., number of copolymer beads, diameter 
of hard sphere, etc.) can be controlled at will,  the problem of calculating the free 
energy difference between multiple macrostates reduces to several “two-states” 
problems, for which the acceptance ratio methods to estimate free energy differences 
are well suited.  
 
Free energy estimation 
 It is straightforward to prove2 that the free energy difference between two 
systems (“0” and “1”) can be calculated with                         
0 1
1 10 0
exp( )
ln[ ] ln[ ]
exp( )
W U
A
W U
β χβ β χ
−∆ = =−
0 1  (62) 
where W is a finite arbitrary function of the configuration space, the brackets denote 
ensemble average under the Hamiltonians of the respective systems and the last 
equality is just the definition of the functions to be averaged, χ0 and χ1. For example 
for the choice,2  
 { }0min exp( ),exp( )W Uβ β= 1U  (63) 
 169
 these functions reduce to the familiar Metropolis rule,24 
 0 0 1
1 1 0
min{exp[ ( )],1} and
min{exp[ ( )],1}
U U
U U
χ β
χ β
= − −
= − −  (64) 
and the free energy difference can be straightforwardly calculated from (62). 
Likewise, for the choice: 
 [ ] 10exp( ) exp( )W U Uβ β 1 −= − + −  (65) 
we obtain, 
 
{ }
{ }
1
0 0 1
1
1 1 0
1 exp[ ( )] and
1 exp[ ( )]
U U
U U
χ β
χ β
−
−
= + −
= + −
 (66)  
which is Barker’s acceptance rule.25  
As it was showed by Bennett,2 in the large sample regime, independently of the choice 
of the W function, the variance on the free energy estimate can be calculated with,  
 
( )
( )
( )
( )
2 2
1 02 0 1
2
0 1 1 0 01 10
1 1var( ) 1 1A
χ χσ β χχ→ →
⎡ ⎤
2
⎡ ⎤⎢ ⎥ ⎢ ⎥≡ ∆ = − + −⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦A A
 (67) 
where ℓ0→1 is the number statistically independent transitions, attempted from system 
0 to system 1 (ℓ1→0 is defined similarly). Since the function W is arbitrary, it can be 
chosen to minimize the variance, [i.e., minimizing eq. (67)]. This minimization 
procedure leads to a variational problem with the solution,2  
 [ ] 10exp( ) exp( )W U C Uβ 1β −= − + −  (68) 
where 
 0 1 0
1 0 1
ln[ ]QC
Q
→
→
= AA  (69) 
with Qi the Canonical partition function of the i system (i equals either “0” or “1”). 
Thus, leading to Bennett’s acceptance ratio formula,2  
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{ }
{ }
1
0 1
1
1
1 0
0
1 exp[ ( )]
ln[ ]
1 exp[ ( )]
U U C
A C
U U C
ββ β
−
−
+ − +
∆ = ++ − −
 (70) 
or in term of the χ functions 
 
[ ] { }
{ }
0 0 1
1
1 1 0
exp 1 exp[ ( )] and
1 exp[ ( )]
C U U C
U U C
χ β
χ β −
= + − +
= + − −  (71) 
Note that if the macrostate transitions are attempted with configurational bias, all these 
equations are readily applicable by making a substitution analogous to the one 
presented in equations (59) and (60).  
 Equation (70) is valid regardless of the value of C employed, yet only the value of C 
given by (69) yields a minimum variance. However, since the ratio Q0/Q1 is not 
initially known the optimal value of C has to be found from the following implicit 
equation, 
 1 0 0 0 1 11 0χ χ→ →=A A  (72) 
where the reader is reminded that the χ’s are functions of  C.  Since the variance 
reaches a minimum for the optimal value of C, the next relation also follows,  
 
2
0
optC
C
σ∂ =∂  (73) 
Error minimization 
The ∆βA is a function only of ensemble averages whose “true” value does not 
formally depend on the number of attempted transitions (i.e., ℓ0→1 and ℓ1→0). In 
practice, however, where only a finite number of samples is available, the accuracy 
and precision of these averages can strongly depend on the values of the ℓi→j.  The 
dependence of the precision on these quantities becomes clear from the expression for 
the variance in eq. (67). When the single-stage procedure is generalized to a multi-
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 stage one (e.g., EXE), the total variance of the free energy difference between 
macrostates “1” and “M” can be estimated by the sum of the individual contributions, 
 
, 1
12
1 m m
M
tot m
σ 2σ +−== ∑  (74) 
where again, the variance associated with  each one of the ∆βAi,i+1 is given by, 
 
( )
( )
( )
( ) 1 1
2 2
1 12 1
, 1 2 2
1 11 1 1
1 11 1 i i i i
i i i i
i i
i i
i i i i i i i ii i i ii i
χ χ ω ωσ χ χ
→ + + →→ + + → +
+
→ + + → → + + →→ + + → +
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= − + − =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦A A A 1 1
+ A  (75) 
where we have defined for convenience the quantities, 
 
( )
( )1
2
1
2
1
1
i i
i i
i
i i i
χω χ→ +
→ +
→ +
≡ −  (76) 
In the long run, the number of transitions attempted from macrostate “i” to macrostate 
“j” is related to the total number of times (ℓi) that macrostate “i” has been visited, 
 iijji AA α≈→  (77) 
and since in our case we only allow transitions between neighboring macrostates and 
with equal a priori probabilities, the total variance assumes the simple form, 
 12 1 1
1
1
2 M m m m mtot m
m m
ω ωσ − → + + →=
+
= +∑ A A  (78) 
From eq. (57), it can be seen that in the long run, 
 ( )~ exp[ ]i i A iψ β λ−A  (79) 
thus showing that the choice of ψi’s can be used to manipulate the expected precision 
of the free energy estimation.  
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 The Flat Histogram and the Optimized Ensemble Methods 
Hitherto, two well-known approaches to determine the weights have been 
proposed: flat histogram approach (FH) and the methods of Trebst et al19 (OE).  
In the FH approach all the macrostates are visited with equal frequency, this is 
achieved by setting ψi = βAi [c.f., eq. (79)]. This approach is by far the most used in 
the literature; however, it has recently been shown to sometimes yield suboptimal 
results.19-21 More recently, Trebst et al.19 proposed a different method in which the 
free energy estimation is optimized by maximizing the steady state “current” between 
macrostates λ=1 and λ =M, estimated as, 
 ( )( ) ( ) dxJ D
d
λλ λ λ= Π  (80) 
where D(λ) is the walker’s diffusivity at state λ and x(λ) is the fraction of times that 
the  walker at state λ has had a label “+”. The walker’s label is assigned depending on 
the extreme λ-state that it visited last: if the most recent extreme-state visited was λ=1 
(i.e., fully decoupled molecule) the walker’s label becomes “−”; on the other hand, if 
the most recent visit was to λ=M (i.e., fully coupled molecule) the label becomes “+”. 
Trebst et al. recipe for maximizing the current dictates the optimal weights be given 
by the iteration formula 
 (1( ) ( ) ln ( )
2i i
A D )iψ λ β λ λ= − , (81) 
with  
 
1
( ) ( )i iD dxψ dλ λ λ −⎡ ⎤= Π⎣ ⎦  (82) 
note that while the Helmholtz energy here can be efficiently calculated using 
Bennett’s method without loss of information, the quantity in the argument of the 
logarithm depends on the biasing weights used and hence, needs to be re-zeroed at 
every iteration.  
 173
 The MinVar method 
In the following we propose a third method in which the biasing weights are 
chosen to directly minimize the variance in free energy estimation while keeping the 
total amount of “sampling” fixed.  Thus, we will refer to this method as the “MinVar” 
method. In order to minimize the estimated variance we construct the Langrangian 
(Γ), 
 2
1
M
tot mm
σ α =Γ ≡ + ∑ A  (83) 
where α is just a Lagrange multiplier. Since the ℓi are monotonic functions of the ψi 
the minimization can be carried out with respect to either set of variables. Thus by 
differentiation we obtain, 
 
( ) [ ]1 12
1 0 1
1 0; 1, with
0
i i i i
i i
M M
i Mω ω α
ω ω
→ + → −
→ → +
∂Γ = − + + = ∈∂
= =
A A  (84) 
since the states λ=0 and λ=M+1 do not exist. Solution of (84) gives, 
 1constanti i iω ω→ + → −= × +A 1i i  (85) 
or in terms of the biasing weights 
 1 1
1 ln[ ] constant
2i i i i i i
Aψ β ω ω→ + → −= + + +  (86) 
where the constant is arbitrary since only the differences in the biasing weights are 
meaningful. Throughout this work we have set the constant so that ψ1=0.  It is 
interesting that despite the similarity of the form of Eqs. (81) and (86), their derivation 
is totally independent from each other. Moreover, in (86) the quantity in the 
logarithm’s argument is weight independent (for fixed C’s) and hence, need not to be 
re-zeroed every time the ψi’s  are modified.  
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 A subtle point has to be taken into account for the application of equation (86) 
when using the optimal W function [c.f., eq. (68)]. In this case, there will exist a 
constant Ci associated with each one of the M-1 pairs of neighboring macrostates. If 
one minimizes the variance with respect to Ci at fixed Ni, one obtains:  
 [1,
22
1
1
0; 1,m mMtot
m
i i i
i M
C C C
σσ +−
=
∂∂∂Γ = = = ∈∂ ∂ ∂∑ ] , (87) 
which according to eq. (73), is automatically satisfied if the optimal Ci is used for the 
calculation of each one of the free energy increments, ∆βAi,i+1. However, the optimal 
value of the Ci depends through eqs. (72) and (77) on the ℓi. Hence, when using 
biasing weights to minimize the variance together with the optimized Bennett’s 
acceptance ratio method, eqs. (72) and (85) have to be solved self-consistently in order 
to obtain the biasing weights that will provide the minimum possible estimated total 
variance. Since in order to solve this system of equations we need ensemble averages 
of various functions (e.g., χi→i+1 and χi+1→i) that depend on the value of Ci, it would 
seem that every time that the Ci’s are modified (e.g., while solving the equations 
above) we need to re-zero all the averages in the simulation. In practice however, one 
can keep averages for a sufficiently large number of different values of Ci, roughly 
spanning the range of interest, and whence the intermediate values can be obtained by 
means of linear interpolation.   
 
III. MODEL SYSTEMS 
Symmetric Diblock Copolymer of length NDBC=10 
The first system that we used as an example is a melt of symmetric DBC of 
chain length NDBC=10. Simulations were carried out in a lattice of coordination 
number c=26, unit energy is assigned only between the different-type beads that are in 
contact. This model has been used extensively in the study of DBC and the details can 
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 be found elsewhere.26-28 The system was simulated with a void fraction ηvoid=0.25 and 
at β=0.25.  
Calculations of the chemical potential of the DBC system were carried out 
with two different choices of staging for the EXE. In the first case, “A”, addition of 
each bead of the chain constitutes a different macrostate. In the second case, “B”, all 
the beads are added individually except the 6th, 7th and 8th beads which are added 
together as a unique macrostate.  
 
Symmetric Diblock Copolymer of length NDBC=4 
The second system studied is also a melt of symmetric DBC but with a chain 
length NDBC=4. The details of the lattice are equal to the system explained above. The 
system was simulated with a void fraction ηvoid=0.25 and at β=0.5.  
Two different ways of partitioning the DBC chain are studied. “A”: Each single bead 
is added individually. “B”: The first two beads are added individually while the last 
two beads are added together.  
In both DBC systems (i.e., NDBC=4 and NDBC =10) macrostate transitions are 
attempted with a frequency of four attempts per MC cycle, where an MC cycle is 
defined by a number of MC moves (i.e., hops, reptations  and switches)29 equal to the 
total number of beads present in the system. All the lattice simulations were carried 
out in a simulation box of size Lbox =10 and presented a lamellar morphology after 
equilibration. 
 
Large hard sphere immersed in a small-hard-sphere system 
The third system examined consisted of 1350 small hard-spheres of diameter 
“d” in a cubic box of fixed side length of 30 d. The aim of the simulation is to obtain 
the chemical potential of a large hard sphere of diameter 10d via the EXE method 
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 previously described in the section on Methodology. In this case, the coupling 
parameter is the diameter of the large sphere d* that varies from 0 to 10d  through 9 
equally-spaced intermediate steps (i.e., M=11), so that {d*}={0,1,2,3,4,5,6,7,8,9,10} in 
units of d. Simulations entailed 107 cycles, each cycle consisting of 1350 translation 
moves (with amplitude calibrated to give a 30% average acceptance rate) and 3 
attempted λ-transitions.  
 
IV. RESULTS 
Diblock Copolymer melts 
In the following, we present a systematic study of the uncertainty in the 
calculation of the excess chemical potential in two DBC systems. We examine the 
effect on the observed errors of different sets of biasing weights obtained by three 
different methods (i.e., FH, OE, and MinVar). We also compare the use of the 
optimized Bennett’s acceptance ratio method with a sub-optimal version where we 
have set C=0. The reason for this being that often in the literature free energy 
calculations have been carried out using the sub-optimal version due to its alleged 
simplicity. Additionally, we explore the effect of different choices of staging to 
connect macrostate “1” with “M”.  
We start by analyzing the evolution of the mean absolute error, <e>, 
 ( )cal exacte abs βµ βµ< >= −  (88) 
as a function of the number of MC cycles. The ensemble averages are made with a 
large enough number of independent simulations (i.e., 2000) for which the uncertainty 
in the calculated values of the quantity <e> is less than 2%.  
We start by showing the results for the system of symmetric DBC with 
NDBC=10. The “exact” value of chemical potential for this system at the conditions 
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 studied is βµexact=24.5025(3). In Figure A.1 we present a log-log plot of <e> as a 
function of the number of MC cycles for the FH, OE and MinVar methods using the 
sub-optimal acceptance ratio method (i.e., C=0) to calculate the free energy. In Figure 
A.1a the staging “A” has been used (i.e., each bead is added individually), while in 
figure A.1b the staging “B” has been used (i.e., beads 6, 7, and 8 are added together). 
In both figures straight lines of slope -1/2 are observed, which is consistent with the 
expected behavior that the error diminishes with the square root of the number of 
sampling points. However, an interesting difference between Figures A.1a and A.1b is 
observed; in Figure A.1a, where the “A” staging has been used, all the methods yield 
approximately the same accuracy, while in Figure A.1b, with the “B” staging, the 
MinVar method yields the least error of the three methods while the FH method is 
obviously the worst.  Another important difference is that, for a fixed amount of MC 
cycles, the “A” staging has values of <e> much lower than the “B” staging. For 
example, the worst case scenario for the “A” staging (i.e., the FH method) has a final 
value of <e> = 9.9×10-3 while for the best case scenario of the “B” staging (i.e., the 
MinVar method) the error is higher (i.e., <e> = 1.1×10-2). These results show that at 
least for this case the choice of staging seems to be more important than the actual 
selection of the weights. Moreover, once the chemical potential calculations have been 
optimized with a relatively “good” staging, the improvement that can be made by 
modifying the weights is only marginal. Nevertheless, if we have made a “poor” 
selection of staging, where presumably the variance of the different stages differ by 
orders of magnitude, the accuracy can be significantly improved by a suitable choice 
of the ψi’s.  
Next we present the results where the optimal acceptance ratio method (i.e., 
C=Copt) has been used for the free energy calculations. Similarly, we present in 
Figures A.2a and A.2b, for staging “A” and “B” respectively, log-log plots of <e> as  
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Figure A.1. Log-Log plot of <e> as a function of the number of MC cycles for the 
FH, OE and MinVar methods. The system studied was a melt of symmetric DBC with 
NDBC=10. Free energy calculations were made using the sub-optimal (i.e., C=0) 
method. (a) The chain is partitioned using staging “A”. (b) The chain is partitioned 
using staging “B”. Only with staging “B” the difference among methods becomes 
significant.  
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Figure A.2. Log-Log plot of <e> as a function of the number of MC cycles for the 
FH, OE and MinVar methods. The system studied was a melt of symmetric DBC with 
NDBC=10. Free energy calculations were made using optimized Bennett’s acceptance 
ratio method2 (i.e., C=Copt) method. (a) The chain is partitioned using staging “A”. (b) 
The chain is partitioned using staging “B”. The accuracy obtained using Copt is fairly 
insensitive to the choice of staging and the biasing weights used.  
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 a function of the MC cycles for the three different methods. Interestingly, it can be 
observed that the two figures are strikingly similar: in both of them the three different 
methods yield comparable results and the minimum achieved error was of about the 
same [i.e., <e>“A” = 9.5×10-3 and <e>“B” = 9.6×10-3]. Thus usage of the optimized 
Bennett’s acceptance ratio method seems to make the calculation of free energy 
differences, for the present system, less sensitive to both the choice of staging and the 
specific biasing weights. In addition, for both choices of staging the method that 
achieved the minimum error was the method of Trebst et al (OE); and for the “A” 
staging, with C=Copt, the MinVar method was actually slightly worse than FH.    
In order to explore the system dependence of the trends observed previously 
we present now the results obtained for the system of symmetric DBC with NDBC=4 
where the exact value of chemical potential is taken to be βµex=15.2621(3). We start 
with the results obtained when the free energy differences were estimated using the 
sub-optimal (C=0) acceptance ratio method. In Figure A.3a we show a log-log plot of 
<e> as a function of the MC cycles, where the “A” staging has been used. Figure 
A.3b is similar to 3a but with the “B” staging instead (i.e., the 3rd and 4th bead are 
added together). The results are very similar to the ones obtained for the system with 
NDBC=10. The “A” staging performs in general much better than the “B” staging. We 
only observe significant difference between the choice of biasing weights for the 
staging “B”, where the MinVar method clearly outperforms the rest. An interesting 
feature is that the MinVar method in Figure A.3b deviates at the early stages of the 
simulation (i.e., < 3000 MC cycles) from the expected linear scaling with slope -1/2. 
This happens because as we will discuss again later, the weights obtained by the 
MinVar severely increase the time needed to make a “round trip” between the 
macrostates “1” and “M”. As a consequence, at the beginning of the simulation the 
system takes much longer times to visit the “upper” macrostates, thus precluding the  
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Figure A.3. Log-Log plot of <e> as a function of the number of MC cycles for the 
FH, OE and MinVar methods. The system studied was a melt of symmetric DBC with 
NDBC=4. Free energy calculations were made using the sub-optimal (i.e., C=0) method. 
(a) The chain is partitioned using staging “A”. (b) The chain is partitioned using 
staging “B”. Although initially departing from the expected scaling, the MinVar 
method yields a smaller <e> than the other methods in the long run.  
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 estimation of the free energy differences between these macrostates at the early stages 
of the simulation when no statistics have yet been accumulated. By convention we set 
the free energy difference between two neighboring macrostates equal to zero if no 
statistics have been collected. 
In the following we present the results when the free energy is calculated using 
the optimal acceptance ratio method. In Figures A.4a and A.4b we show the results 
obtained for “A” and “B” staging. The figures show log-log plots of <e> versus MC 
cycles for the three different methods to calculate ψi. Similarly to the behavior 
observed for NDBC=10, when C=Copt, we see little dependence in the staging and in the 
method employed. Contrary to what was observed in the sub-optimal case, the “B” 
staging is now observed to reach results that are slightly more accurate than with the 
“A” staging (i.e., <e>“A” = 6.7×10-3 and <e>“B” = 5.6×10-3). As we will discuss later 
this is a consequence of the fact that having less stages can accelerate the number of 
round trips which in turn helps de-correlating the statistical samples. Finally, notice 
again that the MinVar method does not seem to be reaching the minimum variance 
that was expected to yield; in particular, for staging “A” this method gives the worst 
results. 
The fact that the MinVar method is not always yielding the minimum error in 
all the cases studied suggests that the observed deviations from the exact value are 
coming from a mechanism that has not yet been considered. In order to shed light into 
this issue we  calculated the “ideal” total variances (σ2id) as estimated directly from eq. 
(78) and compared them with the “real” total variance (σ2real) calculated as the sum of 
the observed variances of each one of the ∆βAi,i+1, again calculated from 2000 
independent runs of 106 MC cycles. We first examine the system of DBC with 
NDBC=10 with “B” staging. In Figure A.5a we show the “ideal” and “real” total 
variances of the calculated chemical potential, calculated with C=0, for the FH, OE  
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Figure A.4. Log-Log plot of <e> as a function of the number of MC cycles for the 
FH, OE and MinVar methods. The system studied was a melt of symmetric DBC with 
NDBC=4. Free energy calculations were made using optimized Bennett’s acceptance 
ratio method2 (i.e., C=Copt) method. (a) The chain is partitioned using staging “A”. (b) 
The chain is partitioned using staging “B”. The “B” staging yields in general better 
results.  
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Figure A.5. Plot of the “ideal” and “real” total variances of the calculated chemical 
potential using the FH, OE, and MinVar methods to estimate the biasing weights. The 
calculations were made in the system of DBC with NDBC=10 using staging “B”. Free 
energy calculated via (a) The sub-optimal (i.e., C=0) method and (b) the optimized 
(i.e., C=Copt) acceptance ratio method.  
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 and MinVar methods. In this case the MinVar method yields the lowest “ideal” and 
“real” variances. However, it is interesting to note that the real variances are always 
larger than the ideal ones, being precisely for the MinVar method where this 
difference is the greatest. In Figure A.5b we present a similar plot but where the value 
C=Copt has been used in the free energy calculations. Though, in general the values of 
“real” variance are, as expected,13 lower in the C=Copt case than in the C=0 case (note 
the different scales), the improvement is not as dramatic as the “ideal” values suggest. 
Moreover, in the C=Copt case, the difference between “ideal” and “real” values 
significantly increases, with again the MinVar method having the greatest difference. 
Finally, it is clear from Figure A.5b that the MinVar method does not yield the 
minimum “real” variance (even though it has the lowest value of σ2id). Similar 
conclusions can be drawn (results not shown) for the case where the staging “A” is 
used to partition the DBC chain (though in this case the differences between the 
C=Copt and C=0 results are smaller).  
The fact that the observed “real” variances are systematically larger than the 
values predicted by eq. (78) is a clear indication of lack of statistical independence 
between the samples used for the various ensemble averages needed to calculate free 
energy differences. In the EXE approach a target chain is sequentially 
coupled/decoupled to the system and statistics are gathered every time a transition 
between macrostates is attempted. However, if transitions between macrostates are 
attempted reasonably often, it is very likely that the local environment surrounding the 
target DBC chain has not significantly changed between successive attempts, thus 
yielding essentially redundant results. This is especially true if the system possesses 
highly correlated spatial patterns like the lamellar morphology (or any other regular 
mesophase) in which the DBC chains arrange. In this type of systems, it is not enough 
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 for the target chain to accurately sample its local environment since its location most 
likely will not be representative of the whole (very heterogeneous) system.  
In the EXE formalism once the target chain is totally decoupled it is reinserted 
at a random point in the simulation box. Moreover, once the target chain is totally 
coupled, it becomes undistinguishable from any other, and hence, it can exchange 
identity with a randomly chosen “regular” chain. Because of this, maximizing the 
number of times the target chain goes from macrostate “1” to “M” and vice versa, that 
is, minimizing the average time τRT (i.e., number of insertion/deletion attempts) 
needed to make a round trip, will help de-correlate the samples and under some 
circumstances minimize the variance.  
Thus, minimizing σ2real entails a compromise between minimizing σ2id and de-
correlating the samples as much as possible. Now it becomes clear the reason for the 
difference in the performance of the three different methods in the different cases 
studied. When the EXE setup is significantly sub-optimal, σ2id can be significantly 
minimized by the right choice of biasing weights (e.g., Figure A.5a) and in this case 
the MinVar method helps. However, when EXE has been optimized, either by using 
C=Copt or by a suitable choice of staging, the value of σ2id can only be marginally 
diminished by means of the biasing weights. In this case, the maximum attainable 
accuracy is limited by the lack of statistical independence within the samples. 
Therefore, at least in the cases studied in the present work, if one blindly minimizes 
σ2id while significantly increasing the correlations, the results will actually become 
less accurate. Under these circumstances, the minimum error is obtained by de-
correlating the samples which as we have suggested should be related to minimizing 
τRT.  
For the DBC systems studied, the MinVar method significantly increased τRT. 
For example, for the case studied in Figure A.5b  (i.e., NDBC=10, C=Copt and “B” 
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 staging) the round trip times (measured in number of transition attempts per completed 
round trip) are: τFH= 570, τOE=531, and τMinVar=932. The increase of τRT with the 
MinVar method is also observed (results not shown) when the “A” staging is used and 
for the system of DBC chains with NDBC = 4. These results are consistent with the 
previously observed fact that the largest discrepancies between σ2id and σ2real were 
always attained for the MinVar method. In most cases the lowest τRT was obtained 
with the OE method, [the only exception being the NDBC=4 system with “B” staging 
for which the low number of macrostates introduces discretization errors in eq. (81)]. 
To gain further insight about why in the systems studied the MinVar method 
does not reduce the inaccuracies in all circumstances, we examine the individual 
“real” and “ideal” variances of each one of the free energy increments ∆βAi,i+1. Here 
for convenience, we identify each of the “increments” by its index “i”. As a 
representative example we show in Figures A.6a and A.6b the variances observed, in 
linear and logarithmic scales respectively, for the NDBC=10 system, with C=Copt and 
“B” staging. In this case we only compare the MinVar and the OE method. Since the 
optimal values of C for each one of the increments can be estimated as 
(, , 1 1=   +lnopt i i i i i i iC A + + → →∆ A A )1+ , the Copt,i are approximately of the same order of 
magnitude of their corresponding ∆Ai,i+1 for each of the methods used to calculate the 
biasing weights. The values ∆Ai,i+1 obtained for the “B” staging were ∆Ai,i+1 
={2.70;2.11;2.07;2.07;2.07;9.24;2.14;2.11}. In Figure A.6 it can be seen that by far 
the largest variance is the one associated with the free energy difference between 
macrostates 6th and 7th (i.e., increment number 6), wherein three beads (i.e., number 6, 
7, and 8) are inserted at the same time. Although, the ideal value of this variance for 
the MinVar method is lower, the real variance turns out to be higher. In Figure A.7 we 
show the equilibrium relative frequencies with which the system visits each 
macrostate for the two methods. The MinVar method attempts to reduce the variance  
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Figure A.6. Plot of the individual “real” and “ideal” variances of each one of the free 
energy increments ∆βAi,i+1. We identify each of the “increments” by its index “i”. 
These results were obtained for the DBC system with NDBC=10 system, C=Copt and the 
“B” staging. We only compare the MinVar and the OE methods. (a) Linear scale. (b) 
Logarithmic scale. 
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Figure A.7. Plot of the relative frequencies with which the system visits each 
macrostate. These results were obtained for the DBC system with NDBC=10 system, 
C=Copt and the “B” staging. We only compare the MinVar and the OE methods. The 
system gets trapped in the neighborhood of the 6th macrostate when using the MinVar 
method.  
 
 by significantly concentrating the sampling in the 6th macrostate. However, since the 
frequency of visits to some of the surrounding states is especially low (e.g., 5th and 
9th), once the system goes to the 6th macrostate it will likely remain “trapped” in this 
macrostate (and its surroundings) for a significant portion of the simulation. Therefore, 
despite the higher number of samples in the “difficult” stage, we obtain a lower quality 
in the statistics due to the effect of the correlations and thus, poorer estimates in the 
free energy. This evidently also increases the round trip times. Conversely, the more 
global character of the OE method allows for improving the quality of the samples by 
de-correlating them while also concentrating the sampling, though not as intensively 
as the MinVar method, in the difficult areas. Finally, from Figure A.6b it can be 
observed that the minimum relative differences between “real” and “ideal” variances 
are always observed in the free energy increments located in the two extremes, which  
precisely correspond to the macrostates where, as previously discussed, should exist 
the least correlations.  
To certain extent, the calculation of the chemical potential of a melt of DBC is 
a challenging test for the MinVar method since its success strongly depends on the 
premise of sample points being statistically independent but, as we mentioned before, 
the very specific spatial correlation presented in the DBC mesophases makes the 
coupling/decoupling attempts highly correlated. Therefore, we would expect that in a 
more homogenous system where the local environment is essentially the same 
throughout the system, the MinVar method should be more successful. To show this, 
we now examine the calculation of the chemical potential of one hard sphere of 
diameter 10d immersed in a fluid of hard spheres of diameter 1d. 
 
 
 
 191
 Solvation of large sphere solvate in system of small spheres.  
This hard-core system provides a limiting testbed in that the free-energy is of 
purely entropic origin (excluded volume). This system is also interesting because the 
use of the optimized Bennett’s method with Copt’s provides no improvement.15 This is 
because exp(−ϑ) is either 0 or 1 depending on whether the transition entails an overlap 
or not, respectively [e.g., exp(−ϑ) is always unity for transitions that reduce the sphere 
diameter]; it is easy to show then that free-energy calculations always reduce to the 
‘unoptimized’ acceptance ratio method and that 
 11 *
1
1i ii i
i i
ω → +→ +
→ +
= −AA  (89) 
where ℓ* denotes the number of successful (non-overlapping) macrostate transitions 
and  ℓ still represents the total number of attempted transitions.  
As with the DBC system, we examine the sampling efficiency of the FH, OE, 
and MinVar methods but measuring the statistical variance in βµex of the large sphere 
for a fixed computational cost (107 cycles), assuming that for each method suitable ψ  
weights have already been obtained (for all states) and are fixed. The EXE consisted 
of eleven (11) macrostates in which the target sphere diameter (d*) was uniformly 
spaced between the states d*=0 and d*=10d, where d is the diameter of the small 
spheres. Thus,  the macrostate number λ corresponds to different diameters of the 
large sphere; i.e., d* = (λ-1)d.  Histograms of λ-state visits are shown in Figure A.8, 
showing that, although both the OE and MinVar methods concentrate the sampling on 
the state before last (λM-1=10), the MinVar method does more so. In fact (and as 
expected), in the MinVar method the fully coupled state is never actually visited [it 
follows from Eq. (89) that 1 0M Mω → − = ], forsaking the trivial λM→λM-1 transition, 
which provides no useful information,15 in favor of the hardest one: λM-1→λM (one 
could argue, however, that the λM is virtually visited in the sense of the insertions in  
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Figure A.8. Macrostate probability density (relative frequency of visits) for the 
solvation of a large hard-sphere in a system of small hard-spheres. The state number λ 
corresponds to different diameters of the large sphere; i.e., d* = (λ-1)d, where d is the 
diameter of the small spheres. 
 Widom’s test-particle method). The values of the excess chemical potential found 
using the 3 methods were: 38.88 (0.16) for FH, 38.87 (0.068) for OE, and 38.88 
(0.065) for MinVar, where the standard deviations (shown in parentheses) were 
estimated from 8 repeated runs. The exact value is taken to be 38.87(0.005) (based on 
a simulation 100 times longer)  and so neglecting any systematic deviation, the above 
results show that OE and MinVar perform almost identically while the FH is 
significantly worse, giving an error ~2.5 times larger (for fixed computational cost. As 
demonstrated in a previous work20 the λ staging adopted here can be seen as 
suboptimal (‘poor’), which explains why the FH underperforms. Since the different 
methods have been compared using the same system size, no attempts have been made 
to correct for finite-size effects in the chemical potential values; hence, it is likely that 
the values reported here do not represent a good approximation of the chemical 
potential of the infinite-size system.30 
The fact that the MinVar method works well in this case (slightly edging the 
OE method) may seem at first surprising considering that, having never visited the 
fully coupled state, the number of round trips is zero (in contrast, the number of round 
trips per million attempted transitions were 5.3 for OE and 1.86 for FH). However, 
this is not detrimental to the efficiency of the MinVar method because, there being 
only one large sphere in the system, one could not improve sampling (configurational 
decorrelation) by swapping the identity of the fully-coupled large sphere with another 
equivalent ‘large’ sphere in the system. Furthermore, unlike the DBC system studied 
before, the system here is spatially homogeneous. While completing round trips is 
irrelevant in this case, that will not be the case for systems where the target molecule 
is one of many identical ones. However, there exist many cases of interest where the 
target molecule is truly unique; e.g., in calculating the free energy of a solute at 
infinite solution, or in binding free energy calculations of two distinct molecules. In 
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 general, however, these results demonstrate that maximizing the number of round trips 
is not necessarily the optimal strategy to minimize the variance of free energies in 
EXE simulations [we also found that alternative but unreported strategies to evaluate 
D in Eq. (81) can produce more numerous round trips than Eq. (82) but lead to larger 
errors in βµex]. 
 
V. CONCLUSIONS 
We explored the idea of improving the efficiency of free energy calculations 
by manipulation of the biasing weights in the EXE formalism. In order to probe the 
relationship between error minimization and round trips maximization, we developed 
a method (i.e., MinVar) to calculate the biasing weights ψi’s that specifically aims to 
minimize the expected variance in the calculated free energy. The performance of this 
method was compared with the previously existent FH and OE methods in two 
systems of DBC chains, the first with NDBC=10 and the second with NDBC=4, and in 
one system in continuum space where a single hard sphere of diameter 10d is solvated 
by a fluid of hard spheres of diameter d. We explored the effect of the choice of 
biasing weights for different choices of staging between the macrostates “1” and “M”. 
In addition to the use of the optimized Bennett’s acceptance ratio method to calculate 
the free energy increments between macrostates, we used a sub-optimal version where 
we set C=0. 
In the DBC systems the MinVar method was only found to yield the best 
results in the cases where both the staging and the incremental free energy calculation 
method were far from optimal. However, when the calculation was optimized either 
by a “smarter” choice of staging or by the use of C=Copt in the acceptance ratio 
method, the precisions of the three methods were similar. It was also observed that the 
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 use of the optimized Bennett’s acceptance ratio method seems to make the precision 
less dependent upon the choice of staging . 
Comparison between the expected variances (σ2id) and the actual ones (σ2real) 
in the DBC systems, showed that the maximum attainable precision when using the 
optimized Bennett’s acceptance ratio method can be limited by the lack of statistical 
independence among the samples. Hence, aiming to formally minimize σ2id at the 
expense of increasing the correlation between the samples, as is done in the MinVar 
method, can actually result in a decrease in the observed accuracy. Although we 
observed that there exist a direct relation between the round trip times and the degree 
of correlation in the samples, minimization of round trip times (as aimed by the OE 
method) only leads to error minimization when the correlation between the samples is 
the major limiting factor in the observed precision. Indeed, when studying the system 
of hard spheres the MinVar method performed slightly better than the OE method (and 
much better than the FH method) despite of never visiting the last macrostate (i.e., 
zero completed round trips), showing that maximizing the number of round trips does 
not necessarily mean higher precision. It is important to note, however, that in this 
system the precision of the free energy calculations is not significantly limited by 
correlations because of its spatial homogeneity.  
In conclusion then, one can argue that an ideal strategy in estimating free 
energies via EXE methods would be a weighing scheme that alternates the use of OE 
and MinVar methods so as to harness their strengths and to help diagnose sources of 
statistical error. While the analysis of methods presented in this work has been 
restricted to the problem of calculating chemical potentials in model systems, it is 
expected that the conclusions from this work will also be relevant to more complex 
systems and problems, including the simulation of free energy changes associated to 
biomolecular solvation, partitioning, binding and alchemical transformations. In 
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 addition, the MinVar method could also be applied outside the EXE methodology (i.e., 
in simulations where no actual transitions exist between the different macrostates) as a 
means to dynamically optimize the allocation of computational resources.    
One shortcoming of the present MinVar methodology is that it allows for 
formal minimization of the variance when the transitions between macrostates are 
attempted only between neighboring macrostates. However, a possible extension in 
which transitions between non-adjacent macrostates are accounted for may be possible 
if free energies are efficiently calculated using the recently proposed statistically 
optimal method of Shirts and Chodera.31 
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