The behavior of integral quadratic forms over a global field can be partially described in terms of the local behavior relative to each of the prime spots on the field. In particular, in computing the number of spinor genera in the genus of a given form, it is necessary to compute the spinor norm of the group of local integral rotations at each prime spot (see e.g. [3] , [4] ). These computations have been performed whenever the local form is modular (see [2] ). In the case of an arbitrary form, the Jordan splitting can be used to decompose the given form as an orthogonal sum of modular forms. In the present article we deal with the problem of obtaining the desired spinor norm by using these modular components. When the spot in question is nondyadic, this problem has been solved by Kneser in [3] . We handle the case of a dyadic spot in which 2 is prime. The significance of the restriction of 2 being prime is that strong use is made of theorems on the generation of the local integral orthogonal groups in this case (see [5] ) which are not known for arbitrary dyadic local fields.
We adopt the notation of [4] . So we will consider a lattice L over a dyadic local field F in which 2 is prime. Denote the integers and units in F by o and IX, respectively; Δ = 1 + 4p denotes a nonsquare unit of quadratic defect 4o. To emphasize the distinction between spaces over F and lattices over o, we will use [a lf , a n ] to denote spaces and (a lf •••,«»> to denote lattices. (;") will denote the Hubert symbol on F and θ the spinor norm function.
For any lattice L, the Jordan decomposition of L can be obtained as in [4] . We determine Θ(Q + (L)), where 0 + (L) denotes the group of rotations of L, in terms of invariants of the Jordan components. The paper is divided into 4 sections. In the first we perform the calculations for the binary case. The second and third deal with the various possible types of Jordan decompositions and the fourth section shows an application of these calculations to improve the 71 bounds obtained in a theorem of Kneser [3, Satz 5] giving sufficient conditions for an indefinite Z-lattice to have class number 1. Furthermore, the new bounds obtained are shown to be the best possible.
The calculations which appear in this paper will be further applied in a subsequent paper investigating the behavior of the spinor genus of an integral quadratic form over a global field under an extension of the field of coefficients. I* Binary case* We begin by computing 0(O + (L)) where dim L=2. These binary lattices are the fundamental building blocks on which higher dimensional computations will be based.
If L is modular then Θ(O + (L)) has been determined in [2] . So we deal only with the nonmodular case. Since the spinor norm is not affected by scaling, we may assume that L represents 1. Thus, for the remainder of this section we deal with
We introduce some notation that will be used throughout: For any lattice L P(L) = {veL:v maximal and S v e 0(L)} and D(L) = Q(P(L)). The problem can now be reduced as follows: Any σ e 0 + (L) can be expressed as a product of 2 symmetries of FL, say σ = S U S V , where S u can be chosen arbitrarily. In particular, choose u = x so
First, we characterize P(L): 
and r ^ 3, then ve P(L) <=>BeU and either
So if r ^ 3, the set P(L) can be decomposed as P(L) = P^L) U P a (L) where P X (L) = {v = Ax + £?/: ord A = 1 or 0} P 2 (L) = {v = Ax + By: oτdB = 0 and ord A ^ r -1} .
We now determine Q(P 2 (L)) when r ^ 3. 
Let v 6 P(L), say v = Ax + By. 
Conversely, suppose that ζ e Q(FL) Π U. In that case, [ζ, ζ" 1^] = [1, a] 
2 ) e Q<1, 2α> Π U)F 2 . On the other hand, (Q<1, 2α> n U) S Q(P ι (-C')). Using
Also by 1.5, (3(^(1,)) = F* U 4.P 2 and the result follows.
1.9. The results of this section can now be summarized as follows:
IIΦ Higher dimensional cases-1-dimensional components* In this section, let L be a lattice of dim ^ 3 with Jordan splitting
where r, 6 Z and α έ 6 U, i = 1, -., w, and r, < r <+1 for i = 1, -, n -1,
n-o.
In this section we make strong use of a theorem of O'Meara and Pollak which states that whenever (see [1] 
is essentially reduced to the same problem for certain binary sublattices, with the result appearing as 2.7.
Suppose there is at least one k for which r(L kk+1 ) = 1 or 3. Then if r 8 -r t = 2 or 4 /or αw# s, £ = 1, , n, we have
in i^and does not contain the coset AF\
On the other hand, 1.9 also yields Δ e Θ(Q + (L')) where
We now wish to examine those lattices which do not satisfy the conditions of 2.2. It is convenient to regroup the Jordan components to obtain perhaps larger sublattices. The role of these sublattices is made clear by 2.4.
r *a 2i , 2 r8l α βl > where s λ is taken to be the largest integer for which r j+1 -r s ^ 4 for all j = 1, , A(ε, 2δ) where ε, δ ett .
Consider the vector
forces the parity of all elements of Q(P(L)) to be the same. [2] ) and the lattice L has odd or even order depending upon whether L is improper or proper, respectively. But Next, consider M, and let v be as above. The case for ord Q(z) < ord Q(Ax + By) is easier so we suppose ord Q(z) ^ ord Q(Ax + By).
Suppose that L s A(0, 0), A(l, 4p), A(2, 2p), A(l, 0). Then
Θ(0 + (L)) = UF 2 (seeif L s A(e, 2δ) then ^(0 + (L)) -Q[l, d]
This time S v e 0(M) gives 2B(v, M) Q Q(v)o £ Q(Ax +By)o.
A straightforward calculation shows the case of neither A nor B is a unit can not occur. But, if either A or B is a unit, then ord Q(Ax + By) = 1. When A (resp. B) is a unit, then 2B(v, y) = 2(A + 2ρB) (resp. 2B{v, x) = 2(2 + B)) shows ord Q(v) = 1. Proof. We treat only the case K. As before, consider a vector v e P(JK") with v = Ax + £# + z, A, Beo, zeL.
(1) Suppose ord Q(z) < ord (A 2 + 2AS). If Ax + £?/ were a maximal vector in A(l, 0), then 2B(v 9 K) = 2o and we deduce Q(z) e 2U. But, L has even order and so a contradiction. Thus, Ax + Ify is not maximal which means z is. S υ e 0(K) implies then z e P(L). Thus, ord Q(v) = ord Q(^) is even.
(
2) Suppose ord Q(z) ^ ord (A 2 + 2A£). This time we have 2B(v, x)o = 2(A + B)o Q (A 2 + 2AB)o. If A is a unit, then so is Q(v).
If B is a unit, then the containment forces A also to be a unit, and again Q(v) becomes a unit. Thus, the only possibility is that ord A = 1 and ord B ^ 1. But, in this case ord Q(v) = ord (A 2 + = 2. Then, for sett, the lattice K = <2ε> JL L Aαs oώώ order.
Proof. Follows as in 3.5. Or, scale by a factor 1/2 and apply 3.5. Proof. If L has a component L t of dim ^ 3 of even order, then [2] gives θ(0 + (Li)) = F. So, we may assume that any component L t of dim ^ 3 has odd order, in which case [2] gives θ(0
The only other possibility is that L has a binary component of the kind 2 r A(ε, 2δ) with ε, δ e II, and r ^ 0. But any such component primitively represents elements of both odd and even order. So, it remains to show that if all Jordan components of L have odd order, then L has odd order, thereby 0(0 + (L)) = UF\ This result follows from 3.3, 3.6 and 3.7 by induction on the number t of Jordan components.
We need some more lemmas in order to handle the case of a Jordan splitting with dim L t :g 2 for every i. In particular, ΔF 2 eθ(^{L % )). The same proof, therefore, extends the validity of Lemma 3.12 to the case where we require that the exponents satisfy: r j+ι -L,-^ 4 for j = 1, •••, t -1. All other conditions remain unchanged.
Summarizing, we have the following theorem: 
REMARK 3.15. After a Jordan decomposition for L -J x l 1 J t is obtained, the forms of the components can be easily determined. In case the dimension of J € is greater or equal to 3 it suffices to check whether J t is proper or improper. In the binary cases, it suffices to compute xtJ i9 gj^ and the associated spaces IV* Application to a theorem of Kneser* In this section we apply the results of § § II and III to improve a theorem of Kneser [3, Satz 5] , which gives sufficient conditions, in terms of the reduced determinant (a la Eichler [1] ), for an indefinite lattice over Z to have class number 1.
The notation of this section will conform to that of [4] . In particular, when L is a lattice over Z, nL denotes the Z-module generated by the subset Q(L) of Q. Define the reduced determinant d'L to be the determinant of the lattice obtained from L by scaling by a' 1 where ΆL is generated by a. The formulation of the original Kneser's theorem will be modified to conform to our notational conventions and is stated here for reference.
THEOREM (Kneser) . Let L be an indefinite lattice over Z with The bounds given for s p for p odd are the best possible. However, we now show that the bound b 2 can be considerably improved. Furthermore, the new bounds obtained here will be shown to be the best possible. THEOREM 4.2. Suppose L is indefinite over Z, and dimL = n ^ 3. // d'L = ± ΠP V 8p and (i) s p < n(n -l)/2 whenever p is odd, and (ii) s 2 < n(n -1) = b 2 , then h{L) = 1.
We break the proof of the theorem into two parts which we state separately as lemmas. 
Proof. The condition (i) assures that
So we assume L 2 = 2 t A(a, 26) with a, bett 2 .
In the first case, the proof is finished; for the second case, note that with ε t e U 2 , r,eZ with 0 = n < r 2 < < r n and k = ord 2 (α) where
It suffices to verify that r β ^ 2(j -1) for j = 3, , n, and that r 2 + r 3 ^ 6. If r 2 = 1 and r 3 ^ 5 or if r 2 = 2 and r 3 = 3, it follows The proof follows from 3.14 using an argument analogous to the proof of [3, Satz 5] . 
