For a stochastic resonance system, the characteristics of the nonlinear model have an important influence on the output. To further improve the enhanced detection of stochastic resonance, a novel potential well stochastic resonance model is constructed to simultaneously solve the problem of the output saturation and high barrier in the classical bistable model. Analytical expressions of the Kramers rate and output signalto-noise ratio are presented, and weak signal detection is theoretically analyzed. The performance of the system based on the novel potential well model is simulated and analyzed. Finally, the proposed model is used for the detection of multiple high-frequency weak signals in an α-stable noise environment and a practical bearing fault signal. The simulation and experimental results demonstrate that the output of the stochastic resonance system proposed in this paper exhibits a large output signal-to-noise ratio and a high spectral peak at the characteristic frequency.
I. INTRODUCTION
Stochastic resonance (SR) was proposed by Benzi in 1981 to study the problem of Earth's palaeometeorological glaciers, which well explained the periodic alternations of ice ages and warm climate periods [1] , [2] . It is a nonlinear phenomenon that uses noise to enhance the detection of weak characteristic signals. The principle is that the Brownian particles undergo a nonlinear potential function to transfer partial noise energy to the signal [3] .
Since the emergence of SR, the subject has attracted the interest of many scholars. The early theoretical research and simulation analysis of SR were achieved for the classical bistable model and have since made great progress [4] - [6] . To improve the enhancement performance of SR, timedelay [7] , superthreshold [8] , array [9] , cascade [10] , secondorder matched [11] and coupled [12] bistable SR systems have appeared, and the simulation results have shown that detection performance is improved with these models. After a thorough theoretical study of the classical bistable model, The associate editor coordinating the review of this manuscript and approving it for publication was Gerard-Andre Capolino. scholars applied the classical bistable SR (CBSR) system to address mechanical fault characteristic signals [13] - [15] , optical signals [16] , medical signals [17] , and circadian rhythms [18] , [19] , achieving good results.
With the deepening of the theory and application of the classical bistable model, the classical bistable model has suffered from the problem that the output is easily saturated [20] and the potential function barrier is higher [21] . Considering the problem of the classical bistable model, scholars have found that changing the potential well model is very helpful in improving the detection performance of SR, so a series of improved models of a bistable SR have been developed. Combining the Woods-Saxon model with the Gaussian potential model, a new SR model capable of independently adjusting the barrier height was obtained, which addresses the problem of the higher barrier [21] . The classical bistable model and the Gaussian potential model were combined to obtain a power-function tristable SR model, which reduces the barrier height and makes it easier to switch Brownian particles between steady states [22] . When using the stochastic resonance characteristics, Xin and Xue [23] added an additional signal to the potential function of the classical VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ bistable model, making it easier for particles to cross the barrier. At present, the models that are employed to solve the output saturation problem are mostly piecewise bistable potential models [20] , [24] - [26] . The approach taken by such piecewise nonlinear SR models is to reduce the steepness of the potential well walls in the classical bistable model so that the output is not clamped between steady-state points.
In [26] , a new unsaturated piecewise nonlinear bistable system was established, and the system performance was analyzed for the case of multiplicative and additive noise. The simulation results showed that piecewise bistable potential models can solve the output saturation problem and exhibit a good weak signal enhancement and anti-noise characteristics. However, the above models only address one shortcoming in the classical bistable model. Therefore, a novel potential well SR (NPWSR) model is proposed based on the piecewise bistable potential model and the applied signal stochastic resonance model to simultaneously solve the problems of the output saturation and high barrier in the classical bistable model. The remainder of this paper is organized as follows: Section II details the piecewise bistable potential model and the applied signal SR model. Section III establishes a novel potential well model, analyzes the model theoretically, and presents the detection process based on the NPWSR model. Section IV considers α-stable noise as the noise background to analyze the system performance. Section V considers the detection of multiple high-frequency weak signals in the αstable noise environment and a practical bearing fault signal by using the novel potential well model. The conclusions are presented in section VI.
II. POTENTIAL MODEL A. PIECEWISE BISTABLE POTENTIAL MODEL
The classical bistable system under the action of noise n(t) and an external periodic force A cos(ωt) can be described by the following equation.
where a 1 x − b 1 x 3 is the derivative of the classical bistable model potential function, Acos(ωt) is the external periodic force, n(t) is Gaussian white noise, and D is the noise intensity. Assuming that the noise D is 0 and the signal amplitude A is 0, when t>0, by solving Eq. (1), the output x can be obtained as [20] , [26] :
We can see from Eq. (2) that x has a limit value. When t = 0, x = √ (a 1 /(1 + b 1 )) can be obtained. When t tends to positive infinity, x tends to √ (a 1 /b 1 ). For the values of the three groups a 1 and b 1 , the curve of x as a function of t (t>0) is shown in Fig. 1. Fig. 1 shows that x gradually approaches a fixed value as t increases, which is a phenomenon known as output saturation. Because there is a quadratic term of x in the classical bistable potential function, when the system FIGURE 1. The output saturation phenomena of the CBSR system for three groups system parameters (t >0, for an amplitude of A = 0 and a frequency of f = 0 Hz, the purple line-x versus t for a 1 = 1.1 and b 1 = 1, the blue line-x versus t for a 1 = 1 and b 1 = 1, the red line-x versus t for a 1 = 1 and b 1 = 1.1). responds with x>1, the steepness of the wall of the potential well of the classical bistable potential model is multiplied, causing the particle motion to saturate. The output saturation will limit the enhancement of weak signals by the SR and the anti-interference ability of the system.
To solve the output saturation problem of the classical bistable model, a novel piecewise bistable potential model is established, as shown in Eq. (3). This model simplifies the parameters of the piecewise bistable potential model and shortens the time required for parameter optimization.
where a 2 and b 2 are system parameters, m 1 = √ a 2 /b 2 , and U o1 = a 2 2 /4b 2 . To intuitively explain the improvement in the output saturation phenomenon by the piecewise bistable potential model, a 2 = 1, b 2 = 1, D = 0, and s(t) = Acos(ωt) are considered in the classical bistable system and the piecewise bistable SR system, where A is 0.8, 1, 1.2, 1.6, and 2, and ω = 0.02π. The output signals of the two systems are shown in Fig. 2 . We can see from Fig. 2 (a) that the amplitude of the output signal of the classical bistable system is clamped, and we can observe from Fig. 2 (b) that the system is sensitive to the input signal amplitude and that the output signal amplitude is linearly amplified, effectively solving the output saturation problem of the classical bistable system.
B. APPLIED SIGNAL STOCHASTIC RESONANCE MODEL
When the system is only driven by weak periodic forces, the Brownian particles do not have enough energy to cross the barrier and oscillate between the wells, and thus the best detection results cannot be obtained. To reduce the barrier FIGURE 2. Output signals using both the CBSR system and piecewise bistable SR system for different input signal amplitudes (D = 0, for the amplitudes of A = 0.8, A = 1, A = 1.2, A = 1.6 and A = 2, and ω = 0.02π), (a) the output signal of the CBSR system (for the system parameters a 1 = 1 and b 1 = 1); (b) the output signal of the piecewise bistable SR system (for the system parameters a 2 = 1 and b 2 = 1).
height of the classical bistable model, the applied signal SR model in [23] is used so that the weak periodic signal can realize an interwell transition, and the potential function expression is shown as follows.
where a 3 and b 3 are system parameters, A p1 = l 1 ×A c1 , 0≤l 1 ≤1, and A c1 is the input threshold of the system. To visualize the impact of the barrier height on the output effect, a 3 = 1, b 3 = 1, l 1 = 0.6, D = 0, and s(t) = Acos(ωt) are considered in the classical bistable system and the applied signal SR system, where A is 0.06, 0.1, 0.2, 0.3, and 0.4, and ω = 0.02π. The outputs of the two systems are shown in Fig. 3 . Fig. 3 (a) shows that the signal with a smaller amplitude cannot cross the barrier to achieve an interwell oscillation, and optimal detection is not obtained. Fig. 3 (b) shows that the applied signal SR system can lower the barrier height so that the signal with a lower amplitude can generate an interwell transition and produce a better output. However, due to the lack of noise, particles with an extremely low amplitude cannot oscillate between the wells.
III. STOCHASTIC RESONANCE SYSTEM A. THE NOVEL POTENTIAL WELL MODEL
Under the combined action of an external force and α-stable noise, the overdamped motion of Brownian particles in SR systems can be described by Langevin's equation as:
where x(t) is the system output, U (x) is the potential function of the novel potential well model, s(t) is a periodic(nonperiodic) signal, and ε(t) is additive α-stable noise. Output signals using both the CBSR system and the applied signal SR system for different input signal amplitudes (D = 0, for the amplitudes of A = 0.06, A = 0.1, A = 0.2, A = 0.3 and A = 0.4, and ω = 0.02π), (a) the output signal of the CBSR system (for the system parameters a 1 = 1 and b 1 = 1); (b) the output signal of the applied signal SR system (for the system parameters a 3 = 1, b 3 = 1 and l 1 = 0.6).
In this paper, s(t) is shown as follows.
where A i is the amplitude of the ith signal, f i is the frequency of the ith signal, and n is the number of input signals.
The novel potential well model consists of a piecewise bistable potential model and an applied signal SR model, which can solve the problems of the output saturation and high barrier in the classical bistable system. This model is linearized at x = ± √ a/b. Compared with other piecewise potential models, the novel potential well model simplifies the parameters and reduces the complexity of the parameter optimization. The potential function can be described as follows.
where m = √ a/b, U o = a 2 /4b, A p = l×A c , 0≤l≤1, A c is the input threshold of the system, and a, b, and l are system parameters. The potential function diagram of the novel potential well model is shown in Fig. 4 . We can visually see that the barrier height of the novel potential well model is lower than that of the classical bistable model, and the wall of the potential well is linearized.
The influence of the system parameters on the potential function U (x) is shown in Fig. 5 . Fig. 5 (a) shows that the depth and width of the potential wells decrease as the parameter a decreases, and Fig. 5 (b) shows that the depth and width of the potential wells increase as the parameter b decreases. As b increases, the multistable characteristic will be lost and gradually degenerate into a monostable characteristic. Fig. 5 (c) demonstrates that the slope of the barrier wall increases as the parameter l increases and the height of the barrier decreases. An increase in the slope will result in a saturation of the output and a decrease in the height of the barrier will facilitate the transition of the particles. Therefore, when optimizing the parameters, the best matching parameters should be found to achieve the best resonance.
Substituting Eq. (7) into Eq. (5), dx/dt can be obtained as follows.
The novel potential well model is analyzed from the Kramers rate (r k ) and output signal-to-noise ratio (SNR) in this paper. r k [27] is defined as the rate at which a transition occurs between the steady states of the potential function, which reflects the ability of the output signal to follow a noisy input signal. When the nonlinear system is only affected by noise, the Brownian particles switch between the steady states according to r k in the potential wells. r k is numerically the reciprocal of the mean first passage time, and r k of the classical bistable model can be described as follows.
The escape problem based on the Kramers rate is that the system starts from a steady-state point and escapes the potential function potential well under the action of some forces. We solved the steady-state point of Eq. (5). The steady-state solution is x = ± √ a/b when l = 0. When 0≤l≤1, the analytical solution of the steady-state point is a complex solution that is more complicated. Therefore, we only discuss r k in the case of l = 0. When l = 0, the novel potential well model is as follows. The mean first passage time can be calculated as follows.
Assuming that the input signal satisfies the adiabatic approximation theory condition, using a Taylor series to expand Eq. (11), only the constant continuous term is obtained, and the mean first passage time is obtained as:
τ + = τ − , and r k of the novel potential well model when l = 0 can be calculated as:
To more intuitively compare the values of r k in the novel potential well model and the classical bistable model, the distribution relationships between r k and noise intensity are plotted for three sets of system parameters, as shown in Fig. 6 . We can see from Fig. 6 that when l = 0, r k of the novel potential well model is larger than that of the classical bistable model for different parameters, indicating that the model has a stronger ability to follow the resonance output of the system.
The output SNR is an important basis for judging the occurrence of SR and can reflect the effect of the system to detect a weak characteristic signal. The output SNR of the classical bistable model [3] is obtained as follows. where x m = √ a/b, A is the amplitude of the signal, and D is the noise intensity. The output SNR of the novel potential well model is calculated as:
To compare the output SNR of the novel potential well model and the classical bistable model, the distribution relationships between the output SNR and noise intensity D for different parameters and different signal amplitudes are plotted separately, as shown in Fig. 7 . When l = 0, we can see from Fig. 7(a) that the output SNR of the novel potential well model is larger than that of the classical bistable model for different parameters, and we observe from Fig. 7(b) that the output SNR of the novel potential well model is larger than that of the classical bistable model for different signal amplitudes, which theoretically shows that the novel potential well model achieves better detection. 
B. OUTPUT MEASUREMENT INDEX AND DETECTION SCHEME
To reflect the effect of the SR system to detect a weak characteristic signal based on the novel potential well model, the output SNR is used as a measure. The numerical calculation of the SNR [28] is defined as follows.
where P 0 is the power at the characteristic frequency, P i is the power of the noise, and N is the number of sampling points. If the input of the SR system is a multi-frequency signal with noise, the mean signal-to-noise ratio (MSNR) is used to measure the overall detection performance of the SR system, and its definition is as follows.
where SNR i is the SNR of the ith signal to be tested and n is the number of signals. In this paper, the novel potential well model is used to detect a simulated noisy signal and a practical bearing fault signal. The specific detection process is shown in Fig. 8 .
In the detection of simulated signal detection, if the signal to be tested is the a high-frequency signal, parameter compensation [29] is used to transform the large-parameter signal into a small-parameter range signal under adiabatic approximation theory. The transformation formula is as shown in Eq. (18), and K is the compensation parameter.
In this paper, α-stable noise is used as the noise environment for the simulated signal detection. The generation of α-stable noise is realized by the JW algorithm [30] , as shown in Eq. (19) . β is a symmetrical parameter, and its range is [−1, 1]. σ is a scale parameter, α is a characteristic index, and its range is (0, 2). When the noise parameter α is small, the pulse characteristics of the noise are evident, causing the Brownian particles to deviate from the motion trajectory and become infinite when moving in the system. Therefore, it is necessary to artificially cut off the output according to the actual detection conditions [31] .
When applying the SR system to detect the signal, the fourth-order Runge-Kutta algorithm [32] is used to solve Eq. (8) numerically, and the output discrete time series of the system is obtained. In this paper, the overall performance is shown by Eq. (20) , and the specific application will be adjusted according to the segmentation function in the novel potential well model.
where x(n) is the nth discrete sequence value of the system output, u(n) is the nth sampling value of the noisy signal u(t), u(t) is the sum of signal s(t) and noise ε(t), and h is the sampling step size. The potential function can be optimally matched by adjusting the system parameters. In this paper, the particle swarm optimization (PSO) algorithm [33] optimizes the three parameters a, b, and l with the output MSNR as the fitness function to obtain the best detection results. The specific steps are as follows:
(1) SR system parameter initialization. The system parameters range are set to a∈(0,5], b∈(0,5], and l∈[0,1].
(2) The population initialization. The number of particles is set to 30, and the maximum number of iterations I max is 50. A group of particles is randomly initialized, and the current position is set as the optimal state of the particles.
(3) Individual fitness evaluation. The output MSNR is used as the fitness function to evaluate the particle fitness, and the optimal position of the particle is updated by the formula in [34] .
(4) Termination conditional judgment. If the current evolution algebra reaches the maximum number of iterations, then output a, b, l and the corresponding MSNR. Otherwise, the algorithm goes to step (3) to reoptimize the system parameters.
IV. SYSTEM PERFORMANCE ANALYSIS A. SYSTEM OUTPUT
Time-domain and power spectrum diagrams of the output of the SR system can be used to visually observe the detection results. To compare the system outputs of the novel potential well model and the classical bistable model, a cosine signal with an amplitude of 0.3 and a frequency of 0.01 Hz is selected. The α-stable noise parameters are α = 1.8, β = 0, σ = 1, and µ = 0, the noise intensity is D = 0.8, the sampling frequency is f s = 5 Hz, the data length is 4096, and the input SNR is −31.1151 dB. The noisy signal is sent into the CBSR and NPWSR systems, and the output SNR of the two systems are −8.8734 dB and −5.6262 dB. We can observe that the output SNR of the novel potential well model is higher, indicating that the obtained signal is purer. A comparison of the detection results is shown in Fig. 9 . Fig. 9(a) shows that the output time-domain waveform of the novel potential well model is closer to the cosine input signal, indicating that more Brownian particles cross the barrier to achieve the interwell transition. However, the output timedomain waveform of the classical bistable model is clamped, resulting in output saturation and serious waveform distortion. We can observe from Fig. 9(b) that the output power spectrum interference components of the novel potential well model are less, and its spectral peak value is 46.9 times that of the classical bistable model, indicating that the enhanced detection performance of the novel potential well model is better.
When the noisy signal is processed by the SR system, the power spectrum of the output signal will show a sharp peak at the frequency to be measured. According to the sensitivity of the SR to the frequency, the ratio of the spectral peak p 1 at the detection frequency in the output frequency domain to the spectral peak p 2 at the frequency corresponding to the noisy signal is defined as the peak ratio z, which is expressed as follows.
The magnitude of the signal influences on whether the Brownian particles can cross the barrier height. The larger the signal amplitude, the easier it is for the Brownian particles to achieve an interwell transition for the same level of noise. Therefore, it is necessary to study the output peak ratio of the system with different amplitudes for the same level of noise. We select a cosine signal with amplitudes of A = 0.06, 0.01, 0.001, 0.0001 and 0.00001 and a frequency of 0.01 Hz. The α-stable noise parameters are α = 2, β = 0, σ = 1, and µ = 0, the noise intensity is D = 1.25, the sampling frequency is f s = 4.89 Hz, and the data length is 4096. The noisy signal is sent to the CBSR and NPWSR systems, and the peak ratio is obtained for different amplitudes of cosinusoidal signals, as shown in TABLE 1. We can see from the table that the NPWSR system has a higher peak ratio as the amplitude decreases, which proves that the novel potential well model is suitable for the case where the useful signal amplitude is lower.
B. WORK OF THE BROWNIAN PARTICLE
The SR system interacts with the driving force to generate work, and interacts with the noise environment to generate heat. The change in its state is accompanied by an energy transfer of both work and heat. The Brownian particles in the potential field are engaged in disordered and ordered movements, in which the work makes the particles move in an orderly manner and the noise environment causes the particles to exhibit disordered motion. If the system can maximize the driving force, the Brownian particles will exhibit organized directional motion driven by the signal, and the effect of the thermal environment causes the system to leave the equilibrium state, which produces the SR. To compare the work of the classical bistable system and the work of the SR system based on the novel potential well model, the description of the work of the Brownian particles in [35] , [36] is shown as follows.
where W f represents the work done by the periodic force, T = 2π/ω is the period of the input force, t 0 = 0 is the initial motion time, and · is the overall average. A cosine signal with an amplitude of 0.15 and a frequency of 0.01 Hz is employed. The α-stable noise parameters are α = 2, β = 0, σ = 1, and µ = 0, the sampling frequency is f s = 5.25 Hz, n = 8, the data length is 4096 and the input SNR is −27.3208 dB. The noisy signal is sent to the CBSR and NPWSR systems, and the work of the particles as a function of the noise intensity is obtained. Because the motion of the Brownian particles in the system has strong randomness, the curve will exhibit many fluctuations that will affect the accuracy of the results. Therefore, the statistical mean value of 100 simulation experiments is used as the work of the periodic driving force, and the simulation result is shown in Fig. 10 . We can see from the figure that as the noise intensity D increases, the curve of the work by the periodic force increases first and then decreases, reaching a maximum value at D = 2.8. Compared with the work of the classical bistable model, the work has increased by 23.8%, which indicates that the Brownian particles are more sensitive to the driving force in the NPWSR system. This result reflects the fact that the novel potential well model has a better signal detection performance than the classical bistable model.
C. OUTPUT SNR GAIN
This part of the comparison uses the signal-to-noise ratio gain (SNRG) [37] , which is a measure of the signal improvement and enhancement of the system; its mathematical expression is as follows.
SNRG =
SNR out SNR in (23) where SNR out is the SNR of the output signal and SNR in is the SNR of the input signal. If the SNRG of the system is greater than 1, the output SNR is higher than the input SNR, and the system improves and enhances the input signal well. In this case, it can be considered that SR has occurred in the system. To compare SNRG of the CBSR and NPWSR systems, we select a cosine signal with an amplitude of 0.4 and a frequency of 0.01 Hz as the signal to be simulated. The α-stable stable noise parameters are α = 1.2, β = 0, σ = 1, and µ = 0, the sampling frequency is f s = 4.55 Hz, the data length is 4096 and the input SNR is −39.6759 dB. The noisy signal is sent to the two systems, and the average SNRG value of 30 simulation experiments is used to plot the curve of the noise intensity and SNRG. Fig. 11 shows that as the noise intensity D increases, the curve of the SNRG increases first and then decreases, reaching a maximum value at D = 0.6. The SNRG of the novel potential well model is higher for the same set of signals, indicating that the novel potential well model can obtain more information about the useful signal and that the utilization of noise is more efficient.
V. SIMULATION AND ENGINEERING APPLICATION A. SIMULATED SIGNAL DETECTION
To verify the detection performance of the NPWSR system, the detection process shown in Fig. 8 is adopted to detect multiple high-frequency signals with an amplitude of 0.8 and frequencies of 200 Hz, 300 Hz, 400 Hz. The α-stable noise parameters are α = 1, β = 0, σ = 1, and µ = 0, the data length is 4096, the noise intensity is D = 0.25, the sampling frequency is f s = 4.55 kHz, and the compensation parameter K is 10000. Then, we send the noisy signal (input SNR of −42.638 dB) into the NPWSR system, and the system parameters are a = 1.1472, b = 0.8483 and l = 0.8686 according to the PSO optimization. The detection results are shown in Fig. (12) with an output SNR of −6.638 dB. We can see that the SNR is increased by 36 dB. Fig. 12 (a) demonstrates that the input signal is completely submerged by the noise and that the corresponding characteristic frequency is not observed. Fig. 12(b) shows that the output time-domain waveform is not saturated and the frequencies of 200 Hz, 299.9 Hz, 399.9 Hz can be clearly observed in the output power spectrum. The detection errors are 0%, 0.3%, 0.225%, respectively, and the error is within the acceptable range. Fig. 13 shows the potential function curve corresponding to the system output of the simulated cosine signal. We can observe that the output signal is no longer clamped and that the particles have enough energy to carry out transitions between the wells.
B. ENGINEERING SIGNAL DETECTION
To verify the applicability of the novel potential well model to practical fault signal detection, a deep groove ball bearing (model 6205-2RS JEM SKF) is considered in this paper. The main parameters of the bearing are shown in TABLE 2 [28] . The inner and outer race signals of the faulted bearing are detected separately and compared with the detection results of the classical bistable model. The practical bearing fault data are taken from the Electrical Engineering Laboratory of FIGURE 13. The NPWSR potential curve corresponding to the system output of the simulated cosine signal (the blue square mark is the trajectory of Brownian particle motion). Case Western Reserve University in the United States, and the bearing drive end fault signal is selected as the signal to be tested. When the bearing is faulty, the fault characteristic frequency of the inner and outer races can theoretically be calculated according to the following formula [25] , [33] :
When the fault diameter is 0.007 inch, the fault depth is 0.011 inch, and the bearing speed r = 1772 r/min, the fault frequency of the inner and outer races can be calculated to be 159.91 Hz and 105.86 Hz. Using the detection process shown in Fig. 8 , the fault signals of the inner and outer races of the bearing are detected. Fig. 14(a) describes the waveform of the bearing inner race fault signal and its power spectrum. In the time domain diagram, the periodic characteristics cannot be clearly observed due to noise interference. In the power spectrum, the fault characteristic frequency is not observed and the frequency bands are mainly concentrated in 2500 Hz-4000 Hz. The sampling frequency is f s = 12 kHz, the number of sampling points is N = 8000, and the input SNR is −39.13 dB. The bearing inner race fault signal is sent to the CBSR and NPWSR systems, and the parameters for the two systems are a = 2.5205, b = 0.118, l = 0.2507 and a 1 = 0. characteristic frequency of the novel potential well model is higher, and the interference component around the characteristic frequency is also smaller. The results indicate that the novel potential well model performs better than the classical bistable model in detecting the inner race fault signal, and the results verify the effectiveness of the NPWSR model in bearing fault diagnosis. Fig. 15(a) plots the waveform of the bearing outer race fault signal and its power spectrum. In the time-domain diagram, the periodic characteristics cannot be clearly observed due to noise interference. In the power spectrum, the fault characteristic frequency component is not observed, and the frequency bands are mainly concentrated in 3000 Hz-4000 Hz. The sampling frequency is f s = 12 kHz, the number of sampling points is N = 10000 and the input SNR is −55.65 dB. The bearing outer race fault signal is sent to the CBSR and 15(c), the spectral peak at the fault characteristic frequency of the novel potential well model is higher, and the second harmonic frequency can be clearly seen. The results indicate that the novel potential well model performs better in detecting the outer race fault signal, and the results verify the effectiveness of the proposed model in bearing fault diagnosis.
VI. CONCLUSION
The novel potential well model proposed in this paper is based on the advantages of a piecewise bistable potential SR model and an applied signal SR model. This model can effectively solve the problems of the output saturation and high barrier in the classical bistable model. The performance analysis results show that the SR system based on the novel potential well model achieves better detection performance than the classical bistable model. Finally, compared with the results of the classical bistable model, the experimental results show that the novel potential well model achieves a higher output SNR and a higher spectral peak at the characteristic frequency.
