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ABSTRACT
In this paper, we propose a method of ranking recently cre-
ated Twitter accounts according to their prospective popu-
larity. Early detection of new promising accounts is useful
for trend prediction, viral marketing, user recommendation,
and so on. New accounts are, however, difficult to evaluate
because they have not established their reputations, and we
cannot apply existing link-based or other popularity-based
account evaluation methods. Our method first finds “early
adopters,” i.e., users who often find new good information
sources earlier than others. Our method then regards new
accounts followed by good early adopters as promising, even
if they do not have many followers now. In order to find
good early adopters, we estimate the frequency of link prop-
agation from each account, i.e., how many times the follow
links from the account have been copied by its followers.
If its followers have copied many of its follow links in the
past, the account must be an early adopter, who find good
information sources earlier than its followers. We develop a
method of inferring which links are created by copying which
links. One advantage of our method is that our method only
uses information that can be easily obtained only by crawl-
ing neighbors of the target accounts in the current Twitter
graph. We evaluated our method by an experiment on Twit-
ter data. We chose then-new accounts from an old snapshot
of Twitter, compute their ranking by our method, and com-
pare it with the number of followers the accounts currently
have. The result shows that our method produces better
rankings than various baseline methods, especially for new
accounts that have only a few followers.
Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous
Keywords
micro-blogging; link-propagation; hubs; influence; link pre-
diction; graph analysis; graph evolution; graph structure
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1. INTRODUCTION
In social media, such as micro-blogs and social network
services, users can easily create new accounts and quickly
start up new information publishing channels at low cost.
As a result, social media are highly dynamic world. Micro-
blogging services, such as Twitter, are especially dynamic
because they focus more on prompt information dissemina-
tion, while social network services, such as Facebook, focus
more on communication over longer-term social relationship.
Because of the dynamicity, new popular accounts continu-
ally appear and disappear in micro-blogging services. Early
detection of new accounts that will become popular in future
is an important problem that has several applications, such
as trend detection, viral marketing, and user recommenda-
tion.
Estimation of popularity of an account is also useful for
approximating the quality of information it posts. Estima-
tion of the quality of information is very important in many
applications, but it is generally difficult to estimate it with-
out human intervention. To solve this problem, popularity-
based methods have been widely used. Methods that esti-
mate information quality of web pages based on the number
of their incoming links has been successful [8, 13]. Similar
idea has also been successfully applied to micro-blogs with
linking functions [18]. These facts proved that there is high
correlation between the popularity and the quality of infor-
mation. Therefore, the estimation of prospective popularity
of new accounts, which have not yet established the popular-
ity they deserve, is also useful for estimation of the quality
of new information sources.
In this paper, we propose a method of predicting future
popularity of new Twitter accounts, in other words, the
number of followers they will obtain in future.
1.1 Our Approach
The most important factor deciding the future popularity
of an account is, of course, the quality of information it
posts, but it is even more difficult to estimate as explained
above. That is exactly one of the reasons why we want to
predict popularity instead. We therefore should explore a
method of predicting future popularity of an account not
based on its information quality but based on its current
popularity.
New accounts, however, usually have only a small num-
ber of followers. How to predict future popularity only with
that information is the challenge of the problem we discuss
in this paper. Because the number of followers is usually
small, we also use the quality of each follower. It is basi-
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the original link
the link created by
copying the original
link 〈u, v〉
w imitated one of its friends u
Figure 1: Triadic closure produced by user w’s copy-
ing of u’s follow link to v.
cally the same approach as many existing link-based quality
estimation methods [8, 13, 18].
We focus on a specific type of quality of followers that is
most important for our purpose: whether the link from it
implies more links in future. In Twitter, and in social media
in general, there are users that are good at finding good
information sources earlier than other users. We call such
users early adopters. Early adopters themselves often have
many followers, and when an early adopter creates a link to
a new good information source, many of its followers imitate
it and create links to the information source. In other words,
early adopters play the role of hubs for link propagation in
social media, and therefore, links from good early adopters
imply more links in future.
Our method predicts future popularity of new accounts
by estimating how good their current followers are as early
adopters. If a new account is followed by good early adopters,
our method regards the new account as promising, even if it
does not have many followers now.
Our method determines whether a given user is a good
early adopter by estimating the frequency of link propaga-
tion through it in the past, i.e., how many times its links
have been imitated by its followers. If links from it has been
imitated by its followers many times, the user must be a
good early adopter who can find good information sources
earlier than its followers.
1.2 How to Detect Copied Links
In Twitter, however, the information on which link was
created by copying which link is not immediately available.
We infer it by using several factors. The most important
factor is network structure. We assume that link propaga-
tion occurs only from a user to its followers. In other words,
each user only imitates links of his/her friends (users that
he/she follows). If we assume this, a link created by imita-
tion must be a part of a triangle consisting of three links:
an original link, a link created by copying it, and a link
from the user who copied the link to the user whose link
was copied. Figure 1 shows an example of such a triangle.
We first collect candidates of links created by imitation by
finding triangles that may correspond to such structure. We
call such candidate triangles triadic closures.
In Twitter, users very often find new information sources
by browsing the friend lists of their friends and copying some
of them which seem interesting to them. This kind of prac-
tice is not specific to Twitter, and is quite common to many
social media. It is one of key differences between social me-
dia and other older media, such as RSS (RDF Site Sum-
mary or Really Simple Syndication) [3], where users cannot
browse other users’ subscription. We also think it is one of
a link created
by copying
multiple candidates
of the original
Figure 2: The follow link from w to v is a part of
many triadic closures and it is not obvious who in
u1, . . . , un was imitated by w.
the feature that promoted the growth of social media like
Twitter over the older media. In addition, in Twitter, users
can “retweet” (i.e., forward) a tweet from their friends to
their followers, and when users find a tweet retweeted by
a friend interesting to them, they often create direct follow
links to the account that originally posted the tweet. Similar
forwarding functions are found in many social media.
These observations are the rationale of our assumption
that link propagation mainly occurs from users to their fol-
lowers. Inclusion of other kinds of link propagation or link
creation into the model is an interesting direction for future
research.
In order to further narrowing down the candidates of links
created by imitation, we also consider three other factors:
time order of link creation, link reciprocity, and the similar-
ity between users.
The first factor is time order of link creation. In a triadic
closure, the link created by copying must be newer than
the other two links. Otherwise, it must not be a result of
copying.
The second factor, reciprocity of links, is used for dis-
tinguishing links to information sources and links between
personal friends. In Twitter, non-reciprocal links are more
likely to refer to information sources than reciprocal links
are [19]. Because links to information sources are more im-
portant for the discovery of early adopters, we distinguish
the two types of links based on their reciprocity.
Even if we find a triadic closure and the links in it satisfy
the conditions above, the candidate link in it may not ac-
tually be a copy of the link in that triad. If the candidate
link is also a component of many other triadic closures, it
may be a copy of another link in another triadic closure.
Figure 2 illustrates such a situation. In this example, the
follow link from the user w to the user v is a part of many
triadic closures, and it is not obvious who in u1, . . . , un was
imitated by w.
We estimate the probability that a candidate link is a
copy of the link in a given triad by using similarity between
interests of users in the triad. This is the third factor. This
factor is based on an assumption that link propagation is
more likely to happen when the interests of related users are
similar to each other. We measure the similarity of interests
of users by the similarity of their friend lists.
We use these three factors as optional factors, and tested
all eight combinations of them in our experiments. Our ex-
perimental result shows that the link reciprocity is very use-
ful for improving the accuracy of our method, but the other
two are not very useful. The details will be explained later.
Notice that all information used by our method, network
structure and the three optional factors explained above,
can be obtained easily only by crawling the neighbors of the
target new accounts in the current Twitter graph structure.
This is one important advantage of our method.
In Twitter, link propagation to followers is especially likely
to occur when users receive interesting messages retweeted
by their friends. Our method, however, does not use the
information on retweeting because it requires monitoring of
the tweet stream, and we would lose the advantage of our
method mentioned above.
By using network structure and the three optional factors
above, we infer which links are copies of which links, and
we estimate how many times each user has been imitated by
other users. Based on this value, we compute early adopter
score of each user. We then compute future popularity score
of each account based on the early adopter scores of its fol-
lowers.
1.3 Comparison with Baseline Methods
We conducted an experiment with a data set consisting
of a part of Twitter graph that were collected by a random
crawler on May 2012 [10]. We estimated future popularity
of then-new accounts in this data set, and compared the
result with the number of non-reciprocal followers that the
accounts currently have as of May 2015, which indicates how
popular these accounts are now. The result of the experi-
ment shows that our method outperforms various baseline
methods when we compare the accuracy of the whole rank-
ing of all the new accounts. Our method outperforms base-
line methods especially when we apply them to new accounts
that have only a few followers.
In addition, the correlation between the ranking by our
method and those by baseline methods are low. This sug-
gests that our method and baseline methods are comple-
mentary to each other. Our experimental results shows that
we can actually produce a even better ranking by logistic
regression combining our method and some of the baseline
methods.
When we compare the accuracy of only the top part of the
rankings, a variation of HITS algorithm [8] or a variation of
PageRank method [13] achieves the highest accuracy in most
cases. Even a naive method that ranks the accounts by the
number of the non-reciprocal followers they had at that time
ourperforms our method in some cases. It is mainly because
the top part of the rankings include accounts that were al-
ready popular in the old snapshot. This fact again suggests
that our method is particularly useful when we want to find
new accounts that are not popular now but will be popular
in future.
Although our main purpose is to predict future popular-
ity of new accounts, we also expect that analysis of early
adopters discovered by our method would also help reveal-
ing what factors are important for new accounts to obtain
links from early adopters, and what factors are important
for users to be good early adopters.
2. RELATEDWORK
In sociology, there has been extensive research on the be-
havior of people in the real world. The results of the research
are also helpful for understanding the behavior of people on
social media. There have been some studies that have shown
that the behavior reported in the past research in sociology
is also observed on social media [7, 12, 6, 15]. One of such
studies on the behavior of people has proposed the concept
of triadic closure for explaining how people behave when
they connect to each other. Our method uses this concept
for inferring which links are created by copying which links.
Recently, there have also been many studies on link pre-
diction in online social network. For example, Liben-Nowell
and Kleinberg [11] was the first to formulate the problem of
link-prediction on social network and they proposed a pre-
diction method based on the proximity of nodes in the net-
work. Zhang et al. [20] proposed a method that estimates
the probability of future links by inferring latent paths of
link propagation in the network. They estimate how impor-
tant each node is as a mediator of link propagation by using
a probabilistic model. Our method is based on a similar
concept of early adopters. Their method, however, requires
multiple snapshots of the network structure at different time
point. On the other hand, our method for estimating the fu-
ture popularity of a given account only requires information
that can be obtained by crawling the neighbors of the tar-
get account in the current snapshot of the network structure.
This is one big advantage of our method.
There have also been many studies on estimation of the
influential power of nodes in social network. For example,
Kwak et al. [9] compared three indicators, PageRank, the
number of followers, and the number of retweets, for the es-
timation of popularity of Twitter accounts, and they showed
that there is a discrepancy between the number of followers
of an account and the popularity of tweets by the account,
which suggests that the number of followers is not an only
major factor of influential power of nodes. Weng et al. [18]
also proposed a method for estimating influential power of
Twitter accounts. Their method is based on the number of
followers, but they also consider the interests of the follow-
ers and compute the probability that each tweet is actually
read by the followers. These two studies focus on influential
power of information sources in information dissemination,
while the early adopter score used in our method indicates
the influential power of nodes in link propagation.
The discovery of early adopters in online community has
been discussed in several studies. Bakshy et al. [2] analyzed
how users adopt new contents in a social network in Sec-
ond Life, and identified early adopters, but also found that
early adopters do not always have significant influence on
the other users. Saez-Trumper et al. [16] proposed a method
of identifying early adopters that also have significant influ-
ence on the others in information network, such as Twitter,
and called such users trendsetters. These studies focused on
temporal relationship of users’ adoption of contents, such as
hashtags and URLs. Goyal et al. [5] also proposed a method
of identifying leaders in online communities whose actions,
e.g., tagging resources or rating songs, are imitated by many
users. On the other hand, we focused on the adoption of new
Twitter accounts, i.e., the creation of new follow links, and
imitation of them by the followers. We showed that the idea
similar to theirs can also be applied to such a type of ac-
tions in order to predict future popularity of new accounts
in Twitter. Another contribution of this paper is to develop
a method of inferring who copied which follow links, the
information which is not immediately available.
3. SCORES FOR PREDICTION
In this section, we define future popularity scores of ac-
counts, which we use for ranking new accounts based on its
prospective popularity, and also define early adopter scores
of accounts, which we use for computing future popularity
scores of their friends. We first define notation used in this
paper. Let G(V,E) be the follow graph of Twitter, where V
is a set of all Twitter accounts, and E is a set of all follow
links among them. 〈u, v〉 ∈ E denotes a follow link from
a user u to a user v. For u ∈ V , Friends(u) denotes the
set of users followed by u, and Followers(u) denotes the set
of followers of u. Similarly, Friends(S) =
⋃
u∈S Friends(u)
and Followers(S) =
⋃
u∈S Followers(u).
3.1 Early Adopter Score: E
We first define early adopter scores of accounts. Let Copy(u)
denote a set of links 〈w, v〉 which a user w who is a follower
of u created by copying a link 〈u, v〉. Figure 1 illustrates an
example of such a link structure. |Copy(u)| takes its max-
imum value when all followers of u imitated all links by u.
Therefore, |Copy(u)| ≤ |Followers(u)| × |Friends(u)|. We
then define I(u), the imitation ratio of u ∈ V , as follows.
Definition 1. The imitation ratio of u:
I(u) =
|Copy(u)|
|Followers(u)| × |Friends(u)|
The numerator is the number of times u was imitated by
its followers. The denominator is the maximum value that
the numerator can take. When the denominator is 0, we
let I(u) = 0. I(u) represents the probability that a link of
u is imitated by its followers. How to infer Copy(u) based
on network structure and three optional factors will be ex-
plained later.
Based on I(u), we define the early adopter score of u. We
define it in two ways, and compare their performance by
the experiment later. Both definitions try to estimate the
expected number of link propagation through u, but they
are based on different assumptions.
The first definition is based on the following assumption.
Suppose a new information source v is newly followed by an
early adopter u. We then expect that each of the follower of
u will follow v independently in the probability I(u). There-
fore, the expected number of new follow links created by
imitating u is |Follower(u)| × I(u).
However, we predict future popularity of an account based
on the current snapshot. Even if a recently created account v
is followed by an account u in the snapshot, if most followers
of u already have links to v in the snapshot, we cannot expect
that many users will newly follow v by imitating 〈u, v〉. In
other words, u is not an “early adopter” compared with its
followers with respect to v. With including this factor in
the computation, we define E1(u, v), the first variation of
an early adopter score of u with respect to v, as follows.
Definition 2. The early adopter score of u with respect
to v (variation 1):
E1(u, v) = I(u)× |Followers(u) \ Followers(v)|
This represents the expected increase of the number of fol-
lowers of v through u.
The second definition of the early adopter score of u is
based on the following assumption. Suppose an information
source v is followed by an early adopter u in the current
snapshot. Some of the followers of u already have links to
v. The other followers of u are not likely to follow v from
now because they have not done so until now. However, the
new followers that u will obtain from now will follow v by
imitating u in the probability I(u). The number of follow-
ers that u will obtain from now are unknown, and we simply
assume that it is a constant n for any u. Under this assump-
tion, the expected increase of the number of followers of v
through u is n× I(u). Because we use early adopter scores
for computing ranking scores of accounts, we can ignore the
constant n, and we define the second variation of the early
adopter score as follows.
Definition 3. The early adopter score of u (variation 2):
E2(u, v) = I(u)
The second parameter v of E2(u, v) is used only for the com-
patibility with the first variation E1(u, v), and is not actually
used in this second variation.
There is another way to interpret E2(u, v). I(u) represents
how good u is as an early adopter. If a new account v is
followed by a good early adopter, we can expect that the
quality of v is high, and therefore, we can expect that it will
have many followers in future, no matter these new followers
would find u through v or not. Therefore, we can simply
use I(u) for computing future popularty scores of accounts
followed by u.
3.2 Future Popularity Score: F
By using the early adopter score defined above, we next
define the future popularity score of an account v. The
simplest way to define it is to sum up the early adopter
scores of all the followers of v:
Definition 4. Sum-based future popularity score of v:
FΣi (v) =
∑
u∈Followers(v)
Ei(u, v)
where i is either 1 or 2. This definition, however, has a
problem when we use E1. E1(u, v) represents the expected
increase of the followers of v through u, and if u1 and u2
have some common followers, simply summing up E1(u1, v)
and E1(u2, v) would double-counts those common followers.
Therefore, we should define FΣ1 (v) in the following way:
Definition 5. Sum-based future popularity score of v (the
second definition):
FΣ1 (v) =
∑
w∈Followers(Followers(v))
P (
∨
u∈Followers(v)
cp(w, 〈u, v〉))
where P (e) is the probability of the event e and cp(w, 〈u, v〉)
is the event that w copies the link 〈u, v〉. That is, we sum up
the probability that a follower w of some follower of v will
follow v by imitating any of the followers of v. We compute
this probability by assuming that events cp(w, 〈ui, v〉) and
cp(w, 〈uj , v〉) are independent for i 6= j and P (cp(w, 〈u, v〉)) =
I(u). According to our experiment, however, the perfor-
mance of FΣ1 (v) in this definition and that of the previous
simpler definition have no significant difference. Therefore,
we use the previous simpler definition for both FΣ1 (v) and
FΣ2 (v).
A disadvantage of these sum-based definitions of future
popularity scores is that it basically gives higher scores to
accounts with many followers. Our purpose is to evaluate
future popularity of new accounts that have not obtained
many followers. Giving higher scores to accounts that al-
ready have many followers contradicts to our purpose.
Another way to define future popularity scores with avoid-
ing that problem is to use g-index [4] instead of sum in the
following way.
Definition 6. G-index-based future popularity score of
v:
F gi (v) = RG({Ei(u, v) | u ∈ Followers(v)})
where i is either 1 or 2 and RG(S) is a function that com-
putes the rational g-index of the set of real numbers S [17].
F gi (v) is a rational g-index of the set of the early adopter
scores of the followers of v. Given a set S of values, its g-
index can be computed by the following procedure. First we
make a list L by sorting values in S in decreasing order. Let
L[i] be the i-th value in L. We then find a maximum g that
satisfies g2 ≤ c×∑i≤g L[i], where c is a parameter, and such
a g is the g-index of S. G-index of a set S is affected only
by largest values in S. G-index of a set only takes natural
numbers, but rational g-index is an extension of g-index to
rational numbers [17].
4. DETECTION OF LINK IMITATIONS
In the previous section, we defined early adopter score and
future popularity score. In order to compute these scores,
however, we first need to know Copy(u), i.e., the set of links
created by imitating a link from u. This information is not
immediately available from Twitter data. In this section,
we propose a method to estimate |Copy(u)|, i.e., the num-
ber of times such imitation has occurred. As explained in
Section 1, we use network structure and the following three
optional factors for it:
• temporal order of creation of links
• link reciprocity
• similarity among interests of users
4.1 Network Structure
Network structure is the most basic information for col-
lecting candidates of links created by imitation. In this pa-
per, we assume a user copies follow links only from his/her
friends. On this assumption, if a link 〈w, v〉 is a copy of
〈u, v〉, there must also be a link 〈w, u〉, i.e., they must form
a triangle shown in Figure 1. We call such a triangle triadic
closure [14]. We first find such triadic closures.
We define a boolean function Structure(u, v, w) that de-
termines if u, v, w ∈ V form a triangle that could be a triadic
closure as follows:
Definition 7. Function determining if u, v, w ∈ V of
G(V,E) forms a valid triangle:
Structure(u, v, w) = (〈u, v〉 ∈ E)∧(〈v, w〉 ∈ E)∧(〈w, u〉 ∈ E)
4.2 Time Order of Link Creation
Triangles satisfying the condition above do not necessarily
correspond to triadic closures. We can further narrow down
the candidates of triadic closures by using three optional
factors. The first factor is temporal order of creation of links.
In the triangle satisfying the condition above, 〈w, v〉 must be
newer than 〈u, v〉 and 〈w, u〉 if w created it by copying 〈u, v〉.
Figure 3: In the triad at left, 〈w, v〉 may be a copy
of 〈u, v〉, but in the triad at right, 〈w, v〉 never be.
The condition can be determined by the order of
u, v in the friend list of w and the order of u,w in the
follower list of v, as shown at middle.
This information can be retrieved from the current Twit-
ter data. Twitter API provides functions that return a list
of followers and a list of friends of a given user. These func-
tions return lists sorted by time when they became follow-
ers or friends from the newest one to the oldest one. Let
idx(v, l) denotes the position of v in the list l. A boolean
function representing whether the triangle satisfies the nec-
essary temporal condition is then defined as follows:
Definition 8. Condition on temporal order of creation
of links in a candidate triangle consisting of u, v, w ∈ V :
Time(u, v, w) =
idx(v,Friends(w)) < idx(u,Friends(w)) ∧
idx(w,Followers(v)) < idx(u,Followers(v))
Figure 3 illustrates examples of valid triangle (left) and
invalid triangle (right). It also shows how we can check the
conditions by the positions of u, v, w in Friends(w) and
Followers(v).
One disadvantage of this optional condition is that we
need to store the time order of friends of w and followers of
v. In addition, surprisingly, this condition does not improve
the performance of our method much, as explained later in
Section 5.
4.3 Reciprocity of Links
Follow links in Twitter can be classified into several types,
such as links to information sources and links to personal
friends. There is also a practice called followback. In Twit-
ter, some users follow back to many of its followers as an
act of courtesy. Among these three types of links, the latter
two are usually reciprocal. Personal friends usually link to
each other [19], and links created by followback are always
reciprocal. On the other hand, links to information sources
are usually non-reciprocal unless the information source is a
type of users who always follow back to all its followers.
In the following, Followersnr (u) denotes the set of non-
reciprocal followers of u, i.e., Followersnr (u) = Followers(u)\
Friends(u). Similarly, Friendsnr (u) denotes the set of non-
reciprocal friends, Friendsnr (u) = Friends(u)\Followers(u).
For the discovery of early adopters, links to information
sources are important. Therefore, we should exclude the
other types of links from the consideration in our method.
Although it is difficult to fully distinguish links to informa-
tion sources from the others, we may be able to improve the
uv
w
Figure 4: Exclusion of reciprocal links from candi-
dates.
precision of our method by excluding (or by giving lower
weights to) reciprocal links because it excludes most of the
other types of links (while it also excludes some links to in-
formation sources). Our experimental result, which will be
shown in Section 5, shows that we can actually improve the
precision by excluding reciprocal links.
Based on the discussion above, we define Nonrec(u, v, w),
the weight of the triad consisting of u, v, w, by the formula
below:
Definition 9. The weight given to a triad of u, v, w:
Nonrec(u, v, w) = v ∈ Friendsnr (u)
In this paper, we simply assign the weight 0 to triads that
have reciprocal links between w and v. In other words, we
exclude reciprocal links from the candidates of links created
by imitation. Figure 4 illustrates this condition. By this
factor, we expect that we can distinguish triadic closures
corresponding to a circle of personal friends and those cor-
responding to imitation of links of early adopters.
4.4 Similarity between Interests of Users
By using the three conditions above, we can narrow down
candidate triads corresponding to link imitation. However,
if there are multiple candidates of the original link for one
link, only one of them was really copied. When we have such
multiple candidates, instead of selecting one of them as the
original link, we assign each of them the probability that it
is really the imitated one.
The simplest way to assign the probability is to assign
equal probability to all the candidates. We also designed
another way to assign probability that is proportional to
the similarity between interests of users, which is the third
optional factor.
In Twitter, various users with various interests publish
or collect information. Early adopters must also have some
specific interests, and each early adopter must be good at
finding new useful information only on some topics. Simi-
larly, users imitating early adopters also have some specific
interests, and they are more likely to imitate early adopters
that have interests similar to theirs. We compute weights
given to each candidates based on these assumptions.
For example, suppose w created a link to v, and there are
multiple candidate users u1, . . . un as the user imitated by
w. Figure 2 illustrates this situation. If the interests of ui
and v are very similar, v is likely to be an information source
on a topic for which ui is a good early adopter. Similarly,
if the interests of w and ui are similar, w is more likely to
imitate ui than other uj whose interests are not similar to
interests of w.
We measure similarity between interests of two users by
the similarity of their sets of friends. Similarity between
u, v ∈ V , denoted by Sim(u, v), is defined as follows:
Definition 10. Similarity between interests of u and v:
Sim(u, v) =
|Friends(u) ∩ Friends(v)|
|Friends(u) ∪ Friends(v)|
The details of how to assign weighted probability to can-
didates is explained in Section 4.5.
4.5 Estimation of Imitation Frequency
Now we explain how we estimate |Copy(u)|, imitation fre-
quency of a user u, with including network structure and the
three optional factors above. We first estimate the proba-
bility that a follow link 〈w, v〉 was created by imitating the
link 〈u, v〉, denoted by P〈w,v〉(u), by the formula below:
Definition 11. The probability that the link 〈w, v〉 ∈ E
is a copy of 〈u, v〉 ∈ E:
P〈w,v〉(u) =
p〈w,v〉(u)∑
x∈V p〈w,v〉(x)
where
p〈w,v〉(x) =Structure(x , v ,w)× Time(x , v ,w)×
Nonrec(x, v, w)× Sim(x, v)× Sim(w, x)
The formula above corresponds to the case where we use
all three optional factors. When we do not use some of them,
we simply remove terms corresponding to them from the for-
mula. The Boolean values of Structure(x, v, w), Time(x, v, w),
and Nonrec(v, u, w) are interpreted as 1 or 0, and they are
used to give the score 0 to accounts that cannot be the one
that were imitated. Sim(x, v) and Sim(w, x) are used to
give proper weights to multiple candidates.
We then estimate |Copy(u)|, required for the computation
of the final early adopter scores, as follows:
Definition 12. CF (u), the expected value of |Copy(u)|:
CF (u) =
∑
〈w,v〉∈E
P〈w,v〉(u)
We estimate the expected value of the number of times u was
imitated by summing the probability that each candidate
link is a copy of the link of u.
4.6 Algorithms
We have designed two algorithms to compute early adopter
scores of the followers of the given new accounts. The first
one computes early adopter scores of all accounts in the
graph by exactly following the definition above. For each
follow link in the given graph, we collect candidate links that
can be the original of the link, and give the owner of each
link the probability that it is the original. At each account,
these given probabilities are accumulated. By summing up
all these probability values given to a user u, we obtain the
expected value of |Copy(u)|. This algorithm is shown in
Algorithm 1.
This algorithm evaluates c〈w,v〉(u) for O(md) times where
m is the number of edges in the graph and d is the de-
gree of nodes. When we use no optional factors, we actu-
ally do not need to compute c〈w,v〉(u) in Algorithm 1 be-
cause it always returns 1 given that 〈w, v〉 ∈ E and u ∈
Algorithm 1 Computing Early Adopter Scores of All Nodes
CF (u) := 0 for all u ∈ V
for all 〈w, v〉 ∈ E do
U := Followers(v) ∩ Friends(w)
s := 0
for all u ∈ U do
c[u] := c〈w,v〉(u)
s := s+ c[u]
end for
for all u ∈ U do
CF (u) = CF (u) + c[u]/s
end for
end for
return CF (u) for all u ∈ V
Followers(v) ∩ Friends(w). Therefore, the time complexity
of this algorithm is in O(md) in that case, if we assume
Followers(u) and/or Friends(u) are stored in a hash table.
Even if we include the factor Nonrec, we can simply skip the
loop for such 〈w, v〉, and the complexity of the algorithm is
still in O(md). According to our experiments, which will be
explained later, the other two factors are not actually useful,
so the time complexity of our best method is in O(md).
The algorithm above computes early adopter scores for all
nodes, but when we only want to compute a future popular-
ity score of one new account, we only need to compute early
adopter scores of its followers. For such cases, we designed
another algorithm to compute the early adopter score of a
given user u. We omit the details, but it simply collects
all candidate triadic closures by retrieving all the friends of
the followers of u, and checking if they are friends of u. Its
time complexity is in O(d3), and therefore we can compute
the future popularity score of a given account in O(d4). Ac-
cording to our experiment, however, this algorithm can be
slower even when we need to compute early adopter scores
only for less than a thousand of nodes.
4.7 Extension to a Recursive Method
The method explained above computes the future popu-
larity score of an account based on the early adopter scores
of its direct followers. We can easily extend this method to
a recursive method based on various infection models.
As explained before, E1(u, v) represents the expected num-
ber of link propagation from u to its followers and E2(u, v)
represents the probability that links are propagated from
u to its followers. We can interpret them as the propaga-
tion probability of a disease, and can run some algorithms
that predict how many users will be infected starting from a
given infected user. We tested such recursive versions of our
method by using some simple algorithms, in our experiment,
such recursive method did not improve the performance of
our method. We will investigate this problem in our future
research.
5. EXPERIMENT
In this section, we evaluate our method by the experiment
on the Twitter data set. We first explain the data set used in
our experiment and the procedure of our experiment. After
that, we will explain the baseline methods with which we
compared our methods. Finally, we show and discuss the
results of the experiment.
5.1 Data Set
We use the snapshot of a part of Twitter follow graph cre-
ated by Rui et al. in May 2011 [10]. This data set was pro-
duced by random crawling of follow links starting from ran-
domly selected 100,000 users. In this graph, |V | = 21, 604, 165
and |E| = 284, 885, 001. We denote this network byD11(V,E)
in order to distinguish it from another network explained
later.
We extracted all accounts in D11 that were within two
weeks, three weeks, and four weeks from its creation date,
and that had at least 10 followers, 20 followers, and 30 fol-
lowers at the time of D11. Let T
2
10, T
2
20, T
2
30, T
3
10, T
3
20, T
3
30,
T 410, T
4
20, T
4
30 denote these data sets. Therefore, T
x
30 ⊆ T x20 ⊆
T x10 and T
2
x ⊆ T 3x ⊆ T 4x . Their size is shown at the top of
Table 1.
5.2 Procedure of Experiment
We run our experiment in the following procedure:
1. For all accounts in the data set, we estimated their fu-
ture popularity by our methods and by various baseline
methods, and produce a list of accounts sorted in the
order of their estimated future popularity.
2. We used the number of their non-reciprocal followers
as of May 2015, which we denote FW2015nr (u), as the
true future popularity of the information sources, and
produce a list of accounts sorted in that order.
3. We compare the list produced by each estimation method
and the list based on FW2015nr (u). For the comparison,
we used Spearman’s rank correlation coefficient (ρ)
and the normalized discount cumulative gain (nDCG).
Spearman’s ρ reflects the accuracy of the whole esti-
mated ranking, while nDCG only reflects the accuracy
of the top part of the estimated ranking.
5.3 Tested Proposed Methods
In Section 3, we showed two definitions of early adopter
scores, E1(u, v) and E2(u, v), and we also showed two ways
to calculate future popularity scores, FΣi and F
g
i . We also
have three optional factors in the estimation of |Copy(u)|,
and there are eight combinations of them. In total, we have
32 combinations of them and we compared them in our ex-
periment. In this paper, however, we omit the result of the
methods that use temporal order of links because it did not
improve the accuracy of our method, and also because of the
spece limitation.
In the following, r denotes the option of link reciprocity,
and s denote the option of similarity between users. For ex-
ample, FΣ2 (r) represents our method using E2(u, v), F
Σ
i (v),
and only link reciprocity option.
The parameter c for g-index was hand-tuned to the follow-
ing values in each case. E1: 50000, E1 + r: 100000, E1 + s:
50000, E1+r, s: 50000, E2: 1, E2+r: 10, E2+s: 1, E2+r, s:
10.
5.4 Baseline Methods
We next explain the baseline methods we compared and
their parameters.
Followers (FW): It measures the future popularity of new
accounts by the number of their current followers in May
2011.
data set T 410 T
3
10 T
2
10 T
4
20 T
3
20 T
2
20 T
4
30 T
3
30 T
2
30 Tˆ
4
10 Tˆ
3
10 Tˆ
2
10 Tˆ
4
20 Tˆ
3
20 Tˆ
2
20
data size 6921 3270 1515 2259 1005 431 979 396 165 2249 1009 415 709 314R 123
FW 0.18 0.20 0.23 0.15 0.12 0.07 0.19 0.18 0.00 0.19 0.19 0.19 0.20 0.20 0.19
FWnr 0.11 0.07 0.08 0.02 0.01 -0.01 0.00 -0.03 -0.01 0.07 0.10 0.08 0.00 0.03 -0.03
FR 0.19 0.25 0.31 0.24 0.20 0.22 0.33 0.30 0.35 0.26 0.24 0.23 0.34 0.37 0.53
FRnr 0.04 -0.05 -0.04 -0.05 0.01 0.04 -0.05 -0.04 -0.05 0.02 0.09 0.13 -0.09 0.02 0.08
HITS 0.15 0.11 0.10 0.11 0.13 0.10 0.04 0.07 0.08 0.13 0.16 0.12 0.12 0.11 0.02
HITSnr 0.26 0.27 0.31 0.30 0.30 0.35 0.38 0.38 0.46 0.33 0.31 0.33 0.41 0.45 0.61
PR 0.20 0.15 0.13 0.20 0.15 0.14 0.24 0.19 0.25 0.16 0.14 0.14 0.21 0.19 0.26
PRnr 0.16 0.12 0.09 0.21 0.17 0.20 0.30 0.27 0.32 0.21 0.19 0.22 0.30 0.35 0.51
ADΣ -0.06 -0.08 -0.08 -0.17 -0.21 -0.27 -0.18 -0.24 -0.26 -0.12 -0.10 -0.15 -0.22 -0.28 -0.40
ADµ -0.21 -0.17 -0.13 -0.30 -0.38 -0.46 -0.27 -0.37 -0.50 -0.27 -0.31 -0.31 -0.35 -0.50 -0.54
F1 Σ - 0.30 0.27 0.29 0.24 0.25 0.27 0.23 0.23 0.32 0.28 0.32 0.36 0.29 0.32 0.40
r 0.36 0.35 0.38 0.32 0.32 0.38 0.34 0.36 0.46 0.35 0.36 0.39 0.38 0.42 0.57
s 0.30 0.26 0.28 0.24 0.25 0.27 0.21 0.22 0.31 0.28 0.32 0.36 0.28 0.31 0.42
r s 0.35 0.33 0.36 0.29 0.30 0.36 0.32 0.33 0.44 0.32 0.33 0.38 0.34 0.38 0.55
g - 0.30 0.28 0.31 0.27 0.27 0.31 0.25 0.24 0.35 0.29 0.31 0.36 0.31 0.34 0.43
r 0.35 0.34 0.37 0.31 0.32 0.36 0.33 0.35 0.46 0.35 0.35 0.38 0.36 0.41 0.53
s 0.30 0.28 0.30 0.27 0.27 0.30 0.24 0.22 0.29 0.29 0.31 0.37 0.30 0.33 0.44
r s 0.35 0.32 0.35 0.31 0.32 0.37 0.32 0.33 0.43 0.33 0.33 0.37 0.35 0.37 0.52
F2 Σ - 0.39 0.37 0.39 0.36 0.37 0.42 0.34 0.32 0.40 0.39 0.40 0.44 0.44 0.50 0.62
r 0.39 0.39 0.41 0.39 0.39 0.45 0.40 0.38 0.47 0.39 0.39 0.43 0.46 0.52 0.64
s 0.38 0.37 0.38 0.36 0.36 0.41 0.33 0.31 0.38 0.38 0.39 0.43 0.43 0.48 0.61
r s 0.39 0.38 0.40 0.38 0.38 0.45 0.39 0.37 0.47 0.38 0.38 0.42 0.45 0.50 0.64
g - 0.38 0.36 0.37 0.35 0.36 0.39 0.31 0.30 0.37 0.42 0.45 0.47 0.43 0.49 0.58
r 0.39 0.38 0.41 0.38 0.38 0.44 0.38 0.37 0.45 0.39 0.39 0.43 0.45 0.51 0.63
s 0.38 0.36 0.36 0.35 0.36 0.40 0.31 0.31 0.38 0.42 0.45 0.47 0.42 0.46 0.58
r s 0.39 0.38 0.40 0.38 0.38 0.44 0.38 0.36 0.45 0.38 0.39 0.42 0.45 0.50 0.63
LR 0.43 0.43 0.46 0.43 0.45 0.50 0.45 0.46 0.58 0.47 0.50 0.50 0.52 0.57 0.65
Table 1: Spearman’s ρ between FW2015nr and each method. FW to ADµ are baseline methods, F1 and F2 are
our methods, and LR is the logistic regression combining some baseline methods and our methods. T denotes
data sets including both active and non-active users. Tˆ denotes data sets only including active users. For
each data set, the best scores among the baseline methods and the best score among 16 variations of our
method are shown in bold fonts. The best scores among both of them are also underlined. A variation of our
method FΣ2 (r) outperforms the baseline methods except for T
2
20 and T
2
30. Notice that F
Σ
2 (r) outperforms the
baseline methods even for Tˆ x10, where the score of F
Σ
2 (r) are not in bold fonts simply because F
g
2 was the best
among our methods.
Nonreciprocal followers (FWnr): It measures it by the
number of their non-reciprocal followers in May 2011. As
explained in Section 4.3, non-reciprocal follow links are likely
to be links to information sources.
Friends (FR): It measures it by the number of friends in
May 2011.
Nonreciprocal friends (FRnr): It measures it by the
number of their non-reciprocal friends in May 2011.
HITS: It computes authority scores and hub scores of ac-
counts [15], and use the authority score as the indicator of
future popularity. In this experiment, we set the number of
iterations to 10, with which the scores sufficiently converged.
Nonreciprocal HITS (HITSnr): The same as HITS, but
it computes authority and hub score on the graph consisting
only of non-reciprocal links. The number of iterations is 10,
with which the scores sufficiently converged.
PageRank (PR): It estimates the future popularity by
using PageRank score [13]. In this experiment, we set the
damping factor d = 0.9 and number of iterations to 100,
with which the scores sufficiently converged.
Nonreciprocal PageRank (PRnr): The same as PageR-
ank, but it computes PageRank scores on the graph consist-
ing only of nonreciprocal links. We set the damping factor
d = 0.9 and the number of iterations is 100, with which the
scores sufficiently converged.
Adamic/Adar (ADΣ, ADµ): It estimates the future pop-
ularity of v by estimating the probability of new links to v
from other nodes based on Adamic/Adar index [1]. Given
an account v, we collect all its friends, and also all the follow-
ers of those friends. Then we compute Adamic/Adar index
for v and all these followers with regarding their common
friends as the common items. The ordinary Adamic/Adar
sums all the obtained index values, but we compared both
summation and average.
5.5 Result and Discussion
We next analyze and discuss the results of our experiment.
We first analyze the correlation between the ranking lists
based on FW2015nr and each method by Spearman’s ρ. The
left half of Table 1 lists the ρ values between FW2015nr and
each method. In each column in Table 1, the best scores
among the baseline methods and the best score among the
16 variations of our method are shown in bold fonts.
Among the baselines, FW and FR achieved higher cor-
relation than those without reciprocal links. On the con-
trary, HITS and PR without reciprocal links achieved higher
correlation than those with reciprocal links. Among them,
HITSnr was the best, and PRnr follows. These methods
have higher correlation for the data set including accounts
with more followers.
On the other hand, AD methods have negative correlation,
and ADµ has, surprisingly, high negative correlation, which
means it is a good index for predicting future popularity
of accounts. It also has higher correlation for the data set
including accounts with more followers.
However, our method, especially FΣ2 (r) achieves even higher
correlation except for two cases for the data set T 220 and T
2
30.
Our method is outperformed by ADµ in these cases, where
the data set includes accounts that have already obtained
many followers (more than 20 or 30) within a short time (2
weeks). This suggests that our method is especially good at
the discovery of accounts that start with a fewer followers,
but then become popular later.
We performed some error-analysis, and the result shows
that the main factor lowering the accuracy of all the com-
pared methods is the existence of many accounts that had
some followers in D11 but are inactive or deleted as of 2015.
Therefore, we also created data sets Tˆ that include only
accounts that are active as of 2015. The right half of Ta-
ble 1 shows the result on these data sets. In thes data sets,
we again outperforms baselines, and achieves higher accu-
racy than for T , i.e., the data set including inactive users.
This suggest that we should combine our method with some
method that predict if a given account will last long or not.
Notice that FΣ2 (r) outperforms the baseline methods in all
cases although their scores are not in bold fonts in some
cases where they are outperformed by F g2 .
Figure 5 show scatter diagrams between FW2015nr and each
method that showed high correlation, i.e., HITSnr , ADµ,
FΣ2 (r), for the data set T
2
10 (left) and T
4
20 (right). In the
scatter diagrams for HITSnr , there are a horizontal row of
points near the bottom. They are accounts that had no
non-reciprocal followers in D11. The methods that use non-
reciprocal links achieves higher ρ values, but they also have
this problem.
In Figure 5, the diagram for ADµ and T
4
20 shows that they
are mainly good at distinguishing the least popular accounts
while FΣ2 (r) is good at both the most popular accounts and
the least popular accounts. In order to examine these as-
pects in more detail, we also compared baseline methods and
our methods by the normalized discount cumulative gain
(nDCG). nDCG is a measure of ranking quality, and takes
value in the range of [−1, 1]. In nDCG, accuracy of the top
part of a ranking is more important than the lower part.
nDCG@k is a measure that computes nDCG only for top
k in the ranking. We calculated nDCG@k of each method
with various k for some data set. Table 2 shows the result.
The best scores among the baselines and those among our
methods are shown in bold fonts, and the best score among
both of them are also underlined.
Among the baselines, HITSnr , PRnr , and ADµ have high
scores for some cases. In this comparison, our method does
not achieve as good performance as these baselines. It is
mainly because top-ranked accounts were already popular
at 2,3,4 weeks after the creation. This again suggests that
our method is mainly good at detecting accounts that are
not popular now but will be popular later.
We also calculated the correlation between our methods
and baseline methods. Figure 3 shows the result. This result
shows that there are very low correlation between the good
baseline methods, such as HITSnr and ADµ, and our best
methods. This suggest that we can achieve better perfor-
mance by combining these methods. Following this observa-
Figure 5: Scatter diagram for HITSnr , ADµ, F
Σ
2 (r),
which had high ρ value, for T 210 (left) and T
4
20 (right).
The horizontal row of points near the bottom in
the daigram for HITSnr corresponds to the accounts
that had no non-reciprocal followers in D11.
tion, we tested the logistic regression combining the methods
that showed high correlation in this experiment. We learned
weight parameter for each combined method and evaluated
their results by 10-fold validation. Table 4 shows the result.
Both FΣ1 and F
Σ
2 were given high β values, which means
they highly contribute the result. All p values are small
enough, which shows this result is stasistically reliable.
The accuracy of this combined method is shown at the
line LR at the bottom of Table 1. This method achieves the
best accuracy in all cases.
6. CONCLUSION
In this paper, we proposed a method of predicting future
popularity of new Twitter accounts. Our approach is based
on the concept of early adopters. Early adopters are users
that can find new useful information sources earlier than
other users. Even if a new account currently has only a few
followers, if the followers are good early adopters, we expect
the new account will have many followers in future. We find
early adopters based on the frequency of link imitation, i.e.,
how often their follow links are imitated by their followers.
We, therefore, need information on who imitated which links
in order to find early adopters, but that information is not
data set T 410 T
3
10 T
2
10
nDCG@k @10 @20 @50 @100 @10 @20 @50 @100 @10 @20 @50 @100
FW 0.05 0.04 0.05 0.05 0.19 0.17 0.15 0.18 0.03 0.06 0.11 0.11
FWnr 0.08 0.15 0.14 0.16 0.07 0.07 0.14 0.15 0.17 0.17 0.18 0.18
FR 0.02 0.02 0.03 0.03 0.17 0.15 0.14 0.14 0.01 0.01 0.03 0.05
FRnr 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01
HITS 0.00 0.02 0.02 0.03 0.11 0.10 0.09 0.10 0.01 0.01 0.02 0.03
HITSnr 0.19 0.19 0.18 0.19 0.13 0.14 0.18 0.20 0.25 0.27 0.29 0.30
PR 0.07 0.07 0.07 0.13 0.23 0.24 0.23 0.24 0.12 0.12 0.17 0.20
PRnr 0.17 0.16 0.18 0.18 0.02 0.06 0.11 0.15 0.11 0.14 0.16 0.17
ADΣ 0.07 0.13 0.14 0.14 0.20 0.22 0.21 0.20 0.25 0.24 0.23 0.24
ADµ 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.02 0.00 0.01 0.02 0.06
F2 Σ - 0.03 0.05 0.09 0.11 0.21 0.18 0.25 0.25 0.13 0.16 0.16 0.16
r 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.06
s 0.06 0.06 0.05 0.05 0.19 0.16 0.15 0.16 0.03 0.03 0.04 0.09
r,s 0.06 0.13 0.14 0.15 0.12 0.14 0.17 0.17 0.22 0.21 0.20 0.22
g - 0.02 0.02 0.02 0.02 0.02 0.01 0.02 0.05 0.03 0.03 0.04 0.11
r 0.06 0.11 0.13 0.14 0.07 0.10 0.13 0.15 0.16 0.19 0.18 0.19
s 0.00 0.00 0.01 0.02 0.01 0.01 0.03 0.03 0.02 0.05 0.05 0.08
r,s 0.05 0.04 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03
Table 2: nDCG@k by each methods where gain is FW2014nr . Each column shows values of k, and the bold
entries are highest score among the baseline methods and among the variations of our method. The best
scores among both of them are also underlined.
FW FWnr FR FRnr HITS HITSnr PR PRnr ADΣ ADµ F
Σ
2 F
Σ
2 (r) F
Σ
2 (s) F
Σ
2 (r, s)
FW 1.00 0.16 0.69 0.18 0.57 0.13 0.32 0.19 0.65 0.31 0.52 -0.01 0.60 0.35
FWnr 1.00 -0.08 0.03 0.15 0.82 0.12 0.87 -0.03 -0.08 0.08 -0.02 0.09 0.10
FR 1.00 0.71 0.57 -0.05 0.36 -0.03 0.78 0.27 0.47 0.11 0.51 0.36
FRnr 1.00 0.32 0.05 0.25 0.04 0.47 0.06 0.21 0.14 0.20 0.22
HITS 1.00 0.07 0.35 0.16 0.64 -0.07 0.22 -0.11 0.30 0.05
HITSnr 1.00 0.15 0.74 -0.15 -0.18 0.28 0.25 0.26 0.34
PR 1.00 0.12 0.20 -0.06 0.37 0.21 0.37 0.37
PRnr 1.00 -0.04 -0.10 0.18 0.09 0.18 0.18
ADΣ 1.00 0.46 0.02 -0.41 0.11 -0.12
ADµ 1.00 -0.08 -0.34 -0.02 -0.16
FΣ2 1.00 0.81 0.97 0.93
FΣ2 (r) 1.00 0.71 0.85
FΣ2 (s) 1.00 0.87
FΣ2 (r, s) 1.00
Table 3: Spearman’s ρ between each methods. Our best methods and the best baseline methods have low
correlation, which suggests that they are complementary to each other.
Method β p
(Intercept) -1.23115 < 2.0× 10−16
HITS 0.46882 1.21× 10−6
HITSnr 1.13858 1.21× 10−11
ADµ -1.01902 < 2.00× 10−16
FΣ1 r 0.99312 5.77× 10−15
FΣ2 r 0.98678 2.40× 10−11
Table 4: Result of logistic regression LR for T 410.
Both FΣ1 r and F
Σ
2 r highly contribute to the result.
immediately available from the current Twitter graph. We
developed a method that infer it by using four factors: net-
work structure, temporal order of creation of links, similarity
between interests of users, and reciprocity of links.
We evaluated the performance of our approach by estimat-
ing future popularity of new Twitter accounts, and compar-
ing the result with the number of followers they actually
obtained later. The results show that our approach achieves
higher accuracy in the prediction of future popularity of new
information sources than various baseline methods. Our ap-
proach outperforms the baselines especially for users that
were not popular at the time of prediction. It means our
approach is more useful when we want to find new informa-
tion sources that are not popular now but will be popular
in future. Because the result of our method and the best
baseline method have low correlation, we also tested logis-
tic regression combining our method and the best baseline
methods, and it achieves even higher accuracy.
In this paper, we focus on the identification of early adopters,
but another interesting issue is what kind of properties these
early adopters have, and what makes them good early adopters.
In future work, we will analyze early adopters identified by
our method, and clarify why they can find new good infor-
mation sources earlier than others, and why they are imi-
tated by many users.
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