Introduction
Most applications of wireless sensor networks (WSN) rely on the accurate localization of the network nodes [Patwari et al., 2005] . In particular, for network-based navigation and tracking applications it is usually assumed that the sensors, and possibly any data fusion centers (DFCs) in charge of processing the data collected by the network, are placed at a priori known locations. Alternatively, when the number of nodes is too large, WSNs are usually equipped with beacons that can be used as a reference to locate the remaining nodes [Sun et al., 2005] . In both scenarios, the accuracy of node localization depends on some external system that must provide the position of either the whole set of nodes or, at least, the beacons [Patwari et al., 2005] . Although beacon-free network designs are feasible [Sun et al., 2005 , Ihler et al., 2005 , Fang et al., 2005 , Vemula et al., 2006 , they usually involve complicated and energy-consuming local communications among nodes which should, ideally, be very simple. In this paper, we address the problem of tracking a maneuvering target that moves along a region monitored by a WSN whose nodes, including both the sensors and the DFCs, are located at unknown positions. Therefore, the target trajectory, its velocity and all node locations must be estimated jointly, without assuming the availability of beacons. We advocate an approach that consists of three stages: initialization of the WSN, target and node tracking, and data fusion. At initialization, the network collects a set of data related to the distances among nodes. These data can be obtained in a number of ways, but here we assume that each sensor node is able to detect, with a certain probability of error, other nodes located nearby and transmit this information to the DFCs. These data are then used by the DFCs to acquire initial estimates of the node positions. An effective tool to perform this computation is the accelerated random search (ARS) method of [Appel et al., 2003] , possibly complemented with an iterated importances sampling procedure [Cappé et al., 2004] to produce a random population of node positions approximately distributed according to their postrior probability distribution given the available data. This approach is appealing because it couples naturally with the algorithms in the tracking phase. We propose to carry out target tracking by means of sequential Monte Carlo (SMC) methods, also known as particle filters (PFs) [Doucet et al., 2000 , 2001 , Crisan & Doucet, 2002 , Djurić et al., 2003 , Ristić et al., 2004 , Bolić et al., 2005 , which recursively track the target position and velocity, as well as improve node positioning, with the generation of new data by the WSN. We should remark that the treatment of unknown (random) fixed parameters, such as the sensor positions are in our framework, using PFs is still an open problem. We propose two algorithms that tackle this dificulty. The first one is based on the auxiliary particle filtering (APF) methodology [Pitt & Shephard, 2001 , Liu & West, 2001 ] and the second one follows the density-assisted strategy of [Djurić et al., 2004] . The data fusion stage deals with the combination of the outputs produced by different DFCs in order to produce improved estimates of both the target state and the WSN node locations. Again, we investigate two approaches. Both of them are aimed at the coherent combination of the estimates produced by individual DFCs but differ in the amount of information that they use and the requirements imposed on the WSN communication capabilities. The most complex technique theoretically yields asymptotically optimal Bayesian estimation of the target state and the node locations (hence, optimal fusion) with distributed computations, but at the expense of making all data available to all DFCs. It is based on the parallelization of PFs as addressed in [Bolić et al., 2005 , Míguez, 2007 . The remaining of the paper is organized as follows. After a brief comment on notation, Section 2 is devoted to a formal description of the system moel. A general outline of the proposed scheme is given in Section 3. Sections 4, 5 and 6 are devoted to the procedures proposed for initialization, tracking and data fusion, respectively. In Section 7 we show some illustrative simulation results. Finally, the main results are summarized in Section 8.
Notation
Scalar magnitudes are denoted as regular letters, e.g., N x, . Vectors and matrices are denoted as lower-case and upper-case bold-face letters, respectively, e.g., vector x and matrix X. We use ) (⋅ p to denote the probability density function (pdf) of a random magnitude. This is an argument-wise notation, i.e., ) (x p denotes the pdf of x and ) ( y p is the pdf of y, possibly different. The conditional pdf of x given the observation of y is written as
. Sets are denoted using calligraphic letters, e.g., Q . Specific sets built from sequences of elements are denoted by appropriate subscripts, e.g.,
System model
We assume that the target moves along a 2-dimensional region 
is a transition matrix that depends on the observation period, T , and
www.intechopen.com x , has a known prior probability density function (pdf 
, on the 2-dimensional region monitored by the WSN.
During the network startup, each sensor detects any other nodes located within a certain range, 0 > u S . In particular, the n-th sensor builds up an
binary random variable with probability mass function (pmf)
is the distance between the n-th and k-th sensors and
is the function that yields the probability of detection. At time 0, these decisions are broadcast to the DFCs and we collect them altogether in the During the normal operation of the network, the n-th sensor periodically measures some distance-dependent physical magnitude related to the target. The measurement obtained by the n -th sensor at discrete-time We assume that the DFCs are equipped with communication devices more sophisticated than those at the sensor nodes and, as a consequence, it is feasible to exchange data among the DFCs. In particular, during network startup one DFC collects a set of 
Proposed scheme
The proposed method consists of three stages, that we outline below. [Liu & West, 2001] . A special feature of this technique is that it adaptively approximates the high dimensional posterior pdf of the sensor positions using a sequence of kernel mixtures. The second algorithm relies on the density-assisted (DA) approach of [Djurić et al., 2004] to approximate the posterior density of the sensor positions using a parametric familiy of pdf's. An advantage of this procedure is that it enables the analytical integration of the target velocity, thus reducing the sampling space dimension [Chen & Liu, 2000] . Stage 3. Fusion of estimates: Both the APF and the DA tracking algorithms can either be run independently in separate DFCs (an using only the data available at each DFC) or be designed as a single global algorithm (that needs to use all the data available through all DFCs) implemented in a distributed way. The computational complexity is similar in both cases but the second approach imposes stringent communication requirements on the network. If the tracking algorithms are run independently, using different observation sets at each DFC, we propose a mechanism for fusing the resulting Nc estimates that combines them coherently into a single point estimate. We must note that estimates produced by different DFCs with different data cannot by simply averaged because the available observations (both y 1:t and Z 0:t ) are insensitive to the angles between the target and the sensors or the sensors and the DFCs. Therefore, it is necessary to take one track estimate as a reference (e.g., the one produced by DFC 1) and adjust the others by means of rotations only to minimize the mismatch. If the tracking algorithms use the same set of observations in all DFCs, then it is possible to apply methods por the implementation of a single PF whose computations are distributed (parallelized) among the available DFCs. This is done by applying the techniques in [Bolić et al., 2005] and [Míguez, 2007] . With this approach each DFC transmits its z n,t , n∈{1,..., N c }, to all other DFCs but, in exchange, it theoretically guarantees an asymptotically optimal Bayesian estimation of the target state and sensor positions by a simple linear combination of the estimates produced by the N c DFCs.
Initialization

Point estimation
As a first step, we obtain point estimates of the node locations, including the DFCs, t=0. An accurate estimation of the DFC positions is of utmost importance, since they will be kept fixed in subsequent stages. Therefore, we propose to compute MAP estimates of the locations Problems (5) and (6) do not have closed form solutions in general. However, they can be numerically solved, with high accuracy, using the accelerated random search (ARS) algorithm [Appel et al., 2003] . ARS is a Monte Carlo technique for global optimization that enjoys a fast convergence rate and a simple implementation. The algorithm is described, for a general setup, in Table 1 . [Cappé et al., 2004] . In the first iteration, particles are drawn from independent complex Gaussian proposals built from the ARS estimates and a fixed variance,
with weights
After the (k-1)-th iteration, the weighted particles are
and importance sampling for the k-th iteration is performed as 
If the algorithm is iterated N times, we obtain a sample of equally-weighted particles 
Tracking
In the second stage, the aim is to track the sequence of target states, x t , and improve the estimation of the sensor positions, , are available for the algorithm. This means that z n,t must be transmitted from DFC n, where it is collected, to all other DFCs. Note, however, that we can derive the proposed algorithms in the alternative scenario in which only z n,t is available at the n -th DFC by simply substituting Z 0:t by z n,0:t in the proposed procedures. Indeed, we will assess the performance of the PFs in the two scenarios in Section 7.
Auxiliary particle filter
As a first approach, we propose to use an APF algorithm based on [Liu & West, 2001 ]. The APF is a recursive algorithm that generates a sequence of discrete probability measures, denoted
, that approximate the posterior pdf's of the unknowns, i.e., for The variances, in turn, are found as (14) is equal to the corresponding mean and marginal variance given by the weights [Liu & West, 2001] .. One difficulty with the approximations (13) and (14) is that they involve mixtures of a typically large number (M) of pdf's. We avoid this limitation by incorporating a discrete auxiliary random variable } {1,..., M ∈ that indicates the terms in (13) and (14) Using (21) we can easily draw particles and compute weights by applying the principle of importance sampling (IS) [DeGroot & Schervish, 2002] .. In particular, we define a suitable importance function, or proposal pdf, Table 2 for the details) that we use for drawing new particles and then update the weights as Resampling steps must also be applied (although not necessarily at each t) to avoid weight degeneracy [Doucet et al., 2000] [Kalman, 1960] . To be specific, let us note that the pair of equations jointly given by (1) 
by combining the outputs of the KF's, hence the name MKF. This methodology was applied to generic tracking problems in [Gustafsson et al., 2002] . Unfortunately, the standard MKF algorithm does not provide means to properly handle the unknown sensor positions To overcome this limitation, we resort to the DA-PF scheme of [Djurić et al., 2004] . The basic probabilistic relationship that we exploit to derive the new algorithm is obtained by means of the Bayes theorem and the repeated decomposition of conditional probabilities, namely denote the estimates computed at the n-th DFC. We wish to combine all available estimates coherently to obtain an improved estimator. However, we must take into account the possibility that n -th DFC estimates may be rotated around the location c n , as a consequence of the insensitivity of the observations y t and z n,t to the angle between r t and s k , k=1,..., N s , and the angle between s k and c n , respectively. In order to correct any possible rotation and gurantee the computation of a coherent average of the available estimates, we propose the following fusion rule for the overall target and sensor position estimator, 
where L t >0 is a delay lag and 1 = − j . Problem (46) can be solved using the ARS algorithm described in Section 4.
Distributed implementation of PFs
In this section we describe how a centralized PF can be implemented in a distributed manner, such that each DFC updates a distinct subset of particles and generates individual estimates that can subsequently be combined optimally. For this approach to be formally sound, we require that all observations (in particular, the sequence Z 0:t ) be available to all DFCs. If this is not the case, the fusion tchnique described here can still be used, but it becomes an approximation and optimality cannot be claimed. We propose to use the resampling with non-proportional allocation (RNA) method of [Bolić et al., 2005 , Míguez, 2007 7 to distribute the MKF tracking algorithm over the N c DFCs. Let us split the overall particle set In the basic RNA scheme, an independent MKF algorithm (40)- (41) is run for each subset t n, Ω (i.e., for each DFC). This means that resampling is carried out locally (using any desired method) at each DFC and estimates are also computed locally, in such a way that only the local estimates and the sum-weights need to be transmitted to the DFC in charge of the fusion stage. One limitation of this approach is that when the subset sizes, M n , n=1,..., N c , are not large enough, some particle filters may get relatively impoverished [Míguez,2007] , i.e., it may eventually happen that, for some n,
, for all n k ≠ . In such a case, the corresponding n -th DFC becomes 'useless', since its local estimates are essentially irrelevant for the computation of the global estimates. A solution to this phenomenon (equivalent to the weight degeneracy in standard particle filters [Doucet et al., 2000] ) is to periodically perform a local exchange (LE) of a small number of particles between pairs of DFCs. We propose a simple implementation of LE in which L<min n {M n } particles from DFC n are transmitted to DFC n+1, for n=1,..., N c -1 and L particles from DFC N c are transmitted to DFC 1, i.e., particles are exchanged in a ring configuration.
Simulations
In order to provide illustrative numerical results, we have particularized the model of Section 2 to a network of power-aware sensors. Specifically, the measurement function , with the parameters already described for the sensors, the probability of detection is , 10 respectively, using the available data at time t=0 and the ARS algorithm. It is observed that MAP estimation using the obervations in the initialization stage can be very accurate. However, the simulation results also illustrate the ambiguity in position estimation that arises due to the insensitivity of the available measurements to rotations. The plot shows that the estimation of node locations near the origin (where angle errors have little effect) is clearly more accurate than for nodes placed far away from the 0 point, where rotation errors cause an apparent shift of the estimates with respect to the true values. Fig. 1 . Example of node MAP position estimation at the initialization stage using the ARS algorithm. The phenomenon of rotation ambiguity (due to the angle insensitivity of the available measurements) can be clearly observed for nodes located far from the 0 (origin) point.
Next we turn attention to the performance of the schemes that use independent PFs at separate DFCs and employ the proposed angle correction method to fuse the N c available estimates coherently, as described in Section 6.1. We recall that, in this scenario, the observations available to the PF in the n-th DFC during the tracking stage are Figure 2 (left) shows the mean absolute target position error attained with the APF and MKF algorithms in this scenario. These results are the average of 500 independent simulation trials. The APF technique turns out to be clearly superior and outperforms the MKF method by ≈0.6 m of accuracy. This means that the improved importance function employed by the APF algorithm (which takes into account y t and z n , t when drawing the particles at time t) www.intechopen.com provides an error reduction superior to the analytical integration of the velocity process carried out by the MKF method. We must remark that the position errors shown in this plot are corrected to remove the insensitivity, inherent to the proposed model, to rotations of the complete system (including the target and the nodes) around point 0, where DFC 1 is assumed to be located. Fig. 2 . Averaged absolute error in the estimation of the target position, measured in meters (m). Left: Tracking is carried out using independent APF and DA-MKF algorithms at each DFC and performing fusion by coherent combination of point estimates. Right: Tracking is carried out using a distributed implementation of the APF and DA-MKF algorithms over the N c =4 DFCs, by means of the RNA technique. Figure 3 (left) depicts the mean absolute error in the estimation of the sensor positions attained by the schemes built around the APF and MKF algorithms. Again, these results are the average of 500 independent simulation trials. In this case, more accurate results are obtained with the MKF algorithm. This means that the density-assisted approach to the estimation of fixed parameters in the MKF scheme is more efficient than the adaptive kernel approximation employed by the APF procedure. The difference, however, is small (≈0.06 m) and the superior sampling efficiency of the proposal function in the APF technique obviously has a dominant role in the overall performance of the tracker. Figures 2 (right) and 3 (right) show the results, for the absolute errors in the estimation of the target and sensors positions, obtained when we apply the RNA algorithm described in Section 6.2. The curves have been obtained by averaging the results of 500 independent simulation trials. In this scenario, the different DFCs cooperate to share the observtions z n,t , n=1,...,N c , hence the matrix Z t is available for all DFCs at time t. Again, the APF tracker turns out more efficient than the MKF in turns of target positioning, whereas the MKF yields better estimates of the sensor locations. Both plots show a clear `step' shape. The reason is the sudden improvement in the estimates that occurs when a local exchange of particles is carried out as a part of the RNA procedure. This suggests the need to increase the number of exchanged particles (L=8 for this set of simulations) or even the number of particles assigned to each DFC, which seems too small to exploit the potential of the RNA scheme. Indeed, the accuracy of positioning when using coherent point estimation is superior (for the APF, there is an advantage of ≈0.8 meters in absolute error). This fact should be attributed to the averaging of the angle error that is carried out when selecting the correction angles always outperform point-estimation methods when the system runs for ≈300 time steps or more. Fig. 3 . Averaged absolute error in the estimation of the sensor positions, measured in meters/second (m). Left: Estimation is carried out using independent APF and DA-MKF algorithms at each DFC and performing fusion by coherent combination of point estimates. Right: Estimation is carried out using a distributed implementation of the APF and DA-MKF algorithms over the N c =4 DFCs, by means of the RNA technique.
Summary
We have proposed a novel scheme for joint node localization and target tracking in wireless sensor networks using Monte Carlo methods. The proposed approach does not require the aid of beacons in order to locate the network nodes. Instead, it resorts to a novel combination of Monte Carlo optimization and iterated sampling procedures in order to generate an initial population of node locations with sufficient quality. Starting from this population, we have described novel particle filtering algorithms that recursively track the target position and sequentially generate new samples of node positions, as new data become available, in order to improve node positioning. For networks equipped with more t h a n o n e d a t a f u s i o n c e n t e r , w e h a v e a l so proposed two schemes that enable the combination of the estimates obtained by different fusion centers, possibly using different data. Computer simulation results have also been presented to illustrate the performance of the proposed techniques. 
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