A family of exact upper bounds interpolating between Chebyshev's and Cantelli's is presented.
is a zero-mean unit-variance r.v. Take any b ∈ (0, ∞). Chebyshev's inequality states that
Cantelli's bound on the probabilities of one-sided deviations of X from 0 is obviously smaller:
Moreover, Cantelli's bound is exact, as it is attained when X takes on values −1/b and b with probabilities 
is exact for all b ∈ (0, ∞); indeed, for b ∈ (0, 1) let X take on each of the values ±1 with probability 1 2 . Clearly, Cantelli's bound is still smaller than modified Chebyshev's, for all b ∈ (0, ∞).
Observe that the event {|X| b} under the probability sign in (3) means that X takes on a value outside the symmetric interval (−b, b), whereas the event {X b} under the probability sign in (2) means that X takes on a value outside the utterly asymmetric interval (−∞, b). More generally, one may ask about the exact upper bound on P X / ∈ (−a, b) , for any given interval (−a, b) containing 0. The need for such a bound, which would in this sense interpolate between Chebyshev's and Cantelli's, arises naturally in studies of the distributions of the so-called self-normalized sums [4] , where one needs a good upper bound on that probability that a quadratic polynomial X 2 + AX + B in a r.v. X will take on a nonnegative value.
When considering the probability P X / ∈ (−a, b) , without loss of generality one may assume that a b. Indeed, P X / ∈ (−a, b) = P − X / ∈ (−b, a) , and the r.v. −X is zero-mean and unit-variance whenever X is so. Accordingly, let us present Theorem 1. Take any a and b such that 0 < b a < ∞. Then
and this upper bound is exact. Moreover,
in all of the three cases in (4).
Note that P b,b coincides with the modified Chebyshev bound (3), whereas P ∞,b := lim a→∞ P a,b coincides with the Cantelli bound (2). So, letting a = kb and varying k from 1 to ∞, one obtains a decreasing family (P kb,b : 1 k ∞) of exact upper bounds interpolating between modified Chebyshev's and Cantelli's. The members of this family of bounds with k ∈ {1, . . . , 6, ∞} are shown in the picture here. One can see that even for such moderate values of the "asymmetry parameter" k as 2 or 3, the improvement of the bound P kb,b over Chebyshev's may be quite significant; for instance, Chebyshev's bound P 1,1 = 1 is 80% greater than P 2,1 = 5 9 , and it is 100% greater than P k,1 = 1 2 for k 3. for all x ∈ R. Next, writing P X / ∈ (−a, b) = g(X) d P f (X) d P, and then taking into account the restrictions d P = 1, X d P = 0, and X 2 d P = 1, one obtains the inequalities in (4) and (5) . The exactness of the bound P a,b follows since it is attained when a r.v. X takes on the values .
