We discuss Hough Transform, some of its key properties, a scheme of fast and complete calculation of the Hough Transform (similar to the Fast Fourier Transform), and an efficient implementation of this scheme on SIMD processors. We also demonstrate an application of the Fast Hough Transform in computer vision by the example of an automatic page orientation detection unit incorporated in an intelligent character recognition system. Both 2D (scanner) and 3D (camera) cases of page acquisition are considered.
INTRODUCTION
Almost every modern textbook on image processing and computer vision (Pratt 2001; Gonzalez and Woods 2002; Ballard and Brown 1982; Forsyth and Ponce 2003) pays attention to Hough Transform (HT) (Hough 1959) , the transformation of summation along various lines. In those textbooks containing no "HT" reference in the index, you will most likely find the description of Radon Transform, the transformation of integration along various lines in a continuous space. So, HT is a discretization of Radon Transform. This transform is traditionally used to solve the linear regression problem in the presence of a strong spike noise or the problem of decomposition of a distribution into linear submanifolds.
In Section 1, we discuss why HT is often not considered as an efficient tool to solve computer vision problems. In Section 2, a method for fast implementation of HT on modern computer platforms is suggested. In Section 3, we demonstrate how to use this method in an industrial ICR system for document page orientation detection. In Section 4, a more complex problem of vanishing point detection in perspective text views is considered.
WIDESPREAD MYTHS ABOUT THE HOUGH TRANSFORM
The HT is a well-known transform widely used in image processing and machine vision (Gonzalez and Woods 2002; Forsyth and Ponce 2003) . Though many results have been obtained regarding its properties, these results remain surprisingly unknown to a variety of researchers. Let us discuss those myths about the HT, which are most frequently adopted in literature. 1) The HT is unstable against a normally distributed additive coordinate noise (Kiryati and Bruckstein, 2000) . This is not true. Consider the HT of data array presmoothed with a Gaussian filter. Evidently, the maximum in the Hough space corresponds to the line minimizing the Gaussian penalty (see Fig. 1 ). Such a penalty function can be conventionally split into three zones. Within Zone I, the Gaussian curve fits a parabola with a deviation not exceeding 20%, while within Zone III it is almost constant. Thus, if all the voting points belong to Zone I relatively to ideal line, solving the regression problem with the HT method yields almost the same results as obtained with the least squares method (LSM), which is known to be optimal in the -3σ -2σ -σ 0 σ 2σ 3σ 2) When applying the HT, it is important to guess the discretization scale (Forsyth and Ponce 2003) . Though this is not absolutely wrong, the problem is overstated. As it follows from the considerations of paragraph 1, the discretization scale can be fixed while the smoothing parameter is adjusted. Nevertheless, this does not erase the problem. Note that it is not too unusual for computer science that an algorithm contains a freely adjustable parameter. In such a case, it is only desirable that when there is an a posteriori quality criterion, the parameter adjustment process can be implemented fast enough. An iterative variation of the smoothing parameter followed by recalculation of HT does not belong to high-speed algorithms. However, it is known (Gindikin et al. 2003 ) that the HT is "permutable" with the Gaussian convolution! This means that after a single calculation of HT we become able to adjust the smoothing parameter in the initial space by smoothing the transformation result along ρ axis with 1D Gaussian kernel.
3) The HT is slow. Or: the HT can be accelerated only by approximate methods, including stochastic ones (Song et al. 2002) . This is not true. For instance, a method for calculating the fast HT (FHT) using the fast Fourier transform (FFT) was proposed almost 20 years ago (Lawton 1988) .
4) The right way of calculating the FHT implies using the FFT (Lawton 1988 Karpenko et al. 2004 ). In the next section, we shall demonstrate how to improve the complexity multiplier for one of these methods, using contemporary processor systems.
Thus, the HT can be calculated with ( ) 2 log O n n ⋅ integer additions. To be precise, full FHT requires operations comparing to for brute-force HT. That means more than 25 times speed-up for 1024x1024 images. This allows one, provided that the smoothing parameter is properly adjusted, to suboptimally solve the linear regression problem with simultaneous presence of a normal additive and a spike coordinate noise. It is notable that the parameter adjustment iteration is reduced to a 1D Gaussian convolution of the transformation results. 
SIMD-OPTIMIZED FHT CALCULATION ALGORITHM
Now consider a method for fast calculation of FHT. Apparently, it was first suggested by Brady (Brady 1998), and a few years later an in-place (buffer-free) version of this algorithm was published (Karpenko et al. 2004; Frederick et al. 2005 ).
To describe the FHT algorithm, let us introduce the following definitions. A discrete 8-connected line in a data array will be called an 8-connected chain of elements of this array, which approximates this line with a certain accuracy (i.e., the line passes through each element of the chain, while any 3 successive elements of the chain make an angle of at least 135˚). Examples of discrete 8-connected lines are chains built by the algorithm of Bresenham.
Consider the HT calculation algorithm for the case of "mostly vertical" discrete 8-connected lines, the case of "mostly horizontal" lines being completely analogous.
Consider 
It is quite evident that the 8-connected chain defined by Eq. (1), is a discrete 8-fold line passing through the terminal points (Fig. 3) , although it is neither Bresenham chain nor Donoho chain. Indeed, expression (1) is a method for building a line by dichotomy along the "mostly longitudinal" axis. (1) and fix the sign of shift (not greater or not less than zero). At the iteration with number deg ( 0 ), "mostly vertical" HT is calculated for each of horizontal strips of height on the basis of the previous iteration results. Calculation of a single horizontal strip of the current iteration will be referred to as a "subiteration". Each sub-iteration involves into calculations two strips of the previous iteration (let us call these "sub-strips"). In each sub-strip, HT rows with 
AUTOMATIC ORIENTATION OF SCANNED DOCUMENT PAGE USING FHT
The classical image preprocessing sequence in OCR and ICR is the following: binarization, page orientation and layout analysis. However, for a mixed document flow it is often impossible to find a universal binarization algorithm. In such a case, it is desirable to perform layout analysis first. In turn, the layout analysis task becomes greatly simplified if you precisely know the internal coordinate system of the document. This fact makes it very important to robustly estimate the angle of page orientation on the basis of the original image of the page.
Consider various 1D projections of the brightness of text page pixels. It is quite evident that the projection taken along the text lines contains strongly pronounced maxima (projections of text gaps) and minima (projections of text lines). With any deviation from this particular direction, the extrema get blurred. Thus, a simple but efficient functional for detecting the optimum page orientation is the dispersion of brightness of projection pixels. Taking into account that the sum of the values contained in each row of HT is the same (and equals the brightness integrated over the image), let us reformulate the criterion: the angle of orientation of the text page is determined by the HT row showing the maximum sum of squared values. Now consider some details of algorithm implementation. Suppose that the maximum page orientation angle is 30˚ (limited by the scanner used). Let us now skew the image vertically by 30˚ clockwise. Correspondingly, the expected range of text orientation angles is from 0˚ to 45˚ clockwise. For the image obtained, it is enough to calculate FHT within a single quadrant only: the direction is "mostly horizontal" and the shift is positive. To rescale the image width to the form 2 D , we used bilinear up-scaling of the image to the nearest power of 2. We should note that up-scaling and skewing were performed simultaneously.
The algorithm performance is illustrated in Fig. 4 . Fig  4a shows source image, Fig 2b shows 
VANISHING POINT DETECTION FOR CAMERA ACQUIRED DOCUMENTS
Now consider a more complex case when the page to process is acquired in a perspective view. In this case, text strings are no longer parallel on the acquired image.
To normalize their orientation, it is necessary to detect the so-called "vanishing point". The use of HT for vanishing point detection is not a novel idea (Cantoni et al. 2001) . A pencil of lines generates in the Hough space a series of maxima belonging to a 1D twoparametric manifold, such that the manifold parameters are unambiguously determined by the coordinates of the pencil center. In the space ( , ) ρ ϕ , the pencil generates a sinusoid, which leads to computational difficulties on the stage of looking for the manifold that maximizes the quality functional. is not yet fully adopted in image processing and computer vision. Probably, this is due to a lack of efficient program realizations. In future, we are going to continue our research on using FHT as a tool for solving some problems of color segmentation and color constancy (Finlayson and Schaefer, 2001; Nikolaev and Nikolayev, 2007 
