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routes by allowing the covariance between random error terms for pairs of routes. However, the MNP 
model does not have a closed-form solution and it is computationally burdensome when the choice set 
contains more than a handful of routes. Due to the lack of a closed-form probability expression, solving the 
MNP model will require either Monte Carlo simulation (Sheffi and Powell, 1982), Clark’s approximation 
method (Maher, 1992), or numerical method (Rosa and Maher, 2002). 
 
Fig. 1. Chronicle development of some closed-form route choice models and their MP formulations 
 
 
To overcome the deficiencies of the MNL model, some analytical closed-form extensions have been 
proposed in the literature. These models can be broadly classified into two groups: extended logit models 
and Weibull-based model as shown in Fig. 1. The extended logit models were developed mainly to handle 
the route overlapping problem. These models modified either the deterministic term or the random error 
term in the additive disutility function of the MNL model while maintaining the Gumbel distributed 
random error term assumption. The models modifying the deterministic term of the disutility function 
include the C-logit model (Cascetta et al., 1996), the implicit availability/perception (IAP) model (Cascetta 
et al., 2002), and the path-size logit (PSL) model (Ben-Akiva and Bierlaire, 1999). All three models add a 
correction term to the deterministic term of the disutility function to adjust the choice probability; however, 
the interpretation of each model is different. The C-logit model uses the commonality factor to penalize the 
coupling routes, while both the IAP and PSL models use a logarithmic correction term to modify the 
disutility (hence, the choice probability). Equivalent MP formulation for the length-based C-logit model 
was recently provided by Zhou et al. (2012). The models modifying the random error term of the disutility 
function include the cross-nested logit (CNL) model (Bekhor and Prashker, 1999), the paired combinatorial 
logit (PCL) model (Bekhor and Prashker, 1999), and the generalized nested logit (GNL) model (Bekhor and 
Prashker, 2001). These models are based on the generalized extreme value (GEV) theory (McFadden, 1978) 
using a two-level tree structure to capture the similarity among routes through the random error component 
of the disutility function. Equivalent MP formulations for all three models were given by Bekhor and 
Prashker (1999; 2001). Recall that the extended logit models with closed-form solution discussed above 
were developed to mainly address the independence assumption (i.e., route overlapping problem) of the 
MNL-SUE model. The identically distributed assumption (i.e., homogeneous perception variance problem) 
is still inherited in these extended logit-based SUE models. In other words, the perception variance is fixed 
(or constant) with respect to trips of different lengths over all routes and all origin-destination (O-D) pairs. 
In view of network equilibrium assignment, the identically distributed assumption seems unrealistic since it 
does not distinguish trip lengths of different O-D pairs. Hence, Chen et al. (2012) suggested a practical 
approach to partially relax the assumption by scaling the perception variance of an individual O-D pair. The 
individual O-D specific scaling factors allow the perception variance to increase or decrease according to 
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the travel distance of each O-D pair. Specifically, the systematic disutility in the logit-based SUE models 
can be scaled appropriately to reflect different O-D trip lengths in a network by replacing a single 
dispersion parameter for all O-D pairs with individual O-D dispersion parameters for each O-D pair. 
However, it should be noted that it is not possible to scale individual routes of the same O-D pair since it 
would violate the logit-based SUE models’ assumption of an equal variance across the routes within the 
same O-D pair. For a more comprehensive review of the extended logit models used in the SUE problem, 
readers are directed to the reviews given by Prashker and Bekhor (2004) and Chen et al. (2012). 
 
On the other hand, Castillo et al. (2008) proposed the multinomial weibit (MNW) model to address the 
identically distributed assumption. This model assumes that the perceived route travel time follows the 
Weibull distribution, instead of the conventional Gumbel distribution. Under the independence assumption, 
the MNW model has a simple analytical form with route-specific perception variance (i.e., non-identical 
perception variances with respect to trips of different lengths). However, no equivalent MP formulation has 
been provided for the MNW-SUE model.  
 
To our best knowledge, no closed-form probability expression with an equivalent MP formulation has been 
provided to simultaneously address both route overlapping and route-specific perception variance problems 
in the literature. The purpose of this paper is to provide a path-size weibit (PSW) route choice model with 
an equivalent MP SUE formulation that can account for both route overlapping and route-specific 
perception variance problems. Specifically, the Weibull distributed random error term handles the 
identically distributed assumption such that the perception variance with respect to different trip lengths 
can be distinguished, and a path-size factor term is introduced to resolve the route overlapping issue by 
adjusting the choice probabilities for routes with strong couplings with other routes. A multiplicative 
Beckmann’s transformation (MBec) combined with an entropy term are used to develop the MP 
formulation for the PSW-SUE model. Some qualitative properties of the PSW-SUE formulation are 
rigorously proved. A path-based algorithm based on the partial linearization method is adopted for solving 
the PSW-SUE model.  Numerical examples are also provided to illustrate features of the PSW-SUE model 
and its differences compared to some existing SUE models as well as its applicability on a real-size network.  
 
The remaining of this paper is organized as follows. Section 2 provides some background of the MNW 
route choice model and develops the PSW model. In section 3, equivalent MP formulations for the MNW-
SUE and PSW-SUE models are provided along with some qualitative properties. Section 4 presents a path-
based algorithm for solving the SUE formulations. Numerical results are presented in Section 5, and some 
concluding remarks are provided in Section 6. 
 
2. Weibit route choice models 
 
In this section, we provide some background of the multinomial weibit1 (MNW) route choice model and 
the development of the path-size weibit (PSW) model. Specifically, we show how the MNW model 
resolves the identical perception variance issue inherited in the classical multinomial logit (MNL) model. 
Then, a path-size factor is introduced to the MNW random utility maximization (RUM) model to develop 
the PSW model that can address both route overlapping and non-identical route perception variance 
problems. 
 
2.1 MNW model 
 
Castillo et al. (2008) developed the multinomial weibit (MNW) model as a route choice model without the 
identically distributed assumption typically required for the random error term in a random utility model 
(RUM) (e.g., the IID Gumbel distribution in the MNL model). Unlike the MNL model which used the 
conventional additive RUM (ARUM), the MNW model adopts the multiplicative RUM (MRUM) with the 
Weibull distribution as the random error term (Fosgerau and Bierlaire, 2009). The MNW disutility function 
can be written as 

1 The term “weibit” stands for “Weibull probability unit”. Note that this term has also been used in other disciplines, for 
example, the bioassay (Lonney, 1983), contingent valuation model in economics (Genius and Strazzera, 2002), and 
reliability engineering (Strong et al., 2009). 
611 Songyot Kitthamkesorn and Anthony Chen /  Procedia - Social and Behavioral Sciences  80 ( 2013 )  608 – 632 
 
ij
ij ij ij ij
r r rU g
E
] H  ,  ,ijr R ij IJ   , (1) 
where IJ is the set of O-D pairs, ijR  is the set of routes between O-D pair ij, 
ij
rg  is the (generalized) travel 
cost on route r between O-D pair ij, 
ij
rH  is the independently Weibull distributed random error term on route 
r between O-D pair ij whose CDF is    1 expij
r
F t t
H
   , 0,ij ijrg] ª¬  is the location parameter, which 
identifies the lower bound of route perceived travel cost between O-D pair ij, and  0,ijE  f  is the shape 
parameter, which is related to the route perception variance between O-D pair ij. Then, the MNW 
probability can be determined by 
   
 
 
Pr , , ,
Pr , , , ,
ij ij
ij
ij
ij ij ij ij ij ij ij
r r r l l ij
ij ij
r ij ij
r l ij
ij ij
l
P g g l r r R ij IJ
g
l r r R ij IJ
g
E E
E
E
] H ] H
]
H H
]
§ ·  d   z   ¨ ¸© ¹
§ ·¨ ¸ d  z   ¨ ¸¨ ¸© ¹
 (2) 
which gives the MNW route choice probability expression (see Appendix A for details): 
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a) Short network b) Long network 
Fig. 2. Two-route networks 
 
 
To illustrate how the MNW resolves the identical perception variance issue inherited in the MNL model, a 
two-route network configuration shown in Fig. 2is adopted. For both networks, the upper route travel time 
is larger than the lower route travel time by 5 units. However, the upper route travel time is two times 
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larger than the lower route travel time in the short network, while it is only less than 5% larger in the long 
network. As expected, the MNL model produces the same flow patterns for both short and long networks. 
This is because the MNL model cannot handle the perception variance with respect to (w.r.t.) different trip 
lengths. Each route is assumed to have the same (or identical) perception variance of 2 26S T , where T is 
the logit dispersion parameter, as shown in the upper two panels of Fig. 3. Hence, the MNL probability is 
solely based on the cost difference irrespective of the overall trip lengths (Sheffi, 1985). 
 
Fig. 3. Perceived travel time distributions for the two-route networks 
 
 
The MNW model, in contrast, produces different route choice probabilities for the two networks. It uses the 
relative cost difference to differentiate the overall trip length. When considering the perception variance, 
the MNW model handles the route-specific perception variance as a function of ijE , ij] , and route travel 
cost, i.e.,  
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where  *  is the gamma function. From Eq. (4), a longer route will have a higher perception variance as 
shown in Fig. 3. A larger ijE  and/or ij]  will decrease the route perception variance as shown by the PDFs 
with different combinations of ijE  and ij] . This will lead to a smaller perception variance among travelers 
and more flows loaded on the lower-cost route, especially on the network with a shorter overall trip length. 
 
For extreme cases, when ijE of  or ; ,ij ijr ijg r R ij IJ] o    , the MNW model collapses to the 
deterministic shortest path problem, where only the lowest-cost route is selected, i.e., 
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Meanwhile, as 0ijE o , the MNW model collapses to the uniform traffic loading, i.e., 
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where ijR  is the number of routes connecting O-D pair ij. 
 
2.2 PSW model 
 
To relax the independently distributed assumption imposed on the MNW model, a path-size factor ijrY  is 
introduced to the MNW RUM in Eq. (1) to alleviate the route overlapping problem. This path-size factor 
 @0,1ijrY   accounts for different route sizes determined by the length of links within a route and the 
relative lengths of routes that share a link, i.e., (Ben-Akiva and Bierlaire, 1999) 
1
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where al  is the length of link a, 
ij
rL  is the length of route r connecting O-D pair ij , rb  is the set of all 
links in route r between O-D pair ij, and  
ij
arG  is equal to 1 for link a on route r between O-D pair ij and 0 
otherwise. The lengths in the common part and the route ratio (i.e., ija rl L ) is a plausibly approximation of 
the route correlation, and 
ij
ij
akk R
G
¦  measures the contribution of link a in the route correlation (Frejinger 
and Bierlaire, 2007). Routes with a heavy overlap with other routes will have a smaller value of ijrY . The 
path-size factor can be used to modify the deterministic term of the MNW RUM model in Eq. (1) as 
follows  
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which gives the following route choice probability: 
 
 
ij
ij
ij
ij ij ij
r rij
r
ij ij ij
k k
k R
g
P
g
E
E
Y ]
Y ]




 
¦
,  ,ijr R ij IJ   . (9) 
614   Songyot Kitthamkesorn and Anthony Chen /  Procedia - Social and Behavioral Sciences  80 ( 2013 )  608 – 632 
Note that if route r is made up of links belonging exclusively to the route, ijrY  is equal to one, and the PSW 
model collapses to the MNW model.  
 
To illustrate how the path-size factors handle the route overlapping problem, we use the loop-hole network 
shown in Fig. 4. In this network, all three routes have equal travel cost. The two upper routes overlap by a 
portion x, while the lower route is distinct from the two upper routes. According to the independently 
distributed assumption, both MNL and MNW models give the same route choice probability for all x values 
as shown in Fig. 3. In contrast, the PSW model as well as the path-size logit (PSL) model can handle the 
route overlapping problem via the path-size factor. As x increases, the probability of choosing the lower 
route increases. When x=100 (i.e., only two routes with equal trip length exist), both upper and lower 
routes receive the same probability of being selected. Note that the PSW model produces the same results 
as the PSL model, because all routes have the same travel cost. 
 
 
Fig. 4. Loop-hole network 
 
 
3. Equivalent mathematical programming formulations 
 
This section presents equivalent mathematical programming (MP) formulations for the weibit route choice 
models under congested networks. A multiplicative Beckmann’s transformation (MBec) combined with an 
entropy term are used to develop the MP formulation for the weibit SUE models.  Specifically, we present 
the MP formulations with some qualitative properties. Before presenting the formulations, we describe the 
necessary assumptions, followed by the MNW-SUE and PSW-SUE models. 
 
3.1 Assumptions 
 
Before formulating the MP formulation for the weibit SUE model, some assumptions are made. To begin 
with, a general assumption of link travel cost function is made, i.e.,  
Assumption 1. The link travel cost aW , which could be a function of travel time, is a strictly increasing 
function w.r.t. its own flow. 
Since ij]  cannot easily be decomposed into the link level, we make another assumption:  
Assumption 2. ij]  is equal to zero.  
This assumption indicates that each route is assumed to have the same coefficient of variation. From       
Eq. (4), the route-specific coefficient of variation can be expressed as 
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
With 0ij]  , ijr-  of each route is equal. Note that we can adopt the variational inequality (VI) formulation 
(e.g., Zhou et al., 2008) to incorporate ij]  in the MNW-SUE model. 
 
Since the weibit model falls within the category of multiplicative random utility maximization model 
(MRUM), the deterministic part of the disutility function is simply a set of multiplicative explanatory 
variables (e.g., Cooper and Nakanishi, 1988). Then, we make an assumption of the route travel cost: 
Assumption 3. The route travel cost is a function of multiplicative link travel costs, i.e., 
r
ij
r a
a
g W
b
  ,  ,ijr R ij IJ    . 
(11) 
This assumption not only maintains the weibit relative cost criterion (Fosgerau and Bierlaire, 2009), but 
also corresponds to the Markov process in transportation network analysis (see Akamatsu, 1996). With a 
suitable multiplicative link cost function, travelers are assumed to make a decision at each node (or state) 
until they reach the destination (or final state) according to the weibit choice probability (see Appendix B 
for details). In other words, travelers are assumed to use the weibit probability to account for the route in 
further states at each node (current state) for their further choice process (transition of the state).  
 
Following the path-size logit (PSL) SUE formulation provided by Chen et al. (2012), the lengths used in 
the path-size factor for the MP formulation are assumed to be flow independent as follows. 
Assumption 4. The lengths al  and 
ij
rL  used in 
ij
rY  are flow independent. 
Note that we can also adopt the VI formulation to incorporate the flow dependent path-size factors (e.g., 
Zhou et al., 2012) 
 
3.2 MNW SUE model 
 
Consider the following MP formulation: 
   
1 2
0
min
1ln ln 1
ij ij
a r ar
ij IJ r Rij
ij
v f
ij ij
a r rij
a A ij IJ r R
Z Z Z
d f f
G
W Z Z
E
 
 
  
 
¦ ¦
  ¦ ¦ ¦³
 (12) 
s.t. 
ij
ij
r ij
r R
f q

 ¦ ,  ij IJ  , (13) 
0ijrf t ,  ,ijr R ij IJ   , (14) 
where ijrf  is the flow on route r between O-D pair ij, ijq  is the demand between O-D pair ij, and av  is the 
flow on link a. Eq. (13) and Eq. (14) are respectively the flow conservation constraint and the non-
negativity constraint. The main differences between this MNW-SUE model and Fisk (1980)’s MNL-SUE 
model are the multiplicative Beckmann’s transformation (MBec) in Z1 and ijE  (the perception variance of 
O-D pair ij) in Z2. The MBec can be converted to an additive form via a log transformation to facilitate the 
route cost computations, while the O-D specific dispersion parameters ijE  is related to the route-specific 
perception variance (see Eq. (4)). These two differences are the key to the development of the MNW-SUE 
model. Note that if ijE  approaches infinity for all O-D pair ij, Z2 approaches zero. From Assumption 1, the 
log transformation would not alter the results of the MP formulation. Minimizing Z1 would result in the 
deterministic user equilibrium (DUE) model where only the lowest-cost routes are used.  
 
Proposition 1. The MP formulation given in Eqs. (12) through (14) has the solution of the MNW model.  
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Proof. Note that the logarithmic term in Eq. (12) implicitly requires aW  and 
ij
rf  to be positive. By 
constructing the Lagrangian function of the MNW SUE model and then setting its partial derivative to zero, 
we obtain 
1ln ln 0ij ija ra r ijij
a A
fW G O
E
   ¦ , (15)
ij
ij
r ij
r R
f q

 ¦ , (16)
where ijO  is the dual variable associated with the flow conservation constraint in Eq. (13).  Eq. (15) can be 
rearranged as 
ln ln .
r
ij ij ij
a r ij
a
fE W E O
b
    (17)
From Assumption 3, Eq. (17) can be expressed as 
ln lnij ij ij ijr rg fE E O  , (18) 
which indicates that the MBec provides the logarithmic route cost in the equivalency conditions. With this 
logarithmic route travel cost structure, we have the route flow as a function of  
ij
ij
rg
E
, i.e.,  
  exp
ij
ij ij ij
r ij rf g
E
E O

 . (19) 
From Eq. (16) and Eq. (19), the O-D demand can be written as 
   exp
ij
ij ij
ij ij ij
ij r ij r
r R r R
q f g
E
E O

 
  ¦ ¦ . (20)
Dividing Eq. (19) by Eq. (20) leads to the MNW probability expression: 
 
 
ij
ij
ij
ij
rij
r
ij
k
k R
g
P
g
E
E



 
¦
, ,ijr R ij IJ   . (21)
Thus, the MP formulation given in Eqs. (12) through (14) corresponds to the SUE model for which the 
route-flow solution is obtained according to the MNW model. This completes the proof. ,  
 
From Proposition 1, we can see that the first term (i.e., multiplicative Beckmann’s transformation: MBec) 
in Eq. (12) uses the logarithm to handle the relative difference mechanism in the MNW model. This 
mechanism can be viewed from the relation between the MNW-SUE and MNL-SUE models shown in Fig. 
5. The MBec is rooted from the relation between the Gumbel and Weibull distributions by applying a log 
transformation to the Beckmann’s transformation (Bec) (Beckmann et al., 1956) and incorporating the 
exponential proportions given by the entropy term in the equivalent conditions to obtain the MNW 
probability. In other words, by applying a log transformation to the MNL travel time, we obtain the MNW 
model (Castillo et al., 2008; Fosgerau and Bierlaire, 2009). This is because the Gumbel distribution can be 
considered as the log-Weibull distribution (White, 1969).  
 
 
Fig. 5. Relation between MNL-SUE and MNW-SUE models 
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Fig. 6. Visual illustration of the MNL-SUE and MNW-SUE models 
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To further illustrate the role of MBec in developing the objective function for the MNW-SUE model, we 
adopt a visual approach used in Bell and Iida (1997) to graphically illustrate the relation between the MNL-
SUE and MNW-SUE models in Fig. 6. The supply curve gives the relationship between route flows of the 
upper and lower routes and their route costs. In the case of monotonically increasing link costs from 
Assumption 1, the supply curve is smooth and exhibits a logistic shape. The demand curve for this two-
route network, in relation to the route cost difference between the two routes, is also smooth and logistic, 
but in opposite direction to the supply curve. The logarithmic route cost produced by the MBec and the 
exponential proportions given by the entropy term in the equivalent conditions give the MNW solution. 
With this, the demand curve changes according to the overall trip length. A longer overall trip length has a 
steeper demand curve, while a shorter overall trip length has a flatter demand curve. Thus, the probabilities 
of the upper and lower routes become more similar as the overall trip length increases at the equilibrium 
point where the demand curve intersects the supply curve (shown by the dotted red line of the MNW SUE 
model in Fig. 6). 
 
Proposition 2. The solution of MNW-SUE model is unique. 
Proof. It is sufficient to prove that the objective function in Eq. (12) is strictly convex in the vicinity of 
route flow and that the feasible region is convex. The convexity of the feasible region is assured by the 
linear equality constraints in Eq. (13). The nonnegative constraint in Eq. (14) does not alter this 
characteristic.  
 
Hence, the focus is on the properties of the objective function. This is done by proving that the Hessian 
matrix is positive definite. According to Assumption 1, the Hessian matrix of the multiplicative 
Beckmann’s transformation 1Z  is positive semi-definite w.r.t. the route flow variables. This is similar to 
the Beckmann’s transformation case. The Hessian matrix of 2Z  can be shown as 
 2 2
1 0 ;
0 ;
ij ij
rij ij
r k
r kZ
f
f f
otherwise
E
­ !  w ° ®w w °¯
. (22) 
As such, the Hessian matrix of 2Z  is positive definite. Hence, 1 2Z Z  is strictly convex. The solution of 
MNW-SUE model is unique w.r.t. route flows. This completes the proof. ,  
 
3.3 PSW SUE model 
 
In this section, we provide an equivalent MP formulation for the PSW-SUE model to consider both route 
overlapping and heterogeneous perception variance under congested networks. Following the path-size 
logit (PSL) SUE formulation provided by Chen et al. (2012), the PSW-SUE can be formulated as follows: 
   
1 2 3
0
min
1 1ln ln 1 ln
ij ij
a r ra
ij IJ r Rij
ij ij
v f
ij ij ij ij
a r r r rij ij
a A ij IJ r R ij IJ r R
Z Z Z Z
d f f f
G
W Z Z Y
E E
 
 
    
  
¦ ¦
   ¦ ¦ ¦ ¦ ¦³
 (23) 
subject to the flow conservation and non-negativity constraints in Eq. (13) and Eq. (14). The term Z3 is 
introduced to the MNW-SUE formulation in Eq. (12) to capture the length/size of the routes in order to 
correct the MNW choice probability. Note that when there is no route overlap (i.e., 1ijrY  ), the PSW-SUE 
model collapses to the MNW-SUE model.  
 
Proposition 3. The MP formulation given in Eqs. (23), (13), and (14) has the solution of the PSW model. 
Proof. Following the same principle as Proposition 1, we have 
ln ln lnij ij ij ij ijr r r ijg fE Y E O   , (24) 
which gives 
   exp
ij
ij ij ij ij
r ij r rf g
E
E O Y

 , (25) 
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exp
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ij r ij r r
r R r R
q f g
E
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
 
  ¦ ¦ . (26) 
Then, dividing Eq. (25) by Eq. (26) leads to the PSW probability expression: 
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ij ij
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


 
¦
. (27) 
Thus, the MP formulation given in Eqs. (23), (13), and (14) corresponds to the SUE model for which the 
route-flow solution is obtained according to the PSW model. This completes the proof. ,  
 
Proposition 4. The solution of PSW-SUE model is unique. 
Proof. Following the same principle as Proposition 2, the Hessian matrices of 1Z  and 2Z  are positive 
semi-definite and positive definite, respectively. Since ijrY  in 3Z is flow independent from Assumption 4, 
we have 
 2 3 0ij ij
r k
Z
f f
w
 
w w
. (28) 
Thus, 1 2 3Z Z Z   is strictly convex. The solution of PSW SUE model is unique w.r.t. route flows. This 
completes the proof. ,  
 
 
4. Solution algorithm 
 
In this study, a path-based algorithm based on the partial linearization method is adopted to solve the PSW-
SUE model as shown in Fig. 7. This descent algorithm iterates between the search direction and line search 
until the stopping criterion of a convex optimization problem is reached (Patriksson, 1994). In the PSW-
SUE formulation, the search direction is obtained by solving the first-order approximation of the MBec. 
For the line search, we consider the classical generalized Armijo rule (Bertsekas, 1976) to find an 
approximate stepsize, which has been found to be effective in solving the CNL-SUE model (Bekhor et al., 
2008). A column generation procedure (Dantzig, 1963) is adopted to resolve the route enumeration issue. 
Alternatively, a pre-generated working route set based on a behavioral route choice generation method 
(Prashker and Bekhor, 2004; Prato, 2009) could also be used instead of the column generation procedure. 
 
Since the link cost is in a multiplicative form, we use the logarithm operator to transform it to an additive 
form, i.e., 
ln ,a a a AW W   . (29) 
This process facilitates the use of an ordinary shortest path algorithm. The route cost can then be 
determined from 
expij ijr a ar
a A
g W G

§ · ¨ ¸
© ¹
¦ , ,ijr R ij IJ   . (30) 
 
It should be noted that aW  could be negative if aW  is less than one. In such cases, a shortest path algorithm 
that can handle negative cycles is necessary to avoid an infinite loop. We consider Pape’s algorithm (1974), 
which is a label correcting method that can work with negative link costs. When the network contains a 
negative cost loop, all negative aW  would be set to a very small positive number, and the algorithm is then 
repeated.  A more appropriate modification to Pape’s algorithm could be implemented to generate the 
shortest “simple routes” with the presence of negative cycles (e.g., the labeling and scanning method 
described in Tarjan (1983)). The basic idea is to include a scan operation to the shortest path algorithm to 
eliminate negative cost cycles. For more information, see Tarjan (1983). 
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Fig. 7. Partial linearization method for solving the MNW-SUE and PSW-SUE models 
 
 
5. Numerical results    
 
In this section, we present three numerical examples. Example 1 uses the two-route networks in Fig. 2 with 
flow dependent travel cost. This example is adopted to investigate the solution from the MNW-SUE model 
and compare it with the MNL-SUE models (with and without scaling technique). Example 2 is the 
modified loop-hole network used to consider both route overlapping and route-specific perception variance 
problems simultaneously. Example 3 is the Winnipeg network used as a case study to demonstrate its 
applicability in real networks. Without loss of generality, all routes are assumed to have the same 
coefficient of variation ijr-  of 0.3 (i.e., 3.7
ijE   for all O-D pairs, see Eq. (10)) unless specified otherwise. 
al  and 
ij
rL  used in the path-size factor 
ij
rY  are set to the link free-flow travel cost and route free-flow travel 
cost, respectively. The dispersion parameter T of the MNL-SUE model is set to 0.1, and T of the MNL-SUE 
model with scaling technique (or MNLs-SUE model) is set corresponding to 0.3ijr-   using the 
uncongested lowest-cost route (Chen et al., 2012). For the MNP-SUE model, the solution is computed by 
the Monte Carlo stochastic loading technique with 2000 draws to obtain stable results. 
 
5.1 Example 1: Two-route network 
 
The two-route networks in Fig. 2are modified to incorporate the congested effect as shown in Table 1. The 
previous route travel cost configuration is used as the free flow travel cost, and 10ijrf  is introduced to 
create the flow-dependent travel cost. The O-D demand is 100 vehicles per unit time. We first investigate 
the MNW solution from the MNW-SUE MP formulation, followed by the effect of different trip lengths. 
 
Table 1: Flow-dependent route travel cost for the two-route networks 
Network Upper route Lower route 
Short 10 10ijuf  5 10
ij
lf  
Long 125 10ijuf  120 10
ij
lf  
n=0
f(0) = 0  Free flow travel cost
Initialization
Flow Network
Search direction
Update flow f(n)
    ij ijr ij ry n q P n g
Determine the lowest-
cost route  for each O-D 
pair and update the 
route set 
Column generation
n
ijR
Solve
Line search
        
0 1
arg minn Z n n n
D
D D
d d
ª º  ¬ ¼f y f
Update
         1n n n n nD    ª º¬ ¼f f y f
Stopping 
criteria Link flow 
Link
travel cost
Route 
travel cost 
Result
NO
n = n+1
YES
n = n+1
PSW 
probability
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5.1.1 MNW solution 
 
The MNW-SUE objective value for the short network can be expressed as (see Eq. (12)) 
   
0 0
1min ln 10 ln 5 ln 1 ln 1
10 10 3.7
ijij
u lff
ij ij ij ij
u u l ld d f f f f
Z ZZ Z§ · § · ª º      ¨ ¸ ¨ ¸ ¬ ¼© ¹ © ¹³ ³  
(31) 
s.t. 
100ij iju lf f  . (32) 
From Eq. (32), derivative of Eq. (31) w.r.t. the flow on the lower route lf  gives   
 100 1ln 10 ln 5 ln 100 ln 0
10 10 3.7
ij ij
ij ijl l
l l
f f
f f
§ · § · ª º         ¨ ¸ ¨ ¸ ¬ ¼© ¹ © ¹
. (33) 
Rearranging Eq. (33) gives 
 
  
3.7
3.7
5 10
100 10 100 10
ijij
ll
ij ijl l
ff
f f



 
  
. (34) 
Since  10 100 10ijlf   and 5 10ijuf  are respectively the costs of upper and lower routes, Eq. (34) 
gives the MNW choice probability, i.e., 
 
 
 
   
3.7 3.7
3.7 3.7 3.7
ij ijij ij
l lijl l
lij ij ijij ij ij
u l uu l u
g gf for P
f f fg g g
 
      
. (35) 
This result indicates that the multiplicative Beckmann’s transformation preserves the relative cost 
difference criterion of the weibit model. By solving Eq. (34), we obtain the route flow solution of the 
MNW-SUE problem, i.e.,  
35.25; 64.75ij iju lf f  . (36) 
 
5.1.2 Effect of different trip lengths 
 
Next, we consider the effect of different trip lengths under the SUE framework. The results are shown in 
Table 2. As expected, the MNL-SUE model produces the same flow pattern for both short and long 
networks, regardless of the overall trip length. Meanwhile, the MNLs-SUE and MNW-SUE models assign 
different flow patterns to reflect the overall trip lengths. Specifically, both models assign a smaller amount 
of traffic flows on the lower route as the overall trip length increases. These assignment results are 
consistent with that there is higher opportunity for “wrong” perception (in the sense of choosing a larger-
cost route) on the longer overall trip length network (Sheffi, 1985). Note that the MNLs-SUE model has a 
higher amount of flows on the lower route than the MNW-SUE model since the MNLs-SUE model still 
retains the identically distributed assumption; each route has the same and fixed perception variance from 
the classical logit assumption, despite different scaling factors (i.e., 0.86T   for the short network and 
0.04T   for the long network) are used in the two networks. 
 
Table 2: Results of the two-route networks 
Model MNL-SUE MNLs-SUE MNW-SUE 
Short network Flow on the upper route 41.72 29.96 35.25 Flow on the lower route 58.28 70.04 64.75 
Long network Flow on the upper route 41.72 46.23 46.84 Flow on the lower route 58.28 53.77 53.16 
 
 
The objective values (Z=Z1+Z2) of all three models are presented in Table 3. All models have a higher total 
objective value (Z) as the overall trip length increases. The Bec value (Z1) of the MNL-SUE and MNLs-
SUE models are higher than the MBec value (Z1) of the MNW-SUE model. This is because the MBec has 
the logarithm transformation. Note that the Z1/Z2 ratio of the MNLs-SUE model is different from the Z1/Z2 
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ratio of the MNW-SUE model. While the Z1/Z2 ratio of the MNLs-SUE model is smaller as the overall trip 
length increases, the Z1/Z2 ratio of the MNW-SUE model is larger as the overall trip length increases. 
These results appear to indicate that the MNW-SUE model uses the Z1/Z2 ratio differently to capture the 
effect of different trip lengths compared to that of the MNL-SUE model with scaling. 
 
Table 3: Objective values of MNL-SUE, MNLs-SUE and MNW-SUE models for the two-route networks 
Network OBJ MNL-SUE MNLs-SUE MNW-SUE 
Short 
Bec or Mbec (Z1) 965.45 939.96 382.27 
Entropy term (Z2) 3925.80 467.19 106.92 
Total OBJ value (Z=Z1+Z2) 4891.25 1407.15 489.20 
Bec or Mbec and Entropy term (Z1/Z2) 0.25 2.01 3.58 
Long 
Bec or Mbec (Z1) 12465.45 12482.55 9813.07 
Entropy term (Z2) 3925.80 10988.69 105.78 
Total OBJ value (Z=Z1+Z2) 16391.25 23471.25 9918.86 
Bec or Mbec and Entropy term (Z1/Z2) 3.18 1.14 92.76 
 
 
5.2 Example 2: Modified loop-hole network 
 
Then, we use the modified loop-hole network given in Fig. 8 to consider both route overlapping and route-
specific perception variance problems and the effect of demand level and coefficient of variation. This 
network has three routes. The upper routes have a fixed overlapping section by half of the route free flow 
travel time (FFTT). The lower route is truly independent, and its FFTT can be varied according to
> @0,10y . All links have the same capacity of 100 vehicle per hour (vph), and the O-D demand is 100 vph. 
 
 
Fig. 8. Modified loop-hole network 
 
 
The flow dependent link travel time is represented by the standard Bureau of Public Road (BPR) function 
4
0 1 0.15 aa a
a
v
t t
c
ª º§ ·
« »  ¨ ¸
« »© ¹¬ ¼
, (37) 
where 0at  is the FFTT on link a, and ac  is the capacity (in vph) on link a. Without loss of generality, we 
assume that the link travel cost (or disutility) is an exponential function (Hensher and Truong, 1985; Polak, 
1987; Mirchandani and Soroush, 1987), i.e., 
0.075 at
a eW  ,  a A  . (38) 
 
5.2.1 Effect of overlapping and heterogeneous perception variance 
 
We first consider the route overlapping and route-specific perception variance problems. The results in Fig. 
9 show that all SUE models assign a smaller amount of flows on the lower route when y increases. While 
the MNP-SUE and PSW-SUE models seem to give similar traffic flow patterns, the MNW-SUE model 
assigns a smaller flow on the lower route. This is because the MNW-SUE model does not handle the route 
overlapping problem. With the independently distributed assumption, the MNW-SUE model considers each 
i j DestinationOrigin
[5, 100]
[5, 100]
[y, 100]
[FFTT, Capacity]
[5, 100]
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route as an independent alternative. As such, it assigns more flow on the routes with overlapping, hence a 
smaller amount of flow on the lower route.  
 
  
Fig. 9. Traffic flow patterns of the modified loop-hole network 
 
 
5.2.2 Effect of demand levels and coefficient of variations 
 
We continue to use the modified loop-hole network with y = 5 to investigate the effect of demand levels 
and coefficient of variations. The O-D demand is varied from 25 to 300 vph, and ijr-  is varied from 0.1 to 1. 
The root mean square error (RMSE) is used as a statistical measure to compare the difference between the 
PSW-SUE model relative to the user equilibrium (UE) model, i.e.,  
^ ` ^ ` 2UE PSWa a
a A
v v
RMSE
A

 ¦ , (39) 
where A  is the number of links in the network (i.e., 4 links). A low value of RMSE means that both 
assignment models perform similarly. 
 
 
Fig. 10. Effects of demand levels and coefficients of variations ijr-  
 
 
It can be seen from Fig. 10 that as the demand level increases, the RMSE decreases. This means that the 
PSW-SUE model approaches the UE model when the congestion level is increased (i.e., congestion effect 
due to high demand levels of 400 to 500 vph dominates the solution). Also, the RSME decreases when ijr-  
decreases (i.e., ijE  increases or lower perception variance). The PSW-SUE flow patterns also tend to the 
UE flow pattern. This implies the demand is more concentrated on the minimum cost routes (i.e., travelers 
are able to select the lower-cost routes more often since they have better knowledge of the network traffic 
conditions). Otherwise, the two models will produce different flow patterns for low demand levels and 
larger ijr-  values.  
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5.3 Example 3: Winnipeg network 
 
This example adopts the Winnipeg network (shown in Fig. 11) as a case study to demonstrate its 
applicability in a real network. This network consists of 154 zones, 2,535 links, and 4,345 O-D pairs. The 
network topology, link characteristics, and O-D demands can be found in Emme/2 software (INRO 
Consultants, 1999). We continue to use the link travel cost configuration in Eq. (38) for this real network.  
 
 
Fig. 11. Winnipeg network 
 
 
5.3.1 Computational results 
 
For the stopping criterion of the path-based partial linearization algorithm, we adopt the residual error 
defined as follows. 
  min
ij
ij
ij ij ij
r r r
ij IJ r R
ij ij
r r
ij IJ r R
gc gc f
gc f
H  
 

 
¦ ¦
¦ ¦
, (40) 
where ln ln lnij ij ij ij ijr r r rgc g fE Y   , which should be identical for all routes at equilibrium. Without loss 
of generality, H  is set at 810 . The convergence characteristics of the path-based partial linearization 
algorithm are shown in Fig. 12 and Table 4. From Fig. 12, it appears that the partial linearization algorithm 
can solve both SUE models (MNW and PSW) in a linear convergence rate, with the PSW-SUE model 
requiring a few more iterations to reach the desired level of accuracy. The computational efforts required 
by each SUE model are provided in Table 4. As expected, the PSW-SUE model does require slightly more 
computational efforts than the MNW-SUE model in terms of number of iterations, CPU time, and CPU 
time per iteration.      
 
  
Fig. 12. Convergence characteristics of the path-based partial linearization algorithm 
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Table 4. Computational efforts of the MNW-SUE and PSW-SUE models 
Model # of iterations CPU time (sec)* CPU time per iteration # of routes 
MNW-SUE 45 10.04 0.22 15,791 
PSW-SUE 51 13.41 0.26 15,442 
* All the algorithms are coded in Compaq Visual FORTRAN 6.6 and run on a personal computer with 3.8 G Pentium-IV processor 
and 2G RAM 
 
 
5.3.2 Flow allocation comparison 
 
At the disaggregate level, we examine the route choice probabilities produced by the PSLs-SUE, MNW-
SUE and PSW-SUE models. Note that the PSLs-SUE model use the same link travel cost configuration as 
the weibit SUE model in Eq. (38). For demonstration purposes, we use O-D pairs (50, 52), (14, 100), and 
(92, 30) to respectively represent a short, medium, and long O-D pair. The route choice probabilities shown 
in Fig. 13 are under the respective equilibrium route flow pattern. Recall that each SUE model handles the 
IID assumption (i.e., route overlapping and non-identical perception variance problems) differently as 
follows: (1) The PSLs-SUE model can handle the route overlapping problem, but it cannot capture the 
heterogeneous perception variance among different routes, (2) the MNW-SUE model can handle the 
heterogeneous perception variance among different routes, but it cannot capture the route overlapping 
issue, while (3) the PSW-SUE model consider both route overlapping and heterogeneous perception 
variance problems simultaneously. Thus, different route flows (or probabilities) can be expected. Even 
though O-D pair (50, 52) has only 3 routes with a heavy overlap between route 2 and route 3, the three SUE 
models produce significantly different results. The PSLs-SUE model assigns a higher probability to the 
independent route (i.e., route 1); the MNW SUE model, on the other hand, assigns a higher probability to 
the two overlapping routes (i.e., route 2 and route 3) compared to the PSL-SUE model; and the PSW-SUE 
model seems to allocate a flow pattern in between these two models by accounting for both overlap and 
heterogeneous perception variance among different routes. For the two longer O-D pairs ((14, 100) and (92, 
30)), more routes are generated as a result of a longer trip length. When both number of routes and trip 
length are increasing, the differences among the three models also decrease. 
 
At the aggregate level, we examine the effect of route overlapping and heterogeneous perception variance 
problems on the link flow patterns. The link flow pattern difference between the PSLs-SUE and PSW-SUE 
models can be found mostly in the central business district (CBD) area as shown in Fig. 14. The absolute 
maximum flow difference in the CBD area is 482 vph compared to 304 vph in the outer area (or non-CBD 
area). This is because there are many short O-D pairs in the CBD area with different trip lengths that the 
PSLs-SUE model has difficulty in handling the heterogeneous perception variance among different routes. 
When comparing between the MNW-SUE and PSW-SUE models, the link flow difference can also be 
found mostly in the CBD area in Fig. 15. This is because more than 60% of the routes (or more than 9,000 
routes) pass through the CBD area. As a result, route overlapping is a significant problem in the CBD area 
compared to the outer area. 
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6. Concluding remarks 
 
In this paper, we presented a path-size weibit (PSW) route choice model with an equivalent mathematical 
programming stochastic user equilibrium (SUE) formulation to relax the independently and identically 
distributed (IID) assumption imposed on the MNL-SUE model. The proposed route choice model adopts 
the Weibull distributed random error term to handle the route-specific perception variance as a function of 
route travel cost and a path-size factor to resolve the route overlapping issue by adjusting the choice 
probabilities for routes with strong couplings with other routes. A multiplicative Beckmann’s 
transformation (MBec) was developed to handle the multiplicative nature of this new route choice model. 
Incorporating this MBec with an entropy term gives the PSW traffic flow solution under congested 
conditions. The PSW-SUE model was tested on three networks to examine its features in comparison with 
some existing SUE models (MNL, PSL, MNW, and MNP) and its applicability on a real network. Through 
the numerical results, we observed the followings: 
x The MNW-SUE model (without the identically distributed assumption) can account for the overall 
trip length by using the relative cost difference to determine the flow pattern much better than the 
MNL-SUE model does. 
x The PSW-SUE model can produce a compatible traffic flow pattern compared to the MNP-SUE 
model in a congested network. 
x The PSW-SUE model can be applied in a real network as shown by the Winnipeg network. 
 
For future research, parameter calibration should be conducted for the PSW-SUE model, and more tests 
should be conducted to validate the usefulness of the PSW-SUE model. Moreover, the PSW-SUE model 
should be extended to consider non-zero location parameter, flow-dependent path-size factors, multiple 
user classes, and other travel choice dimensions (e.g., elastic demand for travel choice, modal split for 
mode choice, and trip distribution for destination choice).  
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Appendix A 
We can determine the choice probability by (e.g., Ben-Akiva and Lerman, 1985; Castillo et al., 2008) 
 .., ,.. , , ,ij ij ij ijr r r r ijP H d r R ij IJH H
f
f
    ³  (41) 
where ijrH  is the partial derivative of the joint survival function w.r.t. 
ij
rH . For the weibit RUM model, the 
CDF of each random error term is  
   1 expij ijr rF H H   , (42) 
and hence the suvival function of each random error term is 
     1 expij ij ijr r rF FH H H    . (43) 
Under the independence assumption, the joint survival function can be expressed as 
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which gives 
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From Eq. (2), Eq. (45) can be restated as 
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Then, substituting Eq. (45) in Eq. (41) gives 
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Appendix B 
In this appendix, we show how the weibit route choice decision is related to the Markov process (Markov 
chain) in the network analysis framework according to Assumption 3. According to the MNW choice 
probability, the probability of selecting a succeeding node can be expressed as 
 
 ,
ij
ij
pj
pj
pj
rij
p q
pjr R
kpass on node p q
k R
g
P
g
E
E

o 


 ¦
¦
, (48) 
where i is the origin node, j is the destination node, p denotes the current node in which travelers is about to 
leave, q denotes the succeeding node in which travelers is about to go, pjrg  is the route travel cost between 
node p to destination j, and pjR  is the set of routes between node p and destination j. Eq. (48) indicates the 
weibit choice decision. Travelers are assumed to make a decision at each node from available routes 
following node q ( pjr R  pass on nodes p and q) and available routes following the current node p as 
shown in Fig. 16. 
 
 
Fig. 16. Conceptual framework for the node-to-node weibit choice behavior
 
 
Fig. 17. Braess network
 
 
We use the Braess network in Fig. 17 to show that Eq. (48) leads to the MNW route choice probability. The 
travel cost of each link in this network is aW . From Assumption 3, the probability of choosing from a node 
to another node can be expressed as 
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Assuming that the decision is independent of the preceding decision (on the previous node), the choice 
probability of each route can be determined from 
  ,
ij
r pqij ij
r p q
pq
P P
G
o  , (54) 
where ,
ij
r pqG  equal to 1 if nodes p and q are on the route r between O-D pair ij and 0 otherwise. From       
Eq. (54), we have the choice probability for route 1 as  
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 (55) 
which corresponds to the MNW probability in Eq. (3). Using the same principle, we have the MNW choice 
probability of each route. With this, if we assume that each node is a “state”, and travelers’ movement 
between two adjacent nodes corresponds to the transition of the state according to ijp qP o , we have 
Akamatsu (1996)’s Makov chain for the transportation network analysis as shown in Fig. 18. Note that, for 
the PSW case, we need to decompose the path-size factor into the link level before using the principle as 
presented in this Appendix. 
 
 
Fig. 18. Markov chain and the node-to-node weibit choice behavior
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