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Over the past 60 years, change-point problem is one of the hot issues in statistics,
econometrics, signal processing, bioinformatics and so on. In this paper, we consider a
linear regression model where the coefficients suddenly change at one unknown time. The
early literatures give the method that firstly determine the number of change-points, and
then estimate the locations of change-points. In recent years, there appears a differen-
t method to study the structural changes in linear regression models, which converts the
change-point problems with penalty into variable selection problems. This method can si-
multaneously estimate the number and locations of change-points, and the coefficient of
regression with higher precision. Based on the method of group fused Lasso, proposed
by Qian and Su(2015), this paper dose the shrinkage estimation of regression model with
multiple change-points under the Bayesian framework.
In this paper, we propose the method of Bayesian adaptive group Lasso to estimate the
number and locations of change-points in linear regression, and use spike and slab prior for
group variable selection. The specific approach is to consider the least squares optimization
problem with l2 penalty, give its corresponding Bayesian interpretation by choosing mixture
priors with point mass at zero, infer its posterior distribution, and estimate the parameters of
posterior distribution using posterior median with MCMC sampling algorithm. Finally, we
study the cases of one-break and multi-breaks respectively, and compare the results of the
method of Bayesian adaptive group Lasso and the method of group fused Lasso. Simulation
shows that our proposed method outperforms the later one.
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P (jY ) = P (Y j)P ()
P (Y )
其中P (Y j)是似然函数，P ()为参数的先验信息确定的先验分布，P (Y )是随机变
量Y的边际分布，可由积分P (Y ) = R





















































我们假设有一个参数是p维向量 = (1; 2; : : : ; p)，其联合密度函数为p() =
p(1; 2; : : : ; p)，我们想从该联合分布中抽取N个样本，记(t) = ((t)1 ; (t)2 : : : ; (t)p ) 为
第t次抽样，则Gibbs抽样的迭代过程为：
(1) 给定初始值(0) = ((0)1 ; (0)2 : : : ; (0)p )(初始值可以随机确定，也可以通过一些
其他算法来确定)；
(2)从满条件分布p(1j(t 1)2 ; (t 1)3 ; : : : ; (t 1)p )中抽取(t)1 ；
从满条件分布p(2j(t 1)1 ; (t 1)3 ; : : : ; (t 1)p )中抽取(t)2 ；
...















(3)当抽取到向量(t) = ((t)1 ; (t)2 ; : : : ; (t)p )时，则令t = t+ 1，并转到第(2)步，直
















a(; (t 1)) = minf1; p(
)=q(j(t 1))
p((t 1))=q((t 1)j)g









y = X + " (2.2)
其中y是n  1维响应变量，X = (x1; x2; : : : ; xp)是n  p维协变量矩阵，是p  1维






























ky  Xk22; 使得 P ()  t (2.3)
其中k  k2是l2范数，P ()是一个惩罚函数，t  0是一个常数。上述优化问题相当于
以下目标函数的最小化，
ky  Xk22 + P() (2.4)
















(jy) / f(yj; 2)(j2)(2)
回归系数是由给定样本数据y条件下的后验众数估计所得。Tibshirani(1996)指出，
当假定回归系数的先验分布为独立双指数分布时，Lasso的估计可以被认为一种贝
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