ABSTRACT. The Tamari lattices and the noncrossing partition lattices are important families of lattices that appear in many seemingly unrelated areas of mathematics, such as group theory, combinatorics, representation theory of the symmetric group, algebraic geometry, and many more. They are also deeply connected on a structural level, since the noncrossing partition lattice can be realized as an alternate way of ordering the ground set of the Tamari lattice.
. . , n} ordered by dual refinement via a certain "noncrossing" property [20] . It turns out that the noncrossing partition lattices appear in many seemingly unrelated areas of mathematics, such as representation theory, group theory, algebraic geometry, probability theory and many more; see [1, 23, 36] for surveys.
There is an intriguing way to realize NC n as a partial order on (certain) elements of the symmetric group S n . We may order S n by taking prefixes of minimal length factorizations of permutations into transpositions. Then, NC n can be viewed as a principal order ideal generated by a long cycle [7] .
1.2. Tamari Lattices. The Tamari lattice T n was introduced in the 1960s by D. Tamari as a partial order on well-balanced parenthesizations of a string of length n + 1 [39] . Since then the Tamari lattices have become one of the most popular objects of study in lattice theory, geometry, topology, and combinatorics. For a comprehensive survey on the different aspects, applications and appearances of the Tamari lattices we refer the interested reader to [27] , and to the references therein.
One of the many ways to realize T n as a concrete partial order is the following. The symmetric group S n may be partially ordered by inclusion of inversion sets, the so-called weak order, and T n arises as the restriction of this order to the set of 231-avoiding permutations [6, Theorem 9.6(ii) ]. In fact, this construction realizes T n as a quotient lattice of the weak order on S n [28] .
Tamari Lattices and Noncrossing Partition Lattices are Deeply Connected.
It is quickly shown that the cardinality of T n and NC n is given by the n th Catalan number, and there are many bijections between the ground sets of different realizations of T n and the set of noncrossing partitions of [n] .
It is perhaps a bit surprising that there also is a deep structural connection between the two families of lattices. The Tamari lattices are instances of so-called congruence-uniform lattices, i.e. they may be constructed from the singleton lattice by successive doublings of intervals. N. Reading explained how to order the elements of a congruence-uniform lattice in an alternate way [33, ]. If Alt(T n ) denotes this alternate order of T n , then [30, Theorem 8.5 ] implies that Alt(T n ) is isomorphic to NC n . Theorem 1.2. Let n > 0, and let r ∈ {0, 1, . . . , n − 1}. For k ∈ {0, 1, . . . , r}, the number of [r + 1, n − 1]-noncrossing partitions with exactly k bumps is given by (1) R(n, r, k)
Moreover, the cardinality of NC
[r+1,n−1] n is given by (2) C(n, r)
In view of Theorem 1.1 the numbers R(n, r, k) count exactly the elements of NC If we set J = ∅, then Theorem 1.7 states that the poset of join-irreducible elements of the classical Tamari lattice T n is a union of n − 1 chains of lengths 1, 2, . . . , n − 1. This result is probably known to experts, but we have not been able to find an explicit reference.
The join-irreducible elements of T J n are those permutations with a unique descent (a, b), and we abbreviate them by x a,b . (There are a few restrictions depending on J which values of a and b are admissible; see Corollary 4.4.) (s + 1)t (s + 1)t + 1 , t + 1 t .
1.7.
Organization of the Article. We recall the basic poset-and lattice-theoretical notions in Section 2, and we prove Theorem 1.6 in Section 2.4. We properly define parabolic noncrossing partitions in Section 3, and prove Theorems 1.1 and 1.2 in Sections 3.1 and 3.2, respectively.
In Section 4 we recall the definition of parabolic quotients of the symmetric group, and of the parabolic Tamari lattices. We prove Theorem 1.7 at the end of Section 4.3, and Theorems 1.3 and 1.4 in Section 4.4. We conclude this section with the proof of Theorem 1.8 in Section 4.5.
The alternate order of a congruence-uniform lattice is formally defined in Section 5, and we also prove Theorem 1.5 there.
We conclude this article with explaining the history and the background of Conjecture 1.9 in Section 6.
POSETS AND LATTICES
2.1. Basic Notions. Let P = (P, ≤) be a partially ordered set, or poset for short.
The dual poset is the poset P * def = (P, ≥). Throughout this article we only consider finite posets.
Two elements x, y ∈ P form a cover relation if x < y and there does not exist z ∈ P with x < z < y. In that case, we usually write
An element x ∈ P is minimal in P if y ≤ x implies y = x for all y ∈ P. An element is maximal in P if it is minimal in P * . If P has a unique minimal element 0 and a unique maximal element1, then it is bounded.
A chain of P is a subset of P in which every two elements are comparable, and an antichain of P is a subset of P in which no two elements are comparable. A chain is saturated if it can be written as a sequence of cover relations, and it is maximal if it is saturated and contains a minimal and a maximal element.
A rank function of P is a function rk : P → N which satisfies rk(x) = 0 if and only if x is a minimal element, and rk(x) = rk(y) − 1 if and only if x ⋖ y. A poset that admits a rank function is ranked. In other words, rk(x) is one less than the cardinality of any saturated chain from a minimal element to x.
An order ideal of P is a subset X ⊆ P such that for every x ∈ X and every y ≤ x follows y ∈ X. An order filter of P is a subset X ⊆ P such that for every x ∈ X and every y ≥ x follows y ∈ X.
If for all x, y ∈ P there exists a least upper bound x ∨ y (the join), then P is a join-semilattice. If for all x, y ∈ P there exists a greatest lower bound x ∧ y (the meet), the P is a meet-semilattice. A poset that is both a join-and a meet-semilattice is a lattice. Note that every finite lattice is bounded.
Congruence-Uniform Lattices. A lattice congruence is an equivalence relation
The set Con(L) of all lattice congruences on L forms a distributive lattice under refinement. If x ⋖ v in L, then we denote by cg(x, y) the smallest lattice congruence of L in which x and y are equivalent.
An element j ∈ L \ {0} is join irreducible if whenever j = x ∨ y, then j ∈ {x, y}. Let J (L) denote the set of join-irreducible elements of L. If L is finite, and j ∈ J (L), then there exists a unique element j * ∈ L with j * ⋖ j. We write cg(j) as a short-hand for cg(j * , j). We may dually define meet-irreducible elements, and denote the set of such elements by M(L). 
A consequence of Theorem 2.1 is the existence of a surjective map
A finite lattice is congruence uniform if the map cg * is a bijection for both L and L * .
Remark 2.2. It follows from [10, Theorem 5.1] that congruence-uniform lattices are precisely the finite lattices that can be obtained from the singleton lattice by a finite sequence of interval doublings. 
where j is the unique join-irreducible element of L with cg(x, y) = cg(j). In general, a map f : E (L) → P is an edge-labeling of L, where P is an arbitrary poset. If C : x 0 ⋖ x 1 ⋖ · · · ⋖ x s is a saturated chain, then we use the following abbreviation:
There is a nice characterization of cover relations in a congruence-uniform lattice which have the same label under λ. Two cover relations (u, v) We have the following corollary. Proof. Let C :
j+1 ) = k, and we are done.
Semidistributive Lattices.
A finite lattice L = (L, ≤) is meet semidistributive if for any three elements x, y, z ∈ L with x ∧ y = x ∧ z it follows that x ∧ (y ∨ z) = x ∧ y. We may define join-semidistributive lattices dually. A lattice that is both meet and join semidistributive is simply called semidistributive. The converse is not true, as for instance the example in Figure 1 shows. We may check that the two highlighted join-irreducible elements are mapped by cg to the same lattice congruence.
Semidistributive lattices have another characteristic property, namely that every element can be represented canonically as the join of a particular set of joinirreducible elements. More precisely, let L = (L, ≤) be a finite lattice. A subset X ⊆ L is a join representation of z ∈ L if z = X. A join representation X of z is irredundant if there is no proper subset of X that joins to z. For two irredundant join representations X, Y of z we say that X refines Y if for every x ∈ X there exists some y ∈ Y with x ≤ y. A join representation of z is canonical if it is irredundant and refines every other join representation of z. We remark that every canonical join representation is an antichain consisting of join-irreducible elements. If L is congruence uniform, then we can use the labeling from (3) to compute the canonical join representation of the elements of L.
Let us collect another fact about semidistributive lattices concerning the number of join-and of meet-irreducible elements.
Meet-semidistributive lattices admit a nice bijection from their join-to their meet-irreducible elements.
Since every upper cover of κ(j) must be greater than j, we conclude that
The length of a chain is one less than its cardinality. Let ℓ(L) denote the maximal length of a maximal chain of L, and call this the length of L. For every finite lattice L holds
If all these three quantities are the same, i.e. when
holds, then we call L extremal [21] . It follows from [21, Theorem 14(ii)] that any finite lattice can be embedded as an interval into an extremal lattice. Consequently, extremality is not inherited to intervals. We will now explain how to strengthen extremality such that we obtain a lattice property that is inherited to intervals.
An element x ∈ L is left modular if for all y, z ∈ L with y < z holds that
If L has a maximal chain of length ℓ(L) consisting entirely of left-modular elements, then L is left modular. An extremal, left-modular lattice is called trim [41] . It was recently shown that every extremal semidistributive lattice is already trim. Figure 2 shows the smallest extremal lattice that is not left modular. It has only one chain of maximal length, but the highlighted element on this chain is not left modular. We can prove the analogue of Theorem 2.12 for left-modularity.
Theorem 2.12 ([42, Theorem 1.4]). Every extremal semidistributive lattice is trim.

Theorem 2.13. Every left-modular semidistributive lattice is trim.
Proof. Let L = (L, ≤) be a left-modular lattice with left-modular chain
We consider the following surjective map:
Now suppose that L is not extremal, which means that J (L) > n. In particular, γ is not injective, and we may find two join-irreducible elements j 1 , j 2 ∈ J (L) with γ(j 1 ) = i = γ(j 2 ). Observe that none of j 1 and j 2 equals x i . (If x i is itself join irreducible, then its unique lower cover is x i−1 , which means that every other joinirreducible element is either below x i−1 or not below x i at all, and can therefore not be labeled by i.) Also, none of j 1 and j 2 equals x i−1 , because they are labeled by i.
Assume that j 1 < j 2 . There certainly exist indices s, t with 0 ≤ s ≤ t ≤ i − 2 such that x s ≤ j 1 and x t ≤ j 2 . We choose s and t maximal with these properties. (We cannot have x i−1 < j 2 < x i , because x i−1 and x i form a cover relation in L.) If s = t, then we have
which is a contradiction. If s < t, then we conclude from j 2 ∈ J (L), that there exists q < j 2 with x t < q. (This follows, because j 2 is an upper bound for both j 1 and x t .) We find that
which is a contradiction. It follows that j 1 and j 2 are incomparable.
Let z = j 1 ∨ j 2 , and assume that z < x i . By definition we have j 1 , j 2 ≤ x i and j 1 , j 2 ≤ x i−1 and it follows that j 1
The left-modularity of
If we set y = x i−1 ∧ z, then we see that y and j 1 are incomparable.
This contradicts the previous paragraph, so we conclude that
, which we have already ruled out. We conclude that the set
Now j 1 is an upper bound of j 1 ∧ j 2 and j 1 ∧ x i−1 , but since j 1 is join irreducible (and j 1 and j 2 are incomparable), we conclude that (j 1 ∧ j 2 ) ∨ (j 1 ∧ x i−1 ) < j 1 . Since x i−1 is left modular, we obtain
which is a contradiction. We therefore conclude that
Since X = x i at least one element of X must not lie below x i−1 , and we can assume without loss of generality q is such an element. Therefore, we have q ≤ j 1 and q ≤ x i−1 . Since q belongs to a canonical join representation it must be join irreducible, which implies that γ(q) = i. Without loss of generality we may thus assume that q = j 1 , which means that j 1 ∈ X. Analogously, since X refines {j 2 , x i−1 } we may assume that j 2 ∈ X. Since x i = j 1 ∨ j 2 this means that X = {j 1 , j 2 }. Since none of j 1 and j 2 is below x i−1 we see that X does neither refine {j 1 , x i−1 } nor {j 2 , x i−1 } so it cannot be a canonical join representation of x i , which is a contradiction.
We conclude that L is extremal, and therefore trim.
Proof of Theorem 1.6. This follows from Theorems 2.12 and 2.13.
There is a natural way to order the join-and the meet-irreducible elements of an extremal lattice L. Let C :
we can label the join-irreducible elements by j 1 , j 2 , . . . , j s and the meet-irreducible elements by m 1 , m 2 , . . . , m s such that
(We can always order some of the irreducible elements of a lattice in such a way, the extremality of L guarantees that this is an ordering of all irreducibles.) With the help of this ordering we may follow [ If L is an extremal, congruence-uniform lattice we may use the labeling (3) to define another ordering of the join-irreducible elements. In particular, we pick once again a maximal chain C of L of maximal length and we order the joinirreducible elements according to the order they appear as labels on C. Proof. Let C : x 0 ⋖ x 1 ⋖ · · · ⋖ x s be a maximal chain of maximal length, and fix the order j 1 , j 2 , . . . , j s of the join-irreducible elements given by (4) . It follows that x 1 = j 1 , and therefore λ(x 0 , x 1 ) = j 1 . Now let k ∈ [s] and suppose that λ(
By Corollary 2.4 we know that j ∈ J (L) \ {j 1 , j 2 , . . . , j k }. By construction we know further that x k+1 = x k ∨ j k+1 , and it follows from Lemma 2.3 that x k+1 = j ∨ x k . In particular, we have j ≤ x k+1 and j ≤ x k as well as j k+1 ≤ x k+1 and j k+1 ≤ x k . If j = j k+1 , then we necessarily have that J (L) > s, which is a contradiction. We conclude that j = j k+1 , and the statement follows by induction. If L is extremal and congruence uniform, then Corollary 2.17 implies that we may view G(L) as a directed graph with vertex set J (L), where we have an edge from j i → j k if and only if j k ≤ (j k ) * ∨ j i . For extremal lattices that are not congruence uniform, this construction in general yields a directed graph that is not isomorphic to G(L).
Consider for instance the extremal lattice in Figure 3a . This is the smallest extremal lattice that is not congruence uniform. It has a unique maximal chain of maximal length, and the corresponding order (4) of the join-and meet-irreducible elements is indicated by the labels below and above the nodes, respectively. The corresponding Galois graph is shown in Figure 3b . The directed graph on the vertex set [4] with a directed edge i → k if and only if i = k and j k ≤ (j k ) * ∨ j i is shown in Figure 3c. 2.5. Poset Topology. There is a natural way to associate a simplicial complex with a finite poset P = (P, ≤). The order complex ∆(P ) is the simplicial complex whose faces are the chains of P. If P has a least, or a greatest element, then ∆(P ) is always contractible. If P is bounded, then we denote by P def = P \ {0,1}, ≤ the corresponding proper part.
The Möbius function of P is the function µ P : P × P → Z which is inductively defined by µ P (x, x) def = 1 for all x ∈ P, and by
for all x, y ∈ P. If P is bounded, then we define the Möbius number of P by µ(P ) We may partially order the elements of Π n by dual refinement, i.e. we set P 1 ≤ dref P 2 if and only if every part of P 1 is contained in some part of P 2 . It is well known (and easy to verify) that the poset (Π n , ≤ dref ) is a lattice.
For J = [n − 1] \ {j 1 , j 2 , . . . , j r } we consider the following partition of [n]:
. . , {j r + 1, j r + 2, . . . , n} , and we call the parts of B(J) the J-regions. A partition P ∈ Π n is J-parabolic 1 if i ∼ P j implies that i and j belong to different J-regions. Let Π J n denote the set of all J-parabolic partitions. Figure 4 shows the poset Π {1,2,4} 5 , ≤ dref . We will represent a J-parabolic partition P ∈ Π J n by the following combinatorial model. We draw n dots labeled by 1, 2, . . . , n on a straight line, and highlight the J-regions by grouping the corresponding dots together. For any bump (a, b) of P we draw an arc connecting the dots labeled by a and b, such that this arc leaves a at the bottom, passes below all dots in the same J-region as a, then proceeds above all the remaining dots between a and b, and finally enters b at the top. shown in Figure 5 . Its biggest rank number is nine, while it has an antichain of size eleven. (This antichain consists of all elements of rank two, together with the two maximal elements of rank 1.) 3.2. On the Zeta Polynomial of NC J n . We conclude this section with a conjecture on the zeta polynomial of NC J n . Recall that the zeta polynomial of a poset P is the polynomial Z P with the property that for any natural number q the evaluation Z P (q) equals the number of multichains of P of length q − 1. We pose the following conjecture for the case that J is a final segment of [n − 1]. Conjecture 3.9. Let n > 0, and let r ∈ {0, 1, . . . , n − 1}. We have
By Proposition 3.2 the zeta polynomial of NC
[n−r−1] n is given (conjecturally) by the formula in Conjecture 3.9, too. In fact, we conjecture that these are the only cases, where the Z NC J n has only real roots. By definition Z P (2) yields the cardinality of P. We support Conjecture 3.9 with Theorem 1.2, which establishes the q = 2-case.
Parabolic Root Posets.
After we have posted a first version of this article to the arxiv, we were informed by C. Krattenthaler that the formula for the cardinality of NC [r+1,n−1] n which appears in Theorem 1.2 also counts certain lattice paths [18] . This connection enables us to prove Theorem 1.2 in a short and bijective fashion.
To that end let us define the root poset of S n by T(n), , where
and (i, j) (k, l) if and only if i ≥ k and j ≤ l. Let us abbreviate the set of adjacent transpositions by S(n). 
Proof. First of all, for r ∈ {0, 1, . . . , n − 1} let B n,r denote the set of all lattice paths from (0, 0) to (r, n), which use only vertical and horizontal unit steps, and which stay weakly above the line x = y. 
We may use the elements of NC 
Proof. Let r > 0, and let X consist of all elements of NC
in which {1} is a singleton part and let X k consist of all elements of NC [r+1,n−1] n which contain the bump (1, k) . Then, we clearly have
By construction we see that k−2 , while piece B is empty. By induction and the arguments in the previous paragraph, we obtain the following for r > 0: 
A descent of w is an inversion (i, j) such that w i = w j + 1. We denote by des(w) the set of all descents of w.
Inversion sets give rise to a partial order on S n ; the (left) weak order, which is defined by u ≤ L v if and only if inv(u) ⊆ inv(v). Let us write Weak(S n ) for the poset (S n , ≤ L ). The cover relations in Weak(S n ) can be described nicely in terms of descents. , where each element is labeled by its corresponding J-noncrossing partition as well. . The maximal chain constructed in the proof of Proposition 4.11 is highlighted. The elements are additionally labeled by the corresponding {1, 4}-noncrossing partitions of [5] .
Let us briefly describe the map Φ −1 . Let P ∈ NC J n , and letP be the unique part of P containing 1; suppose thatP = {i 1 , i 2 , . . . , i s } with i 1 = 1. We want to create a permutation
where w i 1 is as small as possible. Essentially, w i 1 equals the number of all dots below all the arcs inP plus the number of all dots below any arc that starts in the same J-region, but to the left of some element ofP. We determine the missing values of w inductively, by considering P \P as an element of NC J ′ n ′ for some appropriate n ′ < n. )
. 
It follows that T J n has length
as desired. 
n appear as labels along C. For a ∈ [j 1 ] and b ∈ [j 2 − j 1 ] let w a,b be the element whose one-line notation is (6) . It follows from the proof of Proposition 4.11 that the first j 1 (j 2 − j 1 ) + 1 elements of C are precisely e, w 1,1 , w 1,2 , . . . , w j 1 ,j 2 −j 1 . Now by construction we obtain λ(e, w 1,1 ) = x j 1 ,j 1 +1 , and
We conclude that the first j 1 (j 2 − j 1 ) labels appearing on C (in that order) are x j 1 ,j 1 +1 , x j 1 ,j 1 +2 , . . . , x j 1 ,j 2 ,
. . ., . . ., . . . , . . .
By following the construction of C we see that the adjacent elements in the resulting order of the join-irreducible elements are precisely determined by the conditions given in the statement. Remark 4.14. The join-irreducible elements of T ∅ n are precisely the transpositions (i, j) for 1 ≤ i < j ≤ n, and the total order defined in Corollary 4.12 is exactly the lexicographic order on these transpositions.
We remark that this order corresponds to the so-called inversion order of w o with respect to the linear Coxeter element. This correspondence does not hold in general, as can be verified for instance in the case n = 5 and J = {1, 4}, which .
. It thus remains to determine when
holds. For simplicity, let us write p = x a ′ ,b ′ , q = x a,b , and
, and it follows from Corollary 4.
We conclude that (7) 
∈ inv(z), and thus (7) ∈ inv(q). Once again, we conclude from Corollary 4.5 that (a ′ , c) / ∈ inv(q) for any c, and
∈ inv(z), and thus (7) does not hold.
Let us now consider the case where a and a ′ belong to different J-regions, i.e. s = s ′ . There are two cases, and both times Corollary 4.5 implies that (a ′ , b ′ ) / ∈ inv(q). Moreover, we conclude from Corollary 4.5 that (a ′ , c) / ∈ inv(q) for any c, and
(i) Let s < s ′ . It follows that j s < j s ′ + 1, and we conclude that (a ′ , b ′ ) / ∈ inv(z), and thus (7) does not hold.
(ii) Let s > s ′ . This means that a ′ < a. If a < b ′ ≤ j s , then we have (c, b ′ ) / ∈ inv(q) for any c, and therefore (7) does not hold. If j s < b ′ , then we may choose c = a to conclude that (a ′ , b ′ ) ∈ inv(z), and see that (7) holds.
In [42, Theorem 5.5] it was shown that the complement of the undirected Galois graph of an extremal semidistributive lattice L is precisely the 1-skeleton of the so-called canonical join complex of L. This is the simplicial complex whose faces are canonical join representations of L. By Proposition 4.10 the canonical join representations in T J n are precisely the J-noncrossing partitions. We thus have the following corollary (which may also be verified directly). 
The and its alternate order. FIGURE 13. A congruence-uniform lattice whose alternate order is not ranked.
Let us illustrate a situation in which Ψ(w) X(w) by considering n = 4 and J = {2}. Figure 12a shows the poset T {2} 4 , and Figure 12b shows the corresponding alternate order. We observe that NC {2} 4 has one extra cover relation, namely the one between Φ(4|12|3) and Φ(3|24|1). We conclude the proof of Theorem 1.5.
exists a J-noncrossing partition P whose set of bumps is precisely X(u) ∩ X(v), namely P = Φ(u) ∧ Φ(v). We conclude that z = Φ −1 (P) satisfies
as desired.
PARABOLIC CHAPOTON TRIANGLES
In this section we want to describe a conjectural enumerative connection between the alternate order of T We may also define the cluster complex of S n to be the flag simplicial complex ∆(n) whose faces are collections of pairwise noncrossing diagonals of a convex n + 2-gon. We may identify the diagonals of our convex n + 2-gon in a particular way with the elements in the set −S(n) ⊎ T(n). (We do not need to know exactly how this identification works, and we refer the interested reader to [1, Section 5.2.2].) An old result of J. Segner states that the number of facets of ∆(n) is also given by Cat(n) [35] .
F. Chapoton was probably first to observe a deep enumerative connection between the noncrossing partition lattice, the root poset and the cluster complex. To formulate this connection, he defined the following polynomials, which we call the M-triangle, H-triangle, and F-triangle, respectively: 
