In this paper, the quantum excitation energy transfer (EET) is studied for a network of two-state nodes in Markovian approximation employing the Lindblad formulation. It is found that the EET from an initial site to the sink is not efficient due to the inhibition of transport by Anderson localization of the excitation wave pocket in a symmetric fully-connected network. However, the EET efficiency can be increased noticeably (to ∼ 100% efficiency) by removing the 'main-edge' that is the hopping strength between the initial node and the one that is connected directly to the sink. Nevertheless, vanishing the hopping strengths between the other nodes, which are not directly linked to the sink, maintains the localization and hence does not improve the efficiency. Moreover, we have investigated the effect of "dephasing" on Anderson localizations. It is found that dephasing plays a constructive role for EET in presence of localization in the network, while it is destructive in absence of localization.
I. INTRODUCTION
There are many systems in nature and society that can be modelled by classical complex networks and explained by classical statistical physics. 1, 2 Recently, the quantum world has opened up new perspectives in the field of complex networks. [3] [4] [5] For example, energy, charge, or information transfer are the most important phenomena in physical and biological systems taking place at scales ranging from atoms to large macro-molecular structures, and it has been put forward the idea that quantum mechanics might have positive effect on the efficiency of energy or charge transfer in such systems. Charge transfer through DNA 6 and energy transfer in photosynthetic structures [7] [8] [9] [10] are good examples in this context. In fact, the most important effect of quantum mechanics in biological systems has been evidenced in the Fenna-Matthews-Olson (FMO) complexes 11 that is observed by experimental methods via ultrafast spectroscopy 12 in which there is an ultrahigh efficient excitation energy transfer (EET) in light-harvesting complexes, 7, [12] [13] [14] [15] [16] [17] which can be explained by quantum approaches like quantum walks, [18] [19] [20] [21] or Lindblad formalism. 16, 17 The simulated artificial complex networks based on biological systems have the potential to be used in future quantum informational and computational technologies like secure information transfer between two particles in an entangled quantum-cryptography, 22 teleportation in a quantum communication protocol, [23] [24] [25] artificial photosynthesis systems (or solar cells) to save energy, and quantum neural networks 26, 27 for advanced technologies based on artificial intelligence. Here, we propose a theoretical structure to help for building an artificial network for high efficient energy transfer to simulate systems like FMO complexes in photosynthetic structures.
This work can be summarized in four main sections. In Sec. II, we describe the model Hamiltonian on a network and briefly introduce the method of calculating the excitation energy transfer thorough such a network, employing Lindblad formulation. In Sec. 1 we investigate EET in a fully connected network and discuss the negative effect of Anderson localization in this structure. In Sec. IV we study the effect of different single edge deletions in the network on the efficiency of EET. We investigate the effect of dephasing on EET in Sec. V, with considering different edge-deletions in the network. Sec. VI is devoted to the conclusion.
II. QUANTUM EXCITATION ENERGY TRANSPORT IN NETWORKS
Consider a graph G (i.e. a complex network) as a pair of sets G = (ν, ε), where ν is a set of vertices or nodes of the graph and ε is a set of edges or links V ij (V ij ∈ ε) connecting the vertices i and j (i, j ∈ ν). An undirected graph is completely defined by its adjacency matrix A, defined as:
A complete N -graph (i.e. fully connected network) is a graph with N 2 edges where V ij = 1 for the all pairs of nodes 28 . Consider a network, consisting of N nodes, in which each node is a two state object like a molecule. For example, consider molecules that have two states (e.g. ground and excited states) and interact with each other through direct hopping. In the case of the possibility of hopping between two molecules, a link is drawn between them. Whenever an excitation is inserted at one node, it can be transfered throughout the network by hopping due to interaction between the linked nodes. Now, we consider a quantum energy transport in the network that can be modelled by the following tight-binding Hamiltonian 29 :
where |n is the n-th site in which the excitation exists, ω n denotes the excitation energy at the site n and J nm is the hopping integral between the two sites n and m. We consider arXiv:1504.04398v1 [quant-ph] 16 Apr 2015
J nm = 1 when the nodes n and m are connected and J nm = 0 if they are disconnected, and we choose = 1, so all the energies are in units of ω n . To study the dissipationless quantum excitation energy transfer (EET) in the network, we use the evolution of the master equation in Markovian approximation as follows 30, 31 :
in which ρ is the density matrix and A, B = AB + BA. L sink ρ is the sink term that expresses the irreversible transfer of energy from a given node of the network into a sink, and it is defined as:
in which Γ is the absorption rate of the sink and it is assumed to be equal to 0.5 in all of the calculation in this paper.
Once an excitation is initially injected to the i-th site, i.e. initial site, we have ρ(0) = |i i|. In order to measure EET from the initial site to the sink, we integrate the master equation 3 and calculate the population of the sink sink|ρ(t)|sink at time t. The population of each node can also be collocated as n|ρ(t)|n . Another quantity of interest is the system efficiency which is defined as the long term sink population:
and determines the fraction of excitation energy transferred into the sink in large time limit. Our calculations are done using the python package QUTIP 32 for numerical integration of the Lindblad master equation 3, and all energies, time-scales, and rates are expressed in the units of onsite exception energies ω n , and thereby assuming that the network is consisting of the same molecules, we consider ω = 1.
III. FULLY CONNECTED NETWORK
Now we start with analysis of EET in a fully connected network. Consider a 6-sites fully connected network (FCN) illustrated in Fig. 1 -Left. The sink is supposed to be connected to the node 6 and the excitation is injected to the node 1. Figure  1 -Middle shows the time dependence of the population of the nodes and the sink, calculated using numerical integration of Eq. 3. In this calculation, we neglect the dissipation, and the absorption rate of the sink is considered to be Γ = 0.5. It can be seen that the system efficiency (sink population) tends to ∼ 0.2, while most of injected energy ∼ 80% remains inside the network, mostly on the first node (∼ 64% of energy remains in node 1 and ∼ 16% is shared equally among the nodes 2, 3, 4 and 5). This result is the manifestation of the localization of single particle states within a fully connected network which has already been pointed out in Ref. [ 16 ] . The reason for such a state localization is the constructive interference loops inside the network. To explicitly show this, we expand the initial state |1 in terms of the orthonormal eigenstates of the tight-binding Hamiltonian 2, resulting in: 
Eq. 6 clearly shows that in the four out of six terms in the expansion of the initial state, the sixth node (which connects the network to the sink) has no contribution, hence most part of the injected energy can not reach to this site and thereby can not transferred to the the sink. For better visualization of such an energy localization, the long time density matrix of the network is illustrated in Fig. 1 -Right, in which the block diagonalization of the stationary density matrix is another indication of energy localization in the network.
To investigate the effect of symmetry on the energy localization, we calculate the system efficiency when the hopping integral between the nodes 1 and 6 varies, while the rest of hopping integrals J nm (m, n not equal to 1 and 6) remains equal to unity. The result of such a calculation is displayed in Fig. 2 , shows that the system efficiency (η ∞ ) is highly sensitive to the value of J 16 . For J 16 = 1, η ∞ is minimum, however when the hopping integral between the two nodes 1 and 6 slightly deviates from the ones between the other nodes, the system efficiency rapidly rises to one. This result shows that the state localization inside a fully connected network is highly sensitive to the symmetry of the Hamiltonian and any small asymmetry due to J 16 demolishes the constructive interference loops and hence destroys the Anderson localization in the network. So, this symmetry breaking increases the efficiency of EET dramatically. Fig. 2 also shows that introducing asymmetry in other links rather than the 1 − 6, increasing the system efficiency a little, however does not promote the system to become a perfect transmitter.
IV. THE EFFECT OF EDGE DELETION ON SYSTEM EFFICIENCY
We observed that a tiny asymmetry in the hopping is able to destroy the state localization in a fully connected network and hence it increases the energy transfer to the sink. Now we proceed to investigate the effect of defect, in the form of cutting one link between two nodes, on the system efficiency. Deletion of an edge between the two nodes means the blocking of the hopping of the excitation between them. Figure 3 illustrates the density matrices of the networks with deletion of the links between the nodes 1, 2 ( Fig. 3-(a) ), 2, 3 ( Fig. 3-(b) ) and 1, 6 ( Fig. 3-(c) ). It can be seen from this figure, that only in the case of deletion of the link between the nodes 1 and 6, the localization vanishes and the injected energy totally transferred into the sink. Cutting the hopping between the in the case of cutting the link between the nodes 1 and 6. Eq. 7 and 8 explicitly show the vanishing contribution of the node 6 to some terms in the expansion, while Eq. 9 indicates that the node 6 contributes in all the component of the initial wave pocket and thereby in this case all the energy can be transmitted to the sink through this node. We checked the edge deletion between all other the nodes would preserve the Anderson localization in the resulting network. Fig. 4 represents the block diagonalized structure of stationary density matrices and hence the existence of localized states for some of these cases. 
V. THE EFFECT OF DEPHASING
In this section we investigate the effect of noisy environment on the quantum energy transfer in networks. Real systems are open 33, 34 and interact with environment, hence the quantum coherence in the system will be reduced as a result of the interaction with such a noisy environment. The dephasing effects can be incorporated in the master equation, in the framework of the Lindblad operators as follows 29, 30 
where γ deph is the dephasing rate coefficient.
Adding Eq. 10 to the master equation 3 and integrating this equation as before gives the energy transfer in the presence of noise. Fig. V represents the time dependence of the sink population in absence and presence of noise with different values of defacing rate coefficient. This figure shows that in the cases that energy wave pocket is partially localized in the network, such as the fully connected (Fig. V-(a) ), 2 − 4 ( Fig. V-(c) ) and 3 − 6 ( Fig. V-(d) ) edge removed networks, the system efficiency increases monotonically (both in amount and speed) as dephasing is increased, therefore in these networks noise has a constructive role in energy transfer, by diminishing the quantum coherence required for Anderson localization mechanism inside the networks. However, when the hopping between the initial node and the one connecting to the sink (1 − 6) is blocked, the wave pocket localization ia already destroyed and in this case the noise slows down the speed of energy transfer toward the sink as illustrated in Fig. V-(b) .
VI. CONCLUSION
In summary we found that the quantum transport of an excitation energy in a symmetric network of fully connected twostate objects, described by time reversal symmetric Hamiltonian, is highly inefficient. Whenever an excitation is injected in an object, which is not directly connected to the sink, a wave pocket travelling through a closed loop paths and their time reversed correspondence arrives in-phase to the initial position due to the time reversal symmetry and hence leads to constructive interference at the initial site. Such an Anderson localization of excitation energy wave pockets inside the network is the reason for inefficiency of transport in a symmetric fully connected network. Reducing the symmetry by cutting the hopping between the nodes, not directly connected to the sink, preserves the localized states and hence does not increase the system efficiency, significantly. The only way to improve the efficiency of energy transfer is introducing any small asymmetry between the initial node and the one directly linked irreversibly to the sink. Finally we found that the presence of a dephasing noise increases the system efficiency in the case of the existence of Anderson localization, which is a well-known result.
