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1
2In this paper we compute π1(C
2−S3), S3 the branch curve of a generic projection
of the Veronese surface V3 on CP
2. Throughout this paper we use G for π1(C
2 − S3).
We also have a similar result concerning G = π1(CP
2 − S3).
Fundamental groups of complements of curves are very important invariants but
it is very difficult to compute them. We obtained G and G using our braid group
techniques.
This paper is a continuation of “Braid Group Techniques in Complex Geometry,
I, II, III, IV.” (BGT I, BGT II, BGT III, BGT IV for short.) In BGT I we laid the
foundation of our braid monodromy techniques and applied them to line arrangements.
In BGT II we dealt with the braid monodromy of almost real curves and showed how
to regenerate these formulas to cuspidal curves. In BGT III we presented a series of
generic projected degenerations of the Veronese surface V3 and the branch curve S3 of
its generic projection to CP2 to a union of 9 planes, and a branch curve S(6) which is
a union of lines. In BGT IV we computed the braid monodromy of S3 ∩ C
2 using the
braid monodromy of S(6) and the regeneration rules proved in BGT II. We obtained
the factorized expression for the braid monodromy denoted by ε(18). In this paper we
use ε(18) and the Van Kampen Theorem to compute G and G. If the reader is only
interested in the final results he can go directly to Chapter VI.
CHAPTER 0. Definition of Braid Group and
Presentation of the Van Kampen Theorem
We need certain terminology in order to formulate the Van Kampen Theorem.
We first recall from BGT I (Section II) the definition of a good geometric base of
π1(D −K, ∗) for K a finite set in a disc D.
Definition. ℓ(γ).
Let D be a disc. Let wi i = 1, . . . , n small discs in Int(D) s.t. wi ∩ wj = ∅ for
i 6= j. Let u ∈ ∂D. Let γ be a simple path connecting u with one of the wi’s , say wi0 ,
which does not meet any other wj , j 6= i0 . We assign to γ a loop (actually an element
of π1(D−K, u)) as follows. Let c be a simple loop equal to the (oriented) boundary of
3a small neighborhood V of wi0 chosen such that γ
′ = γ − V ∩ γ is a simple path. Then
ℓ(γ) = γ′∪ c∪γ′ −1. We also use the same notation ℓ(γ) for the element of π1(D−K, u)
corresponding to ℓ(γ) (see Fig. 0.1).
Fig. 0.1
Definition. g-base (good geometric base)
Let D be a disk, K ⊆ D, #K <∞. Let u ∈ D−K. Let {γi} be a bush in (D,K, u),
i.e., ∀i, j γi∩γj = u, ∀i γi∩K = one point, and γi are ordered counterclockwise around
u. Let Γi = ℓ(γi) ∈ π1(D −K, u) be the loop around K ∩ γi determined by γi. {Γi} is
a g-base of π1(D −K, ∗).
Definition. Braid group Bn = Bn[D,K]
Let D be a closed disc in R2, K ⊂ D, K finite. Let B be the group of all
diffeomorphisms β ofD such that β(K) = K , β|∂D = Id∂D . For β1, β2 ∈ B , we say that
β1 is equivalent to β2 if β1 and β2 induce the same automorphism of π1(D−K, u) . The
quotient of B by this equivalence relation is called the braid group Bn[D,K] (n = #K).
We sometimes denote by β the braid represented by β. The elements of Bn[D,K] are
called braids.
Definition. H(σ), half-twist defined by σ
Let D,K be as above. Let a, b ∈ K , Ka,b = K − a − b and σ be a simple path in
D − ∂D connecting a with b s.t. σ ∩K = {a, b}. Choose a small regular neighborhood
U of σ and an orientation preserving diffeomorphism f : R2 → C1 (C1 is taken with the
usual “complex” orientation) such that f(σ) = [−1, 1] , f(U) = {z ∈ C1 | |z| < 2} . Let
4α(r), r ≥ 0 , be a real smooth monotone function such that α(r) = 1 for r ∈ [0, 32 ] and
α(r) = 0 for r ≥ 2.
Define a diffeomorphism h : C1 −→ C1 as follows. For z ∈ C1 , z = reiϕ, let
h(z) = rei(ϕ+α(r)) . It is clear that on {z ∈ C1 | |z| ≤ 32}, h(z) is the positive rotation
by 180◦ and that h(z) = Identity on {z ∈ C1 | |z| ≥ 2} , in particular, on C1 − f(U) .
Considering (f ◦ h ◦ f−1)|D (we always take composition from left to right), we get a
diffeomorphism of D which switches a and b and is the identity on D − U . Thus it
defines an element of Bn[D,K], called the half-twist defined by σ and denoted H(σ).
Definition. Frame of Bn[D,K]
Let D be a disc in R2. Let K = {a1, . . . , an}, K ⊂ D. Let σ1, . . . , σn−1 be a system
of simple paths in D − ∂D such that each σi connects ai with ai+1 and for
i, j ∈ {1, . . . , n− 1} , i < j , σi ∩ σj =
{
∅ if |i− j| ≥ 2
ai+1 if j = i+ 1 .
Let Hi = H(σi) . We call the ordered system of (positive) half-twists (H1, . . . , Hn−1) a
frame of Bn[D,K] defined by (σ1, . . . , σn−1) , or a frame of Bn[D,K] for short.
Notation.
[A,B] = ABA−1B−1.
〈A,B〉 = ABAB−1A−1B−1.
(A)B = B
−1AB.
Theorem. (E. Artin’s braid group presentation) Bn is generated by the half-twists
Hi of a frame {Hi} and all the relations between H1, . . . , Hn−1 follow from
[Hi, Hj] = 1 if |i− j| > 1,
〈Hi, Hj〉 = 1 if |i− j| = 1,
1 ≤ i, j ≤ n− 1.
Proof. See proof in [MoTe4], Chapter 4. 
Proposition-Definition. ∆2n (∈ Bn)
5∆2n = (H1 . . .Hn)
n−1 for any frame H1 . . .Hn−1 of Bn.
We shall need the following definition:
Definition. R(ε), N(ε), G(ε) where ε is a factorized expression in Bm
Let D be a disk in C, K ⊆ D, #K = m.
Let Fm = π1(D−K). Consider the natural action of Bm = B[D,K] on Fm, denoted
by (Γ)gi.
Let ε = g1 · . . . · gt be a factorized expression in Bm.
Let Γ1 · · ·Γm be a good geometric base of Fm.
Let M(ε) be the subgroup of Bm generated by {gi}
t
i=1.
Let R(ε) be the subgroup of Fm generated by {(Γj)gi ◦ Γ
−1
j }
t m
i=1,j=1.
Let N(ε) be the normal subgroup of Fm generated by R(ε).
Let G(ε) =
Fm
N(ε)
.
Lemma 0.1.
(i) N(ε) = {(α)β · α−1
∣∣ α ∈ Fm, β ∈M(ε)}.
(ii) G(ε) = Fm with the relations induced from R(ε).
Proof. Trivial. 
We recall from BGT IV [MoTe 7] the definitions of Hurwitz equivalent factorizations
and factorization invariant under h ∈ Bm.
Definition. Hurwitz move
Let gi · . . . · gk = hi · . . . · hk be two factorized expressions of the same element in
a group G. We say that gi · . . . · gk is obtained from hi · . . . · hk by a Hurwitz move if
∃ 1 ≤ p ≤ k − 1 s.t. gi = hi i 6= p, p+ 1, gp = hphp+1h
−1
p and gp+1 = hp or gp = hp+1
and gp+1 = h
−1
p+1hphp+1
6Definition. Hurwitz equivalence of factorized expressions
Let gi · . . . · gk = hi · . . . · hk be two factorized expressions of the same element in
a group G. We say that gi · . . . · gk is a Hurwitz equivalent to hi · . . . · hk if hi · . . . · gk
is obtained from hi · . . . · hk by a finite number of Hurwitz moves. We denote it by
g1 · . . . · gk ≃
He
hi · . . . · hk.
Definition. Factorized expression in Bm invariant under h ∈ Bm
We say that a factorized expression g1 . . . gt is invariant under h if (g1)h · . . . · (gt)h
is Hurwitz equivalent to g1 . . . gt, i.e., can be obtained from g1 . . . gt by a finite number
of Hurwitz moves ((g)h = h
−1gh).
Lemma 0.2. If a factorized expression ε = g1 . . . gt in Bm is invariant under h ∈ Bm,
then h induces an automorphism of G(ε).
Proof. The group Bm acts on π1(D −K, u); thus there is a natural action of h ∈ Bm
on π1(D−k, u) = Fm. Therefore, h induces an automorphism of Fm. Since ε is Hurwitz
equivalent to (ε)h, we get that h
−1M(ε)h = M(ε) and thus (N(ε))h ⊂ N(ε), and h
induces an automorphism of F/N(ε) = G(ε). 
Certain factorized expressions of ∆2m in Bm play an important role in the compu-
tation of the fundamental group of complements of curves, as we shall see in Theorem
0.3.
Let S be a curve in CP2 of degree m.
We refer the reader to BGT I, Chapter VI, [MoTe4] for the definition of a certain fac-
torized expression in Bm related to S: S-factorization of ∆
2
m or S-factorization
or product form of ∆2m or braid monodromy factorization w.r.t. S and u.
Theorem 0.3. Zariski-Van Kampen Theorem. (see [VK]) Let S be a curve in CP2
of degm, s.t. S is transversal to the line in infinity. Let S = S ∩C2. Let ε be the braid
monodromy factorization w.r.t. to S and u. Let Cu = u × C. Let {Γi} be a g-base of
π1(Cu − S, u). Then:
π1(C
2 − S, ∗) = G(ε) and π1(CP
2 − S, ∗) = G(ε) with extra relation
m∏
i=1
Γi = 1.
7Remark. We shall use this theorem for S3, the branch curve of a generic projection of
V3 (the Veronese of order 3) to CP
2. In BGT IV we computed the braid monodromy
factorization related to S3. We denote it ε(18). We shall again present ε(18) in the next
chapter.
We are going to reformulate the Zariski-Van Kampen Theorem in a more precise
form for a cuspidal curve, i.e., for a curve with only nodes and cusps.
Theorem 0.4. (Zariski). If S is a cuspidal curve, then the related braid monodromy
factorization ε is of the form
p∏
j=1
V
νj
j , where Vj is a half-twist and νj = 1 or 2 or 3.
Theorem 0.5. Zariski-Van Kampen (precise version). Let S be a cuspidal curve
in CP2. Let S = C2 ∩ S. Let ε be a braid monodromy factorization w.r.t. S and u. Let
ε =
p∏
j=1
V
νj
j , where Vj is a half-twist and νj = 1, 2, 3.
For every j = 1 . . . p let Aj , Bj ∈ π1(Cu−S, u) be such that Aj , Bj can be extended
to a g-base of π1(Cu − S, u) and (Aj)Vj = Bj . Let {Γi} be a g-base of π1(Cu − S, u).
Then π1(C
2 − S, u) is generated by the images of {Γi} in π1(C
2 − S, u) and the only
relations are those implied from
{
V
νj
j
}
, as follows:
Aj ·B
−1
j = 1 if νj = 1
[Aj , Bj] = 1 if νj = 2
〈Aj , Bj〉 = 1 if νj = 3
π1(CP
2 − S, ∗) is generated by {Γi} with the above relations and one more relation∏
i
Γi = 1.
Remark 0.5′. How to determine Aj and Bj from Vj or how to determine AV
and BV from V = H(σ) (see formulation of Van Kampen Theorem).
To be able to use the Zariski-Van Kampen Theorem, we must know how to compute
Aj if Bj for every j = 1 . . . p. Assume, for simplicity, that uo is below real lines and
{qi} = Cu ∩ S are real points. Assume that ρ(δj) = V
νj
j , where Vj = H(σ), a half-
twist corresponding to a path σ from q1 to q2. Take a homotopically-equivalent path σ
′
that passes through u0. Let σ1, σ2 be the part of σ
′ from u0 to q1, q2 respectively. Let
8Aj = ℓ(σ1) Bj = ℓ(σ2) be the loops of π1(C
2−S, u0) built from σ1, σ2 as in the definition
in the beginning of the Chapter. See Fig. 0.2 for an example how to determine AV and
BV for V = H(σ).
Fig. 0.2
Proposition 0.6. If an S-factorization ∆2 =
∏
gi is invariant under h ∈ Bm then
R((gi)h) is also a relation on π1(C
2 − S, ∗).
Proof. Zariski-Van Kampen Theorem and the fact that an invariant factorization of a
braid monodromy factorization, namely
∏
(gi)h, is also a braid monodromy factorization
(see Proposition VI.4.2 from BGT I, [MoTe4]). 
Remark. Proposition 0.6 indicates why it is important to prove invariant properties of
S-factorizations. We use such properties to induce more relations on the fundamental
group.
9CHAPTER I. The braid monodromy related
to S, the branch curve of a V3-projection
Notation. V3, f, S3, S
Let V3 be the Veronese surface of order 3, i.e., the following embedding of CP
2 into
CPN :
(x, y, z)→ (. . . , xiyjzk, . . . )i+j+k=3.
Let f = f3 be a generic projection: V3
f
→ CP2.
Let S3 be its branch curve in CP
2.
Let C2 be a “generic” affine piece of CP2.
Let S = S3 ∩ C
2.
deg S = deg S3 = 18.
We are interested in π1(CP
2 − S3, ∗) and π1(C
2 − S, ∗).
We constructed in BGT III [MoTe7] a projective degeneration of V3
f
→ CP2 into
Z(6)
f (6)
→ CP2 where Z(6) is a union of 9 planes Pj , j = 1 . . . 9, the ramification curve is
a union of 9 intersection lines Lˆi, i = 1 . . . 9, as in Fig. II.1. (Each Lˆi is an intersection
line of 2 Pj ’s.) S
(6), the branch curve of f (6) in CP2, is a union of 9 lines Li, i = 1 . . . 9.
(Li = π
(6)(Lˆi)).
K(6) = Cu ∩ S(6).
# K(6) = 9.
Definition. u,Cu, K.
Let us choose u in the x-axis of C2 far away from the x-projection singularities of
the x-projection of S3 and of S
(6).
Cu = u× C.
K = Cu ∩ S.
From the regeneration process it is obvious that for every point qi that we had in
K(6) we have 2 points qt, qt′ in K which are close to each other. Recall that we used a
“real model” of (Cu, K). Thus, we assume that K = {qi, qi′}
9
i=1, qi, qi′ are real.
Remark. For arbitrary n we would get that Vn → CP
2 degenerated into Z → CP2
10
where Z = a union of n2 planes with a ramification curve which consists of
3
2
n(n − 1)
intersection lines, and a branch curve consisting of
3
2
n(n−1) lines. Thus, Sn, the branch
curve of Vn → CP
2, is of order 3n(n− 1).
In BGT IV we computed a braid monodromy factorization of S3 denoted ε(18).
We also proved those invariance properties of ε(18) and invariance under complex
conjugation. We shall repeat these results here. For this we have to recall some nota-
tions.
Notations.
zij = zij = a path below the real line from qi to qj . Zij = H(zij)
zij = a path above the real line from qi to qj . Zij = H(zij)
(a)
zij = a path above a and below the real line elsewhere from qi to qj .
(a)
Zij = H(zij)
zij
(a)(b)
= a path below a and b above the real line elsewhere from qi to qj . Zij
(a)(b)
= H(zij)
(a)(b)
ρi = Zii′ = H(zii′) = half-twist corresponds to the shortest line
between qi and qi′
Y
(2)
i,jj′ =
1∏
m=0
(Y 2ij)ρ
m
j
Y
(2)
ii′,jj′ =
1∏
ℓ=0
1∏
m=0
(Y 2ij)ρ
ℓ
iρ
m
j
Y
(3)
i,jj′ =
1∏
m=−1
(Y 3ij)ρ
m
j
For β > γ
z˜γγ′(β) =
z˜ββ′(γ) =
11
With the above notations we recall the braid monodromy factorization of S = S(0),
denoted ε(18) and some invariance properties.
Theorem I.1.
ε(18) =
1∏
ν=7
Cν Hν
where Hi, the braid monodromy of S around vi factors as follows:
H1 = Z
(3)
11′,2 · Z˜22′(1)
H2 = Z
(3)
11′,3 · Z˜33′(1)
H3 = Z
(3)
44′,6 · Z˜66′(4)
H5 = Z
(3)
55′,9 · Z˜99′(5)
H6 = Z
(3)
6′,77′ · Z˜66′(7)
H7 = Z
(3)
8′,99′ · Z˜88′(9)
H4 = Z
(3)
2′,33′Z˜88′Z
(2)
44′,8′
(
Z
(2)
33′,8
)•
Z
(3)
55′,8
(
Z
(2)
44′,8
)• (
Z
(2)
33′,8
)•
Fˆ1(Fˆ1)ρ−1
·Z
(3)
77′,8 Z
2
2′,i, i = 8, 8, 7
′, 7, 5′, 5 Z
(3)
2′,44′ Z
2
2i i = 8
′, 8, 7′, 7, 5′, 5 Z˜22′
where Z˜22′ , Z˜88′ correspond to the paths z˜22′ , z˜88′ described in Fig. I.0(a).
Fig. I.0(a)
• denotes conjugation by a braid b• induced from the motion described in Fig. I.0(b).
Fig. I.0(b)
12
(In fact, b• = Z22′3′Z
2
2′3′Z
−2
7′8Z
−2
78 .)
Fˆ1 = Z
(3)
3,44′Z
(3)
55′,7α
(1)
(4)
Z 23′7Z
2
3′7′
Fˆ2 =
(
Z
(3)
3,44′
)
ρ−1
(
Z
(3)
55′,7
)
ρ−1
(
α(1)
)
ρ−1
(
(4)
Z 23′7
)
ρ−1
(
Z3′7′
)2
ρ−1.
α(1) = α1α2
where α1 and α2 are the curves described in Fig. I.0(c), I.0(d), respectively.
Fig. I.0(c)
Fig. I.0(d)
ρ = ρ7ρ3
(α(1))ρ = (α(1))ρ−13 ρ
−1
7 = (α1)(ρ
−1
3 ρ
−1
7 ) · (α2)(ρ3ρ7)
−1
and
C1 = C2 = Id
C3 = Z
(2)
11′,44′
∏
i=1,2,3,5
Z
(2)
ii′,66′
C4 = Z
(2)
11′,55′ Z
(6)
(2)
11′,77′ Z
(2)
11′,88′ Z
(2)
66′,88′
C5 =
7∏
i=1
i6=5
Z
(2)
ii′,99′
C6 = C7 = Id.
13
The following remark gives an explicit description of a half-twist conjugated by
some ρj and will help us later to deduce relations from ε(18) using the Van Kampen
method.
Remark I.1.
(i) Z
(3)
i,jj′ =
(j)
Z 3ij′Z
3
ijZ
3
ij′ (Fig. I.1(a))
(ii) Z
(2)
ii′,jj′ = Z
2
ijZ
2
ij′Z
2
i′jZ
2
i′j′ . (Fig. I.1(b))
(iii) Let Yij = H(yij) where yij is a path connecting qi or qi′ with qj or qj′ . The fol-
lowing graph (see Fig. I.1(c)) indicates the conjugation of Yij by ρj , ρ
−1
j , ρi, ρ
−1
i
for different types of yij . In the graph we only indicate the action of ρj and ρ
−1
j
on the “head” of yij within a small circle around qj and qj′ and the action of ρi
and ρ−1i on the “tail” of yij in a small circle around qi and qi′ . The “body” of
yij is not changing under ρ
±1
j and ρ
±1
i .
14
Fig. I.1
15
Theorem I.2. Invariance Theorem (BGT IV, Proposition 18, [MoTe7])
Let ρ = ρm1...m4,m6,m9 = ρ
m1
1 (ρ2ρ8)
m2 · (ρ3ρ7)
m3 · (ρ4ρ5)
m4 · ρm66 · ρ
m9
9 then, ε(18)
is invariant under ρ for every mi ∈ Z. ρi = Zii′).
Theorem I.3. Complex Conjugation Theorem (BGT IV, Proposition 19, [MoTe7])
ε(18) is invariant under complex conjugation.
A finite set of generators for π1(C
2 − S,u0) and π1(CP
2 − S3,u0).
Let us choose u0 ∈ Cu, u0 below the real line. Let {Γi,Γi′} be a g-base of
π1(Cu−S, uo). When considered as elements of π1(C
2−S, u0) and of π1(CP
2−S3, uo),
they generate (not freely) the groups. Thus we have {Γi,Γi′}
9
i=1, a set of generators for
π1(C
2 − S, u0) and π1(CP
2 − S3, u0).
We want to compute G = π1(C
2 − S, u0) and G = π1(CP
2 − S3, u0).
By the Zariski-Van Kampen Theorem, G ≃ G(ε(18)) and G ∼=
G(ε(18))
9∏
i=1
ΓiΓi′
.
Corollary I.4. G = π1(C
2−S, u0) satisfies all the relations induced in R(ε(18)), all the
relations induced from (R(ε(18))ρm1,...,m4,m6,m9 and all the relations induced from the
complex conjugation of ε(18), where ρm1...m4,m6,m9 = ρ
m1
1 (ρ2ρ8)
m2 · (ρ3ρ7)
m3 · (ρ4ρ5)
m4 ·
ρm66 · ρ
m9
9 and ρi = Zii′ . Moreover,
G ∼ G(ε(18))
G = G/
∏
i
ΓiΓi′ .
Proof. Theorems I.1, I.2, I.3 and the Van Kampen Theorem. 
Corollary I.5. Let G = π1(C
2−S, u0). If R is any relation in G then (R)ρm1,...,m4,m6,m9
is also a relation in G, where (R)ρm1,...,m4,m6,m9 is the relation induced from R by re-
placing Γi and Γi′ with (Γi)ρ
mi
i and (Γi′)ρ
mi
i , i = 1, 2, 3, 4, 6, 9, respectively and replac-
ing Γ8,Γ8′ ,Γ7,Γ7′ ,Γ5,Γ5′ with (Γ8)ρ
m2
8 , (Γ8′)ρ
m2
8 , (Γ7)ρ
m3
7 , (Γ7′)ρ
m3
7 , (Γ5)ρ
m4
5 , (Γ5′)ρ
m4
5 ,
respectively.
Proof. Proposition 0.6 and Theorem I.2. 
Remark. In other words, ρm1...m4,m6,m9 defines an automorphism of G.
16
Notation.
Γi = any element of the set {(Γi)ρ
mi
i }m ∈ Z.
Corollary I.6. (Complete invariance in 3-points)
Let (α, β) = (1, 2) or (1, 3) or (4, 6) or (5, 9) or (6, 7) or (8, 9). Any relation R in
G that involves only Γα and Γβ is true when Γα replaces Γα amd Γβ replaces Γβ .
Proof. Without loss of generality assume (α, β) = (1, 2). Let Γ1 = (Γ1)ρ
m1
1 Γ2 =
(Γ2)ρ
m2
2 . By Corollary I.5, (R)ρm1,m2,0,0,0,0 is also a relation on R, and differs from R
by replacing Γ1 by Γ1 and Γ2 by Γ2. 
Corollary I.7. Let R be a relation in G that involves at most one index of each of
the pairs (2, 8), (3, 7), (4, 5). For every index i that appears in R choose some Γi. Then
R is true when we simultaneously replace Γi by Γi (or Ei) and Γ
′
i by (Γi)ρi (or (Ei)ρi,
respectively), for i ∈ {indices that appear in R}.
Proof. We can assume w.l.o.g. that Γ8,Γ8′ ,Γ7 Γ7′ ,Γ5,Γ5′ appear in R and
Γ2,Γ2′ ,Γ3,Γ3′ ,Γ4,Γ4′ do not appear in R. Let i be s.t. Γi or Γi′ appears in
R (i ∈ 1, 5, 6, 7, 8, 9). There exist mi s.t. Γi = (Γi)ρ
mi
i .
Let ρ = (
∏
i=1,5,6,8,9 ρ
mi
i )ρ
m8
2 ρ
m7
3 ρ
m5
4 . By Corollary I.5 (R)ρ is also a relation in G.
Since Γ2,Γ2′ ,Γ3,Γ3′ ,Γ4,Γ4′ do not appear in R the relation (R)ρ is actually equal to
(R)
∏
i=1,5,6,8,9 ρ
mi
i and it differs from R by replacing Γi with (Γi)ρ
mi
i and Γi′ by (Γi′)ρ
mi
i
for i = 1, 5, 6, 7, 8, 9. But (Γi)ρ
mi
i = Γi and (Γi′)ρ
mi
i = (Γi)ρiρ
mi
i = (Γi)ρ
mi
i ρi = (Γi)ρi,
so we get the corollary. 
Remark. We can replace every Γi that appear in R by any Γi = (Γi)ρ
mi
i (i.e., different
mi’s for different Γi’s) since both Γ3 and Γ7 (Γ2 and Γ8, Γ5 and Γ4, respectively) do not
appear in R. If both Γ3 and Γ7 appear in R, then we could only replace Γ3 by (Γ3)ρ
m
3
and Γ7 by (Γ7)ρ
m
7 for the same m.
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CHAPTER II. List of relations in G
We are going to describe G using a different set of generators than those intro-
duced in Chapter I. We use all the notations from Chapter I, all the relations induced
from the braid monodromy factorization ε(18) (Theorem I.1), the complex conjugation
(Theorem I.3), and Corollaries I.5 and I.6.
Remark II.0. First set of generators for G
Let {Γi,Γi′} be a g-base of π1(Cu − S, u0). Considered. as elements of
G = π1(C
2 − S, u0), {Γi,Γi′} generates G.
Definition.
Ei =
{
Γi i 6= 2, 7
Γi′ i = 2, 7
Ei′ = (Ei)ρi.
Notations.
ρi = Zii′ the half-twist corresponding to the shortest path between qj and qj′ .
Ei = an element of {(Ei)ρ
m
i }m ∈ Z.
Γi = an element of {(Γi)ρ
m
i }m ∈ Z.
In order to use the invariance theorem we need the following lemma.
Lemma II.0.
(i) (Γj)ρi = Γj (Γj′)ρi = Γj′ for i 6= j.
(ii) (Γi)ρi = Γi′ (Γi′)ρi = Γi′ΓiΓ
−1
i′ (Γi)ρ
−1
i = Γ
−1
i Γi′Γi.
(iii) Let ρ = ρm1,...,m4,m6,m9 = ρ
m1
1 (ρ2ρ8)
m2 · (ρ3ρ7)
m3 · (ρ4ρ5)
m4 · ρm66 · ρ
m9
9 . Then
(Γi)ρ = Γi.
(iv) Γi ∈ 〈Γi,Γi′〉.
Proof. Geometric observation (Fig. II.0(a) and (b)) or BGT I, Section II, §2. 
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Fig. II.0
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Lemma II.1.
(i) Ei′ =
{
Γi′ i 6= 2, 7
Γi′ΓiΓ
−1
i′ i = 2, 7
(ii) Γi′Γi = Ei′Ei
(iii) (Ei)ρi = Ei′
(iv) (Ei′)ρi = Ei′EiE
−1
i′
(v) Γi =
{
Ei i 6= 2, 7
E−1i Ei′Ei i = 2, 7 (= (Ei′)ρ
−2
i = (Ei)ρ
−1
i ).
Proof. Trivial. 
Lemma II.2. {Ei, Ei′} generate G.
Proof. Trivial. 
Remark II.2. A second set of generators for G
We start with a set of generators Γi,Γi′ and exchange it for a set of generators
Ei, Ei′ .
Definition. Let ψ be the classical monodromy homomorphism from G to the symmetric
group of order 9 induced by the projection V3 → CP
2.
Lemma II.3. ψ(Γi) = ψ(Γi′) = ψ(Ei) = ψ(Ei′) = (ki, ℓi) where Lˆi = Pki ∩ Pℓi , and
{Li} and {Pj} are arranged as in Fig. II.1.
Proof. Let γi be a path in C
2 connecting u0 to qi s.t. Γi = ℓ(γi) (see the definition of
ℓ(γ) in Chapter 0). One has to consider the degeneration of V3
f
→ CP2 to Z(6)
f (6)
→ CP2
and of S3 to S
(6), constructed in BGT III, [MoTe7]. The surface Z(6) is a union of 9
planes, P1 · · ·P9. The configuration of the planes and their intersection lines Lˆ1, . . . , Lˆ9
are as in Fig. II.1. Let f (6) be a generic projection Z(6)
f (6)
→ CP2 and S(6) its branch
curve in C2. We choose V3 to be close to Z
(6). Let p
(6)
i = Pi ∩ π
(6)−1(u0). Let pi be a
point in π−1(uo) which is close to p
(6)
i . Fix i between 1 and 9. It is clear that when we
move along γi from u0 to qi, the lifted path in Z
(6) which starts in p
(6)
ki
will lie in Pki
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Fig. II.1
and will end on a point in Lˆi above qi. The lifted path in Z
(6) that starts in p
(6)
ℓi
will
lie in Pℓi and will end in the same point in Lˆi. Thus, in the regenerated case, the lifted
path of Γk that starts in pi will end in pj . The lifted paths of γi in Z
(6) that start in
p
(6)
t , t 6= ki, ℓi will be closed loops. Thus, in the regenerated case, the path obtained
from lifting Γk that starts in pt, t 6= ki, ℓi is a loop. Thus, ψ(Γk) = the transposition
(ki ℓi) of the symmetric group on 9 elements In the same way ψ(Γi′) = (ki ℓi), and
thus ψ(Ei) = ψ(Ei′) = (ki ℓi). 
Corollary II.3. The transpositions ψ(Ei) are as follows:
ψ(E1) = (1 2)
ψ(E2) = (2 3)
ψ(E3) = (2 4)
ψ(E4) = (3 5)
ψ(E5) = (4 7)
ψ(E6) = (5 6)
ψ(E7) = (5 8)
ψ(E8) = (7 8)
ψ(E9) = (7 9)
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Moreover, ψ(Ei) and ψ(Ej) have one common index ⇔ Lˆi and Lˆj are edges of
some triangle in Fig. II.1.
Proof. Immediate from the previous Lemma. 
Before continuing with G, we want to prove some claims concerning an arbitrary
group.
Claim II.4.
(a) If 〈A,B〉 = 1, i.e., ABAB−1A−1B−1 = 1, then
ABA = BAB
A−1BkA = BAkB−1
ABkA−1 = B−1AkB
A−1B−1Ak = BkA−1B−1.
(b) [A,B] = [A,C] = 1⇒ [A,D] = 1 for D ∈ 〈B,C〉 = subgroup generated by B,C.
(c) [AC , BD] = 1, [C,B] = [C,D] = [A,D] = 1⇒ [A,B] = 1.
(d) [A,XY Z] = [A,X ] [A, Y ]X−1 [A,Z]Y−1X−1 .
(e) [XY,A] = [Y,A]X−1[X,A].
(f) [AC , BC ] = [A,B]C.
(g) [X,Z] = 1⇒ [X, YZ ] = [X, Y ]Z .
(h) If 〈x, y〉 = 1, then 〈Ax, y〉 = 1⇔ Ay−1x−1 = A
−1Ay−1 . A
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Proof. (a) – (g) are easy to verify.
We shall only prove (h) here.
If 〈Ax, y〉 = 1, then:
1 = 〈Ax, y〉 = Axyxy−1x−1A−1y−1
= A ·Ay−1x−1xyxy
−1x−1A−1y−1yA−1y−1
= A ·Ay−1x−1 · 1 ·A
−1
y−1
⇒Ay−1x−1 = A
−1Ay−1 .
If A−1Ay−1 = Ay−1x−1 , then
AAy−1x−1A
−1
y−1
= 1
⇒Axy Ay−1x−1y︸ ︷︷ ︸A−1y−1 = 1
⇒Axy
︷ ︸︸ ︷
Axy−1x−1 A−1y−1 = 1
⇒Ax · y ·Ax · y−1 · (Ax)−1 · y−1 = 1
⇒〈Ax, y〉 = 1.

Lemma II.5.
(a) [Γi,Γj ] = [Γi′ ,Γj ] = 1⇒ [Γi,Γj ] = 1.
(b) [Γi,Γj] = [Γ
−1
i Γi′Γi,Γj] = 1⇒ [Γi,Γj] = 1.
Proof. We only prove (a); (b) is the same argument. Since Γj is a product of Γj and Γj′ ,
we can apply Claim II.4 (b) to get [Γi,Γj] = 1. In particular, [Γi, (Γj)ρ
−1
j ] = 1. We use
invariance under ρiρj and Lemma 0.2 on it to get [Γi′ ,Γj] = 1. We use invariance under
ρiρj and Lemma 0.2 on [Γi,Γj ] = 1 to get [Γi′ ,Γj′ ] = 1. From [Γi′ ,Γj′ ] = [Γi′ ,Γj ] = 1
we get, using Lemma II.4(b), that [Γi′ ,Γj] = 1. From [Γi,Γj] = [Γi′ ,Γj ] = 1 we get,
using Lemma II.4(b), that [Γi,Γj ] = 1. 
23
Proposition II.6. The following relations hold in G :
(1) 〈Ei, Ej〉 = 1 ∀i, j s.t. ψ(Ei) and ψ(Ej) have exactly one common index.
(2) [Ei, Ej] = 1 ∀i, j s.t. ψ(Ei) and ψ(Ej) have no common index.
(3) 1 = (E7E5E
−1
3 E
−1
4 E2E4E3E
−1
5 E
−1
7 E
−1
8 )(ρ3ρ7)
i(ρ4ρ5)
j ∀i, j ∈ Z.
(4) E4′E4E3′E3E2′E
−1
3 E
−1
3′ E
−1
4 E
−1
4′ = E2.
(5) E−15 E
−1
5′ E
−1
7 E
−1
7′ E8E7′E7E5′E5 = E8′ .
(6)
Eβ′ = E
−1
α E
−1
α′ EβEα′Eα (α, β) = (1, 2)
= (1, 3)
= (4, 6)
= (5, 9).
(7)
Eα = Eβ′EβEα′E
−1
β E
−1
β′ (α, β) = (6, 7)
= (8, 9)
Definitions of ψ(Ei) as in Corollary II.3.
Proof. We divide the proof into the following 48 claims:
Claim 0. [Γi,Γj ] = 1 for i, j s.t. Lˆi ∩ Lˆj do not intersect, j 6= 9, i.e., for (i, j) =
(1, 4), (1, 5), (1, 6), (1, 7), (1, 8), (2.6), (3.6), (6.8).
Claim 1. 〈Γi,Γj〉 = 1 (i, j) = (1, 2), (1, 3), (4, 6), (5, 9), (6, 7), (8, 9)
Claim 2. 〈Γ2′ ,Γ3〉 = 1.
Claim 3. Γ•3′ = Γ3Γ2′Γ
−1
3 = Γ
−1
2′ Γ3Γ2′ .
Claim 4. Γ•3 = Γ
−1
2′ Γ
−1
3′ Γ3′Γ3Γ2′ .
Claim 5. 〈Γ7,Γ8〉 = 1.
Claim 6. Γ•7′ = Γ8Γ7′Γ7Γ
−1
7′ Γ
−1
8′ .
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Claim 7. Γ•7 = Γ8Γ7′Γ
−1
8′ = Γ
−1
7′ Γ8Γ7′ .
Claim 8. Γ•2′ = Γ3′Γ3Γ2′Γ
−1
3 Γ
−1
3′
Γ•8 = Γ
−1
8 Γ
−1
7′ Γ8Γ7′Γ7.
Claim 9. Γ•2 = Γ2,Γ
•
8′ = Γ8′ ,Γ
•
4 = Γ4,Γ
•
4′ = Γ4′ ,Γ
•
5′ = Γ5′ ,Γ
•
5 = Γ5.
Claim 10. [Γ2,Γi] = 1 i = 5, 7, 8.
Claim 11. [Γ8′ ,Γi] = 1 i = 3, 4.
Claim 12. [Γ8,Γi] = 1 i = 3, 4.
Claim 13. Eβ′ = E
−1
α E
−1
α′ EβEα′Eα (α, β) = (1, 2)
= (1, 3)
= (4, 6)
= (5, 9)
Eα = Eβ′EβEα′E
−1
β E
−1
β′ (α, β) = (6, 7)
= (8, 9)
Claim 14. [Γ•3′ ,Γ
•
7′ ] = 1.
Claim 15. [Γ3,Γ7′Γ7Γ
−1
7′ ] = 1.
Claim 16. [Γ3′ ,Γ7′Γ7Γ
−1
7′ ] = 1.
Claim 17. [Γ3,Γ7′Γ7Γ
−1
7′ ] = 1.
Claim 18. [Γ3,Γ7] = 1.
Claim 19. [Γ•3,Γ
•
7] = 1.
Claim 20. 〈Γ•3,Γ
•
4〉 = 1.
Claim 21. 〈Γ•5,Γ
•
7〉 = 1.
Claim 22. Γ•7Γ
•
5Γ
•−1
7 = Γ
•−1
3′ Γ
•
4Γ
•
3′ (ρ3ρ7)
i(ρ4ρ5)
j .
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Claim 23. [Γ•7,Γ
•
4′Γ
•
4Γ
•
3′Γ
•−1
4 Γ
•−1
4′ ] = 1.
Claim 24. 〈Γ•3,Γ
•
5〉 = 1.
Claim 25. 〈Γ•4,Γ
•
7〉 = 1.
Claim 26. 〈Γ3,Γ5〉 = 1.
Claim 27. 〈Γ7,Γ4〉 = 1.
Claim 28. [Γ4′ ,Γ5] = 1.
Claim 29. [Γ4,Γ5] = 1
Claim 30. [Γ4,Γ5] = 1.
Claim 31. [Γ4,Γ5] = 1.
Claim 32. [Γ2′ ,Γ
•
7′ ] = 1.
Claim 33. [Γ3,Γ
•
7] = 1.
Claim 34. [Γ•7,Γ
2
5Γ3Γ
−2
5 ] = 1.
Claim 35. [Γ2′ ,Γ
2
3Γ5Γ
−2
3 ] = 1.
Claim 36. [Γ3,Γ4] = 1.
Claim 37. [Γ•7′ ,Γ
2
4Γ
•
3′Γ
−2
4 ] = 1.
Claim 38. [Γ7′ ,Γ
•
3′ ] = 1, [Γ8,Γ
•
3′ ] = 1.
Claim 39. [Γ4,Γ
2
7′Γ8Γ
−2
7′ ] = 1.
Claim 40. [Γ5,Γ7′ ] = 1.
Claim 41. [Γ5,Γ7] = 1.
Claim 42. 〈Γ4,Γ2〉 = 1.
Claim 43. 〈Γ2,Γ3〉 = 1.
〈Γ7,Γ8〉 = 1.
Claim 44. 〈Γ5,Γ8〉 = 1.
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Claim 45. Γ8 = Γ7′Γ5Γ
−1
3 Γ
−1
4 Γ2′Γ4Γ3Γ
−1
5 Γ
−1
7′ .
Claim 46. Γ2′ = Γ4′Γ4Γ3′Γ3Γ2′Γ2Γ
−1
2′ Γ
−1
4 Γ
−1
3 Γ
−1
3′ Γ
−1
4 Γ
−1
4′ .
Claim 47. Γ8′ = Γ
−1
5 Γ
−1
5′ Γ
−1
7 Γ
−1
7′ Γ8Γ7′Γ7Γ5′Γ5.
Claim 48. [Γi,Γ9] = 1 i = 1, 2, 3, 4, 6, 7.
Proofs of the Claims.
We use the braids in ε(18) (see Theorem I.1) to induce relations on G via the Van
Kampen Theorem (Theorem 0.5). For every factor V ν in ε(18), we have to find AV and
BV to get a relation. In Remark 0.4 one can find an algorithm how to determine AV
and BV . In ε(18) we have sometimes used a compact notation for a product of a few
factors. Then we use Remark I.1 to determine the factors precisely. Sometimes, instead
of using a factor b in ε(18), we shall use its complex conjugation b. In that way, we get
R(b) and/or R(b) a relation on G induced by the Van Kampen Theorem. We also use
Corollary I.5 to get other relations using (R)ρm1,...,m4,m6,m9 .
Proof of Claim 0. Taking the factors C′i or the complex conjugate of C
′
i i = 1 . . . 4 and
applying the Van Kampen method on it to produce relations on G, we get [Γii′ ,Γjj′ ] =
1 ∀i, j s.t. Lˆi ∩ Lˆj = ∅ j 6= 7, 9. By Lemma II.5 we get [Γi,Γj ] = 1 ∀i, j s.t.
Lˆi ∩ Lˆj = ∅ j 6= 7, 9. For j = 7 we consider C
′
4.
In C′4 we have Z˜17 = Z
(6,6′)
17 :
Its complex conjugate is
(6,6′)
Z 17 :
which implies on G the relation:
[Γ1,Γ
−1
6 Γ
−1
6′ Γ7Γ6′Γ6] = 1.
Since we already know that [Γ1,Γ6] = 1 we get [Γ1,Γ7] = 1. Now, we are using the
Invariance Theorem (Corollary I.6) and we get [Γ1,Γ7] = 1.
Proof of Claim 1. From H ′i, i 6= 4 and Corollary I.5.
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Proof of Claim 2. By using Z
(3)
2′,33′ of H
′
4 we get 〈Γ2′ ,Γ3〉 = 〈Γ2′ ,Γ3′〉 = 〈Γ2′ ,Γ3′Γ3Γ
−1
3′ 〉.
We apply on it the invariance automorphism (ρ3ρ7)
m3 for all possible values of m3 to
get 〈Γ2′ ,Γ3〉 = 1.
Proof of Claim 3. By definition of • (see Theorem I.1).
Γ•3′ = Γ3′Γ3Γ2′Γ
−1
3 Γ3′Γ3Γ
−1
2′ Γ
−1
3 Γ
−1
3
= Γ3′Γ3(Γ
−1
3 Γ3′Γ3)
−1Γ2′(Γ
−1
3 Γ3′Γ3) · Γ
−1
3 Γ
−1
3
by Claims 2 and II.4(a)
= Γ3Γ2′Γ
−1
3
by Claims 2 and II.4(a)
= Γ−12′ Γ3Γ2′ .
Proof of Claim 4. By definition of • (see Theorem I.1).
Γ•3′ = Γ3′Γ3Γ2′ Γ
−1
3 Γ
−1
3′ Γ3Γ3′Γ3︸ ︷︷ ︸Γ−12′ Γ−13 Γ−13
by Claims 2 and II.4(a)
= Γ3′Γ3(Γ
−1
3 Γ
−1
3′ Γ3Γ3′Γ3)
−1Γ2′(Γ
−1
3 Γ
−1
3′ Γ3Γ3Γ3′Γ3)Γ
−1
3 Γ
−1
3′
= Γ−13 Γ3′Γ3Γ2′Γ
−1
3 Γ
−1
3′ Γ3
by Claims 2 and II.4(a)
= Γ−12′ Γ
−1
3 Γ3′Γ3Γ2′ .
Proof of Claims 5,6,7. Arguments symmetric to 2, 3, 4.
Proof of Claim 8. Easy to see from the geometric observation of the action of b•.
Proof of Claim 9. b• does not affect those loops.
Proof of Claim 10. By H ′4 we have Z
2
2′,i and Z
2
2i for i = 8, 8
′, 7, 7′, 5, 5′. Thus, by the
Van Kampen Theorem, [Γ2′ ,Γii′ ] = [Γ2,Γii′ ] = 1 i = 5, 7, 8. By Claim II.5, we have
[Γ2′ ,Γi] = [Γ2,Γi] = 1 i = 5, 7, 8. By Claim II.5, again [Γ2,Γi] = 1.
Proof of Claim 11. By H ′4 we have Z
(2)
44′,8′ . Using the Van Kampen method [Γ4,Γ8′ ] = 1
and [Γ4′ ,Γ8′ ] = 1 By Lemma II.5, [Γ4,Γ8′ ] = 1. We have in H
′
4, (Z33′,8′)
2•. By
the Van Kampen method we have [Γ•3,Γ
•
8′ ] = [Γ
•
3′ ,Γ
•
8′ ] = 1. By Claims 4, 3, and
9, Γ•3′ = Γ
−1
2′ Γ3Γ2′ , Γ3 = Γ
−1
2′ Γ
−1
3 Γ3′Γ3Γ2′ , Γ
•
8′ = Γ8′ and thus [Γ
−1
2′ Γ3Γ2′ ,Γ8′ ] =
[Γ−12′ Γ
−1
3 Γ3′Γ3Γ2′ ,Γ8′ ] = 1. [Γ3′ ; Γ8′ ] = 1. Since [Γ2′ ,Γ8] = 1, (Claim 10) we get by
Lemma II.4(g), [Γ3′ ,Γ8′ ] = 1 and Γ
−1
3 Γ3′Γ3,Γ8′ ] = 1. By Lemma II.5, [Γ3,Γ8′ ] = 1.
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Proof of Claim 12. By Claim 11, [Γ3,Γ8′ ] = 1. We apply on it Corollary I.5 with
(Z88′Z22′)
m to get [Γ3,Γ8] = 1. Similarly, we get [Γ4,Γ8] = 1.
Proof of Claim 13. We shall only prove (α, β) = (1, 2). In H ′1 we have Z˜22′(1). By the
Van Kampen Theorem we get Γ2 = Γ
−1
1 Γ
−1
1′ Γ
−1
2 Γ2′Γ2Γ1′Γ1. We apply on it Z
2
22′ to get
Γ2′Γ2Γ
−1
2′ = Γ
−1
1 Γ
−1
1′ Γ2′Γ1′Γ1.
Thus, E′2 = E
−1
1 E
−1
1′ E2′E1′E1. The other relations are induced fromH
′
2, H
′
3, H
′
5, H
′
6, H
′
7.
Proof of Claim 14. In Fˆ we have
(
Z
2
3′7′
)•
. After complex conjugation this braid
transforms to
(
Z23′7′
)•
. By Corollary I.4,
(
Z23′7′
)•
implies, via the Van Kampen method,
the following relation on G: [Γ•3′ ,Γ
•
7′ ] = 1.
Proof of Claim 15.
1
Claim 14
= [Γ•3′ ,Γ
•
7′ ] = [Γ
−1
2′ Γ3Γ2′ ,Γ8Γ7′Γ7Γ
−1
7′ Γ8]
Claims 10 and II.4(g)
= [Γ3,Γ8Γ7′Γ7Γ
−1
7′ Γ8]
Claims 12 and II.4(g)
= [Γ3,Γ7′Γ7Γ
−1
7′ ].
Proof of Claim 16.
By Claim 1: [Γ1,Γ7] = 1. Thus, [Γ1′Γ1,Γ7′Γ7Γ
−1
7′ ] = 1.
By Claim 15: [Γ3,Γ7′Γ7Γ
−1
7′ ] = 1.
Thus, [Γ−11 Γ
−1
1′ Γ3Γ1′Γ1,Γ7′Γ7Γ
−1
7′ ] = 1.
But by Claim 13: Γ3′ = Γ
−1
1 Γ
−1
1′ Γ3Γ1′Γ1.
Thus, [Γ3′ ,Γ7′Γ7Γ
−1
7′ ] = 1.
Proof of Claim 17. Claim 16, Claim 15 and Claim II.4(b).
Proof of Claim 18. We apply (Z33′Z77′)
m on [Γ3′ ,Γ7′Γ7Γ
−1
7′ ] = 1 and on [Γ3,Γ7′Γ7Γ
−1
7′ ] =
1 to get [Γ3,Γ7′ ] = [Γ3Γ3′Γ
−1
3 ,Γ7′ ] = 1. By Claim II.4(b) Γ3,Γ7′ ] = 1. We use Claim 17
and Claim II.4(b) to get [Γ3,Γ7] = 1.
Proof of Claim 19. [Γ2′ ,Γ8] = [Γ2′Γ7] = [Γ2′Γ7′ ] (Claim 10), thus [Γ2′ ,Γ
•
7′ ] = [Γ2′ ,Γ
•
7] =
1⇒ [Γ2′ ,Γ
•
7] = 1. Now, [Γ3,Γ7] = [Γ3,Γ8] = 1 (Claim 11, Claim 18). Thus, [Γ3,Γ
•
7] = 1.
From [Γ2′ ,Γ
•
7] = [Γ3,Γ
•
7] = 1, we get [Γ
•
3,Γ
•
7] = [Γ
•
3′ ,Γ
•
7] = 1. Thus, [Γ
•
3,Γ
•
7] = 1.
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Proof of Claim 20. In Fˆ we have
(
Z
(3)
33′,44′
)•
, which by the Van Kampen Theorem
implies 〈Γ•3,Γ
•
4〉 = 1. We apply on it (Z33′Z77′)
m3(Z44′Z55′)
m4 for all possible m4 and
m3 to get 〈Γ
•
3,Γ
•
4〉 = 1 ({(Γ
•
3)ρ
m} = Γ•3).
Proof of Claim 21. Same proof as Claim 20.
Proof of Claim 22. In Fˆ we have α•2 where α2 is described in Fig.I.0(d).
By the Van Kampen Theorem we get
Γ•7Γ
•
5′Γ
•−1
7 = Γ
•
4′Γ
•
4Γ
•
3′Γ
•
4Γ
•−1
3′ Γ
•−1
4 Γ
•−1
4′ .
Since, 〈Γ•4,Γ
•
3〉 = 1 we can apply Claim II.4(a) to get
= Γ•4′Γ
•
4Γ
•−1
4 Γ
•
3′Γ
•
4Γ
•−1
4 Γ
•−1
4′
= Γ•4′Γ
•
3′Γ
•−1
4′ .
We apply Claim II.4(a) again to get
= Γ•
−1
3′ Γ
•
4′Γ
•
3′ .
Proof of Claim 23. Directly from
(
(44′)
Z •3′7
)2
in Fˆ .
Proof of Claim 24.
By Claim 20 〈Γ•3′Γ
•
3Γ
•−1
3′ ,Γ
•
4〉 = 1.
Thus〈Γ•3,Γ
•−1
3′ Γ
•
4Γ
•
3′〉 = 1.
Since [Γ•3,Γ
•
7] = 1, 〈Γ
•
3,Γ
•−1
7 Γ
−1
3′ Γ
•
4Γ
•
3′Γ
•
7〉 = 1.
By Claim 22 〈Γ•3′ ,Γ
•
5〉 = 1.
Proof of Claim 25. Follows from Claim 21, as in Claim 24.
Proof of Claim 26. Follows from Claim 24, using [Γ2′ ,Γ5] = 1.
Proof of Claim 27. From Claim 25, using [Γ8,Γ4] = 1.
Proof of Claim 28.
By Claim 23 [Γ•7,Γ
•
4′Γ
•
4Γ
•
3′Γ
•−1
4 Γ
•−1
4′ ] = 1.
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Thus [Γ•
−1
4′ Γ
•
7Γ
•
4′ ,Γ
•
4Γ
•
3′Γ
•−1
4 ] = 1.
From Claim 27, Claim 20 and Claim II.4(a) [Γ•7Γ
•
4′Γ
•−1
7 ,Γ
•−1
3′ Γ
•
4Γ
•
3′ ] = 1.
By Claim 22 [Γ•7Γ
•
4′Γ
•−1
7 ,Γ
•
7Γ
•
5Γ
•−1
7 ] = 1.
Thus, [Γ•4′ ,Γ
•
5] = 1.
Since Γ•4′ = Γ4′ ,Γ
•
5 = Γ5 we get the Claim.
Proof of Claim 29.
By Claim 13 Γ6′ = Γ
−1
4 Γ
−1
4′ Γ6Γ4′Γ4.
Thus, Γ4Γ6′Γ
−1
4 = Γ
−1
4′ Γ6Γ4′ .
By Claim 1 and Claim II, 4(a)
Γ−16′ Γ4Γ6′ = Γ6Γ4′Γ
−1
6 .
Thus,
Γ4 = Γ6′Γ6Γ4′Γ
−1
6 Γ
−1
6′ .
We substitute the last equation in Claim 29 to get
[Γ6′Γ6Γ4′Γ
−1
6 Γ
−1
6′ ,Γ5] = 1.
By Claim 9 [Γ5,Γ6] = 1. Thus,
[Γ4′ ,Γ5] = 1.
Proof of Claim 30. By Claim 28, Claim 29 and Claim II.5(a).
Proof of Claim 31. We apply Z44′Z55′ on [Γ4′ ,Γ5] = 1 and on [Γ4,Γ5] = 1 to get
[Γ4′Γ4Γ
−1
4′ ,Γ5′ ] = [Γ4′ ,Γ5′ ] = 1. We then use Lemma II.5(b) to get [Γ4,Γ5′ ] = 1. To-
gether with Claim 30, we get the Claim.
Proof of Claim 32. By Claim 7 and Claim 10.
Proof of Claim 33.
[Γ3,Γ
•
7] = [Γ3,Γ8Γ7′Γ
−1
8 ]
By Claims 12 and II.4(g)
= [Γ3,Γ7′ ]Γ•
By Claim 18
= 1.
Proof of Claim 34.
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[Γ•7,Γ
2
5Γ3Γ
−2
5 ]
Claims 10 and 32
= [Γ•7,Γ
2
5Γ
−1
2′ Γ3Γ2′Γ
−2
5 ]
Claim 3
= [Γ•7,Γ
2
5Γ
•
3′Γ
−2
5 ].
Thus, [Γ•7,Γ
2
5Γ
•
3′Γ
−2
5 ]⇔ [Γ5−1Γ
•
7Γ5,Γ5Γ
•
3′Γ
−1
5 ] = 1.
Now:
[Γ−15 Γ
•
7Γ5,Γ5Γ
•
3′Γ
−1
5 ]
Claim 9
= [Γ•
−1
5 Γ
•
7Γ
•−1
5 ,Γ
•
5Γ
•
3′Γ5
•−1]
Claims 21, 24, and II.4(a)
= [Γ•7Γ
•
5Γ
•−1
7 ,Γ
•−1
3′ Γ
•
5Γ
•
3′ ] =
Claim 22
= [Γ•
−1
3′ Γ
•
4Γ
•
3′ ,Γ
•−1
3′ Γ
•
5Γ
•
3′ ] = 1
Claim II.4(f)
= [Γ•4,Γ
•
5]Γ3′ • = 1
Claim 9
= [Γ4,Γ5]Γ3′ •
Claim 29
= 1.
Proof of Claim 35. Let f : B5 → G be as follows:
B5 = 〈X1, . . . , X4
∣∣ [Xi, Xj] = 1 |i− j| > 2, 〈Xi, Xi+1〉 = 1, i = 1, 2, 3〉. f(X1) =
Γ2′ , f(X2) = Γ3, f(X3) = Γ5, f(X4) = Γ
•
7.
By Claims 10, 32, 33, 2, 26, 21, f is well-defined.
Let d be the braid that satisfies (Xi)d = X5−i, i = 1, 2, 3.
Then
1 = [Γ•7,Γ
2
5Γ3Γ
−2
5 ] = f [X4, X
2
3X2X
−2
3 ]
= f [(X1)d, (X2)
2
d(X3)d(X2)
−2
d ]
= f([X1, X
2
2X3X
−2
2 ]d)
= [f(X1), f(X2)
2f(X3)f(X2)
−2]f(d).
Thus, [f(X1), f(X2)
2f(X3)f(X
−2
2 ] = 1.
Thus, [Γ2′ ,Γ
2
3Γ5Γ
−2
3 ] = 1.
Proof of Claim 36.
[Γ3,Γ4]
Claim 9
= [Γ3,Γ
•
4]
Claim 22
= [Γ3,Γ
•
3′Γ
•
7Γ
•
5Γ
•−1
7 Γ
•−1
3′ ].
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Thus,
[Γ3,Γ4] = 1
⇔ [Γ3,Γ
•
3′Γ
•
7Γ
•
5Γ
•−1
7 Γ
•−1
3′ ] = 1
Claims 18 and 19
⇔ [Γ3,Γ
•
3′Γ
•
5Γ
•−1
3′ ] = 1
⇔ [Γ3,Γ
−1
2′ Γ3Γ2′Γ5Γ
−1
2′ Γ
−1
3 Γ2′ ] = 1
⇔ [Γ2′Γ3Γ
−1
2′ ,Γ3Γ2′Γ5Γ
−1
2′ Γ
−1
3 ] = 1
Claim 10
⇔ [Γ2′Γ3Γ
−1
2′ ,Γ3Γ5Γ
−1
3 ] = 1
Claims 2 and II.4(a)
⇔ [Γ−13 Γ2′Γ3,Γ3Γ5Γ
−1
3 ] = 1
⇔ [Γ2′ ,Γ
2
3Γ5Γ
−2
3 ] = 1
which is true by Claim 35.
We get [Γ3,Γ4] by Corollary I.5.
Proof of Claim 37. Similar to Claim 34.
Proof of Claim 38. Claim 18, Claim 10, Claim 12, Claim 3.
Proof of Claim 39. Let f : B5 → G be as follows:
f(X1) = Γ8, f(X2) = Γ7′ , f(X3) = Γ4, f(X4) = Γ
•
3′ .
By Claim 12, Claim 38, Claim 5, Claim 27, Claim 20, f is well defined. Let d be a
braid such that (Xi)d = X4−i, i = 1, 2, 3, 4.
Now:
1 = [Γ7′ ,Γ
2
4Γ
•
3′Γ
−2
4 ] = [f(X2), f(X3)
2f(X4)f(X3)
−2]
= f [X2, X
2
3X4X
−2
3 ]
= f [(X3)d, (X2)
2
d(X1)d(X2)
−2
d ]
= [f(X3), f(X2)
2f(X1)f(X2)
−2]f(d)
= [Γ4,Γ
2
7′Γ8Γ
−2
7′ ]f(d).
Thus, [Γ4,Γ
2
7′Γ8Γ
−2
7′ ] = 1.
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Proof of Claim 40. Follows from Claim 30, like in Claim 36.
Proof of Claim 41. Apply (Z44′Z55′)
m4 (Z77′Z33′)
m3 on [Γ5,Γ7′ ] = 1 from Claim 40.
Proof of Claim 42. In H ′4 there is Z
(3)
2′,44′ . We take its complex conjugate Z
(3)
2′,44′ and
apply Corollary I.4 on Z
(3)
2′,4 to get 〈Γ2′ ,Γ4〉 = 1 and then apply Corollary I.5 to get
〈Γ2,Γ4〉 = 1.
Proof of Claim 43. We apply Corollary I.5 on Claims 2 and 5.
Proof of Claim 44. Similar to Claim 42.
Proof of Claim 45. By Claim 22, Γ•7Γ
•
5Γ
•−1
7 = Γ
•−1
3′ Γ
•
4Γ
•
3′ . Since 〈Γ
•
5,Γ
•
7〉 = 1 we have
Γ•
−1
5 Γ
•
7Γ
•
5 = Γ
•−1
3′ Γ
•
4Γ
•
3′ .
Thus, Γ•7 = Γ
•
5Γ
•−1
3′ Γ
•
4Γ
•
3′Γ
•−1
5 .
We substitute the formulas for Γ•3′ and Γ
•
7 to get
Γ−17′ Γ8Γ7′ = Γ5Γ
−1
2′ Γ
−1
3 Γ2′Γ4Γ
−1
2′ Γ3Γ2′Γ
−1
5 .
Since 〈Γ2′ ,Γ4〉 = 1 (Claim 42)
Γ−17′ Γ8Γ7′ = Γ5Γ
−1
2′ Γ
−1
3 Γ
−1
4 Γ2′Γ4Γ3Γ
−1
2′ Γ
−1
5 .
Since [Γ5,Γ3′ ] = 1
Γ−17′ Γ8Γ7′ = Γ
−1
2′ Γ5Γ
−1
3 Γ
−1
4 Γ2′Γ4Γ3Γ
−1
5 Γ2′ .
Since [Γ2′ ,Γ8] = [Γ2′ ,Γ7′ ] = 1
Γ−17′ Γ8Γ7′ = Γ5Γ
−1
3 Γ
−1
4 Γ2′Γ4Γ3Γ
−1
5
and
Γ8 = Γ7′Γ5Γ
−1
3 Γ
−1
4 Γ2′Γ4Γ3Γ
−1
5 Γ
−1
7′ .
Proof of Claim 46. By Z˜22′ of H
′
4 we have:
Γ2 = Γ4′Γ4Γ3′Γ3Γ2′Γ
−1
3 Γ
−1
3′ Γ
−1
4 Γ
−1
4′ .
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We apply on it Z88′Z22′ using Corollary I.5 to get (recall that (Γ2)Z
′
22′Z88′ = Γ2′
and (Γ′2)Z22′Z88′ = (Γ
′
2)Z22′ = Γ2′Γ2Γ
−1
2′ )
Γ2′ = Γ4′Γ4Γ3′Γ3Γ2′Γ2Γ
−1
2′ Γ
−1
3 Γ
−1
3′ Γ
−1
4 Γ
−1
4′ .
Proof of Claim 47. By Z˜88′ of H
′
4 we get, using the Van Kampen Theorem:
Γ8′ = Γ
−1
5 Γ
−1
5′ Γ
−1
7 Γ
−1
7′ Γ8Γ7′Γ7Γ5′Γ5.
Proof of Claim 48.
In C′5 we have Z˜
2
i9 = H(z˜i9)
2 for i = 1, 2, 3, 4, 6, 7, where:
z˜i9 = z
(8,8′)
i9
Case 1. i 6= 7
The complex conjugation of Z˜i9 is Z˜i9 = H(z˜i9) and
z˜i9 =
(8,8′)
z i9 which implies on G (as in Claim 0) [Γi,Γ
−1
8 Γ
−1
8′ Γ9Γ8′Γ8] = 1.
By Claim 10, for i = 2, 3, 4 we have [Γi,Γ8] = 1.
By Claim 0, for i = 1, 6 we have [Γi,Γ8] = 1.
Thus, [Γi,Γ9] = 1. We use Corollary I.5 to get [Γi,Γ9] = 1.
Case 2. i = 7
In C′5 we have Z
2
7,9 which implies [Γ7,Γ9] = 1 and thus, by Corollary I.7,
[Γ7,Γ9] = 1.
From Case 1 and Case 2 we get Claim 48.
Thus we have proved all the Claims.
We shall now prove the statements of the Proposition. We use the above claims,
the definition of Ei, Ei′ and the facts {Γi} = {Ei} and Ei′Ei = Γi′Γi ∀i.
(1) From Claim 1, Claim 26, Claim 27, Claim 42, Claim 43, Claim 44.
(2) From Claim 0, Claim 10, Claim 12, Claim 18, Claim 31, Claim 36, Claim 41,
Claim 48.
(3) From Claim 45, definifions of Ei and Corollary I.5.
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(4) From Claim 46, definitions of Ei and Corollary II.1.
(5) From Claim 47, definition of Ei and the above fact.
(6) From Claim 13.
(7) From Claim 13.
for Proposition II.6
We need the following corollary in order to obtain in Chapter IV, §8 a smaller set
of generators for G.
Corollary II.7. Let Ei, Ei′ be as in the beginning of the chapter.
Let Ai = Ei′E
−1
i . Then:
(1) A5 = (A4)E−12 E3E
−1
7 E8
(2) A7 = (A3)E−12 E4E
−1
5 E
−1
7
(3) A8 = (A2)E4E3E−15 E
−1
7
(4) A2 = E
−2
1 A
−1
1 (A)E−12
(E21)E−12
(5) A6 = E
−2
4 A
−1
4 (A4)E−16
(E24)E−16
(6) A3 = E
−2
1 A
−1
1 (A)E−13
(E21)E−13
(7) A9 = E
−2
5 A
−1
5 (A5)E−19
(E25)E−19
(8) (A4)E−12 E
−1
4
= E24A3E
2
3A2(E
−2
3 )E−12
(A−13 )E−12
(E−24 )E−12
(9) (A7)E−16 E
−1
7
= E27A6(E
−2
7 )E−16
(10) (A9)E−18 E
−1
9
= E29A8(E
−2
9 )E−18
Proof. We use proposition II.6 (1), . . . , (7). The claims are grouped according to the
similarity of their proofs and not according to the order that we use them in Proposition
IV.8.1.
Recall:
(Ei)ρi = Ei−1
(Ei′)ρi = Ei′EiEi′
Ei′ = AiEi
Ei′Ei = AiE
2
i .
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For (1), (2), (3) we use (5) of Proposition II.6.
For Claims (4)–(7) we use (6) of Proposition II.6. The 4 claims are symmetric and
we shall only prove the first one.
For (8) we use (4) of Proposition II.6.
For (9)–(10) we use (7) of Proposition II.6. The claims are symmetric and we shall
only prove the first one.
(1) By (5) of Proposition II.6
E8 = (E
−1
4 E2E4)E3E−15 E
−1
7
.
By (1), (2) and Claim II.4(a)
E8 = (E2E4E
−1
2 )E3E−17 E
−1
5
.
Thus,
E−15 E8E5 = (E4)E−12 E3E
−1
7
.
By (1) and Claim II.4(a)
E8E5E
−1
8 = (E4)E−12 E3E
−1
7
.
Thus,
E5 = (E4)E−12 E3E
−1
7 E8
.
We apply on it ρ4ρ5 to get
E5′ = (E4′)E−12 E3E
−1
7 E8
.
We multiply the 2 results to get
A5 = (A4)E−12 E3E
−1
7 E8
.
(2) By (5) of Proposition II.6
E−17 E8E7 = E5E
−1
4 E
−1
3 E2E3E4E
−1
5 .
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By (1) and Claim II.4(a)
E8E7E
−1
8 = E4E
−1
4 E2E3E
−1
2 E4E
−1
5 .
Thus,
E7 = (E9)E−12 E4E
−1
5 E8
.
We apply on this ρ2ρ3 to get
E7′ = (E3′)E−12 E−4E−5−1E8
.
We multiply the results to get
A7 = (A3)E−12 E4E
−1
5 E8
.
(3) By (5) of Proposition II.6
E8 = (E2)E4E3E−15 E
−1
7
.
We apply on it ρ2ρ8 to get
E8′ = (E2′)E4E3E−15 E
−1
7
.
We multiply the 2 results to get
A8 = (A2)E4E3E−15 E7
.
(4) From (6) of Proposition II.6
E2′ = E
−1
1 E
−1
1′ E − 2E1′E1
⇒ A2E2 = E
−2
1 A
−1
1 E2A1E
2
1
⇒ A2 = E
−2
1 A
−1
1 (A1)E−12
(E21)E−12
.
(8) From (4) of Proposition II.6
E2 = E4′E4E3′E3E2′E
−1
3 E
−1
3′ E
−1
4 E
−1
4′
⇒ E2 = A4E
2
4A3E
2
3A2E2E
−2
3 A
−1
3 E
−2
4 A
−1
4
⇒ A−14 E2A4 = E
2
4A3E
2
3A2E2E
−2
3 A
−1
3 E
−2
4
⇒ A−14 (A4)E−12
= E24A3E
2
3A2(E
−2
3 A
−1
3 E
−2
4 )E−12
⇒ A−14 (A4)E−12
= E24A3E
2
3A2(E
−2
3 )E−12
(A−13 )E−12
(E−24 )E−12
.
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By Lemma II.4(h)
(A4)E−12 E
−1
4
= A−14 (A4)E−12
.
Thus,
(A4)E−12 E
−1
4
= E24A3E
2
3A2(E
−2
3 )E−12
(A−13 )E−12
(E−24 )E−12
.
(9) From (7)
E6 = E7′E7E6′E
−1
7 E
−1
7′
⇒ E6 = A7E
2
7A6E6E
−2
7 A
−1
7
⇒ A−17 E − 6A7 = E
2
7A6E6E
−2
7
⇒ A−17 (A7)E−16
= E27A6(E
−2
7 )E−16
.
By Lemma II.4(h), A−17 (A7)E−16
= (A7)E−16 E
−1
7
.
Thus,
(A7)E−16 E
−1
7
= E27A6(E
−2
7 )E−16
. 
