The photon energy dependence of the mean energy W required to produce an electron-hole pair in silicon for photons with energies between 50 and 1500 eV was determined from the spectral responsivity of selected silicon photodiodes. The spectral responsivity was measured with a relative uncertainty of less than 0.3% using monochromatized synchrotron radiation whose radiant power was measured with a cryogenic electrical substitution radiometer. In order to deduce W from the spectral responsivity of photodiodes with a relative uncertainty of about 1%, a method for the calculation of photon and electron escape losses from silicon photodiodes was developed and the model for the charge carrier recombination losses was improved. In contrast to recent theoretical and experimental results, a constant value Wϭ(3.66Ϯ0.03) eV was obtained in the photon energy range from 50 to 1500 eV. The present experimental results are confirmed by calculation of the pair creation energy in silicon from data from the literature for the relevant material properties. The difference from previous theoretical work is due to different assumptions about the influence of the band structure of silicon.
I. INTRODUCTION
Silicon detectors are used in many soft x-ray applications such as x-ray astronomy, x-ray microscopy and spectroscopy, lithography, and radiometry. The detection principle is that the absorbed photon energy produces ionization, which can be measured. The term ionization will be used in this article to denote the creation of nonequilibrium free charge carriers in a solid. The internal quantum yield (h) is defined as the number of electron-hole pairs created per photon of energy h absorbed in silicon. We intend to calculate and measure the mean energy W(h)ϭh/(h) required to produce an electron-hole pair.
W(h) is a material property of silicon which depends on the nature of the particle to be detected and its energy. For energy dispersive detectors, the mean height of the output pulses for incident monochromatic photons is, in absence of any charge losses, proportional to h/W(h). On the other hand, the spectral responsivity s, is defined as the quotient of the detector output, the photo current I, by the monochromatic detector input, the radiant power ⌽, as a function of photon energy: sϭI/⌽.
1 After correction for all losses, this is equivalent to sϭe/W, with e the elementary charge. Thus, alternate ways to determine W are the pulse height method, where the pulse height produced by the detector is measured and the photocurrent method, see, e.g., the discussion in Sec. II Ϯ0.0025) eV for ␤ radiation were reported. In Ref. 3 these differences are explained by charge trapping effects. Note that for photons the photon energy is converted into kinetic energy of electrons by the photoabsorption process. The quantum yield for photons can thus be derived from the quantum yield for electrons.
For photon energies of a few eV Geist and Wang 5 calculated (h). The functional dependence turned out to be nonmonotonous due to the silicon band structure. Geist and Wang used the results of Alig 6, 7 for the quantum yield of the electrons. Alig showed that, for a parabolic band structure, the mean energy required to produce an electron-hole pair is equal for electrons and holes, decreasing slowly above a kinetic energy of 10 eV to an asymptotic value of 3.63 eV. Recently, the influence of the symmetry points of a real band structure was pointed out in a study on the solar cell efficiency. 8 The results of Geist and Wang are, however, qualitatively confirmed by experimental data. [9] [10] [11] Differences between the data of different authors may be explained by surface-field-induced avalanche effects of the photoexcited carriers. 12 In the soft x-ray range, theoretical studies by Geist 13 and Fraser et al. 14 are available. Fraser et al. calculated W for silicon from 50 eV to 8 keV, and predicted a decrease of W with increasing photon energy and discontinuities at the Land K-absorption edges, similar to recent results for the mean electron-ion pair creation energy in the gas phase of xenon. 15 According to Fraser et al. , the discontinuity at the silicon L 2,3 edge is about 5% and the value of Wϭ3.63 eV at a photon energy of 8 keV coincides with the above cited values for ␣, ␤, and ␥ radiation. Geist calculated W in the energy region from 80 to 110 eV ͑Ref. 13͒ and obtained, in a͒ Electronic mail: frank.scholze@ptb.de contradiction to Fraser et al., a discontinuity of only 1% at the L 2,3 edge.
Experimental values for the energy dependence of W in the soft x-ray region, agreeing with the model of Fraser et al., were derived from CCD detectors using the pulseheight method. 16, 17 The measurements in Ref. 16 , however, covered only the energy range above 350 eV and were normalized to the asymptotic value of W at the high-energy data points. In Ref. 17 , only a few emission line energies were used so that no data in the vicinity of the silicon L edge are available. On the other hand, recent measurements by the photocurrent method in the vicinity of the silicon L edge could not exclude any continuous variations but set an upper limit of 0.5% to the discontinuity at the L 2,3 edge. 18 In this article we present a calculation of W for photon energies from 50 eV to 2.5 keV. It is based on the results of Alig for impact ionization by energetic electrons and takes into account the atomic relaxation processes which follow inner shell photoexcitation. Our results suggest a constant W for photon energies as low as 50 eV. This is at variance with the previous theoretical studies cited above.
We use the photocurrent method to determine W(h) from the spectral responsivity s(h) of silicon photodiodes. It is determined by comparison of the response of the photodiode to the response of a cryogenic electrical substitution radiometer ͑CESR͒ as primary standard for radiant power measurements. 19 Both detectors were stimulated by monochromatized synchrotron radiation with the same radiant power. W is derived from s by the identity Wϭ(e/s)s r , where s r is a dimensionless factor, which describes the loss processes. This identity was used in previous work to derive, on the assumption that W does not depend on the photon energy, an average value of Wϭ(3.68Ϯ0.07) eV 20, 21 for the photon energy range from 50 eV to 3 keV by using the second method with undispersed synchrotron radiation of BESSY as a primary source standard. 22 The determination of the dependence of W on photon energy from the spectral responsivity of photodiodes has suffered up to now from a lack of accurate detectors. The use of the CESR to measure the radiant power for the first time allowed W(h) to be accurately determined by this method. A brief presentation of the results has been communicated as a letter. 23 It was recently claimed that the pulse-height method is the only way to obtain experimental values for W. 24, 25 The basic argument was that the photocurrent method would only yield s r /W with s r being unknown. Here, we present a calculation of s r and include a detailed discussion of the uncertainty contributions to the determination of W, arising from uncertainties in the determination of s r .
The pulse-height method has the advantage that the number of incident photons needs not be determined independently and the measured spectrum can be used to identify events with incomplete energy absorption or charge collection. In the case of soft x-ray photons, however, the finite energy resolution of the detectors at present available sets a lower limit to the photon energy of about 100 to 200 eV. Furthermore, the large relative width of the Gaussian peak masks any line shape artifacts due to incomplete charge collection. A possible shift of the peak position towards lower energies due to incomplete charge collection is therefore practically not detectable by changes of the line shape. 26 The conclusion that incomplete charge collection is not significant 17, 24 because the peak has a Gaussian shape is therefore problematic. Moreover, even if incomplete charge collection is accounted for as in Ref. 16 , the results critically depend on the model chosen to describe the line shape, as was demonstrated in Ref. 27 for the K-absorption edge. Furthermore, the determination of W from the pulse-height spectra requires calibration of the pulse heights in units of the elementary charge which is at present possible only by normalization to the quantum yield for photons at higher energies which must therefore be separately known.
Using the photocurrent method, W is determined from the integrated detector output, measured either as accumulated charge or as an ionization current, for a known flux of incident photons of known energy. This method has the advantage that the number of incident photons can be increased to achieve an output signal which is sufficiently high to be measured. That offers the possibility to use this method also for very low photon energies, where the ͑energy-dispersive͒ detection of single photons is no longer possible. Specially, we are able to access photon energies well below the silicon L 2,3 edge.
The amount of incomplete charge collection is a function of the depth at which the photons are absorbed and thus a function of the absorption length. The effects of incomplete charge collection therefore would have to be equal for photon energies of, e.g., 90 and 600 eV, so that measurements at such corresponding photon energies would provide a direct test of changes of W above and below the L 2,3 edge. This has not yet been achieved by pulse-height measurements. The shift of the Al K fluorescence line discussed in Ref. 17 was most probably due to a chemical shift of the fluorescence line itself and not to the predicted change of W ͑note added in proof in Ref. 17͒. The other data presently made available by the pulse-height method cover only the energy range down to 350 eV. 16 It must be noted that both methods must yield the same result for W respectively . Provided all loss effects are correctly taken into account, both methods yield ϭ͗N i ͘ ϭ(⌺ i N i )/N 0 , the average of the individual numbers of electron-hole pairs, N i , created by the N 0 detected photons i. In the pulse-height method, N i and N 0 can be obtained from the measured spectrum, while the photocurrent method directly yields ⌺ i N i and N 0 must be determined separately.
II. THE PTB'S SOFT X-RAY DETECTOR CALIBRATION FACILITY AT BESSY
As already mentioned, the essential prerequisite for the determination of W(h) from the spectral responsivity of photodiodes is the availability of accurate detectors. We describe in this section our experimental setup for the accurate measurement of the spectral responsivity.
In combination with power-stabilized lasers, radiant power of the order of 1 mW can be measured with a CESR with a relative uncertainty below 0.01%. [28] [29] [30] The operation principle of a CESR, see Fig. 1 , is that an absorber trans-forms the incident radiant power ⌽ into a heat flow directed through a heat link to a heat sink kept at a constant temperature. When the CESR is operated in the dynamic substitution mode, the absorber temperature T is kept constant as well, and provided the absorber geometry ensures an absorptance sufficiently close to unity, the radiant power equals the change in electrical heater power required for keeping the absorber temperature at a constant value when the radiation shutter is opened. If absorber and heat sink are operated at liquid helium temperatures ͑CESR͒, the influence of thermometer noise is reduced, lead resistances are avoided by the use of superconducting leads, and a fast response is achievable as is a high responsivity. Moreover, nonequivalence issues between radiant and electrical heating are minimized. A critical issue of non-equivalence between radiation and electrical heating for room temperature radiometers is the heat transport by radiation, which depends on the temperature distribution at the absorber. It is often difficult to achieve equal temperature distribution for radiation and electrical heating due to, e.g., inhomogeneous illumination or slight differences in the size and position of the photon beam and the electrical heater. At liquid helium temperatures, the radiation does not contribute to the heat transport, so that these problems can be avoided.
A CESR designed for use with synchrotron radiation 19, 31 was used for the measurements presented here. Cooled baffle systems in front of the radiometer reduce the thermal background load. The last aperture in front of the cavity, 6 mm in diameter, defines the sensitive area of the CESR. A total heating power of 12 W was employed, and the corresponding absorber temperature of 5.8 K was kept constant to better than Ϯ20 K. 31 The electrical power fluctuations caused by the temperature controller turned out to be the dominant source of uncertainty in the measurement of a radiant power of up to 2 W ͑Table I͒. For a radiant power of 5 W, the uncertainty of the cavity absorptance and the nonequivalence limit the accuracy achievable.
The cavity absorptance was shown to be higher than 99.9% ͑Ref. 31͒ for UV radiation. In the soft x-ray region, the amount of backscattered or fluorescence radiation was measured at an incident photon flux of 1.5ϫ10
11 s Ϫ1 at 120 eV photon energy using a detector with a solid angle of 2 (1ϫ10 Ϫ4 ) sr and a detection efficiency of about 2%. The total count rate including background was 150 s
Ϫ1
, setting a relative upper limit of 5ϫ10 Ϫ4 to any scattering and fluorescence losses. The 120 eV photon energy was chosen, since the highest photon flux was available at this energy and the effects of backscattering were expected to be more important at lower photon energies. The same measurement at 900 eV photon energy yielded, however, about the same ratio of backscattered photons. This indicates that the measurement may be dominated by background effects such as counting photo-desorbed ions. Another possible energy loss process is the escape of electrons. We measured a ratio of 3ϫ10 Ϫ5 electrons/photon at 100 eV photon energy and 2 ϫ10 Ϫ4 at 1 keV, setting an upper limit of 2ϫ10 Ϫ4 for this loss process. The absorptance thus is better than 99.93%. Another critical effect is the possible loss of radiant power to radiation damages, see Ref. 19 . By a direct comparison of the CESR to the primary source standard BESSY, 22 as announced in Ref. 19 , this loss was preliminarily determined. It amounts to 0.006Ϯ0.003. A detailed presentation of these investigations will be published elsewhere. The results presented here are corrected for this effect. The value for W differs therefore slightly ͑well within the 1 uncertainty͒ from the previously published value. 23 A soft x-ray beamline at the PTB's Radiometry Laboratory at BESSY was designed for detector calibration with monochromatized radiation in the spectral range from 40 to 1500 eV, 32 Fig. 2 . Using the 200 m wide exit slit, it provides a radiant power of a few W, and a bandwidth defined by the slit. Other contributions to the bandwidth originating from optical aberrations and slope errors of the optical surfaces can be neglected in comparison to this exit slit. Therefore the spectral distribution can be approximated by a rectangle with a width varying between 0.05 eV at 50 eV photon energy and 9 eV at 1500 eV energy of the photons. The bandwidth is proportional to h 3/2 , as seen in Fig. 6 of Ref. 32 . The influence of the width of the photon spectrum on the measurement of s is small because s is practically constant FIG. 1. Schematic drawing of the cryogenic electrical substitution radiometer. The cavity absorber is connected to a heat sink at liquid helium temperature. The cavity temperature T is kept at a constant value by an electrical heater. The radiant power ⌽ equals the difference in electrical heater power required to maintain Tϭconst with ͑shutter open͒ and without ͑shut-ter closed͒ synchrotron radiation. The 3 mm cooled aperture is used to suppress the scattered-light tails of the photon beam and, together with the cooled baffles, the infrared background radiation. The shutter ͑not shown in the figure͒ is placed in front of the monochromator, so that it does not influence the infrared background radiation at the CESR. The distance between the aperture and the radiometer is about 1 m, see within the bandwidth. The spectrum of the radiation outside the monochromator bandpass was determined using transmission gratings ͑below 200 eV͒ and energy-dispersive Si͑Li͒ detectors ͑above 200 eV͒. The contribution of stray light and higher diffraction orders of the plane grating is below 1%. 32 Figure 3 shows the radiant power for a stored electron current of 500 mA under normal operating conditions. The typical stored electron current at BESSY varies between 800 and 300 mA.
The time structure of the synchrotron radiation at BESSY is approximately 200 ps bunches with 2 ns intervals. The ratio of peak flux to average flux thus is about 10:1. For the operation of the CESR, this is no restriction, since the thermal time constant of the detector is of the order of 100 s, therefore no difference from continuous irradiation can be detected. For other detectors such as, e.g., photodiodes for which the detected signal ͑ionization͒ is created at a time scale comparable to or shorter than the bunch length, the peak flux must be kept well within the linear dynamic range of the detector. Otherwise, the following time averaging in a slow current amplifier would yield incorrect results. The photodiodes used here have a linear response up to a detector output of about 1 mA, while the typical output during the measurements was only of the order of 1 A.
Another topic to be considered is the stochastic nature of the photon emission process. The typical photon flux used for measurements with the CESR is of the order of 10 12 s
. The measuring time with the CESR is of the order of 100 s, corresponding to an accumulation of 10 14 photons. The Poisson statistics thus yield a fluctuation of the order of 10 7 photons, 10 Ϫ7 in relative terms. This can be neglected considering the fluctuations introduced by the temperature control circuit of the CESR.
As the stored electron current monotonically decreases with time, so does the radiant power, and a comparison between two detectors is possible only if the radiant power can be scaled with an independent monitor signal. We used the stored electron current as the monitoring signal. A relative standard deviation of 0.07% of the radiant power normalized to the stored electron current at a radiant power level of about 5 W was measured. 33 Since the uncertainties of the current measurement are included in this standard deviation, we do not additionally account for the uncertainty of the stored electron current measurement in the compilation of the measurement uncertainties, Table I .
III. INVESTIGATION OF THE SPECTRAL RESPONSIVITY OF SILICON PHOTODIODES FOR THE DETERMINATION OF W"h…
W can be determined from the spectral responsivity of photodiodes, Wϭes r /s. The dimensionless factor s r is defined as the ratio of the spectral responsivity of the diode under test to the spectral responsivity of an ''ideal'' diode (sϭe/W) which is not affected by any loss process, such as reflection, absorption in insensitive surface layers ͑passivat-ing oxide͒, escape of fluorescence radiation or electrons or the recombination of electron-hole pairs before they are collected at the electrodes. s r will be referred to as relative responsivity hereafter. Calculation and measurement of s r are discussed in the following sections.
A. Measurement of the spectral responsivity of silicon photodiodes
The detectors used are 10 mm by 10 mm silicon photodiodes with a shallow n-conducting front region on top of a p-type epitaxial layer 35 m in thickness on a 200 m p ϩ substrate, 34 passivated with a nitrided oxide ͑4.3 nm thick͒ for high radiation hardness. 35 The spectral responsivity of a total of 17 diodes was measured at room temperature at the PTB's soft x-ray detector calibration facility, Fig. 2 . The current induced in the diode by the radiation incident on it was measured with a Keithley 617 electrometer. The radiant power was measured using the CESR and normalized to the stored electron current in BESSY. The bias voltage at the diode was below 0.1 mV, the input burden voltage of the electrometer. The electrometer was calibrated with an uncertainty of 0.1% using a standard resistor and a voltmeter with a relative measurement uncertainty of less than 10 Ϫ4 . The time constant of the current amplifier was 300 ms and about ten individual measurements were averaged at each photon energy. The relative variance of the ten measurements was of the order of 10 Ϫ4 . The fundamental limitation by the stochastic nature of the photon emission can be estimated in the same way as for the CESR to be about 10 Ϫ6 using an effective integration time of the order of 1 s.
The CESR was aligned behind a cooled aperture 3 mm in diameter and kept fixed during the measurements. The diode was mounted on a linear feedthrough and placed behind the same aperture for the measurement of the photocurrent, see Fig. 1 . Since the photon beam did not cover either detector completely, uncertainties in position need not be taken into account. The spectral responsivity measured is shown in Fig. 4 . It varies by less than 15% over the spectral range investigated here. Since s(h) is almost constant, the influence of stray light and higher diffraction orders ͑about 1%͒ is below 0.2%. The spectral responsivity of the same diode measured repeatedly over several weeks varied by less than 0.2%. 33 The uncertainties of measurements at different radiant power values are summarized in Table I . The typical relative uncertainty was 0.4% ͑1͒ for a measurement at a radiant power above 1 W. The data at the lowest photon energies were obtained at a radiant power of about 0.2 W, see Fig. 3 , so that the relative uncertainty was up to 1% in that spectral range.
B. Description of the relative responsivity of silicon photodiodes
The determination of Wϭes r /s requires a method to determine s r . s r can be obtained by integration over the diode thickness of the probability that an incident photon penetrates into the diode and is absorbed at a certain depth x from the diode surface times the probability that the energy of that photon will be absorbed in the sensitive region of the diode times the collection efficiency for the free charge carriers resulting from the ionization process:
d ox is the thickness of the oxide. is the reflectance, the linear attenuation coefficient, p the photoabsorption coefficient, and (h,x) the collection efficiency for charge carriers created by the absorption of a photon of energy h at position x. (h,x) accounts for possible losses by the escape of fluorescence photons as well as the escape of electrons, losses during the thermalization of the electrons and, finally, charge carrier recombination losses. Other loss processes were not considered here. Atomic dislocations, which are important for high-energy particle detection, are impossible due to momentum conservation. Other chemical modifications are impossible in pure silicon as there are only silicon atoms which can only be dislocated, and the concentration of impurities, which are not located at welldefined positions ͑as the donors and acceptors͒ and thus possibly subject to metastable excitations, must be extremely low to achieve the long minority carrier lifetimes needed for diode operation. In the oxide, however, chemical modifications are possible. A disturbing effect is, e.g., the release of hydrogen which passivates dangling bonds at the interface, increasing the recombination velocity at the silicon-oxide interface. The diodes used here were selected for sufficient stability under irradiation, so that this effect can be neglected.
The integration range is the total diode thickness d because a shallow region of the field-free substrate on the back side of the diode may contribute to the signal by charge diffusion into the depletion region. It appears, however, that d can be set equal to the thickness of the low doped epitaxial layer ͑Appendix B͒.
Due to the high attenuation coefficient for photons in the soft x-ray spectral region, the magnitude of s r is mainly determined by the photoabsorption in the oxide and by charge recombination effects at the oxide-silicon interface. We therefore focused on the description of the front side of the diode and adapted the diffusion model that was developed for solar cells 36 to describe the back side region. For normal incident radiation, s r is obtained as
with ␣ ox ϭ1Ϫexp͓Ϫ ͑ 0 ͒d ox ͔ ␣ ox is the absorptance of the oxide. The terms ⑀ i (i ϭ f ,b,p,s,ox) represent the integrals of the corresponding contributions to (h,x) in Eq. ͑1͒. ⑀ f describes the recombination loss at the oxide interface, parametrized by a charge carrier reflection probability at the interface, r i , and a thermalization length l th , for details, see Appendix B and and electron escape losses, while ⑀ ox is the contribution of electrons originating from the oxide, see Appendix C. In the case of nonnormal incidence of the radiation, the attenuation coefficient for the incoming radiation must be multiplied by a factor of 1/cos(⌰) and for photon energies below 100 eV the effect of refraction must be taken into account.
The oxide transmittance ox ϭ(1Ϫ)(1Ϫ␣ ox ) is the dominant contribution in Eq. ͑2͒, see Fig. 11 . The data used for the oxide attenuation coefficient ox are therefore of crucial importance. In the 50 to 200 eV spectral range, we determined therefore the oxide thickness d ox ϭ4.3 nm and ox from reflection measurements, see Appendix A and Ref. 37 . Above 200 eV, ox was calculated from the atomic scattering factors of Henke et al. 38 The next dominant contribution to s r is the recombination loss ⑀ f , see lower part of Fig. 12 . The remaining terms are only small corrections. ⑀ s and ⑀ ox contribute about 1% and are nearly equal above 100 eV. Below 100 eV, ⑀ s is negligible while ⑀ ox contributes up to 2% at 50 eV, see Fig. 13 . ⑀ p is significant only directly above the silicon K edge.
C. Experimental determination of the relative responsivity
The ratio of the measured response for radiation, incident at 60°to the normal, to the response to normally incident radiation, s ⌰ ϭs(60°)/s(0°), is used to determine s r as described in Ref. 20 . s ⌰ is shown in Fig. 5 with the best fit of Eq. ͑2͒, using The agreement between fit and measurement for photon energies above 1 keV is not perfect. This may be due to the approximations in the model for ⑀ b , which are discussed in Appendix B. The contribution of ⑀ b decreases, however, with decreasing photon energy and accounts only for 0.35% at 1 keV so that there is no influence of ⑀ b below 1 keV. The relative measurement uncertainty of s ⌰ is about 0.2%. This yields a reduced 2 ϭ1.35 for the fit of the 290 measurement points in the energy range below 1.2 keV, Fig. 5 , suggesting some residual systematic deviations of the model, which are seen in Fig. 6 , showing the ratio between measurement and fit. The absorption fine structure in the energy range between 100 and 250 eV and that at the oxygen K edge at about 530 eV do not fit perfectly. The most critical parameters of the fit are r i and l th , because s r is much more sensitive to changes of these parameters than s ⌰ , and changes of s r for photon energies around the silicon L edge must be well separated from possible changes of W. The effect of an increase in either r i by 2.5% or l th by 50 nm on s r and s ⌰ is shown in Fig. 6 . Although the changes of s ⌰ are within the scatter of the measured values at most of the photon energies, the corresponding 2 are 1.74 and 1.69, respectively, i.e., the deviation from unity is about two times that of the best fit value. When these are used as limiting values, the resulting uncertainty of s r is 0.5% for energies above 500 eV and 1% below this value, see lower part of Fig. 6 .
IV. EXPERIMENTAL AND THEORETICAL VALUES FOR W"h…

A. Experimental values for W"h…
In 
room temperature are shown as points in Fig. 7 . The relative uncertainty varies from 0.7% to 1.4%, Table II .
The average value of all experimental data in Fig. 7 is Wϭ3.66 eV with a standard deviation of 0.016 eV. The structures which appear around 100 eV are more likely due to variations of s r from the fitted values caused by the absorption fine structures of the nitrided oxide and the silicon and probably are not due to variations of W. The individual results, which have uncertainties of typically 0.05 eV, see Table II , confirm the constant value of W within this uncertainty.
The standard deviation of the experimental values of 0.016 eV consists of two parts, possible real variations of W as a function of the photon energy and the deviations of s r from the fitted values. The measurement uncertainty for the spectral responsivity of the diodes with the CESR ͑0.4%, Table I͒ is dominated by systematic contributions which do not depend on the photon energy 19 and thus do not average out in the calculation of the mean value. This uncertainty is therefore added to the standard deviation of the experimental results and a mean value of Wϭ(3.66Ϯ0.03) eV is obtained for the soft x-ray spectral range from 50 to 1500 eV. Assuming a constant value for W, which is verified by our calculation of W, this reduced uncertainty can also be applied to each individual photon energy.
B. Calculation of W"h…
In this section, we present our approach to the calculation of the internal quantum yield , which is related to W by Wϭh/. The generation of charge carriers can be divided into two steps. First, the absorption of the photon and the following relaxation of the excited atom, which yields the photoelectron and Auger and Coster-Kronig ''primary electrons'' and a corresponding number of holes in the valence band, ''primary holes.'' In the second step, all primary electrons and holes lose their kinetic energy, partially by phonon scattering with an energy loss of the order of 64 meV and partially by impact ionizations leading to the production of secondary electron-hole pairs.
The average number of secondary electron-hole pairs created by a primary electron or hole is a function n e (E) or n h (E) of the kinetic energy E of the initial electron or hole. It should therefore be noted that, for a photoabsorption from an inner shell, only the energy of the photoelectron depends on the photon energy, whereas the energies of all other primary electrons and all primary holes depend exclusively on the vacancy created by the photoionization. If p ex j and p hx j denote the energy distribution functions of the primary electrons and holes, respectively, that are produced in the atomic relaxation process j following photoabsorption in the atomic subshell x with binding energy E x , the resulting average number of electron hole pairs, x j is given by
The ''1'' stands for the photoelectron, n 0x j is the number of Auger and Coster-Kronig electrons created in the atomic relaxation process, n e (hϪE x ) is the number of pairs created by the photoelectron, which determines the photon energy dependence of x j . x , the quantum yield for subshell x, is obtained as: x ϭ⌺ j x j p j , with the probabilities p j of the different relaxation channels j.
For photoabsorption from the valence band, the energy of the primary vacancy and thus the energy of the photoelectron is not sharply defined, as the valence band has a finite width of E V ϭ12 eV. For photons with energies hӷE V , the energy distribution of the holes does not depend strongly on the photon energy, so it can be approximated by a fixed energy distribution function similar to that of primary vacancies resulting from the inner shell relaxation processes.
The average number of electron-hole pairs for a given photon energy is obtained by summation over all subshells x that can be excited, weighted with the partial photoabsorption cross sections x of each subshell:
͑h͒ϭ ͚ An effect of the x-ray absorption fine structure of x on would result only if the x of the different subshells differed significantly. We will see that the x are nearly equal for all subshells so that any absorption fine structure effects on , as claimed by Owens et al., 39 are very unlikely to appear. On the other hand, as the photoabsorption cross section for the lowest atomic level that can be excited usually dominates the total photoabsorption cross section, it follows from Eqs. ͑3͒
and ͑4͒ that the variation of above an absorption edge is mainly defined by the number of impact ionizations by the photoelectron.
For n e (E) and n h (E), we use the same function. It is given by the number of impact ionizations by energetic charge carriers n(E) as deduced by Alig, 6, 7 which was also used by Geist and Wang. 5 In the kinetic energy range from 1.8 to 3.5 eV, the data are deduced from the single ionization probability given in Fig. 7 of Ref. 6 . In the energy range from 3.5 to 100 eV, the data are read from Fig. 2 of Ref. 7 , and above 100 eV approximated by n(E)ϭ(EϪ1.6 eV)/ 3.63 eV. Direct measurements of charge generation by hot carriers with energies of a few eV injected into the channel of a metal-oxide-semiconductor field effect transistor ͑MOSFET͒ 40 agree well with the results of Alig in the kinetic energy range from 1.5 to 5 eV. New evaluations of the basic equations for energetic electrons moving in the silicon band structure 41, 42 did not show differences from Refs. 6, 7 except for electron energies at the ionization threshold. Refs. 6, 7 suggest a threshold at 1.8 eV, while according to Ref. 42 the strong wave-vector dependence of the threshold leads to a wave-vector-averaged ionization probability that decreases exponentially from 2 eV to the band gap energy E g ϭ1.12 eV. The wave-vector dependence of the ionization threshold is significant only for resonant photoabsorption in the UV spectral range which yields a high probability of initial states with a low ionization threshold. 
To estimate whether this rather simple approximation of the energy distribution functions is sufficient, we calculated the quantum yield V for photoabsorption in the valence band, resulting in an electron and hole of energies E e and E h , respectively, with E e ϩE h ϭEϭhϪE g ,
V is shown in Fig. 8 together with two limiting cases for comparison. First, 1 Ϫ1ϭn(E), i.e., the total kinetic energy is transferred to the photoelectron. Second, 2 Ϫ1 ϭ2n(E/2) for EϽ2E V and 2 Ϫ1ϭn(EϪE V )ϩn(E V ) for EϾ2E V , respectively, i.e., where possible, the energy is split into equal parts between electron and hole, or, for higher photon energies, the maximum energy E V is transferred to the hole. 1 and 2 were used as upper and lower limits for in the UV photon energy range. 5 The differences ⌬ x ϭ x Ϫ V , xϭ1,2 are below 0.5 for all energies and constant for kinetic energies above 15 eV.
The high-energy limit of ⌬ 1 is 0.35. 2 and V , on the other hand, are nearly equal above 15 eV (⌬ 2 ϭϪ0.02).
Both V and 2 include an energy transfer to the primary hole. Using the asymptotic approximation n(E)ϭ(E Ϫ1.6 eV/3.63 eV), splitting the energy between two particles yields an energy loss of 1.6 eV. The energy distribution of the hole thus seems to have only a minor influence as long as the hole has non-zero energy, while the assumption that the complete kinetic energy is transferred to the electron leads to a significant overestimation of .
The results of a calculation of W for silicon based on Eq. ͑4͒ are shown in Fig. 9 . The region around the L 2,3 edge is represented in the inset. There is no significant discontinuity at that energy; only an oscillation of the order of 1% is observed in the photon energy range up to 10 eV above the edge, caused by the nonmonotonous variation of the average number of impact ionizations by the photoelectron. Besides this oscillation, the result is Wϭ(3.640Ϯ0.003) eV between 50 and 300 eV, and above 300 eV, it slowly decreases to 3.632 eV at 2.5 keV photon energy. Below 50 eV, our model TABLE III. Compilation of the atomic relaxation processes included in the calculation of n 0x j . Only the dominant transitions up to a total transition rate of 90% were used and their sum was renormalized to 1.
Excited subshell (x)
Transition chain ( j) Probability n 0x
suggests that W remains constant down to photon energies as low as 20 eV. For lower photon energies, the band structure of Si has to be considered to determine the initial energy of the photoelectron. This is discussed in Ref. 5 .
C. Comparison of the experimental and theoretical values for W"h…
The calculation of W presented in the previous section and the experimental results provide a constant value of W in the soft x-ray region. Although the calculated values are within the 1 uncertainties of the experimental values for nearly all photon energies, they appear to be systematically low. Our experimental values are closer to Wϭ3.68 eV obtained for the soft x-ray range by Krumrey and Tegeler 20, 21 and for high-energy ␤ and ␥ rays in Refs. 2 and 4. Our calculation, on the other hand, is based on the results of Alig, who used a value of Wϭ3.63 eV, from, e.g., Ref. 3, to adjust the ratio between phonon and ionization scattering which defines the asymptotic value of W. The difference is therefore easy to explain and some more accurate measurements of W could probably be used to reevaluate the calculations of Alig with a new value of the ratio of phonon to ionization scattering.
The result of a constant W is different from the result in Fig. 7 13 The theoretical model of Geist 13 is below the silicon L 2,3 edge just within the experimental uncertainties of the individual measurement points, see error bars in Fig. 7 , but it is systematically low. He approximated V by ( 1 ϩ 2 )/2, yielding a lower pair creation energy below the silicon L edge, as 1 significantly overestimates V which is close to 2 .
The atomic relaxation process was ignored completely, and the mean number n L of electron-hole pairs created by a vacancy in the L shell was assumed to be equal to n(E L ) ϭ26.75, the number of electron-hole pairs created by an electron of the kinetic energy E L ϭE L3 ϪE g in Ref. 13 . This turns out to be sufficiently accurate because a proper calculation using Eq. ͑3͒ yields n L ϭ L (E L3 )Ϫ1ϭ26.79. The difference between the total number of impact ionizations caused by the LMM Auger electron plus the two holes created in the Auger process, and the number of ionizations caused by an electron of the L-shell energy thus is negligible.
For comparison, it should be noted that Geist also used the values of Alig for his calculation and the experimental results from the CCDs 16 were normalized at the highest photon energies to the asymptotic value of 3.63 eV.
The equivalence of the quantum yield for the LMM Auger electron and the holes on one side and the quantum yield for an electron of the L-shell energy on the other is the reason why W does not show a stepped variation at the L 2,3 edge. The same behavior can be derived for the K edge, where an additional KLL Auger process takes place. The main effect at an absorption edge is that additional Auger or Coster-Kronig transitions occur, resulting in an increased number of primary electrons and holes, see Table III. For gas ionization detectors, it actually turned out that the differently charged photoions cause the variations in the mean pair creation energy, because the ground-state energy of a multiply charged ion exceeds the energy of the corresponding number of singly charged ions. The impact ionization process of the energetic electrons, however, most probably produces singly charged ions. As the charge of the primary photoions increases when lower core levels are excited, the mean pair creation energy for gases increases at each absorption edge. 43 Fraser et al. used a gas-like atomic structure of silicon with M shells instead of the valence band. Therefore, the arguments given for the pair creation energy in gases also hold for this simulation and explain the variations at the edges. Fraser et al. simulated the slowing down of the electrons using cross sections for plasmon, electron, and phonon scattering. These cross sections, Ref. 44 , are extracted from the energy spectrum of 31 Si ␤ rays with a maximum initial energy of 1480 keV, escaping from neutron-activated silicon wafers. The measured energy spectrum was corrected for the effects of the silicon surface barrier. This correction starts being significant around 1 keV electron energy and increases to a factor of 6 at 10 eV. In this study, the cross sections for low electron energies should, therefore, have a rather high uncertainty. The simulation of the electron impact ionizations by Fraser et al. seems, however, to be very close to our calculation on the basis of n(E) from Refs. 6, 7, as a calculation using Eqs. ͑3͒ and ͑4͒, but without the ionization by the holes, last term in Eq. ͑3͒, agrees remarkably well with the data of Fraser et al., our Fig. 10 .
The explanation by Fraser and co-workers 24 for the nearedge fine structure of W observed in CCD measurements at the silicon K edge 39 is also based on a gas-like structure, as they argue that in the case of photoabsorption in the ''white line'' resonance, the silicon atom is not ionized but an electron is transferred from the K shell to unoccupied ͑atomic͒ states and thus no photoelectron is released, decreasing by 1. In the case of solid-state silicon, however, all unoccupied states are situated in the conduction band, so the photoelectron is in any case a free electron in the conduction band.
Recent experimental data for W from a CCD 16 supporting the model of Fraser et al. possibly suffer from incomplete correction for recombination losses. Only the energy range above 300 eV from which the charge collection efficiency is difficult to determine was covered. At low photon energies, there was scarcely any event for which the full charge was collected so that the complete peak was shifted to lower energies, thus causing an apparent increase in W. Recent data for a CCD with practically ideal charge collection efficiency, 17 covering Al L, C K, O K, Al K, and Mn K fluorescence, are consistent with both a constant W and the model of Fraser et al. as the authors explicitly state. In Ref. 39 , the peak position around the silicon K edge was fitted using a Gaussian so that the increase of the charge collection losses results in an increased shift of the peak to lower energies and thus in higher values for W above the K edge.
V. CONCLUSION
Our experimental data for the electron-hole pair creation energy in silicon, derived from the spectral responsivity of photodiodes, measured with a relative uncertainty of 0.4% at the PTB's soft x-ray detector calibration facility, result in a constant value of Wϭ(3.66Ϯ0.03) eV in the soft x-ray spectral region. This result, together with the theoretical calculation which also gave a constant value, is a significant step forward to an improved understanding of W for silicon. The slight constant offset between our measurements and the calculation is most probably due the data for the quantum yield of electrons used in our calculation. Further measurements of higher accuracy could help to improve these data.
Our results further reduce the photon energy range, where for silicon the transition from ϭ1 to Wϭconst occurs, to the range from about 3 eV to about 50 eV and lead to better understanding of the charge generation process in silicon photodetectors.
APPENDIX
Here we summarize some experimental results and calculations which add necessary information for the reproduction of our results, but have been skipped from the body of the paper because they are not essential for a first understanding.
The relative responsivity can be described by the oxide absorptance ␣ ox and reflectance , discussed here in Sec. A, and the charge collection efficiency (h,x) introduced in Eq. ͑1͒ (h,x) can be written as the result of a convolution:
͑h,x ͒ϭ 0 ͑ h,x,xЈ͒ t ͑ xЈ,xЉ͒ c͑xЉ͒. ͑A1͒ 0 (h,x,xЈ) denotes the distribution of the hot charge carriers originating from the ionization process of the primary photo and Auger electrons emitted by an atom at position x, which was ionized by a photon of energy h. These electrons thermalize by phonon scattering and the diffusion during this thermalization process is described by the distribution t (xЈ,xЉ). c(xЉ) denotes the collection efficiency for thermal electrons. The escape of primary ͑photo-and Auger͒ electrons and fluorescence photons can be described in that formalism by a truncation of the distribution 0 to the sensitive region of the diode, see Sec. C. In the second step the remaining part of 0 is convoluted with t and c, see Sec. B.
The equations below will only be given for normal incident radiation. In the case of non-normal incidence of the radiation, the attenuation coefficient for the incoming radiation must be multiplied by a factor of 1/cos(⌰). The effect of refraction has been taken into account for photon energies below 100 eV in the calculation of ␣ ox .
A. Oxide absorptance
A comparison between the diodes with a nitrided oxide, as used here, and similar diodes with silicon dioxide passivation layer showed a significant difference in the fine structure in the oxide absorption above the silicon L edge. We used reflection measurements to determine the optical data of the nitrided oxide. The measurements covered the energy range from 50 to 200 eV and angles of incidence from 5°to 83°to the normal. The reflectance varied from about 0.7 ͑at 83°and 50 eV͒ to 10 Ϫ5 ͑at 5°above 100 eV͒. The high dynamic range of the measurements and the wide range of incidence angles, which could be covered with a typical relative uncertainty of the reflectance of about 1%, allowed the optical constants of the oxide to be fitted with sufficiently low uncertainty. The details of the procedure are presented in Ref. 37 .
A consistent fit could be achieved only by assuming a double-layer structure for the oxide. An SiON/SiO composition was used for the top and bottom layers 2 and 2.3 nm thick, respectively, to extrapolate the absorption coefficient using the atomic scattering factors of Henke et al. 38 The results for ox in the 50 to 200 eV energy range are shown in Fig. 11 . At low photon energies, our result is within the range of recent experimental data for SiO 2 , 45, 46 while above 105 eV the higher silicon content of the oxide increases the average absorptance. This has a significant impact on the ratio of ox below and above 100 eV, so that an extrapolation of the diode responsivity across the silicon L edge would be wrong if the data from Refs. 45 and 46 were used. The assumption of a significant oxygen deficiency of the oxide is confirmed by the low edge jump in ox at the oxygen K edge at about 530 eV, see Figs. 5 and 6.
A similar double-layer model of the oxide passivation of a backside-thinned CCD was obtained by Morrisey et al., 47 with a 2 nm SiO 2 layer on top of a 5.5 nm SiO layer, by fitting the normal incidence reflectance in the 4 to 12 eV spectral range, where SiO 2 and SiO can be identified by their different absorption coefficients.
B. Charge collection efficiency for non-thermal electrons
For photon energies of up to 2 keV, the range of the primary photo-and Auger electrons is short compared with the thermalization range l th of about 200 nm. The width of the distribution 0 is therefore much smaller than the width of t and the convolution of these distributions can be approximated by a spherical distribution of the thermalized electrons, e (h,x,xЉ). For the calculation presented here, it is approximated by a Gaussian distribution with a standard deviation 2 ϭl th 2 ϩR(h) 2 , R(h) being the range of the primary electron of the highest kinetic energy.
Because of R(h)Ӷl th the very shallow region near the front silicon-oxide interface, where 0 has to be truncated, can be neglected for the calculation of the recombination losses. The distribution e (h,x,xЉ) has therefore to be convoluted with the collection efficiency c(xЉ) and the resulting (h,x) must be integrated over the sensitive layer of the diode.
For convenience, we divide (h,x) into two factors, namely, the charge collection efficiency determined by surface recombination, 1 (h,x), and the part 2 (h,x) determined by diffusion in the backside field-free region. For realistic diodes with not too shallow a depletion depth, 1 and 2 deviate from unity only in separate regions of the diode so that 1,2 (h,x)ϭ(h,x) for the corresponding regions of the diode. The quantities ⑀ f and ⑀ b appearing in Eq. ͑2͒ are then given by
s is the linear absorption coefficient of silicon. Equations ͑A2͒ and ͑A3͒ transform the separate spatial regions, where 1 and 2 deviate from unity, into separate ranges of photon energy, where ⑀ f and ⑀ b deviate from zero. This avoids any correlation between the parameters l th and r i for ⑀ f on the one side and d, d d and ⑀ end for ⑀ b on the other.
The model for 1 (h,x) presented here is based on a model which had originally been developed for energydispersive Si͑Li͒ detectors. 26 These detectors consist of a fully depleted layer of Li-compensated silicon 3 to 5 mm thick, with a gold-silicon Schottky contact at the radiation entrance. The idea of this so-called hot electron escape model is as follows: The final state of the impact ionization process, when all electrons and holes are slowed down to kinetic energies below the band gap, is still far from thermal equilibrium, and the further energy loss is due to phonon scattering with a mean free path of 7.6 nm for the 64 meV optical phonons. 36 The mean free path increases drastically when the kinetic energy of the electrons falls below the threshold for optical phonon scattering at 64 meV. During thermalization, the electrons diffuse over the thermalization range l th , which is a property of silicon. The height of the Schottky barrier defines the reflection probability r i of the nonthermal electrons at the gold-silicon interface. The pulse height distribution of the Si͑Li͒ detectors could be described by integrating for each position x the distribution e (h,x,xЉ) within the silicon and adding the part outside times r i . This implicitly includes the assumption that c(xЉ) for thermal electrons is unity in the case of the Schottky barrier.
For a p-n junction detector with an oxide passivation, c(xЉ) cannot be assumed to be unity, 48 on the other hand, the electrons cannot escape into the oxide during the thermalization, as the ionization threshold of about 2 eV is lower than the energy difference from the silicon conduction band minimum and the oxide conduction band minimum of 3.1 eV. 49 r i must therefore by unity. In Ref. 48 , c(xЉ) was independently determined for the p-n junction detectors investigated. The thermalization length was thus the only free parameter which could be varied to fit the measured lineshapes. The values of l th ϭ120 nm obtained at 300 K and 170 nm at 140 K agree well with the 210 nm for the Si͑Li͒ detector of Ref. 26 at 90 K. The concept of the representation of 1 (h,x) by the convolution of e (h,x,xЉ) and c(xЉ) has thus been proved for silicon p-n devices.
For photodiodes, the surface recombination can be adequately described using two parameter models for c(x). As an example, 1 (x) was calculated using ϭ120 nm for e (x,xЉ) and the exponential approximation from Ref. 48 with ⑀ 0 ϭ0.92 and x 0 ϭ45 nm for c(xЉ), solid line in Fig. 12 . The values of ⑀ 0 and x 0 are chosen to yield a good approximation of the spectral dependence of ⑀ f , obtained for the diodes used here. As convolution is not convenient for a fitting procedure, we tried to approximate 1 (x). The results are shown in the upper part of Fig. 12 . We used the same value ⑀ 0 ϭ0.92 for all models. The hot electron escape model with l th ϭ170 nm and r i ϭ84%, yields the best approximation, points in Fig. 12 . Approximations using the linear and exponential representations as given above for c(x) are shown for comparison. For s r , however, ⑀ f is needed rather than 1 (x). It is shown as a function of photon energy in the lower part of Fig. 12 . Please note that there are only minor differences between the models for 1 (x) shown in the upper part of Fig. 12 . Only the dead layer model, which is shown for comparison in the lower part, deviates significantly. We therefore conclude that the error caused by the approximation of ⑀ f with the hot electron escape model is negligible.
The calculation of the backside transmission losses of the diodes, ⑀ b , in the same way as in Ref. 20 did not yield satisfying results. A main condition used in the derivation of the relation for solar cells, Ref. 36 , is a homogeneous doping of the backside region. That does obviously not hold for the diodes investigated here, with an epitaxial layer on top of a high doped substrate. The basic result is, however, that the charge collection efficiency in the backside region drops continuously from unity to zero with the minority carrier diffusion length as the characteristic length. As a first approximation we used therefore a model with the charge collection efficiency linearly decreasing within the epitaxial layer, where the minority carrier diffusion length is rather long and abruptly decreasing to zero at the interface to the highly doped bulk, where the minority carrier diffusion length is very short. We get thus three parameters, the depletion depth d d , defined as the depth till which the collection efficiency is unity, the thickness of the epitaxial layer, here d, and the collection efficiency at the interface to the bulk material, ⑀ end . This model yields a much better approximation than the original model with a constant diffusion length:
d*ϭdϪd d is used for a shorter notation. Typical values of ⑀ b for the diodes used here are: 0.05% at 0.8 keV, 0.35% at 1 keV, 1.5% at 1.3 keV, 2.9% at 1.5 keV, and 6.5% at 1.83 keV. ⑀ b is thus of no significance in the photon energy region below 500 eV, where possible changes of W were predicted. We put therefore no further effort on the refinement of this model. In contrast to the manufacturer's statement, that the complete epitaxial layer of 35 m should be depleted, we obtained a rather low result for d d ϭ2 m, the value ⑀ end ϭ85%, however, is rather high and dϭ47 m is even slightly higher than the nominal thickness of the epitaxial layer, so that we believe that our fit results are in a reasonable agreement with the stated parameters of the photodiodes.
C. Electron and photon escape
The escape of primary electrons before they are slowed down leads to the loss not only of a single charge but also of the energy for further ionizations. In energy-dispersive detectors, events with an electron escape result in a charge pulse somewhere in-between zero and the maximum charge. This causes the so-called shelf in the pulse height spectra. The model of Ref. 26 , which describes the shelf by the escape of energetic electrons from the detector volume as well as the detection of electrons from the detector front contact, is used here for silicon n-on-p diodes.
The probabilities P Aug and P pho that an ͑Auger or photo-͒ electron with an effective range R is generated at a distance ϽR from the interface in a layer of total thickness d l and passes the interface is calculated using an isotropic The electron ranges R(h) were calculated using the approximation by Fitting 52 with a constant of 5 nm for the oxide and 3 nm for silicon added to take the nonvanishing mean free path of the electrons at low kinetic energies into account. The values are chosen in accordance with electron mean free path data 53 taking into account that the electrons from the silicon have to pass a potential barrier, due to the wider band gap of the oxide. ⑀ s and ⑀ ox are obtained as
where E i are the initial electron energies, assuming that the average energy of the escaping electrons is just half their initial energy. This is justified by the flat spectral shape of the shelf in the pulse-height spectra of energy-dispersive detectors, which indicates equal probability for all values of the energy loss. The summation is over the most probable Auger and photoelectron energies, see Table III . The escape contribution of fluorescence photons, ⑀ p , is calculated using the formula from Ref. 54 for the photon escape probability:
E K is the mean K ␣,␤ photon energy, k the attenuation coefficient for the fluorescence radiation, K ϭ0.052 ͑Ref. 55͒ the fluorescence yield and r j ϭ11 ͑Ref. 38͒ the edge jump ratio. A similar expression with the much lower fluorescence yield of the L shell must be used below the K-shell energy but yields only a negligible contribution, see Fig. 13 .
