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Resumo
Os últimos anos foram marcados pelo surgimento de diversas mídias sociais, desde o
Orkut até o Facebook, assim como Twitter, Youtube, Google+ e tantos outros: cada um oferece
novas funcionalidades como forma de atrair um maior número de usuários. Essas mídias sociais
geram uma grande quantidade de dados, que se devidamente processados podem ser utilizados
para se identificar tendências, padrões e mudanças. O objetivo deste trabalho é a descoberta dos
principais temas abordados em uma rede social, caracterizados como agrupamentos de termos
relevantes, restritos a determinado contexto e o estudo de sua evolução ao longo do tempo. Para
tanto serão utilizados procedimentos fundamentados em Mineração de Dados e no Processa-
mento de Textos. Em um primeiro momento são utilizadas técnicas de pré-processamento de
textos com o objetivo de identificar os termos mais relevantes que aparecem nas mensagens
textuais da rede social. Em seguida utilizam-se algoritmos clássicos de agrupamento - k-means,
k-medoids, DBSCAN - e o recente NMF (Non-negative Matrix Factorization), para a identi-
ficação dos temas principais destas mensagens, caracterizados como agrupamentos de termos
relevantes. A proposta foi avaliada sobre a rede Twitter, utilizando-se bases de tweets consi-
derando diversos contextos. Os resultados obtidos evidenciam a viabilidade da proposta e sua
aplicação na identificação de temas relevantes desta rede social.
Palavras-chave: agrupamento, mineração de textos, redes sociais.
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Abstract
Recent years have been marked by the emergence of various social media, from Orkut to Fa-
cebook, and Twitter, Youtube, Google+ and many others: each offers new features as a way
to attract more users. These social media generate a large amount of data which is processed
properly can be used to identify trends, patterns and changes. The objective of this work is
the discovery of the key topics in a social network, characterized as relevant terms groupings,
restricted to a particular context and the study of its evolution over time. For that will be used
procedures based on Data Mining and Text Processing. At first techniques are used preproces-
sing of texts in order to identify the most relevant terms that appear in the text messages from
the social network. Next are used grouping of classical algorithms - k-means, k-medoids, DBS-
CAN - and the recent NMF (Non-negative Matrix Factorization), to identify the main themes
of these messages, characterized as relevant terms groupings. The proposal was evaluated on
the Twitter network, using bases tweets considering different contexts. The results show the
feasibility of the proposal and its application in the identification of relevant topics of this social
network.
Keywords: clustering, text mining, social networks.
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Capítulo 1
Introdução
Redes sociais, tais como Twitter, Facebook, Myspace, Google + entre outras estão
mudando o comportamento humano [Nel, 2011] e incentivando o usuário a expressar seus
pensamentos, sentimentos, opiniões e partilhar detalhes de sua vida [Paul and Dredze, 2011],
[Naaman and Lai, 2010], [Lerman, 2010] e [Asur, 2010] em curtas mensagens de texto que po-
dem ser enviadas por telefones celulares ou via web [Java, 2007].
Pequenas mensagens de texto são prevalentes em várias aplicações web, como mi-
croblogs e mensagens instantâneas [Xiaohui. Yan Jiafeng, 2013], e essas mensagens pouco a
pouco estão transformando o modo como nos comunicamos e desempenhando um papel impor-
tante em nossas vidas sociais [Hu et al., 2012] e [Java, 2007], pois serviços de rede social como
Facebook, Myspace e Twitter hoje são consideradas ferramentas importantes de comunicação
para muitos usuários online [Liangjie, 2011].
Outro fator importante é que compartilhando conteúdo de maneira informal e casual, a
análise de dados se torna mais autêntica comparado com pesquisas tradicionais, devido a não ser
um ambiente controlado. A teoria de Goffman [Chen, 2014] defende que ambientes relaxados
encorajam ações espontâneas fazendo com que os dados coletados sejam mais autênticos que
pesquisas tradicionais.
Como dizem Pak e Paroubek “a medida que mais e mais usuários postam sobre produ-
tos e serviços utilizados, ou expressam suas visões políticas e religiosas, microblogs tornam-se
fontes valiosas de expressões de poder das pessoas” [Pak and Paroubek, 2010].
A alta conectividade e a resposta muitas vezes quase instantânea alimenta a distri-
buição e disseminação da informação entre os usuários das redes sociais [Gupta, 2012], cujo
número continua crescendo exponencialmente [Liu, 2012], e oferecem uma oportunidade única
para analisar a propagação da informação [Lerman, 2010].
Nesse trabalho deseja-se identificar os assuntos mais discutidos em um recorte no
Twitter, relacionar os termos associados a esses temas e estudar a propagação dos temas iden-
tificados dentro de um contexto definido pelo usuário. A principal originalidade do trabalho e
do uso da técnica NMF (Non negative matrix factorization) [Lee, 1999] - a qual será compa-
rada com técnicas tradicionais de agrupamento, como k-means, k-medoids e DBSCAN - para a
descoberta de temas no Twitter.
No contexto desse trabalho entende-se por tema um assunto que está sendo discutido,
formalmente definido como sendo um conjunto de termos (ou palavras) importantes identifica-
dos nas mensagens e caracterizado e visualizado por um conjunto de vetores de termos ou por
uma nuvem de palavras, e obtido a partir de um contexto inicial dado.
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2A técnica de agrupamento através do algoritmo NMF tem sido empregada em vários
trabalhos, porém não foi encontrada na literatura aplicação no Twitter. Também serão utiliza-
das outras técnicas de agrupamento para fins de comparação dos resultados, utilizando como
métricas de avaliação medidas intra e inter agrupamento, assim como várias opções para o pré-
processamento, como o uso das ponderações TF, TF-IDF e booleana, ainda diferentes medidas
de distância - euclidiana, similaridade do cosseno - são avaliadas.
1.1 Contextualização
O Twitter foi lançado em 2006 como uma plataforma para troca de curtas mensagens
de texto (máximo de 140 caracteres) - chamadas de tweets - entre usuários, e hoje possui mais
de 465 milhões de contas [Team, 2012], ou seja, usuários registrados mas não necessariamente
ativos. Sendo hoje um canal extremamente influente e que possibilita a troca de informações,
e onde discussões sobre diversos assuntos podem ser encontradas. O Twitter “tem evoluído de
uma conversa ou opinião compartilhada entre amigos para uma plataforma para compartilhar e
disseminar informações sobre eventos atuais” [Gupta, 2012].
Uma importante característica é sua natureza de mensagens em tempo real
[Rehman, 2012], [Lau, 2011] e [Sakaki, 2010], onde os usuários recebem notificações de even-
tos importantes em suas linhas de tempo, tanto de importância local quanto de eventos globais
[Liangjie, 2011].
O Twitter tem recebido muita atenção recentemente, pois diversos fatores in-
centivam os usuários a expressarem suas opiniões, sentimentos e detalhes de suas vidas
[Paul and Dredze, 2011], tais como receber e comentar sobre diversas notícias e pequenas atu-
alizações sobre seu dia e o que estão fazendo e pensando [Asur, 2010]. Além disso, especi-
almente do ponto empresarial, o Twitter é uma ferramenta muito interessante para se medir a
eficácia do marketing viral [Asur, 2010].
Devido a sua abundância de dados e a inconsistência de escrita [Lau, 2011], como
emoticons e abreviações, não é possível monitorar todas as informações postadas e ver o que é
realmente é relevante, por isso a descoberta de padrões e até mesmo de informações a respeito
de usuários é importante e devemos tentar retirar o máximo possível de conhecimento dessas
informações [Navega, 2002]. Para conseguir realizar isso, utiliza-se a mineração de dados, que
“é o processo de descoberta automática de informações úteis em grandes depósitos de dados”
[Tan et al., 2009] para tentar descobrir se há algum conhecimento escondido nesse grande re-
positório de dados [Navega, 2002].
1.2 Motivação
O sucesso das redes sociais online criou um problema de difusão de informação em
larga escala [Kwak et al., 2010], pois a quantidade de informações compartilhadas via web vem
crescendo dia após dia, deixando inviável a procura por determinado tópico.
Em 2010, o Twitter possuía mais de 145 milhões de usuários registrados
[Grove, 0840] e produzia 155 milhões de tweets por dia [Comms, 2014]. Já em 2012, a média de
tweets enviados ao dia atingiu 175 milhões, com 340 milhões de tweets diários [Comms, 2014],
[Lau, 2011].
3O número de mensagens aumenta consideravelmente quando ocorre algum grande
evento [Sakaki, 2010], pois nesse caso as “mensagens refletem diversas informações so-
bre acontecimentos para uma variedade de acontecimentos de diferentes tipos e escala”
[Becker et al., 2011].
Para se ter ideia da escala desse fenômeno, na Copa do Mundo observaram-se 35,6
milhões de tweets apenas no jogo Brasil x Alemanha [Comms, 2014], na cerimônia do Oscar em
2014 houveram 3,3 bilhões de tweets [Comms, 2014]), quando da morte do conhecido terrorista
Osama Bin Laden, que foi anunciada pelo Twitter 21 minutos antes do anúncio oficial, atingiu-
se uma média de 3.000 tweets por segundo [Hu et al., 2012]. O mesmo ocorre em caso de
algum desastre, como tsunamis ou terremotos [Rehman, 2012], [Gupta, 2012], [Comms, 2014]
e [Sakaki, 2010] e também para analisar a saúde pública [Paul and Dredze, 2011] e em eleições
[Tumasjan et al., 2010], [Lau, 2011] e [Burns, 2009]. Outra área importante é a utilização das
mídias sociais na área da educação, onde diversas pesquisas tem ganho foco [Chen, 2014],
[Kimmons and Veletsianos, 2016] e [Veletsianos, 2012].
Desta maneira as redes sociais também se tornaram uma fonte para estudar o compor-
tamento social [Garaizer, 2011] em um ambiente livre de influências externas, onde podemos
avaliar o que as pessoas estão falando sobre determinado assunto e também seu comportamento.
A escolha do Twitter se deu por questões de praticidade e de relevância e pelas suas
características: o grande número de mensagens de diversos temas, a possibilidade de obter
atributos de usuários, o fato de seus dados serem públicos e disponíveis, por usar textos de
tamanho limitado, etc. Além disso, a identificação dos temas e seu seguimento podem gerar
aplicações relevantes, como pesquisas sobre a opinião do público em relação a determinada
campanha ou notícia, estudos sobre como determinada informação se propaga, etc.
Com base nisso, as perguntas que irão ser respondidas ao longo desse trabalho são:
• Quais são os atributos descritos na literatura mais adequados para identificar os principais
tópicos?
• Quais foram as abordagens utilizadas para validar essas técnicas computacionais utiliza-
das?
• Qual o desempenho dos algoritmos e a forma de tratamento dos dados para avaliar o
conjunto das informações?
• Qual o padrão de disseminação de informações através da modelagem de atributos, ou
seja, quais são os assuntos mais discutidos sobre um determinado tópico?
Essas questões serão respondidas com base em estudos de caso aplicados no Twitter.
1.3 Objetivos
Nessa seção detalhamos os objetivos almejados com esse trabalho.
1.3.1 Objetivo Geral
Através de técnicas de mineração de dados obtidos de uma rede social de forma au-
tomática, a partir de um contexto inicial, deverão ser descobertos temas periféricos, permitindo
também o estudo da propagação dos temas identificados.
41.3.2 Objetivos Específicos
• Utilizar a API do Twitter [Documentation, 2016] com a linguagem R para seleção e ob-
tenção de tweets que estejam associados a determinadas hashtags;
• Gerar bases de dados para mineração de textos e aplicar técnicas de pré-processamento
que serão descritas adiante, bem como a aplicação de algoritmos de agrupamento para
construção de conjuntos; e,
• Estudar a propagação dos temas identificados através da geração de um grafo com a
ferramenta Gephi.
1.4 Estrutura do Trabalho
Nesse capítulo foi discutida a motivação, relevância e os objetivos do trabalho. No
capítulo 2 fazemos uma revisão da literatura até o presente momento, apresentando diferentes
cenários de busca de informação e mineração de dados que utilizam o Twitter como fonte dos
seus dados e as aplicações da técnica de NMF, bem como um breve histórico de sua aplicação;
no capítulo 3 apresentamos o referencial teórico sobre os assuntos discutidos; em seguida no
capítulo 4 é explicada a metodologia pretendida para solucionar o objetivo geral e específicos
descritos no capítulo 1. Em seguida no capítulo 5 apresentamos os experimentos realizados,
e finalmente no capítulo 6, apresentamos as considerações finais sobre a relevância de deste
trabalho dentro do contexto atual.
Capítulo 2
Estado da Arte
Pesquisas de diversas áreas analisaram o conteúdo de redes sociais de forma a extrair
conhecimento para seus domínios, abaixo apresentamos alguns dos trabalhos correlacionados e
aplicações para ilustrar a relevância da pesquisa.
Essa área tem sido extensivamente pesquisada e possui aplicações nas mais diversas
áreas, podendo ser divida em: saúde pública e desastres naturais [Paul and Dredze, 2011],
[Rehman, 2012], [Rehman, 2012], [Gupta, 2012], [Sakaki, 2010], mineração de opiniões e
sentimentos [Pak and Paroubek, 2010], [Barbosa and Feng, 2010], [Naaman and Lai, 2010],
[Tumasjan et al., 2010], [Java, 2007], [Asur, 2010], difusão topológica e temporal da in-
formação [Kwak et al., 2010], [O’Connor et al., 2010], [Garaizer, 2011], [Lerman, 2010],
[Liu, 2012], [Nel, 2011], [Rodrigues, 2011], [Burns, 2009], [Liangjie, 2011] e [Wang, 2013],
monitoramento de eventos [Becker et al., 2011], [Wu et al., 2011], [Hu et al., 2012],
[Lau, 2011] e na área da educação [Chen, 2014], [Kimmons and Veletsianos, 2016] e
[Veletsianos, 2012]. Também são apresentadas algumas pesquisas feitas utilizam a mineração
de textos através dos métodos SVM [Barbosa and Feng, 2010], [Paul and Dredze, 2011],
[Hu et al., 2012], [Lau, 2011], [Chen, 2014], [Sakaki, 2010] e [Go, 2009] e NMF [Lau, 2011],
[Shamma, 2009], [Xu, 2003], [Berry, 2006], [Willet, 1990], [Pauca, 2004], [Liu, 2003],
[Salton, 1975], [Xiaohui. Yan Jiafeng, 2013]. Também são apresentadas as seguintes pesqui-
sas demonstrando o uso de pesos de termos, tal como TF e TF-IDF: [Kasyoka, 2014] de modo
a demonstrar a relevância da técnica dentro do atual contexto.
As aplicações podem ser obtidas entre diversas redes sociais, de onde os dados são
usualmente coletados, sendo os principais Twitter e Facebook.
Muito também já foi feito na questão de desenvolvimento e pesquisa com relação a
mineração de dados, aprendizado de máquina e software livre, como por exemplo as ferramentas
Weka, Mallet, entre outras [Ryaboy and Lin, 2012].
O principal artigo que trata do poder representado pelos dados coletados pelo Twitter
e que também sugere temas de pesquisa, é de autoria de três funcionários da rede social, Ryaboy
e Lin [Ryaboy and Lin, 2012], eles apresentaram diversas sugestões sobre o que pode ser feito
com a análise dos dados obtidos a partir da API, tanto para a área acadêmica quando industrial.
Eles relatam que as principais atividades desenvolvidas são em relação a obtenção, limpeza e
performance de exploração dos dados, porém isso é algo muito pequeno perto de tudo que o
Twitter possibilita. Hoje, o principal desafio é com relação à análise de um grande volume de
dados e aconselham que as pesquisas futuras sejam com relação a desenvolver técnicas para aju-
dar os cientistas a analisar esses dados, de uma forma que estes não precisem ser treinados toda
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6vez como acontece hoje com o uso de algoritmos de classificação ou aprendizado de máquina
supervisionado.
2.1 Monitoramento de Eventos
Os autores Becker, Hila Naaman, Mor Gravano, Luis [Becker et al., 2011] procura-
ram descobrir se os tweets atuais falam sobre algo que está acontecendo em tempo real ou não,
para isso utilizaram um algoritmo com agrupamento incremental que determina se a mensagem
é similar a outros agrupamentos, o classificador foi treinado através da ferramenta Weka utili-
zando cross-validation para predizer quais conjuntos correspondem a eventos em qualquer hora.
Foi utilizada uma base com 2.600.000 tweets obtidos durante fevereiro de 2010 de usuários que
identificaram sua localização como a cidade de Nova York. Os dados obtidos durante as duas
primeiras semanas foram utilizados para treinamento e os das duas últimas semanas para teste
e podem ser utilizadas para avaliar como diferentes tipos de eventos são refletidos no Twitter.
Milhares de pessoas ficaram sabendo da morte de Osama Bin Laden minutos an-
tes da comunicação oficial devido ao Twitter, os autores Hu, Liu, Wei, Wu, Stasko e Ma
[Hu et al., 2012] tentaram entender o papel desempenhado pelo Twitter para convencer a au-
diência, para isso extraíram tweets sobre Osama Bin Laden postado na janela de 2 horas antes
e depois das notícias oficiais, também foram analisados links compartilhados pelo Twitter para
ver qual era seu conteúdo. Foi dado preferência aos tweets em inglês, coletando-se 614.976
mensagens contendo o texto “laden” que durante quase 2 horas foram treinados em certo, não
certo e irrelevante, utilizando o classificador SVM. Os autores também precisavam descobrir de
onde partiu a primeira mensagem, para isso examinaram os tweets entre 10:20pm e 10:45pm,
concluindo que havia sido Keith Urban, ex-secretário de defesa dos EUA o primeiro a fazer o
anúncio. Com isso concluiu-se que a maior parte da informação consumida é criada por um
pequeno número de usuários, conhecidos como usuários de ”elite” e que as pessoas tendem
a acreditar que uma informação é verdadeira quando ela vem de especialistas no assunto ou
celebridades.
Saúde Pública e Desastres Naturais
No trabalho de Paul e Dredze [Paul and Dredze, 2011] os autores utilizaram o Twitter
para avaliar a saúde pública, por exemplo, a ocorrência de usuários alegando dor de cabeça,
gripe, alergias, câncer ou outras doenças, para isso utilizaram uma base de dados com 2 bilhões
de tweets capturados entre maio de 2009 e outubro de 2010, onde foram eliminados links,
hashtags e pontuação. O classificador utilizado para o treinamento foi o SVM, contando com
5.128 mensagens rotuladas para treinamento.
Rehman, Mansmann, Weiler e Scholl [Rehman, 2012] criaram um data warehouse
com base nos tópicos relevantes mais discutidos do Twitter, obtidos das 08 AM até as 11 AM
UTC sobre avisos de terremotos e tsunami na Indonésia, totalizando 86.000 mensagens no
banco de dados. Os dados foram analisados utilizando o Analysis Service Toolkit do Microsoft
Sql Server.
O trabalho de Gupta e Kumaraguru [Gupta, 2012] foca em identificar a qualidade de
informação trazida pelo Twitter sobre eventos através do método de regressão, por exemplo o
furacão Irene, que apresentou 17
7Os autores Sakaki, Okazaki e Matsuo [Sakaki, 2010] focaram na pergunta se um
evento pode ser detectado em tempo real apenas monitorando-se o Twitter, para isso eles li-
mitaram a pesquisa ao idioma japonés devido á região ter alto índice de terremoto. Para a
detecção foi utilizado a API do Twitter para coletar os dados, pesquisando-se as mensagens que
continham as palavras “earthquake”, “shaking” e “typhoon”, após isso foi criado um modelo
que divide os dados em positivos e negativos e treinados através do SVM, com uma base inicial
de 597 exemplos positivos. Os dados foram divididos em três categorias: número de palavras
no tweet, palavras selecionadas e contexto em que estão inseridas na mensagem, sendo que a
análise morfológica foi feita através do Mecab. Após isso foi calculado o modelo probabilís-
tico através do método de Monte Carlo e a localização do usuário detectada pelo Twitter serviu
como uma estimativa da localização de onde o terremoto está acontecendo. O experimento foi
feito entre 18 de agosto e 2 de setembro, detectando 10 terremotos e foram classificados 49.314
tweets, resultando em 6.291 mensagens positivas postadas por 4.128 usuários. A figura 2.1
compara como é a difusão de um terremoto com uma informação a respeito de um novo jogo
para o super Nintendo.
Figura 2.1: Compativo de difusão de tweets de diferentes assuntos [Sakaki, 2010].
Aplicações na Área de Educação
Os autores Chen, Vorvoreanu e Madhavan [Chen, 2014] analisam o Twitter para ex-
plorar o que estudantes de engenharia dizem sobre o curso informalmente, de forma a entender
questões e problemas levantados pelos estudantes no aprendizado. Para isso obtiveram 22.284
tweets obtidos a partir da palavra "engineeringProblems"por um período de 14 meses onde fo-
ram retiradas as mensagens repetidas, totalizando então 19.799 tweets, e mais 39.095 tweets
obtidos através da localização geográfica do campus considerando um raio de 1.3 milhas de
forma a cobrir todo o campus. Para análise foi implementado o algoritmo de classificação
Naïve Bayes multi-label e SVM, sendo que o primeiro teve um resultado superior, onde foram
separados 6 temas identificando diferentes problemas relacionados ao curso, sendo que cada
mensagem podia pertencer a mais de um tema. Foram separado 70% dos tweets para treina-
mento e o restante para testes. A analise dos resultados foi feita com analise humana, de forma
a entender os dados.
O trabalho de [Kimmons and Veletsianos, 2016] examina o uso do Twitter de estudan-
tes e professores de educação, antes, durante e depois das conferências American Educational
Research Association (AERA), que ocorreram em 2014 e 2015. Foi realizada uma análise des-
critiva e inferencial para explorar o uso do Twitter por 1421 acadêmicos e coletados mais de
8360 000 mensagens postadas. Os resultados demonstram os padrões de participação de usuários
do Twitter em relação à conferência. Em particular, foram mostrados que os tweets durante às
conferências diferiram significativamente dos de depois das conferências.
O Twitter também é utilizado como transmissor de informações educacionais, os pes-
quisadores [Veletsianos, 2012] usaram o Twitter para difundir informação e auxiliar na constru-
ção de conhecimento na Universidade de Pernambuco, como também no contexto da sociedade
local, cidade e estado. A intenção é compartilhar eventos, cursos e principalmente artigos cientí-
ficos, trabalhos publicados e/ou apresentados em Congressos de autoria de alunos e professores
da referida Instituição de Ensino.
Essa “explosão de trabalhos relacionados ao Twitter confirma o reconhecimento po-
tencial para descoberta de conhecimento a partir de seus dados” [Rehman, 2012].
2.2 Mineração de Sentimentos e Opiniões
Está é uma área de pesquisa complexa, pois as palavras e conteúdos podem ser ambí-
guos, porém diversas pesquisas trabalham com a análise de sentimento de um tweet, procurando
avaliar se o conteúdo é positivo (felicidade, brincadeiras), negativo (tristeza, raiva, desaponta-
mento) ou neutro. É uma área muito almejada pelo marketing, para criação de modelos para
agregar opiniões da população e tentar prever comportamentos e predizer o futuro [Asur, 2010]
e [Java, 2007].
Os autores Go, Bhayani e Huang [Go, 2009] foram os pioneiros encontrados na li-
teratura a tentar recuperar mineração de opiniões e sentimentos no Twitter, tendo por objetivo
extrair o sentimento de um tweet automaticamente. Eles utilizaram os emoticons encontrados
nas mensagens como rótulos e fizeram a classificação utilizando supervisão distante. Os dados
foram obtidos através da API do Twitter entre 6 de abril até 25 de junho de 2009, sendo que
no pré processamento tweets repetidos, neutros e retweets foram removidos totalizando assim,
uma base de treinamento com 1.600 mensagens, sendo separado metade para teste e metade
para treinamento. Os dados de testes foram coletados manualmente e arbitrariamente escolhi-
dos de diferentes domínios, totalizando 177 negativos e 182 positivos. Através do site Twittratr
foi consultada uma lista com 174 palavras positivas e 185 negativas e para cada tweet foi con-
tado a quantidade de cada grupo e retornado o rótulo que apresentou maior contagem. Foram
considerados somente tweets na língua inglesa e como resultado, observou-se que a a acurácia
do Naïve Bayes e SVM diminuem enquanto a performance para o MaxEnt aumenta, porém a
maior acurácia ficou com o SVM totalizando 82,9
Os autores Java, Song, Finin e Tseng [Java, 2007] procuram entender como e para
que as pessoas utilizam o Twitter, e como resultado eles identificam diversos tipos de intenções
de usuários: fofocas, conversas, compartilhamento de informação e relato de noticias. Eles ob-
tiveram um total de 1.348.542 postagens de 76.177 diferentes usuários obtidos durante 2 meses,
para cada usuário também foram recuperadas as informações de seu perfil (nome, biografia,
fuso horário e localização) onde apenas 39.000 desses usuários haviam especificado ou habili-
tado sua localização. Foi utilizado o algoritmo HITS para encontrar pontos de proximidade na
rede.
Na pesquisa dos autores Naaman, Boase, and Lai [Naaman and Lai, 2010] foi utili-
zada uma base de 125.593 usuários, considerando apenas usuários que tivessem ao menos 10
amigos, 10 seguidores e 10 postagens, de modo a analisar seu comportamento, porém desses,
somente 350 foram selecionados randomicamente para análise. Para cada usuário foi utilizada
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foi selecionado randomicamente 10 de suas mensagens. Sendo possível analisar que tipo de
mensagem os usuários geralmente postam, as diferentes diversidades entre mensagens postadas
e características entre os usuários.
Já o autor Garaizar [Garaizer, 2011] procura detectar diferenças e mudanças em emo-
ções e comportamento através do Twitter, para isso foi desenvolvido o iScience Maps, uma fer-
ramenta online onde é possível combinar termos e pesquisas para diferentes regiões. Os dados
são obtidos a partir da API do Twitter e armazenados em tabelas dinâmicas, devido a limita-
ções da API, a pesquisa é feita a cada 3 dias. O trabalho ajuda e determinar onde determinados
assuntos estão concentrados.
Na pesquisa de Pak e Paroubek [Pak and Paroubek, 2010], os autores buscam estabe-
lecer que tipo de emoção cada tweet contém, para isso criaram uma base de dados com 300.000
textos extraídos do Twitter, sendo elas neutras, positivas e negativas, eles também consideraram
os emoticons empregados em cada postagem. O classificador Naïve Bayes, que apresentou o
melhor resultado, sendo treinado com base em emoticons, verbos e adjetivos.
Os autores Barbosa e Junlan [Barbosa and Feng, 2010] também pesquisaram a análise
de emoções (positiva, negativa e neutra), porém a classificação é feita utilizando um classifica-
dor com rótulos inseridos manualmente para a base de treinamento de 100.000 tweets para
reduzir o ruído, e estes foram extraídos em diferentes quantidades durante três semanas de três
diferentes web sites (Twendz, Twitter sentimental e TweetFeel), utilizados por serem mais con-
fiáveis com relação aos sentimentos, totalizando 200.000 tweets, os melhores resultados foram
obtidos utilizando SVM.
Os autores Tumasjan, Sprenger, Sandner e Welpe [Tumasjan et al., 2010] avaliaram
o sentimento político acerca das eleições alemãs levando em conta 104.003 tweets publicados
entre 13 de agosto e 19 de setembro de 2009, obtidos considerando os nomes dos 6 partidos
representados no parlamento alemão. O resultado foi 70.000 tweets mencionando os partidos e
35.000 referindo-se aos seus candidatos. Para extração de sentimentos foi utilizado um software
terceiro chamado LIWC, que com um dicionário interno conseguiu separar as mensagens em
positivas, negativas ou neutras, porém para isso foi necessário realizar sua tradução para inglês.
Para predizer o resultado o algoritmo avalia dois aspectos: a comparação da quantidade de
atenção que o político recebeu no Twitter com o resultado da eleição, e segundo, ele analisa a
quantidade de tweets enviados após as eleições que podem informar laços políticos. O resultado
entre o algoritmo e a eleição foi bem próximo e a conclusão foi de que o número de mensagens
falando de um partido político pode ser considerada como uma intenção de voto e pode se
aproximar das pesquisas eleitorais tradicionais.
Na pesquisa os autores Asur e Huberman [Asur, 2010] procuraram analisar como opi-
niões positivas e negativas se propagam influenciam a opinião de outras pessoas. Para isso fo-
ram extraídos 2.89 milhões de tweets de 1.2 milhões de usuários em um período de três meses
referentes a 24 filmes lançados nesse período. Para cada filme foi considerado um período de
2 semanas após o lançamento, sendo que após esse tempo os comentários a respeito do mesmo
começam a ficar escassos. Para o pré-processamento foi utilizado o pacote linguístico LingPipe
que contém as tarefas para processamento de linguagem natural (remoção de stopwords, urls,
identificações de usuário e caracteres especiais) e foi utilizado o DynamicLMClassifier para
criar um modelo de classificação dos dados de treinamento. Um simples modelo de regressão
linear considerando a taxa de tweets a respeito dos filmes foi capaz de predizer o valor de mer-
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cado o filme, e o teste com cross-validation demonstrou uma acurácia de 98%, ilustrando o
poder das mídias sociais.
Os autores Sriram, Fuhry, Demir, Ferhatosmanoglu e Demirbas [Sriram, 2010] pro-
puseram uma ferramenta intuitiva para determinar o rótulo de uma classe e uma série de ca-
racterísticas com foco na interação com os usuários no Twitter, iniciando com 5 categorias
(notícias, eventos, opinião, acordos e mensagens privadas). Foram obtidos os tweets recentes
de um número randômico de usuários através da API do Twitter, e eliminadas as mensagens
que não estavam no idioma inglês, que continham links ou poucas palavras, totalizando 5.407
postagens de 684 usuários que foram rotulados manualmente para cada categoria. Após retirar
as stopwords, restaram 6.747 palavras únicas que foram aplicadas no software Weka com o al-
goritmo Naïve Bayes com 5 conjuntos cross-validation apresentando resultados satisfatórios e
que demonstram que um mesmo usuário tende a postar mensagens que pertencem a limitadas
categorias.
2.3 Difusão topológica e temporal
Muitas pesquisas utilizam esse modelo de difusão topológica e temporal para analisar
disseminação de informação, os maiores problemas dessa categorias são: como a informação
se dissipa e quais fatores fazem isso ocorrer e quais são as possíveis fontes que trazem alguma
informação em redes sociais [Liu, 2012].
Kwak, Lee e Park [Kwak et al., 2010] foram os primeiros autores a conseguir obter os
dados do Twitter, conseguindo obter 71.7 milhões de perfis de usuários, 4.262 trending topics,
1.47 relações sociais e 106 milhões de tweets. Os dados foram obtidos entre 6 de junho até
30 de junho de 2009. Para obter todos esses dados, foram necessárias 20 máquinas, devido as
limitações da API do Twitter que serão descritas na metodologia. Com base nesses dados foi
possível realizar diversas análises, incluindo a propagação e impacto de um retweet que pode
ser observado na figura 9. Para validar o estudo, foi comparado os resultados obtidos com outras
mídias, tal como jornais (CNN) e as noticias mais populares no Google.
No trabalho de O’Connor e Krieger [O’Connor et al., 2010] é demonstrada a ferra-
menta TweetMotif, que através da API do Twitter capturou 150.000 tweets em abril de 2009 e
agrupou-os por categoria após eliminar os repetidos, que são gerados a partir de um retweet, ou
seja, do encaminhamento de um tweet para sua lista de seguidores.
No trabalho de [Liangjie, 2011] o compartilhamento das mensagens é tratado como
um problema de classificação, sendo investigado o problema de predizer a popularidade de
uma mensagem pelo número de futuros compartilhamentos e demais fatores que influenciam
a propagação de uma mensagem, tal como essa ter sido compartilhada por um amigo ou uma
celebridade, e também o conteúdo da mensagem em si. Para isso foi treinado um classificador
binário com exemplos de mensagens positivas e negativas que podem ser compartilhadas no
futuro, e um classificador multi-tarefa cuja função seria predizer o número de compartilhamen-
tos para cada mensagem. As mensagens seriam consideradas idênticas caso tivessem o mesmo
valor de MD5 e a base de dados foi coletada em dois meses de 2009, o classificador foi trei-
nado por uma semana e como resultado observou-se que os usuários dão maior importância as
mensagens compartilhadas por seus amigos.
Na pesquisa de Rodrigues, Leskovec, Balduzzi e Schölkopf [Rodrigues, 2011] os au-
tores quiseram modelar um sistema em termos de propagação de sinais para analisar a propaga-
ção da informação.
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A pesquisa efetuada por Burns e Eltham [Burns, 2009] foi feita a pedido do Depar-
tamento de Defesa dos Estados Unidos, com a intençã de monitorar o Twitter a respeito das
eleições iranianas, testando assim o potencial das mídias sociais e também para se preparar
caso viesse a ganhar algum candidato que pudesse alterar o regime de paz. O monitoramento
foi feito durante a eleição do Irã em 2009, com dados coletados de 12 de junho até 5 de agosto,
onde foi feita uma análise comparativa acerca de perfis de jornalistas, diplomatas ativistas, civis
e forças militares, a dissupação de um tweet pode ser observado na figura 2.2.
Os autores Lerman e Ghost [Lerman, 2010] coletaram dados do Twitter e do Digg
(ferramenta similar ao Twitter, porém mais densa e interconectada e que contém 3 milhões
de usuários registrados), incluindo informações sobre os usuários que deram retweet em sua
postagem e quando. Foram extraídas 398 mensagens postadas entre 11 de Junho de 2009 e 3 de
Julho de 2009 através da API do Twitter e também foram extraídos o perfil e a lista completa
de amigos e seguidores de cada usuário. O número de vezes que uma história foi votada ou
dado retweet reflete sua popularidade e é possível seguir essa mensagem para cada usuário que
interagiu com ela, mostrando que o alcance da propagação de uma informação não depende
da similaridade entre os usuários e sim da quantidade de nós conectados. Com isso pode-se
entender como é o uso e características da atividade dos usuários e como isso afeta a rede
social, ajudando a fazer melhor uso dessas mídias.
Os autores Nel, Lesot, Capet e Delavallade [Nel, 2011] apresentam um trabalho pro-
pondo um modelo para propagação de informação baseado na extensão do modelo ZC, que é
baseado na adição de parâmetros para aumentar a flexibilidade e poder de expressão. Para tal
foram coletados artigos de fontes automaticamente selecionadas por um usuário e identificados
os links que continham, após remover os anúncios. Essa metodologia foi aplicada a uma lista
de 110 sites, incluindo jornais, blogs especializados e colaborativos diariamente de fevereiro a
novembro de 2009, totalizando 190.000 artigos e 140.000 links. Com essa análise o modelo
ZC pode decidir em qual fonte a publicação tem maior chance de ser aceita com base em 2
parâmetros: o primeiro determina a frequência máxima de publicações enquanto o segundo,
controla um valor máximo e mínimo para um caminho randômico. No final, foram criados 4
agrupamentos de publicações: 1o - fonte ativa muito especializada porém com baixo intervalo
de publicação e grande número de links; 2o - blogs muito especializados com baixa atividade
de publicação; 3o - sites familiares com versão colaborativa e por 4o e último versão online de
jornais.
Também foi realizada uma pesquisa envolvendo o Facebook pelos autores
[Wang, 2013] que utilizando o algoritmo LDA identificaram tópicos de mais de meio milhão de
atualizações de status, com objetivo de examinar diferenças de postagens entre homens e mulhe-
res. Para isso, as postagens foram coletadas aleatoriamente, no idioma inglês em junho de 2012,
o pré-processamento foi feito utilizando a biblioteca OpenNLP, restando 521.636 postagens a
serem analisadas. Os resultados sugerem que os usuários do Facebook frequentemente pos-
tam informações pessoais e sobre eventos familiares, mulheres tendem a fazer postagens mais
pessoais e relacionadas a família enquanto homens tendem a postar sobre eventos públicos e
esportes. A análise também separou o usuário em adultos e adolescentes, onde é observado
esse mesmo padrão.
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Figura 2.2: Exemplo da evolução temporal, mostrando a evolução dos contatos entre os usuários
em vários grafos sucessivos, de acordo com a pesquisa de [Burns, 2009] .
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2.4 Demais Pesquisas Relacionadas
De forma a também demonstrar onde as ferramentas utilizadas para resolver o pro-
blema considerado tem sido utilizadas, apresentam-se algumas pesquisas que foram baseadas
nos esquemas de ponderação TF e TF-IDF e também no recente algoritmo NMF.
Essas ferramentas serão utilizadas como parte da solução proposta para o problema,
e serão detalhadas no próximo capítulo.
2.4.1 TF/ TF-IDF
TF e TF-IDF são esquemas de ponderação de termos amplamente utilizados em Mi-
neração de Textos e serão detalhados no capítulo 3.
Os pesquisadores [Kasyoka, 2014] apresentaram um framework para juntar e recupe-
rar informações relevantes a partir do RSS de 232 sites sobre agricultura utilizando TF-IDF e
proximidade de termos. Para determinar a performance três grupos compostos de duas pessoas
cada foram selecionados randomicamente como grupo de teste. O resultado demonstrou que o
uso da proximidade de termos aplicada em cima do resultado gerado por TF-IDF é uma maneira
efetiva de recuperar informações.
No trabalho de [Xia, 2011] são apresentados exemplos de aplicação de TF e TF-IDF,
onde são considerados dois tópicos: obter informações adicionais estatistica dos termos e intro-
duzir técnicas adicionais nesse campo. Para isso foram selecionados 1.362 documentos de 10
categorias diversas e para cada documento foi atribuido um peso entre 0 e 2 automaticamente e
entre 0 e 5 foram marcados manualmente por 10 diferentes pessoas. Após isso foram removidas
as stopwords e aplicado o modelo LDA. O objetivo era avaliar a eficiência dos algoritmos de
peso, onde retorno e precisão foram utilizados para avaliação, onde o melhor resultado ficou
com o uso de TF-IDF e LDA. Para avaliar a eficiência dos algoritmos de peso, foi desenvolvido
um classificador textual baseado no modelo LSA usando o mesmo corpo textual.
2.4.2 NMF
Vários métodos foram extensamente discutidos pela literatura, por isso nessa seção
será feito um breve histórico da aplicação do método e de sua evolução até os dias de hoje,
passando-se a descrever pesquisas que fizeram uso dessa técnica.
Estudos de comparação dessa técnica foram realizados por [Liu, 2003] e
[Salton, 1975].
O método, mesmo sendo utilizado há muitos anos, ainda não satisfaz a todos os au-
tores, como é o caso de Pauca, Shahnaz, Berry e Plemmons [Pauca, 2004], que decidiram criar
um modelo hibrido combinando as melhores características de diversas técnicas e em outra pes-
quisa propuseram uma categoria de baixa aproximação para extrair e identificar os arquivos de
mineração de textos onde analise de dados espectral está presente [Berry, 2006].
Os autores [Lau, 2011] se preocuparam em aplicar o método SVM na recuperação de
informação utilizando o Twitter como cenário.
Algumas aplicações do método não serão abordados nessa pesquisa sendo brevemente
descritos aqui apenas a fim de curiosidade, entre eles: processo de aprendizagem por redes
neurais, reconhecimento de som, código espacial linear, quimiometria, classificação e proces-
samento de imagens, sensor remoto e caracterização de objetos e qualidade de emissão do ar.
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As técnicas tradicionais de busca em documentos trabalham com palavras chaves,
porém os autores Xu, Liu e Gong [Xu, 2003] propõe um método baseado no agrupamento pela
fatorização da matriz não negativa (NMF) para encontrar estruturas semânticas ocultas no corpo
do documento. Para isso, o fator de agrupamento de cada documento foi determinado com
base na procura do tópico base no corpo do documento e nos autovetores, fazendo com que
cada documento seja representado em formato de matriz, ou seja, uma combinação linear de x
assuntos. As avaliações experimentais são feitas utilizando o método SVD, porém tanto este
quanto o LSI apresentam o mesmo problema: os autovetores computados a partir de um grafo
geralmente não correspondem a agrupamentos individuais, fazendo com que seja necessário
utilizar demais métodos, tai como o K-means ou o Naïve Bayes. Os testes foram realizados
utilizando o TDT2 que consiste em 100 documentos agrupados de diversas fontes de noticias,
tal como CNN, onde foram excluídos documentos com menos de 5 páginas e o Reuters que
contém 21.578 documentos que podem ser agrupados em 135 categorias. Para métricas de
avaliação foram utilizados a acurácia e a normalização mútua de informação.
Outro método comum é o agrupamentos através do K-means [Willet, 1990], pois ele
reduz o erro de agrupamento entre os documentos.
Outra pesquisa utilizando modelo vetorial foi feita por feita pelos autores Shamma,
Kennedy e Churchill [Shamma, 2009] utilizando como cenário o debate presidencial dos Es-
tados Unidos que ocorreu em 26 de setembro de 2008 entre o senador Barack Obama e John
McCain, onde foram coletados todos os tweets pertinentes ao debate que utilizavam as palavras
“current”, “tweetdebate” e “debate08” através da API do Twitter, totalizando 3.238 tweets de
1.160 pessoas. Para encontrar os nós de conexões importantes entre as pessoas foi utilizado o
EVC (eigenvector centrality) apresentando o resultado na figura 2.3. O C-SPAN’s foi utilizado
para quebrar o debate em 9 partes, cada uma representando uma pergunta feita pelo apresenta-
dor e para cada segmento foi aplicado uma variação do VSM para analisar o número total de
temas que aparecem nos documentos, totalizando uma acurácia de 90,9
O cenário proposto por Pauca, Shahnaz, Berry e Plemmons [Berry, 2006] para aplica-
ção da mineração de textos foi o email, começando com uma base que contém inicialmente 1.5
milhões de mensagens de email que foram postadas no site FERC’s, após informação privada
ser removida restaram 517.431 relevantes mensagens de 150 contas de funcionários entre o pe-
ríodo de dezembro de 1979 até fevereiro de 2004, com mensagens apenas dos anos de 1999,
2000 e 2001. O objetivo é classificar toda essa informação onde cada agrupamento de palavras
deveria pertencer a um tópico especifico.
O autor Sadhukhan [Shinnou and Sasaki, 2007] utilizou uma base de dados do site
CLUTO.com, todas com menos de 5 mil dados, normalizadas com TF-IDF, fazendo o agrupa-
mento inicial com o algoritmo Mcut e melhorado com NMF, onde através da acurácia mostrou-
se que seu método proposto é melhor.
A ideia chave do trabalho proposto por [Xiaohui. Yan Jiafeng, 2013] é aprender tó-
picos explorando a correlação dos termos dos dados, primeiramente são computados a cor-
relação dos termos em pequenas mensagens representando cada termo com seus termos de
co-ocorrência através da construção de uma matriz. Sendo que os dados se resumem a todo
tipo de informação, desde recentes informações pessoais até novos eventos, com isso espera-se
descobrir tópicos emergentes em mídias sociais, personalizar recomendações, entre outros. O
segundo passo é aprender os tópicos através da aplicação do NMF. Os testes foram aplicados
em 3 bases de dados, mostrando que o método aplicado prove substancialmente melhores re-
sultados que outros, e como medida de comparação o NMF é comparado com duas funções de
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Figura 2.3: Gráfico demonstrativo com a relação dos usuários e palavras agrupadas. O número
ao lado de cada figura indica o grau do nó [Shamma, 2009].
custo: distância euclidiana e similaridade do cosseno. Cada agrupamento foi rodado 10 vezes
para reportar a performance.
2.5 Conclusões
As redes sociais hoje fazem parte de nossas vidas, por sua facilidade de uso e por per-
mitir mensagens de texto, incentivando as pessoas a compartilharem pensamentos ou detalhes
de suas vidas. Isso gera uma quantidade de dados enorme que cresce a cada ano, tornando um
grande desafio filtrar o que é ou não importante.
Com base em todos os trabalhos analisados no estado da arte, podemos concluir que
análises temporais ou geográficas, mineração de sentimentos ou opiniões, uso da ferramenta em
desastres tais como terremotos, furacões, entre outros está presente em nossa vida e oferecem
um vasto campo de estudo.
Pretende-se espelhar nos trabalhos indicados durante a execução do projeto, permi-
tindo que os objetivos traçados sejam alcançados com o uso de técnicas atuais e que representem
o “estado da arte” da área. O uso previsto da técnica NMF para serem comparadas com técni-
cas já conhecidas como k-means, DBSCAN e k-medoids garante ao projeto características de
originalidade, qualidade técnica e relevância.
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Capítulo 3
Fundamentação Teórica
Nessa seção apresentamos a fundamentação teórica em que está pesquisa está base-
ada, falando inicialmente o que são redes sociais e mencionando as principais utilizadas atu-
almente; a seguir será mencionando a mineração de dados e as técnicas de processamento de
textos e algoritmos de agrupamento que serão utilizados nessa pesquisa.
3.1 Redes Sociais
Redes Sociais são usualmente definidas como uma forma para uma pessoa encontrar
outra na Internet, sendo redes formadas por indivíduos com algum grau de relacionamento,
que pode variar de nulo até muito próximo [Gabardo, 2015], elas geralmente são representadas
como uma rede complexa, permitindo discutir diversos problemas, entre eles: progressão de
epidemias, migração e influência politica, tendo também um forte apelo comercial.
Devido ao crescente uso de smartphones e dispositivos móveis, redes sociais, hoje,
constituem um fenômeno global, e são empregadas para diversas atividades, como trabalho,
entretenimento e uso pessoal. Elas também são consideradas uma enorme fonte de informação,
refletindo as opiniões e desejos das pessoas, e servem como um canal de comunicação e difusão
de notícias e informações, que podem gerar conhecimento.
A tabela 3.1 demonstra a data de criação de algumas das redes sociais mais utilizadas,
assim como a quantidade de usuários que nela estão cadastrados.
Tabela 3.1: Número de usuários aproximados das redes sociais [Hat, 2016]
Rede Social Número de Usuários Data da Informação Data de Criação do Serviço
Facebook 1,35 bilhão Setembro 2014 Fevereiro 2004
Youtube 1 bilhão Março 2013 Maio 2005
Google+ 540 milhões Outubro 2013 Junho 2011
Instagram 300 milhões Dezembro 2014 Outubro 2010
Twitter 284 milhões Outubro 2014 Março 2006
Linkedin 187 milhões Abril 2014 Maio 2003
No entanto, extrair informação textual útil de redes sociais não é uma tarefa fácil, de-
vido a enormidade dos dados envolvidos e na velocidade de sua criação. O problema começou a
ser atacado apenas recentemente, empregando procedimentos automáticos que incluem em seus
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fundamentos as áreas de Processamento de Textos (TP) [Baeza-Yates and Ribeiro-Neto, 1999] e
[Manning and Schütze, 2008] e técnicas de Aprendizagem de Máquina (ML) [Mitchell, 1997].
Também existe o problema de determinar a importância das mensagens, pois geral-
mente usuários com muitos amigos recebem uma grande quantidade de mensagens, o que acaba
dificultando em se filtrar as mensagens realmente importantes em face das que foram mais men-
cionadas.
Twitter
O Twitter foi lançado em março de 2006 em São Francisco, US, inicialmente com o
nome de Twttr [Comms, 2014] e foi desenvolvido em Ruby on Rails [Burns, 2009]. As mensa-
gens enviadas pelo Twitter são chamadas de tweets e possuem tamanho máximo de 140 caracte-
res, a figura 3.1 mostra um recorte do Twitter de forma a demonstrar como são essas mensagens.
Também é possível dar RT em uma mensagem, ou seja, replicá-la para seus seguidores - cha-
mado de retweet. Os usuários são identificados por uma @ na frente, ou seja, @DataJunkie se
refere ao usuário Ryan Rosário.
Figura 3.1: Um recorte na linha de tempo do Twitter
As mensagens ou tweets, como serão chamadas daqui para frente, também podem
conter hashtags, ou seja, palavras com "jogo da velha"na frente, que são utilizadas para des-
crever um assunto de momento ou sentimento, sendo utilizado para filtrar mensagens sobre um
determinado tópico.
Cada usuário pode seguir quantas pessoas desejar e pode ser seguido, não é obrigató-
rio um usuário seguir e ser seguido como acontece nas demais redes sociais como o Facebook,
por exemplo, com isso acontece o fenômeno de contas de pessoas famosas ou figuras políticas
serem seguidas por milhões de pessoas.
Como dizem [Wu et al., 2011], “pessoas seguem outras não apenas para social
networking, mas para informação, como o ato de seguir representa o desejo de receber todos
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os tweets daquela pessoa”. Você também pode compartilhar vídeos, imagens e links, tudo isso
criou um ambiente de intimidade que difere de outras redes sociais [Burns, 2009] e também
propôs novos desafios para mercados de decisão e crises internacionais [Burns, 2009] devido a
propagação da informação por diferentes fontes.
A cada hora também são atualizados os trending topics, ou seja, os temas ou hash-
tags que receberam mais mensagens no momento, conforme exemplo na figura 3.2, elas podem
ser um bom indicador do que está acontecendo no mundo real [Kwak et al., 2010] naquele mo-
mento de acordo com sua localização. Essa atualização é gerada por um software proprietário.
Figura 3.2: Exemplo de trending topics.
A seguir daremos inicio a descrição das técnicas de mineração de dados utilizadas
nesse trabalho.
3.2 Mineração de Dados
Mineração de dados é o processo de descoberta automática de informações úteis em
grandes repositórios de dados [Tan et al., 2009] e [Liu, 2012], e é uma parte integral do processo
de descoberta de conhecimento que converte dados brutos em informações úteis. Ou seja, um
dado por ser extraído, como uma data de uma tabela do banco de dados ou um texto, e ele pode
conter alguma informação, como a descrição de uma noticia, por exemplo, porém ele pode
ou não ser convertido em conhecimento, de acordo com quem irá avaliar essa informação ou
conjunto de informações.
A mineração de dados não é uma técnica isolada, e combina métodos tradicionais
de análise de dados com algoritmos que permitem o processamento de grande quantidade de
dados, permitindo-se descobrir padrões que não seriam facilmente identificados sem ela.
Outras aplicações da mineração de dados também tem sido utilizadas para melhorar
sistemas de recuperação de informações como, por exemplo, para buscar um termo dentro de di-
versos documentos, e tem aplicações em diversas áreas, como por exemplo: marketing, vendas,
física, segurança computacional, entre outras.
Um aliado da mineração de dados é a recuperação da informação, que não é nenhuma
novidade porém ganhou maior destaque nos últimos anos devido ao aumento do poder de pro-
cessamento dos computadores. Por exemplo, antigas fichas catalográficas de bibliotecas já
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procuravam dizer qual o assunto principal daquele livro em poucas palavras, um método com
certeza restrito, mas que supria as necessidades da época. Hoje, podemos fazer download de um
livro e através da recuperação de informação saber quantas vezes determinada palavra aparece
naquele documento e extrair dessa forma os assuntos principais tratados pelo autor, ou então ir
diretamente para o tópico que nos interesse sem precisar procurar no livro todo.
Outro grande fator decisório para os avanços de pesquisa na área é a busca por infor-
mação não somente em um documento, mas em uma vasta quantidade destes, permitido pelo
avanço da tecnologia ao longo dos anos, aumento da aquisição e armazenamento de dados. Po-
rém a procura de conhecimento dentro desse grande repositório não é tão eficiente devido ao
grande volume, a diversidade de informações e a informação nem sempre ser exata ou completa
[Chu, 2005], como é o caso da aquisição de sinais por satélite [Berry, 2006] ou mesmo sons.
O processo de descoberta de conhecimento pode ser observado na 3.3 e começa,
inicialmente com uma base de dados bruta, que inicialmente passa por um processo de pré-
processamento e formatação, visando deixar os dados padronizados e também excluir os repe-
tidos ou incompletos, após isso podem ser aplicadas diversas técnicas de acordo com o objetivo
a ser alcançado, entre elas: agrupamento, árvore de decisão, associação, entre outros.
No caso do Twitter, os dados brutos são os dados extraídos, eles em formato bruto
contém diversas outras informações, como a data de criação, o texto em si, links, imagens,
quantidade de vezes que a mensagem foi compartilhada, favoritada ou comentada, entre outros,
então selecionamos apenas os dados textuais e armazenamos os outos para possível consulta
futura. São nesses dados textuais que aplicamos as técnicas de pré-processamento e que nor-
malizamos esses dados, passando todas as palavras para letras minúsculas, por exemplo. Após
isso, esses dados sofrem uma transformação, que no nosso caso é a geraçao de uma matriz
de palavras x termos, e é em cima dessa matriz que são aplicados os algoritmos de agrupa-
mento que separam as palavras em conjuntos. São em cima desses conjuntos que pode-se fazer
uma avaliação para tentar extrair algum conhecimento a respeito dos temas periféricos de um
determinado assunto.
Figura 3.3: Processo de mineração de dados [Tan et al., 2009].
As etapas desse processo serão descritas a seguir.
3.2.1 Pré-Processamento
O pré-processamento compreende a aplicação de várias técnicas para captação, or-
ganização, tratamento e preparação dos dados. Essa etapa inclui tanto a obtenção dos dados -
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discutida na metodologia - até a correção e ajustes destes para que se possa utilizar os algoritmos
de mineração de dados.
Os dados obtidos, muitas vezes, também podem ser ambíguos ou ser formados por
diversas fontes, sendo necessário, nesses casos utilizar a redução de ruídos ou normalização dos
mesmos [Berry, 2006].
Os dados obtidos de redes sociais também são diferentes dos dados convencionais
para a mineração clássica, pois são grandes, ruidosos, distribuídos, não estruturados e dinâmicos
[Liu, 2012]. Essas características apresentam um desafio para a mineração de dados.
No caso do Twitter existem elementos adicionais: devido ao pequeno tamanho das
mensagens, os usuários geralmente utilizam abreviações e emoticons, introduzindo um alto
ruído no modelo.
Pré-processamento Textual
O pré-processamento textual é um passo muito importante para se obter os
elementos semânticos relacionados às mensagens obtidas do Twitter. As técnicas
utilizadas são originalmente utilizadas na área de Recuperação de Informações (IR)
[Baeza-Yates and Ribeiro-Neto, 1999], [Manning and Schütze, 2008] e se mostraram conveni-
entes para essa tarefa.
Os passos clássicos do pré-processamento textual são apresentados na figura 3.4 e
explicados a seguir:
• Identificação das unidades textuais: nesse caso a informação textual contida no tweet é
considerada a unidade base;
• case-folding: para padronizar as ocorrências de caracteres (eventualmente inclui conver-
sões adicionais para UTF);
• remoção de stopwords: são elementos textuais muito frequentes que praticamente não
carregam nenhuma informação semântica e podem ser eliminados; uma lista típica des-
sas palavras inclui artigos, preposições e conjunções (em algumas aplicações números
também podem ser eliminados);
• stemming: este é um procedimento que tem por objetivo conectar elementos textuais de
semântica similar, pela obtenção do radical das palavras: sufixos e prefixos são elimina-
dos, plurais e variações verbais do mesmo elemento são reduzidas para uma forma única.
Figura 3.4: Etapas do pré-processamento textual [Baeza-Yates and Ribeiro-Neto, 1999].
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3.2.2 Formatação
Como resultado da etapa de pré-processamento, cada tweet é agora uma série de radi-
cais de elementos textuais, usualmente chamados de termos (ou termos de indexação em IR).
Para se obter de forma estruturada os elementos textuais basta considerar a união
desses termos e a definição de uma ordem que forma uma lista de elementos globais na base
de dados. Então o modelo textual pode ser usado: o mais utilizado hoje em dia é o Modelo
Vetorial (Vector Space Model - VSM) [Baeza-Yates and Ribeiro-Neto, 1999], onde cada termo
corresponde a uma dimensão em um imenso espaço NT-dimensional, onde NT é o número total
de termos considerados. Obviamente cada tweet normalmente contém alguns poucos termos: o
conjunto de mensagens é portanto muito esparso nesse espaço, o que faz com que o resultado
excedam um número possível que possa ser avaliado por pessoas.
Outra característica importante é sobre a distribuição dos termos, onde um termo em
um único documento com alta frequência usualmente contém muita informação semântica, por
outro lado, em toda a coleção de documentos, o termo com maior frequência é o que usualmente
contém menos informação.
As medidas de ponderação de termos desempenham um papel muito importante
[Xia, 2011], onde os documentos são representados como vetores e espera-se que indiquem
o máximo de informação possível [Xia, 2011]. O modelo mais simples é chamado de booleano,
mostrando se o termo está ou não presente no documento, porém com esse modelo não conse-
guimos distinguir um termo dos outros. Para isso utilizamos a frequência com que esse termo
aparece, pois documentos com o mesmo valor de similaridade, não necessariamente possuem o
mesmo nível de relevância [Kasyoka, 2014].
Muita vezes, um termo que aparece em poucos documentos pode ser definido como
um tópico da categoria e é significativo para a classificação de texto [Xia, 2011]. Com isso nos
deparamos com o problema de termos em branco, conjunções , preposições e demais termos
que geralmente aparecem em alta frequência, e por isso devem ser removidos anteriormente.
Os esquemas de ponderação empregados usualmente são TF e TF-IDF, sendo que o
TF-IDF é um dos esquemas mais comuns utilizados hoje em dia para recuperação de informação
[Xia, 2011] e [Kasyoka, 2014], combinando as frequência do TF e do IDF.
O TF, ou frequência do termo, também é chamado de termo de frequência local, e é
definido como sendo o número de vezes em que um termo aparece no documento. Já o IDF é
chamado de peso global do termo, sendo o inverso da frequência do termo e responsável por
contar o número de documentos da coleção enquanto procurava o termo. O produto de TF e
IDF é utilizado como um indicador da importância do termo na representação do documento
[Xia, 2011].
Similarmente, o TF e o IDF, não tem efeitos se utilizados sozinhos, pois o IDF decre-
menta o peso dos termos por representar um termo raro e com alta frequência, enquanto o TF
tem o efeito oposto.
Em outras palavras, TF-IDF captura a relevância entre as palavras, documentos de
texto (no caso tweets) e categorias em particular [Zhang, 2005], através do peso atribuído a cada
palavra, onde o texto é representado como um vetor espacial, sendo que cada característica no
texto corresponde a uma única palavra.
Abaixo é apresentada a fórmula para calcular os esquemas de ponderação.
T F-IDF(d, t) = T F(d, t)∗ log(||ND||/DF(t)) (3.1)
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onde ||ND|| é o número total de documentos e DF(t) é o número de documentos em
que o termo t aparece.
Nesses modelos a ordem dos termos é ignorada, onde somente seus pesos são impor-
tantes, assim como seu conteúdo semântico.
Tendo calculado o peso de todos os termos de um documento, temos o problema
de calcular a similaridade entre dois documentos em um espaço vetorial, que será abordado a
seguir.
A métrica empregada é um fator muito importante: no caso de documentos textuais
e em concordância com o modelo VSM, é comum o uso de uma das duas métricas clássicas:
a distância euclidiana clássica ou a medida de similaridade do cosseno, que são dadas, para
documentos d1 e d2, por:
euclidiana(d1,d2) =
n
∑
i=1
√
(d1i−d2i)2 (3.2)
cosseno(d1,d2) =< d1,d2 > /||d1||.||d2|| (3.3)
onde <,> representado para o produto vetorial, e ||d|| é a norma do vetor associado ao
documento d.
Aqui, a métrica empregada para avaliar a distância entre instâncias é crucial, e nova-
mente a medida de similaridade do cosseno é a mais empregada para aplicações que envolvem
o tratamento de textos e sua função é mostrar a similaridade entre dois documentos através do
ângulo formado.
A diferença entre a similaridade do cosseno e a distância euclidiana é que a distância
euclidiana é uma função de distância métrica, onde os valores são menores e mais próximos aos
vetores. Por outro lado a similaridade do cosseno não é uma função de distância, sendo definida
como um intervalo fixo entre 0 e 1. Podemos também ter o mesmo resultado da similaridade
do cosseno usando a distância euclidiana, desde que está esteja com os vetores normalizados e
contendo apenas valores positivos.
Após os dados estarem normalizados e formatados, podemos seguir com o processo de
descoberta de conhecimento, que pode variar de acordo com o resultado que espera-se alcançar,
por exemplo: árvores de decisão, associação, agrupamento, entre outros. Nessa etapa esperamos
ter como resultado a possibilidade de analisar o resultado e com ele sermos capazes de extrair
conhecimento do conjunto de dados que estão sendo analisados.
Qualquer modificação nos parâmetros ou dados podem acarretar em uma mudança
nos resultados, por isso é indispensável analisar certos dados a procura de relações [Chu, 2005],
testando inclusive diferentes parâmetros.
O agrupamento consiste em colocar em um mesmo conjunto dados similares. A seguir
iremos discutir os algoritmos de agrupamento que serão utilizados nesse trabalho, sendo que a
escolha deu-se em algoritmos clássicos para comparar com o NMF.
3.2.3 Algoritmos de Agrupamento
A importância de se utilizar de métodos automáticos para analisar o contexto de do-
cumentos textuais consome muito tempo e processamento, com isso utilizamos classificadores
de modo a obter um conjunto de características que separe em categorias e classifique o maior
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número possível de documentos de texto em categorias em particular, contendo múltiplos do-
cumentos relacionados [Zhang, 2005].
k-means
A opção mais conhecida para realizar agrupamentos é utilizar o já bem conhecido
algoritmo k-means [Han and Kamber, 2001]. Resumidamente, este algoritmo trabalha da se-
guinte forma:
1. uma série de k pontos iniciais são gerados randomicamente;
2. esses pontos são considerados como centros dos agrupamentos (ou suas médias);
3. cada instância textual é usada como entrada: será associada ao agrupamento com o centro
mais próximo;
4. o valor da média do agrupamento mais próximo é atualizada para ser considerada este
novo elemento do agrupamento;
5. os passos (3) e (4) são repetidos até que não ocorram mais mudanças de rotulação nas
instâncias.
k-medoids
O algoritmo k-medoids é similar ao algoritmo k-means sendo que, neste caso, a média
de cada grupo é substituída por seu “medóide”, isto é, o ponto pertencente ao conjunto de
dados existente mais central. Ou seja, enquanto no centro de um agrupamento para o k-means
do agrupamento está a média dos seus pontos, não necessariamente um valor pertencente ao
conjunto de dados, no algoritmo k-medoids esses valores são associados a pontos de dados
existentes [Han and Kamber, 2001]..
DBSCAN (Density-Based Spatial Clustering of Applications with Noise)
Outro algoritmo de agrupamento largamente utilizado que utiliza um princípio dife-
rente é o DBSCAN [Han and Kamber, 2001]. Seu princípio básico consiste em conectar todas
as regiões de alta densidade do espaço subjacente a um grupo (agrupamento), ficando as regiões
de baixa densidade como sendo o espaço inter-conjuntos.
Resumidamente o DBSCAN funciona da seguinte forma:
1. um parâmetro definido pelo usuário ε > 0 é usado para especificar o raio de vizinhança
para cada objeto; uma ε-vizinhança de um objeto O é o espaço dentro de um raio ε
centrado em O;
2. a densidade de um ε-vizinhança pode ser medida simplesmente pelo número de obje-
tos contidos; para determinar se a ε-vizinhança é densa ou não, o DBSCAN usa outro
parâmetro denominado MinPts, um limite de densidade;
3. um objeto é central se sua ε-vizinhança contém ao menos MinPts objetos; eles são como
que os pilares das regiões densas;
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4. após computar os objetos centrais, a tarefa de agrupamento é concretizada usando os obje-
tos centrais e seus vizinhos para formar as regiões densas, que formam os agrupamentos;
5. para cada objeto central O e um objeto P, diz-se que P é diretamente alcançável a partir
de O se este está dentro do uma ε-vizinhança de O;
6. usando-se esta relação de alcançabilidade , os objetos centrais podem conectar objetos
para formar uma região densa.
NMF (Non-negative Matrix Factorization)
O método NMF foi inicialmente proposto por [Lee, 1999], [Paatero, 1997],
[Xu, 2003], [Tropp, 2003], [Lee and Seung, 2000] e [Pauca and Plemmons, 2004] como uma
alternativa para o método da Análise de Componentes Principais (PCA), que é classicamente
usada em decomposições matriciais. Mesmo o método sendo proposto na década de 90, apenas
recentemente tem sido utilizado em pesquisas, conforme descritas no capítulo anterior.
O NMF é um método de vetor espacial para obter uma representação de dados uti-
lizando constantes não negativas [Pauca, 2004], seu problema clássico consiste em encontrar
duas novas matrizes dimensionais reduzidas, onde cada coluna contém o vetor base, ou seja, a
palavra e na linha, o peso relativo, outro objetivo de seu uso é a detecção de estruturas entre
variáveis [Berry, 2006]. Sua complexidade computacional é O (rnm) por iteração. O NMF é um
algoritmo de fatoração matricial que encontra uma fatorização positiva em uma matriz positiva.
O método NMF [Lee, 1999] (Non-Negative Matrix Factorization) é um método de
redução dimensional e um método de agrupamento eficiente [Shinnou and Sasaki, 2007], onde
um grupo de algoritmos que fazem a decomposição de uma matriz V em duas matrizes W e H,
sendo que as três matrizes são não-negativas, isto é, possuem todos os seus valores positivos
ou nulos. Esta não-negatividade torna a interpretação destas matrizes mais simples em diver-
sas aplicações, e também facilita sua computabilidade. Os algoritmos que calculam NMF são
fundamentados em um processo de otimização com restrições, onde a função a minimizar jus-
tamente corresponde a ||V – WH||, onde ||.|| representa uma norma e as restrições são impostas
pela condição de não-negatividade das matrizes envolvidas.
Para relembrar, PCA (principal component analysis) encontra um operador ortogonal
que transforma os valores dos dados em um novo sistema de coordenadas, de tal modo que a
maior variância na projeção dos dados encontra-se na primeira coordenada (a primeira com-
ponente principal), a segunda maior variância se encontra na segunda coordenada, e assim por
diante. Ou seja, dada uma matriz M (m x n), a PCA computa M = W.L.W’, onde L é uma matriz
diagonal dos componentes principais, ordenados por magnitude, W é formada pelas coordena-
das dos autovetores e W’ é sua transposta. Para realizar uma redução de dimensionalidade nos
dados uma submatriz (k x k) de L é usualmente empregada [Jolliffe 2002]. A PCA tem sido
utilizada com sucesso em aplicações textuais, porém os valores negativos que aparecem na de-
composição dificultam a interpretação e geralmente contradizem a realidade. Na decomposição
NMF, por outro lado, valores não negativos são sempre preservados, tornando as matrizes resul-
tantes mais fáceis de interpretar, especialmente em aplicações de processamento de texto, onde
a não-negatividade é inerente aos dados considerados.
Na técnica NMF a matriz original D (m x n) é decomposta como D W.H, onde W e
H tem dimensões (m x k) e (k x n), respectivamente, e k é um parâmetro definido pelo usuário
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Tabela 3.2: Uma relação típica consumidor x produto
Farinha Balões Cerveja Açúcar Salgadinho
Consumidor 1 0 3 8 0 1
Consumidor 2 0 2 5 1 0
Consumidor 3 5 0 1 10 0
Consumidor 4 0 20 40 2 1
Consumidor 5 10 0 1 10 1
que depende da aplicação; no problema tratado por este trabalho ele está associado ao número
de tópicos a serem encontrados nos tweets.
A decomposição D ∼ W.H para dado k na forma geral não possui uma solução ana-
lítica, de forma que esta decomposição é obtida de modo aproximado por meios numéricos.
Dada a matriz D (m x n) e um inteiro positivo p < min m,n, encontram-se duas matrizes não
negativas H e W, por meio da minimização da função:
f (W,H) = (1/2)∗ ||D−W ∗H||2 (3.4)
onde || . ||F indica uma norma matricial de Frobenius [Frobenius, 2016], e todos os
elementos de W e H são positivos ou zero, ou seja, i j >= 0ei j >= 0.
Diversos procedimentos foram usados para tentar resolver esse problema de otimiza-
ção, tal como multiplicative update, algoritmos do gradiente descendente e least square (ALS).
Esses algoritmos foram resumidos por [Berry, 2006].
O NMF utilizando com a opção de otimização least square é equivalente a uma forma
simplificado do algoritmo k-means, onde a matriz W contém os centroídes e a matriz H con-
tém os indica a qual conjunto o termo pertence [Ding et al., 2005]. Ele apresenta uma fun-
damentação teórica de que o algoritmo NMF pode ser utilizado para agrupamento de dados
[Ding et al., 2010].
A maior parte dos dados textuais é não negativo, até mesmo porque na maior parte das
aplicações, componentes negativos contradizem a realidade física [Pak and Paroubek, 2010] e
[Naaman and Lai, 2010], e a fatoração de matriz não negativa tem sido muito utilizada recen-
temente como uma técnica muito útil para aproximar dados de alta dimensão [Pauca, 2004] e
como uma escolha natural [Berry, 2006].
Para exemplicar melhor a aplicação, um exemplo é apresentado a seguir, relacionando
consumidores com um determinado produto conforme indicado na tabela 3.2, os resultados
da aplicação do algoritmo NMF multiplicative update para as matrizes W e H abaixo. Os
agrupamentos estão demonstrados na matriz R, com a segunda coluna demonstrando a qual
conjunto o elemento pertence.
W =

0 1.2850
0.4711 0.8065
8.4380 0.0365
0.0217 6.7563
10.8476 0

H =
(
0.7968 0 0.0928 1.0214 0.0567
0 2.9321 5.9337 0.2885 0.1667
)
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R =

(1,2) 2
(2,2) 3
(4,2) 1
(3,1) 2
(5,1) 1

O algoritmo de agrupamento NMF tem sido empregado com sucesso, principalmente
porque ele pode ser adaptado facilmente às aplicações específicas [Chu, 2005], [Berry, 2006].
Ele tem sido utilizada com sucesso em aplicações de tratamento de textos. Em particular, dada
uma coleção de documentos e um conjunto de termos (palavras obtidas por pré-tratamento de
texto), o modelo vetorial de documentos representa a coleção como uma grande matriz V(n x t)
onde n é o número de documentos e t é o número de termos. A decomposição NMF permitirá
a obtenção de duas matrizes W(n x p) e H(p x t), onde p é o conjunto de assuntos ou temas que
são abordados na coleção, funcionando desta forma como um procedimento de agrupamento
(clustering). Desta forma é possível relacionar os documentos aos temas (por meio de W) ou
então descrever os temas por meio dos termos (por meio de H).
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Capítulo 4
Metodologia Proposta
Para usar convenientemente os dados do Twitter para a extração de informações é
proposto um método composto de uma série de etapas que devem ser seguidas.
Inicialmente, os tweets são gravados utilizando-se uma API específica disponibilizada
pela própria plataforma, que inclui diversos filtros, como a presença de hashtags específicas,
o idioma empregado nas mensagens, restrições de localização geográfica, informações sobre
retweets, entre outros. Além da mensagem de texto em si, o registro obtido inclui meta-atributos
como o “id” do usuário, a hora/data do tweet, a localização geográfica do emissor (quando
disponível), e alguns metadados como imagens e links, que podem ser utilizados para propósitos
específicos.
A metodologia a ser aplicada nesse trabalho será dividida em 7 etapas, que serão
divididas em 2 partes: a primeira parte, que pode ser visualizada na figura 4.1, demonstra a
identificação do tema, enquanto que a figura 4.2 apresenta a parte que corresponde ao gráfico
demonstrativo dos usuários envolvidos.
Figura 4.1: Diagrama demonstrando a identificação do tema
Na primeira parte são obtidos os tweets a partir da linha de tempo pública do sis-
tema sendo que serão armazenados apenas os tweets que estejam estejam associados a certas
hashtags.
A extração dos dados será feita com auxílio da biblioteca twitteR da linguagem R,
utilizando-se a API disponibilizada pela plataforma, porém essa API tem algumas restrições,
tais como limite de 150 resultados por hora por endereço de IP [Documentation, 2016], para
contornar esse problema iremos extrair os 5000 primeiros resultados.
Na segunda etapa, a base de tweets armazenada será pré-processada por tratamento
de textos - conforme descrito no capítulo anterior -. Para stemming utilizou-se o já bem conhe-
cido algoritmo de Porter [Porter, 1980], e foram consideramos apenas termos com mais de dois
caracteres.
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Figura 4.2: Diagrama demonstrando o seguimento do tema
Na terceira etapa, será feita a construção do modelo vetorial, onde serão geradas 3
matrizes (tweets x termos), utilizando-se 3 diferentes e principais tipos de peso na ponderação
dos termos [Tan et al., 2009], sendo eles binário, TF e TF-IDF, os três normalizados.
A quarta etapa consiste na aplicação dos clássicos algoritmos de agrupamento k-
means, kmedoids e DBSCAN [Tan et al., 2009], de forma a se comparar com o NMF com
as otimizações multiplicative update e least square. Vários valores de k foram testados, e neste
trabalho serão apresentados os resultados para k = 3, 5 e 7 para cada matriz gerada. Dessa forma
podemos comparar a performance dos algoritmos de agrupamento descritos. Para o algoritmo
NMF também serão consideradas duas opções de algoritmo de otimização, o multiplicative
update e o least square.
A fim de facilitar a visualização dos resultados, serão apresentadas as nuvens de pa-
lavras para os algoritmos k-means, k-medoids e NMF. Para o algoritmo DBSCAN não será
apresentado devido a este apresentar um número muito variado de agrupamentos, sendo es-
tes muitas vezes vazios ou com poucos termos. Assim como para o NMF least square serão
apresentados somente os resultados números, porém não não as nuvens de palavras.
Como parte dos dados coletados inicialmente, é possível identificar os usuários emis-
sores e receptores de uma mensagem, então a última etapa da pesquisa possibilitará a monta-
gem de um grafo que indicará os relacionamentos do tweet (e seus retweets) ao longo da rede
de usuários. Isso será feito através da ferramenta Gephi e da biblioteca "igraph"da linguagem
R. Foram considerados como os nós os usuários (emissores e receptores) e como arestas os
retweets da mensagem original, com isso espera-se avaliar como um tema se propaga dentro da
rede, utilizando escala logarítmica (1, 10, 100, 1.000 e 5.000).
Para comparar os resultados, foram empregadas a separação média entre agrupamen-
tos (BSS) e coesão dos agrupamentos (WSS), between cluster sum of squares e within cluster
sum of squares, respectivamente, dados pelas fórmulas [Jain and Dubes, 1988]:
BSS =∑
i=1
||Ci||.(m−mi)2 (4.1)
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WSS =∑
i=1
∑
x∈Ci
xCi(x−mi)2 (4.2)
onde C e m representam o tamanho e a média do agrupamento i e m é a média global
do conjunto de dados.
Como resultado ideal entre essas duas medidas, esperamos um alto BSS e um baixo
WSS, pois isso indica que os dados do agrupamento estão próximos entre si, e que os agrupa-
mentos estão longe um do outro.
Todos os processamentos foram executados utilizando a linguagem R (versão 3.0.2), e
as bibliotecas “twitteR”, “tm”, “wordcloud”, “cluster”, “fpc” e “NMFN”. A métrica empregada
foi a distância Euclidiana e a Similaridade do Cosseno.
Todos os experimentos foram processados em um computador com processador i5,
4GB de memória ram e linux Ubuntu.
Os resultados obtidos são apresentados no próximo capítulo, assim como resultados
preliminares executados anteriormente utilizando-se apenas uma medida de ponderação dos
termos.
Como os resultados do algoritmo DBSCAN não são diretamente comparáveis são
porém são fornecidos apenas para referência, sendo que como o número de agrupamentos tem
uma grande variação, não são apresentadas suas respectivas nuvens de palavras.
Em resumo, embora se trate de uma aplicação que pode ser considerada de cunho
prático, a proposta prevê o uso de técnicas bastante sofisticadas o tratamento de textos. Estas
técnicas ainda não estão no domínio do conhecimento dos profissionais de Computação em
geral, estando restritas à Academia e ainda assim, com poucas pesquisas no Brasil.
Do ponto de vista da aplicação, a descoberta dos temas chaves dos tweets (mais recen-
tes, frequentes, etc) pode conduzir a resultados interessantes, como por exemplo para diminuir o
tempo de detecção de surtos de doenças, avaliar o sucesso de campanhas promocionais, analisar
a evolução do eleitorado em campanhas eleitorais, entre outros.
De acordo com as pesquisas realizadas o algoritmo NMF, que se pretende utilizar no
trabalho, ainda não foi encontrada pesquisas utilizado-o neste contexto.
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Capítulo 5
Experimentos Realizados
Nesse capítulo apresenta-se os resultados dos experimentos realizados, que tem por
objetivo validar a proposta, ou seja, permitir a obtenção dos temas relevantes incluídos nas
mensagens em um conjunto de tweets obtido a partir de um contexto inicial fornecido.
Todos os experimentos passaram pelos passos de processamento textual descritos an-
teriormente e utilizam as medidas de BSS e WSS para comparação.
5.1 Estudos Preliminares
5.1.1 Estudo de Caso 1: Terremoto no Nepal
Esse foi o primeiro experimento realizado, sendo publicado no LAJC 2016,
[Kaestner, 2016].
De forma a comparar os algoritmos k-means, k-medoids e NMF. Foram obtidos ini-
cialmente 10.000 tweets, limitados ao idioma inglês, em 19 de maio de 2015, utilizando as
hashtags "NepalEarthquake"e "NepalQuake", como contexto inicial. Para fins de testes, traba-
lhamos apenas com 500 tweets escolhidos randomicamente, que construíram a matriz ( tweets x
termos) com a dimensão de (500 x 1.203). Foi utilizado TF-IDF como esquema de ponderação.
Na tabela 5.1 é mostrado os resultados para o algoritmo k-means, onde a primeira
coluna indica o número de agrupamentos; a segunda coluna mostra o valor interno dos agrupa-
mentos, ou coesão WSS; a terceira coluna indica o valor entre os agrupamentos, ou separação
BSS; e a última coluna indica o número de termos presente em cada agrupamento.
A tabela 5.2, similar a tabela 5.1, apresenta os resultados obtidos para o algoritmo
k-medoids.
Os resultados para o algoritmo DBSCAN estão resumidos na 5.3. Como esse é um
algoritmo baseado em densidade, ele não pode adequadamente ser medido utilizando as medi-
das de inter e entre agrupamentos, pois isso mostramos os outros parâmetros empregados para
comparação. A primeira coluna indica o valor do vizinho mais próximo; a segunda coluna mos-
tra o número de agrupamentos obtidos; a terceira e quarta colunas mostram o número de SEED
e pontos de borda para cada agrupamento. Em todos esses experimentos, o nmero mínimo de
pontos foi 0.2.
No caso do algoritmo NMF, o método de otimização utilizado foi o algoritmo multi-
plicativo; este não é um algoritmo determinista, diferentes execuções podem fornecer diferentes
resultados dependendo da inicialização. Recorda-se que a matriz original D ( tweets x termos)
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Tabela 5.1: Resultados para o algoritmo k-means para a hashtag Nepal
Parâmetro k WSS BSS || C ||
3
487,25
3.109,20
675,48
731,34
8
1.172
23
5
2.851,20
487,25
291,44
21,17
337,64
1.014,59
1.162
8
16
6
11
7
184,00
0,00
2.420,20
256,35
272,85
131,14
340,73
1.397,99
6
1
1.126
17
20
7
26
Tabela 5.2: Resultados para o algoritmo k-medoids para a hashtag Nepal
Parâmetro k WSS BSS || C ||
3
487,25
3.109,20
675,48
731,34
8
1.172
23
5
2.851,20
487,25
291,44
21,17
337,64
1.129,00
1.162
11
12
8
10
7
2.532,10
3.030,00
63.15
3.401,13
450,03
2.529,70
0
2.529,92
1.149
11
12
7
13
10
1
35
Tabela 5.3: Resultados para o algoritmo DBSCAN para a hashtag Nepal
ε # de agrupamentos # pontos de SEED # pontos de borda
2 5
1,076
11
8
6
5
14
2
1
0
2
3 4
1,146
6
5
0
2
0
0
44
4 2
1,172
1
22
4
Tabela 5.4: Resultados para o algoritmo NMF para a hashtag Nepal
k WSS BSS ||C||
3
513,12
3.266,52
76,16
830,66
59
391
50
5
177,24
2.695,30
139,04
338,46
296,02
834,44
58
318
23
57
44
7
207,60
39,08
224,15
2.719,07
0,93
160,97
54,37
1.139,43
45
13
27
322
15
29
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é decomposta nas matrizes W ( tweets x tópicos) e H (tópicos x termos). Desta forma pode-se
analisar agrupamentos em relação aos tweets e em relação aos termos. Foram computadas as
medidas de coesão e separação considerando que cada uma das k linhas da matriz W consti-
tuem "centro"de um agrupamento, para permitir uma comparação com os outros algoritmos. A
Tabela 5.4. indica os valores de coesão, separação e o tamanho de cada agrupamento para os
valores de k = 3, 5 e 7. Estes resultados podem ser diretamente comparados aos obtidos para os
algoritmos k-means e k-medoids.
De forma a se obter uma avaliação empírica e qualitativa, foram computadas as nuvens
de palavras para cada agrupamento utilizando o pacote "wordcloud". Os resultados para o
valor k=3 são apresentados nas figuras a seguir. A Figura 5.1 apresenta as nuvens de termos
relacionadas a cada agrupamento para o algoritmo k-means. Similarmente as Figuras 5.2, 5.3
e 5.4 apresentam as nuvens de termos associadas aos agrupamentos no caso dos algoritmos
k-medoids, DBSCAN e NMF, respectivamente.
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Figura 5.1: Nuvens de termos para os agrupamentos usando o algoritmo k-means para a hashtag
Nepal
Figura 5.2: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids para a
hashtag Nepal
Figura 5.3: Nuvens de termos para os agrupamentos usando o algoritmo DBSCAN para a hash-
tag Nepal
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Tabela 5.5: Resultados para o algoritmo k-means para a hashtag FIFA
Parâmetro k WSS BSS || C ||
3
1.7937,37
3.290,32
1.038,00
2778,63
4.132
43
2
5
126,88
1.076,40
0.00
19.097,18
1.002,00
3.741,86
9
20
1
4.144
3
7
27,50
18.275,96
0.00
1.076,40
126,88
0.00
518,57
5.019,01
2
4.130
1
20
9
1
14
A comparação empírica foi efetuada sobre uma base de dados de tweets relacionada
ao terremoto no Nepal ocorrido em maio de 2015. Os resultados mostram que os agrupamen-
tos obtidos fornecem um conteúdo semântico adequado para propósitos de análise: usando as
nuvens de palavras obtidas a partir dos agrupamentos obtidos é possível identificar os tópicos
centrais relacionados ao contexto inicial fornecido, e em geral as tabelas mostram resultados
similares, desse modo podemos dizer que o algoritmo NMF apresentou um melhor resultado,
visto que os tópicos associados aos seus agrupamentos possuem um número mais equilibrado
de elementos e são mais fáceis de interpretar; essa conclusão está em acordo com os resultados
apresentados por Godfrey [Godfrey, 2014].
De forma a continuar a pesquisa, a seguir apresenta-se os resultados encontrados para
os algoritmos k-means, k-medoids NMF utilizando como contexto inicial as recentes notícias de
escândalo envolvendo a FIFA (International Federation of Football Association). O algoritmo
DBSCAN foi retirado pela dificuldade em comparar seus resultados com os demais algoritmos.
5.1.2 Estudo de Caso 2: FIFA
Nessa pesquisa apresenta-se os resultados encontrados para os algoritmos k-means, k-
medoids e NMF, utilizando como contexto inicial as recentes notícias de escândalo envolvendo
a FIFA (International Federation of Football Association) em 2015.
O contexto inicial foi definido através das hashtags "fifa"e "fifagate", totalizando
2.511 tweets, restando 2.460 mensagens após o pré-processamento e o descarte dos que não
estavam no idioma inglês. A dimensão final ficou em (2.460 x 4.177), também utilizando TF-
IDF como esquema de ponderação.
Na tabela 5.5 mostram-se os resultados para o algoritmo k-means, onde a primeira
coluna indica o número de agrupamentos; a segunda coluna mostra o valor interno dos agrupa-
mentos, ou coesão WSS; a terceira coluna indica o valor entre os agrupamentos, ou separação
BSS; e a última coluna indica o número de termos presente em cada agrupamento.
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Tabela 5.6: Resultados para o algoritmo k-medoids para a hashtag FIFA
Parâmetro k WSS BSS || C ||
3
9.308,68
0.00
0.00
9.304,23
4.175
1
1
5
65.278,82
283,75
0.00
0.00
3.139,99
3.026,21
4.154
12
1
1
9
7
6.387,31
117,50
124,27
1.160,43
0.00
0.00
3.124,91
6.329,68
4.133
9
13
11
1
1
9
A tabela 5.6, similar a tabela 5.1, apresenta os resultados obtidos para o algoritmo
k-medoids.
No caso do algoritmo NMF, os valores são apresentados na tabela 5.7.
Similar a pesquisa anterior, foram computadas as nuvens de palavras para cada agru-
pamento com k=3 para se obter uma avaliação empírica qualitativa. As figuras 5.5, 5.6 e 5.7
apresentam as nuvens de termos associadas aos agrupamentos no caso dos algoritmos k-means,
k-medoids e NMF, respectivamente.
Nessa pesquisa também conclui-se que os resultados apresentados fornecem um con-
teúdo semântico adequado para análise e que o algoritmo NMF apresentou um resultado mais
simples de se interpretar, sendo o artigo publicado no LA-CCI 2015 [Kaestner, 2015].
5.2 Experimento Final
De forma a aplicar a metodologia proposta em bases maiores, obtiveram-se 3 bases
de dados no dia 19 de fevereiro de 2016, com contextos iniciais diferentes, utilizando-se as
hashtags "EVOL", "elNino"e "Zika", obtendo-se 5 mil tweets para cada conjunto de dados.
EVOL, ou Evolution Emerging é um festival musical que ocorre anualmente em New-
castle, Inglaterra, desde 2002. Em 2016 ele ocorreu em 28 de maio e contou com 40 artistas e
dezenas de milhares de expectadores para três dias de festa.
O contexto Zika foi escolhido pois trata-se de um vírus já considerado em escala mun-
dial, sendo uma infecção causada pelo vírus ZIKV, transmitida pelo mosquito Aedes aegypti,
mesmo transmissor da dengue e da febre Chikungunya. Esse vírus teve sua primeira aparição
em 1947, porém houve contaminação em humanos apenas em 1954 na Nigéria. Atualmente já
houveram contaminações na Oceania em 2007, na França em 2013 e recentemente no Brasil,
em 2015.
O fenômeno El Niño ocorre irregularmente em intervalos de 2 a 7 anos, onde os ventos
sopram com menos força em todo o centro do Oceano Pacífico, resultando numa acumulação
de água mais quente que o normal na costa oeste da América do Sul e, consequentemente, na
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Figura 5.4: Nuvens de termos para os agrupamentos usando o algoritmo NMF para a hashtag
Nepal
Tabela 5.7: Resultados para o algoritmo NMF para a hashtag FIFA
k WSS BSS ||C||
3
1.113,00
0.00
3.854,80
121.83
4.150
2
2.298
5
3.749,10
768,40
1.275,20
3.323,70
3.242,00
134.53
1.545
2
4.133
1.587
1.306
7
3.086,60
2.120,90
305,20
16.180,00
3.576,80
884,20
3.996,70
146.70
2.232
2.210
2.121
4.120
1.664
2
1.325
40
Figura 5.5: Nuvens de termos para os agrupamentos usando o algoritmo k-means para a hashtag
FIFA
Figura 5.6: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids para a
hashtag FIFA
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diminuição da produtividade primária e das populações de peixe. Esse fenômeno tem duração
relativamente curta, de 15 a 18 meses, e tem um profundo efeito no clima.
Para a hastag "EVOL", obtivemos uma matriz ( tweets x termos) com a dimensão de
(5.000 x 2.988), para a "ElNino"(5.000 x 4.180) e, finalmente para a "Zika"(5.000 x 4.973).
Todos os testes foram feitos utilizando-se 3 medidas de ponderação - booleano, TF
e TF-IDF, todas normalizadas - cada um utilizando a distância Euclidiana e a similaridade do
cosseno. Após isso foram aplicados os principais algoritmos k-means, k-medoids e DBSCAN
[Tan et al., 2009] para se comparar com o NMF utilizando as otimizações (multiplicative update
e least square) com k=3, 5 e 7.
Os resultados para o DBSCAN são apresentados numa tabela a parte devido a seus
resultados não serem diretamente comparáveis com os demais algoritmos.
Ao final de cada seção será apresentado um grafo com a propagação dessa informação
para cada hashtag, gerado a partir da ferramenta Gephi e da biblioteca "igraph"da linguagem
R, de forma a demonstrar como essa informação se propagou dentro da rede.
5.2.1 EVOL
Na tabela 5.8 mostramos os resultados para a hashtag "evol"com a medida de ponde-
ração booleana para os algoritmos k-means e k-medoids, para medida euclidiana e similaridade
do cosseno.
Apresenta-se no lado esquerdo os valores calculados através da distância euclidiana
e no lado direito os calculados através da similaridade do cosseno, onde k indica o número
de agrupamentos, WSS indica o valor interno dos agrupamentos, BSS indica o valor entre os
agrupamentos ou separação entre eles e ||C|| representa o número de termos presente em cada
agrupamento. Similarmente na tabela 5.9 apresenta-se os mesmos resultados para a medida
de ponderação TF e na tabela 5.10 mostra-se os resultados para a medida de de ponderação
TF-IDF.
Na tabela 5.8 podemos observar que o algoritmo k-medoids teve resultados iguais para
a medida euclidiana e a similaridade do cosseno, porém o algoritmo k-means, também com re-
sultados similares para a medida euclidiana e similaridade do cosseno, apresentou um resultado
um pouco melhor considerando-se como resultado ideal um alto valor de BSS e baixo WSS,
pois isso indica que os dados estão próximos entre si no agrupamento, e que um agrupamento
está longe um do outro. Já na tabela 5.9 vemos que os valores do k-means para a medida eu-
clidiana e do cosseno são muito similares, porém a distância euclidiana apresenta uma pequena
melhora, enquanto que os dados apresentados para o algoritmo k-medoids são iguais para as
duas medidas, e inferiores ao algoritmo k-means. Na tabela 5.10 o algoritmo k-medoids tam-
bém apresenta resultado igual para as duas medidas, e valores inferiores ao algoritmo k-means,
que encontra-se empatado entre medida euclidiana e similaridade do cosseno. Comparando-se
os melhores resultados dessas últimas tabelas, podemos observar que o algoritmo k-means, com
a distância euclidiana e similaridade do cosseno obteve o melhor resultado.
Nas tabelas 5.11 apresentam-se os resultados para os algoritmos NMF com a me-
dida de ponderação booleana, na 5.12 para medida de ponderação TF e na 5.13 a medida de
ponderação TF-IDF.
Para a tabela 5.11, podemos observar que o algoritmo NMF com a otimização multi-
plicative update e distância euclidiana teve um resultado melhor, também com base em um alto
BSS e um baixo WSS. Quanto a tabela 5.12 o NMF com a otimização multiplicative update teve
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Tabela 5.8: Resultados para a hashtag "evol"com a medida de ponderação booleana, utilizando
os algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e similaridade
do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
17.283,653
1.593,500
1.878,438
8.474,283
2.968
4
16
3
1.593,500
18.045,116
1.038,909
8.552.348
4
2.973
11
5
1.826,968
1.593,500
13.571,838
1.038,909
1.667,760
9.530,898
31
4
2.917
11
25
5
15.296,738
149,700
593,500
1.565,091
1.038,909
9.585,935
2.941
10
4
22
11
7
12.115,989
856.689
1.331,222
1.019,789
1.593,500
1.038,909
1.088,947
10.184,83
2.895
22
18
19
4
11
19
7
12.567,480
1.593,500
429,454
667,900
1.325,263
0.0000
2.525,075
10.121,200
2.903
4
11
10
19
1
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k-medoids
3
23.32381
18.13836
44.66542
16.985391
2.971
13
4
3
23.32381
18.13836
44.66542
16.985391
2.971
13
4
5
23.32380
4.242641
16.733201
18.000000
0.0000
19.773554
2.957
12
3
15
1
5
23.32380
4.242641
16.733201
18.000000
0.0000
19.773554
2.957
12
3
15
1
7
23.32380
4.242641
16.733201
11.180340
18.000000
9.273618
0.0000
16.509540
2.942
12
3
5
15
10
1
7
23.32380
4.242641
16.733201
11.180340
18.000000
9.273618
0.0000
16.509540
2.942
12
3
5
15
10
1
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Tabela 5.9: Resultados para a hashtag "evol"com a medida de ponderação TF, utilizando os
algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e similaridade do
cosseno.
Eucliana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
18.663,944
1.910,750
1.832,667
8.518,116
2.963
4
21
3
17.690,059
1.910,750
2.817,304
8.507,362
2.961
4
23
5
14.596,383
2.772,696
1.910,750
856,800
1.058,000
9.730,848
2.912
46
4
15
11
5
14.969,882
1.058,000
1.910,750
1.574,966
1.629,450
9.782,429
2.924
11
4
29
20
7
161,200
804,833
15.407,206
487,692
803,467
684,286
1.910,750
10.666,040
5
18
2926
13
15
7
4
7
12.387.476
917,259
1.058,000
1.255,056
1.910,750
1.506,148
1.436,292
10.454,500
2.877
27
11
18
4
27
24
k-medoids
3
23.769729
4.242641
16.773201
17.715810
2.969
4
15
3
23.76973
49.15282
18.16590
17.715810
2.969
4
15
5
23.769729
4.242641
16.733201
18.165902
0.000000
20.723917
2.957
12
3
15
1
5
23.569729
4.446241
16.733201
18.165902
0.000000
20.723917
2.957
12
3
15
1
7
23.769729
4.242641
16.733201
11.958261
18.165902
9.695360
0.000000
17.188371
2.942
12
3
5
15
10
1
7
23.76729
4.242641
16.733201
11.958261
18.165902
9.695360
0.000000
17.188371
2.942
12
3
5
15
10
1
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Tabela 5.10: Resultados para a hashtag "evol"com a medida de ponderação TF-IDF, utilizando
os algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e similaridade
do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
1.898,296
1.966,313
30.477,662
877,441
20
13
2.955
3
1.966,313
1.898,296
30.477,662
877,449
13
20
2.955
5
626,016
2.6811,330
1.281,603
1.114,758
3.816,327
1.569,685
5
2.905
17
10
51
5
2.267,878
27.517,216
1.553,003
1.676,442
668,176
1.537,005
31
2.920
15
17
5
7
443,828
26.913,612
22,151
786,053
3.702,512
626,017
43,741
2.681,809
11
2.290
3
8
39
5
2
7
739,952
648,173
626,016
43,741
25.739,357
3.326,452
1.824,202
2.271,825
14
13
5
2
2.892
43
19
k-medoids
3
19.497014
4.000151
4.151111
11.366483
2.982
3
3
3
19.497014
4.000151
4.151111
11.366483
9.982
3
3
5
19.497014
4.000151
13.212728
7.097105
4.151115
8.088079
2.967
3
5
10
3
5
19.497014
4.000151
13.212728
7.097105
4.151115
8.088079
2.967
3
5
10
3
7
17.014348
11.433261
4.000151
13.212728
7.097105
9.353229
4.151115
8.502159
2.952
13
3
5
10
2
3
7
17.014348
11.433261
4.000151
13.212728
7.097105
9.353229
4.151115
8.502159
2.952
13
3
5
10
2
3
45
Tabela 5.11: Resultados para a hashtag "evol"com a medida de ponderação Booleana, utili-
zando o algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
update
3
0,00
235,567
653,346
24.132,34
19
69
368
3
753,346
346,342
0,00
24.132,34
564
290
15
5
287,345
658,453
699,345
0,00
11.563,346
24.132,34
55
61
69
6
566
5
230,434
0,00
11.323,235
678,565
600,346
24.132,34
57
14
564
64
63
7
400,452
302,345
0,00
301,346
306,346
2.346,274
2.998,347
24.132,34
90
62
7
61
68
291
409
7
345,456
235,456
653,346
889,346
0,00
4.578,453
3.456,342
22.346,124
71
47
53
72
26
343
461
Least
Square
3
6.468,940
4.188,159
10.422,057
3.594,29
2.728
703
1.569
3
13.076,952
7.406,021
1.084,996
3.527,986
1.902
2.842
256
5
5.545,458
4.066,776
4.341,111
932,584
5.293,557
5.345,253
2.542
688
692
243
835
5
1.075
8.884,743
1.067,449
4.820,536
4.101,433
5.348,965
255
1.423
176
2.455
691
7
587,925
965,554
932,584
4.265,267
1.510,383
2.686,734
7.472,038
6.993,711
107
166
243
679
1.937
500
1.368
7
3.236,897
515,732
229,120
941,902
7.487,223
1.374,903
4.522,692
7.467,426
558
112
75
244
1.356
1.923
732
46
Tabela 5.12: Resultados para a hashtag "evol"com a medida de ponderação TF, utilizando o
algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Eucliana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
update
3
24,063
2.280,843
1.095,300
9.279,749
66
327
20
3
16.452,456
194,454
2.679,344
8.346,433
366
15
58
5
10.320,893
3.772,083
2.843,993
2.553,773
1.035,893
9.734,873
186
399
79
65
15
5
3.456,343
2.457,343
6.346,343
147,653
476,454
9.674,342
69
55
346
6
79
7
140,043
15.783,993
12.343,893
8.323,433
3.545,432
5.439,542
7.330,448
10.439,433
43
314
483
129
25
71
80
7
1.235,343
546,543
9.432,235
15.346,654
985,343
235,543
7.432,345
9.454,342
75
15
270
449
65
12
140
NMF
Least
Square
3
4.254,063
3.280,843
14.194,357
4.239,659
686
2.141
2.173
3
4.254,063
14.194,357
3.280,843
4.239,659
686
2.173
2.141
5
1.025,726
2.560,620
4.109,806
5.235,107
7.816,661
5.589,923
241
2.024
670
757
1.308
5
1.095,418
3.590,497
3.280,843
5.467,244
7.335,108
6.023,474
158
594
2.141
796
1.311
7
2.231,694
8.196,470
5.266,496
962,798
2.162,763
415,846
498,169
7.691,337
380
1.434
782
228
1.991
78
107
7
8.196,470
2.162,763
2.231,694
415,846
498,168
5.266,496
962,798
7.691,337
1.434
1.991
380
78
107
782
228
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Tabela 5.13: Resultados para a hashtag "evol"com a medida de ponderação TF-IDF, utilizando
o algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
update
3
456,432
123,456
119,345
34.806,890
55
25
25
3
1.165,548
0,00
2.595,270
33.2995,290
108
25
60
5
452,897
108,345
235,345
33.934,897
346,342
25.346,231
166
36
22
4.834
32
5
542,346
674,456
68,346
783,345
523,346
34.806,890
59
69
18
36
32
7
34.269,179
0,00
0,00
279,389
764,983
432,632
94,456
19.236,352
4.844
36
17
156
65
29
15
7
16.013,070
18.458,342
346,346
565,346
475,346
0,00
0,00
12.346,563
2.977
2.023
60
36
27
17
15
Least
Square
3
1.937,118
960,904
31.081,070
2.597,701
2.077
100
2.823
3
1.937,118
31.081,070
960,904
2597,701
2.077
2.823
100
5
1.610,440
532,211
952,472
28.325,529
532,211
2.912,517
2.057
132
99
162
2.550
5
28.325,529
1.610,440
952,472
1.880,477
532,211
2.912,517
2.550
2.057
99
162
132
7
482,127
844,344
27.903,379
1.771,064
826,789
470,570
826,789
3.523,217
126
93
2.458
1.760
293
168
102
7
470,570
113,718
844,344
826,789
1.771,064
482,127
27.903,379
3.523,217
168
1.760
93
102
293
126
2.458
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um resultado similar tanto com a distância euclidiana quanto com a similaridade do cosseno.
Por fim a tabela 5.13 também demonstra que o algoritmo NMF com a otimização multiplicative
update teve um resultado melhor, sendo que os resultados da distância euclidiana e similaridade
do cosseno são bem similares. A opção de otimização least square não teve um bom desem-
penho, porque por mais que apresente um alto BSS, seus valores para WSS também são altos
sem comparados com a otimização multiplicative update, demonstrando que esses dados estão
longes um dos outros dentro do agrupamento, para os altos valores de multiplicative update
podemos avaliar que são "out liers", ou seja, pontos que não pertencem a nenhum conjunto.
Na tabela 5.14 estão presentes os resultados para o algoritmo DBSCAN com os 3
pesos de ponderação utilizados no experimento, os resultados encontrados para distância eucli-
diana e similaridade do cosseno são os mesmos.
Tabela 5.14: Resultados para a hashtag "evol"com a medida de ponderação booleana, TF e TF-
IDF, utilizando o algoritmo de agrupamento DBSCAN, para distância euclidiana e similaridade
do cosseno.
Euclidiana/ Cosseno
ε # de agrupamentos # pontos de SEED # pontos de borda
Booleano
3 11
0, 2.646, 9, 9, 5,
7, 7, 5, 5, 7, 1
259, 22, 0, 0, 2,
0, 0, 0, 0, 0, 4
5 7 0, 2.822, 5, 9, 6, 8, 6 121, 8, 2, 0, 1, 0, 0
7 3 0, 2.919, 7 56, 6, 0
TF
3 10
0, 2.639, 9, 9,
7, 7, 5, 5, 7, 3
0, 2.639, 9, 9,
7, 7, 5, 7, 3
5 7
0, 2.817, 3,
9, 6, 8, 6
124,10, 4,
0, 1, 0, 0
7 3 0, 2.915, 7 60, 6, 0
TF-IDF
3 7
0, 2.166, 8,
1, 5, 3, 7
688,102, 0,
5, 1, 2, 0
5 3 0, 2.705, 5 248, 30, 0
7 2 0, 2.862 113, 13
Como dito anteriormente, os dados avaliados com o algoritmo DBSCAN da tabela
5.14 não podem ser diretamente comparavéis, pois apresentam um grande número de conjuntos,
muitos deles com poucos elementos ou vazios, indicando que o algoritmo não trabalha bem com
dados não densos.
A seguir são apresentados as nuvens de palavras para cada hashtag, inicialmente apre-
sentando os resultados dos algoritmos k-means, k-medoids e NMF, com a ponderação dos ter-
mos booleana, tf e por último, tf-idf. Nos testes realizados, o valor k = 3 obteve os melhores
resultados, por isso apresentam-se suas nuvens de palavras a seguir.
Para o DBSCAN não foi gerada as nuvens de palavras devido a grande variedade de
agrupamentos e a muitos serem vazios ou conterem apenas poucos termos.
No Anexo 3 são apresentadas as nuvens de palavras para k=5 e 7.
k-means
A figura 5.8 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos binrária e a similaridade do cosseno, enquanto na figura
5.9 apresenta-se a mesma gerada através da distância euclidiana.
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Figura 5.7: Nuvens de termos para os agrupamentos usando o algoritmo NMF para a hashtag
FIFA
Figura 5.8: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos booleana e similaridade do cosseno com k=3 para a hashtag EVOL.
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Na figura 5.10 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura 5.27
apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.12 a nuvem de palavras gerada pelo algoritmo k-means com k=3, utili-
zando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura 5.13 a
mesma gerada através da distância euclidiana.
k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso é apresentada sua nuvem de palavras para a ponderação
binrária na figura 5.14, TF na figura 5.15 e TF-IDF na figura 5.13.
NMF
A figura 5.17 apresenta a nuvem de palavras gerada pelo algoritmo NMF com k=3,
utilizando a ponderação de termos booleana e a similaridade do cosseno, enquanto na figura
5.18 é apresentado a mesma gerada através da distância euclidiana.
Na figura 5.19 apresenta-se a nuvem de palavras gerada pelo algoritmo NMF com
k=3, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
5.20 é apresentado a mesma gerada através da distância euclidiana.
Na figura 5.21 é apresentado a nuvem de palavras gerada pelo algoritmo NMF com
k=3, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
5.22 é apresentado a mesma gerada através da distância euclidiana.
Avaliando as nuvens de palavras para os algoritmos k-means e k-medoids podemos
observar que temos um grande conjunto com palavras relacionadas a música, com um conjunto
relacionado à álbum e o outro de agradecimento aos fãs, com as nuvens de palavras para o NMF,
observamos, por exemplo a palavra futuro pertencendo aos três conjuntos, demonstrando como
esses dados estão interligados. Para os três algoritmos percebeu-se que quanto maior o valor
de k, encontramos um grande conjunto e vários micro conjuntos, também podendo representar
as palavras desses micro conjuntos como "out liers", ou seja, que não pertencem a nenhum
conjunto. Entre todos os conjuntos, o NMF com a distância euclidiana apresentou o melhor
conjunto, pois apresentou 3 conjuntos pequenos, com poucos termos, e devido a isso, mais
simples de avaliar, esses conjuntos sintetizam as diversas informações demonstradas nos outros
algoritmos, através de grandes conjuntos.
Por último, apresenta-se na imagem 5.23 como esse tema evoluiu entre os usuários,
sendo que 170 usuários geraram 3.481 retweets, que atingiram 280 receptores, entendendo-se
como receptores usuários que encaminharam para seus seguidores essa mensagem.
O experimento que será abordado a seguir tem relação com a hashtag Zika.
5.2.2 Zika
A seguir, na tabela 5.15 apresentam-se os resultados para a hashtag "zika"com a me-
dida de ponderação binrária para os algoritmos k-means e k-medoids, para medida euclidiana e
similaridade do cosseno.
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Figura 5.9: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos booleana e distância euclidiana com k=3 para a hashtag EVOL.
Figura 5.10: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=3 para a hashtag EVOL.
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Figura 5.11: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=3 para a hashtag EVOL.
Figura 5.12: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=3 para a hashtag EVOL.
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Figura 5.13: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=3 para a hashtag EVOL.
Figura 5.14: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos binrária, com k=3 para a hashtag EVOL.
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Figura 5.15: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=3 para a hashtag EVOL.
Figura 5.16: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=3 para a hashtag EVOL.
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Figura 5.17: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos booleana e similaridade do cosseno com k=3 para a hashtag EVOL.
Figura 5.18: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos booleana e distância euclidiana com k=3 para a hashtag EVOL.
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Figura 5.19: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF e similaridade do cosseno com k=3 para a hashtag EVOL.
Figura 5.20: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF e distância euclidiana com k=3 para a hashtag EVOL.
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Figura 5.21: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF-IDF e similaridade do cosseno com k=3 para a hashtag EVOL.
Figura 5.22: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF-IDF e distância euclidiana com k=3 para a hashtag EVOL.
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Figura 5.23: Grafo do relacionamento entre os usuários em relação ao tema dentro da rede para
a hashtag "evol".
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Os valores das colunas seguem o padrão de dados descritos no experimento acima, e
similarmente na tabela 5.16 apresenta-se os resultados para a medida de ponderação TF e na
tabela 5.17 mostramos os resultados para a medida de de ponderação TF-IDF.
Nas três tabelas anteriores, 5.15, 5.16 e 5.17 os valores para o algoritmo k-medoids
ficaram os mesmos para a distância euclidiana e a similaridade do cosseno, ficando também
inferiores para o algoritmo k-means. Na tabela 5.15 o algoritmo k-means apresentou uma pe-
quena melhora para a distância euclidiana, sendo seus valores com a similaridade do cosseno
bem parecidos. Para a tabela 5.16 também temos os valores para as duas distância bem similares
e por último, na tabela 5.17 temos uma pequena melhora para o algoritmo com a similaridade
do cosseno.
Na tabela 5.18 está presente os resultados para os algoritmos NMF com a medida de
ponderação booleana, na tabela 5.19 para medida de ponderação TF e na tabela 5.20 a medida
de ponderação TF-IDF.
Na tabela 5.18 temos o melhor resultado o NMF para a distância euclidiana e opção
de otimização multiplicative update, similarmente aos resultados da tabela 5.19, apesar dos re-
sultados entre as distâncias serem bem similares. Por fim, na tabela 5.20 temos uma expressiva
melhora dos valores para a opção de otimização multiplicative update com a distância eucli-
diana. Tal como no estudo de caso com a hashtag EVOL, a opção de otimização least square
apresenta um pequeno BSS, mas grandes valores de WSS, o que para nosso experimento não é
interessante, pois demonstra que por mais que os agrupamentos estejam longes um do outro, os
dados pertencentes a cada um também estão distantes.
Na tabela 5.21 apresentam-se os resultados para o algoritmo DBSCAN com os 3 pesos
de ponderação utilizados no experimento, os resultados encontrados para distância euclidiana e
similaridade do cosseno são os mesmos.
Similarmente ao experimento anterior, os resultados do algoritmo DBSCAN apre-
sentados na tabela 5.21 não podem ser diretamente comparáveis por trabalharem com dados
densos, o que não é nosso caso, devido a isso são gerados muitos conjuntos, sendo boa parte
deles com poucos ou termos nulos.
Seguindo o padrão do experimento anterior, apresenta-se através de nuvens de pala-
vras os resultados dos algoritmos k-means, k-medoids e NMF, com a ponderação dos termos
booleana, tf e por último, tf-idf, também com k=3.
Similarmente não serão geradas as nuvens de palavras para o DBSCAN e as nuvens
para os demais valores de k encontram-se no anexo 2.
k-means
A figura 5.24 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos Booleana e a similaridade do cosseno, enquanto na
figura 5.25 apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.26 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura 5.27
apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.28 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
5.29 apresenta-se a mesma gerada através da distância euclidiana.
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Tabela 5.15: Resultados para a hashtag "zika"com a medida de ponderação Booleana, utilizando
os algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e similaridade
do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
4.470,889
30.538,222
8.355,763
1.653,584
18
4.896
59
3
5.433,929
4.464,190
33.475,135
1.645,204
28
21
4.924
5
1.142,222
28.572,561
7.762,805
2.150,706
2.290,286
3.099,878
9
4.863
77
17
7
5
1.432,333
31.848,513
4.596,405
2.892,389
1.020,333
3.228,484
6
4.901
42
18
6
7
2.367,000
1.459,867
983.091
2.290,286
30.351,810
1.142,222
2.260,531
4.163,572
18
15
11
7
4.881
9
32
7
32.928,059
2.385,789
983,778
1.142,222
605,333
1.432,333
1.020,333
4.520,61
4.915
19
9
9
9
6
6
k-medoids
3
23.345235
37.376463
7.681146
6.394829
4.952
10
11
3
23.345235
37.37646
37.681146
6.394829
4.952
10
11
5
23.345235
5.567764
7.681146
13.564660
0.00000
13.12798
4.946
9
11
6
1
5
23.345235
5.567764
7.681146
13.564660
0.00000
13.12798
4.946
9
11
6
1
7
23.345235
19.052559
5.567764
7.681146
13.564660
12.328828
0.0000
11.53454
4.930
9
9
11
6
7
1
7
23.345235
19.052559
5.567764
7.681146
13.564660
12.328828
0.0000
11.53454
4.930
9
9
11
6
7
1
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Tabela 5.16: Resultados para a hashtag "zika"com a medida de ponderação TF, utilizando os
algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e similaridade do
cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
36.949,958
4.590,111
3.350,562
1.892,448
4.939
18
16
3
36.732538
2.511,556
5.677,385
1.861,602
4.938
9
26
5
34.906,254
4.590,111
1.703,176
1.083,167
1.155,333
3.345,039
4.923
18
17
6
9
5
3.278,833
30.190,406
952.889
1.482,167
7.892.015
2.986,771
12
4.878
9
6
68
7
2.174,533
0.000
1.083,167
31.623,205
1.278,889
3.437,860
1.970,941
5.214,484
15
1
6
4.882
9
43
17
7
33.838,369
1.375,300
1.458,632
1.083,167
0.000
2.820,500
1.155,333
5.051,78
4.904
10
19
6
1
24
9
k-medoids
3
24.083189
38.170669
7.681146
6.394827
4.952
10
11
3
24.083189
38.170669
7.681146
6.394827
4.952
10
11
5
24.083189
5.567764
7.681146
14.560220
0.00000
13.331074
4.946
9
11
6
1
5
24.083189
5.567764
7.681146
14.560220
0.00000
13.331074
4.946
9
11
6
1
7
23.727621
22.605309
5.567764
7.681146
14.560220
12.449900
0.00000
11.689969
4.930
9
9
11
6
7
1
7
23.727621
22.605309
5.567764
7.681146
14.560220
12.449900
0.00000
11.689969
4.930
9
9
11
6
7
1
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Tabela 5.17: Resultados para a hashtag "zika"com a medida de ponderação TF-IDF, utilizando
os algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e similaridade
do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
29.464,408
2.700,679
217.978
539.630
4.919
48
6
3
29.056,453
447,521
2.912,053
506.668
4.908,
8,
57
5
217.978
25.516,101
3.737,840
415.985
2.117,916
916.875
6
4.799
116
7
45
5
24,932
1.407,393
909,006
29.099,796
650.,374
831.130
4
36
18
4.904
11
7
461,572
2.758,231
185.681
25.214,088
938.604
1.647,303
482.938
1.234,277
8
91
9
4.790
18
41
16
7
898,254
1.540,954
26.321,328
1.151,340
185.681
476,203
1.201,317
1.147,617
30
44
4.824
34
9
12
20
k-medoids
3
13.179516
4.383648
6.408076
5.078429
4.957
9
7
3
13.179516
4.383648
6.408076
5.078429
4.957
9
7
5
13.179616
3.832800
4.383648
4.583022
6.408076
4.859676
4.939
7
9
11
7
5
13.179616
3.832800
4.383648
4.583022
6.408076
4.859676
4.939
7
9
11
7
7
13.179516
3.832800
5.554114
4.383648
4.583022
1.697760
6.408076
5.329398
4.928
7
9
9
11
2
7
7
13.179516
3.832800
5.554114
4.383648
4.583022
1.697760
6.408076
5.329398
4.928
7
9
9
11
2
7
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Tabela 5.18: Resultados para a hashtag "zika"com a medida de ponderação Booleana, utilizando
o algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
Update
3
2.783,356
7.346,346
4.653,894
2.776,392
293
663
365
3
4.592,793
2.998,974
6.998,235
2.993,992
367
298
587
5
478,347
579,342
376,452
294,452
184,98
2.892,873
535
704
547
315
226
5
679,898
230,343
489,346
98.546
578,346
3.972,984
558
288
552
190
706
7
367,098
149,676
590,873
218,483
609,278
178,984
489,346
3.844,85
475
209
668
312
566
295
608
7
590.323
178,389
549.452
378,985
428,457
365,893
169,452
3.976,07
687
294
622
471
519
420
242
Least
Square
3
24.467,129
9.607,640
8.377,349
1.592,675
3.011
973
1.016
3
2.896,128
5.225,650
39.001,614
3.091,654
439
574
3.987
5
5.982,308
9.179,206
4.109,519
7.442,726
14.738,278
2.533,537
643
1.056
495
915
1.891
5
35.306,218
4.075,641
1.835,948
595,462
4.950,560
2.932,04
3.722
388
191
67
632
7
5.475,799
2.713,889
6.001,373
12.190,890
6.507,567
1.529,959
6.211,912
3.462,638
597
352
759
1.592
822
194
684
7
2.744, 577
10.888,059
4.428,706
25.367,550
779,218
1.709,743
144,312
3.479,106
281
1.179
602
2.633
110
179
16
64
Tabela 5.19: Resultados para a hashtag "zika"com a medida de ponderação TF, utilizando o
algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
Update
3
2.347,342
5.452,236
5.778,990
2.873,563
277
426
576
3
5.452,346
4.347,652
3.013,563
3.357,341
631
478
294
5
4.783,346
7.764,458
4.144,457
1.984,453
6.530,346
2.673,456
299
691
503
246
556
5
4.531,456
6.563,567
4.898,557
1.984,568
6.563,347
3.567,341
282
652
515
213
597
7
1.145,567
2.456,236
7.763,567
8.902,236
1.898,457
4.099,346
5.873,463
2.963,457
243
293
657
702
283
390
637
7
1.789,346
6.452,346
2.562,457
4.986,346
2.986,452
6.542,458
3.790,459
2.984,563
229
679
291
554
281
656
444
Least
Square
3
21.800,285
13.706,448
8.622,769
1.563,75
2.590
1.394
1.016
3
6.648,896
37.551,572
2.921,900
3.166,091
625
3.933
442
5
6.800,282
5.054,569
7.776,386
7.860,563
15.589,137
2.604,906
698
615
819
938
1.930
5
1.057,147
4.215,246
31.061,404
3.305,741
6.822,125
3.088,473
136
452
3.287
471
654
7
4.037,936
12.198,272
6.672,349
4.748,349
3.238,590
6.645,159
4.648,778
3.552,444
408
1.546
825
580
368
809
464
7
4.836,462
1.632,086
8.996,350
2.057,313
677,947
26.707,415
1.472,265
3.062,601
623
186
854
214
76
2.866
181
65
Tabela 5.20: Resultados para a hashtag "zika"com a medida de ponderação TF-IDF, utilizando
o algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
Update
3
235,567
680,346
233,479
3.326,859
168
483
335
3
2.673,465
1.783,435
997,346
3.278,325
454
339
167
5
356,452
105,346
436,563
973,542
129,346
1.046,453
248
137
340
795
211
5
2.987,452
978,236
1.457,342
783,434
893,563
4.346,236
336
92
947
148
195
7
986,235
109,346
140,464
2.457,346
457,457
357,457
346.346
2.564,342
154
66
116
941
384
282
248
7
23,456
5.346,343
334,453
128,346
86,346
8.976,07
2.782,346
5.456,342
13
386
254
168
101
897
285
Least
Square
3
3.629,880
7.633,701
21.103,672
408.209
633
1.251
3.116
3
2.128,134
246,838
46.104,008
2.194,606
253
31
4.716
5
2.296,632
2.400,408
4.255,818
22.002,376
988,218
958.666
467
435
886
3.010
202
5
3.058,940
214,107
2.050,636
2.108,334
38.984,178
3.812,627
453
28
245
227
4.047
7
2.268,977
19.347,607
2.473,643
103,724
1.992,148
964,496
4.190,047
2.944,262
460
2.618
493
10
351
199
869
7
11.500
3.342,050
149,263
2.108,334
2.025,497
34.800,985
3.242,595
4.684,082
2
475
19
227
243
3.658
376
66
Tabela 5.21: Resultados para a hashtag "zika"com a medida de ponderação Booleana, TF e TF-
IDF, utilizando o algoritmo de agrupamento DBSCAN, para distância euclidiana e similaridade
do cosseno.
Euclidiana/ cosseno
ε # de agrupamentos # pontos de SEED # pontos de borda
Booleano
3 11
0, 4.119, 4, 2, 9, 9,
1, 5, 4, 7, 6
599, 13, 0, 0, 0, 0,
4, 6, 0, 1, 5
5 6 0, 4.657, 4, 4, 5, 3 347, 15, 0, 0, 0
7 2 0, 4.346 27, 3
TF
3 11
0, 4.254, 8, 6, 6,
6, 2, 7, 7, 5, 3
594,70, 0, 0, 0,
0, 3, 0, 0, 0, 2
5 6 0, 4.672, 3, 8, 6, 5 232, 45, 2, 0, 0, 0
7 2 4.675, 0 43, 1
TF-IDF
3 11
0, 4.118, 3, 6, 3,
7, 6, 6, 3, 5, 3
699, 105, 2, 0, 2,
0, 0, 0, 3, 0, 2
5 6 0, 4.745, 7, 5, 5, 2 162, 44, 0, 0, 0, 3
7 2 0, 4.924 40, 9
Figura 5.24: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos Booleana e similaridade do cosseno com k=3 para a hashtag Zika.
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Figura 5.25: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos Booleana e distância euclidiana com k=3 para a hashtag Zika.
Figura 5.26: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=3 para a hashtag Zika.
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Figura 5.27: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=3 para a hashtag Zika.
Figura 5.28: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=3 para a hashtag Zika.
Figura 5.29: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=3 para a hashtag Zika.
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k-medoids
Esse algoritmo apresenta resultado, como o exemplo anterior, similar tanto com a
semelhança do cosseno quanto com a distância euclidiana, devido a isso apresenta-se sua nuvem
de palavras para a ponderação Booleana na figura 5.30, TF na figura 5.31 e TF-IDF na figura
5.32.
Figura 5.30: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos Booleana, com k=3 para a hashtag Zika.
Figura 5.31: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=3 para a hashtag Zika.
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NMF
A figura 5.35 apresenta-se a nuvem de palavras gerada pelo algoritmo NMF com k=3,
utilizando a ponderação de termos booleana e a similaridade do cosseno, enquanto na figura
5.34 apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.35 apresenta-se a nuvem de palavras gerada pelo algoritmo NMF com
k=3, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
5.36 apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.37 apresenta-se a nuvem de palavras gerada pelo algoritmo NMF com
k=3, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
5.38 apresenta-se a mesma gerada através da distância euclidiana.
Avaliando-se as nuvens de palavras temos, em modo geral, um grande conjunto men-
cionando termos como: vacina, viagens, China, vôo, drogas, confirmação, dengue e pesquisa,
e outros dois divididos com termos mencionando o Papa e contracepção e outro mencionando
virus, microcefalia, saúde e Brasil. Com isso podemos dividir o tema, informalmente, em três
problemas: o primeiro uma preocupação que a doença se alastre pelo mundo através de via-
gens, o segundo uma preocupação com a indicação do papa de que os métodos contraceptivos
(que impediriam a doença de se disseminar mais) ainda não devem ser utilizados, e por fim,
uma relação do vírus com os casos de microcefalia. Similarmente ao experimento anterior, o
algoritmo NMF utiliza os principais termos dentro de mais de um conjunto, porém com pesos
diferentes, mas nesse caso, de modo geral, os resultados são similares aos algoritmos k-means
e k-medoids.
Em seguida, demonstramos na imagem 5.39 como esse tema propagou-se entre os
usuários, sendo que houveram 153 mensagens, originadas de 149 usuários e que geraram 2.777
retweets, atingindo 645 recebedores.
A seguir será apresentado o último experimento, relacionado a hashtag El Niño.
5.2.3 El Niño
Na tabela 5.22 são apresentados os resultados para a hashtag "elnino"com a medida
de ponderação booleana para os algoritmos k-means e k-medoids, para medida euclidiana e
similaridade do cosseno.
As colunas seguem a mesma ordem dos experimentos anteriores, e similarmente, na
tabela 5.23 apresenta-se os resultados para a medida de ponderação TF e na tabela 5.24 mostra-
mos os resultados para a medida de de ponderação TF-IDF.
Por fim, podemos observar na tabela 5.22 que o algoritmo k-means com a similaridade
do cosseno apresentou uma pequena melhora em comparado com a distância euclidiana, mesmo
os resultados sendo bem similares. Na tabela 5.23, também com os resultados para o algoritmo
k-means muito similares, temos uma pequena diferença com relação a distância euclidiana, que
apresentou de forma geral, os melhores valores. Por fim temos a tabela 5.24, onde de forma
geral, os resultados para o algoritmo k-means utilizando a distância euclidiana são melhores.
Assim como nos experimentos anteriores, o algoritmo k-medoids apresentou valores maiores
de BSS e WSS se comparado com o k-means.
Nas tabelas 5.25 apresentados os resultados para os algoritmos NMF com a medida de
ponderação Booleana, na 5.26 para medida de ponderação TF e na 5.27 a medida de ponderação
TF-iDF.
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Figura 5.32: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=3 para a hashtag Zika.
Figura 5.33: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos Booleana e similaridade do cosseno com k=3 para a hashtag Zika.
Figura 5.34: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos Booleana e distância euclidiana com k=3 para a hashtag Zika.
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Tabela 5.22: Resultados para a hashtag "elnino"com a medida de ponderação Booleana, utili-
zando os algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e simila-
ridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
34.654,85
4.439,60
6.295,20
6.366,279
4.140
15
25
3
35.769,865
4.488,593
6.139,200
5.358,268
4.133
27
20
5
2.145,818
373,200
2.9124,355
5.997,429
5.487,290
8.627,833
11
15
4.102
21
31
5
3.044,533
1.925,583
31.573,207
4.509,143
1.736,250
8.967,209
15
12
4.119
14
20
7
373,200
1.563,455
27.371,497
1.535,700
3.927,826
2.554,500
3.035,818
11.393,93
15
11
4.082
10
23
28
11
7
26.870,486
3.035,818
2.737,591
2.590,353
373,200
1.197,333
4.928,800
10.022,34
4.083
11
22
17
15
12
20
k-medoids
3
25.41653
43.06971
13.11488
10.456902
4.150
15
15
3
25.41653
43.06971
13.11488
10.456902
4.150
15
15
5
24.47448
23.79075
42.74342
27.74887
13.11488
11.226681
4.131
12
11
11
15
5
24.47448
23.79075
42.74342
27.74887
13.11488
11.226681
4.131
12
11
11
15
7
20.80865
23.79075
18.89444
42.74342
27.74887
10.34408
19.89975
11.55853
4.115
12
9
11
11
14
8
7
20.80865
23.79075
18.89444
42.74342
27.74887
10.34408
19.89975
11.55853
4.115
12
9
11
11
14
8
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Tabela 5.23: Resultados para a hashtag "elnino"com a medida de ponderação TF, utilizando os
algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e similaridade do
cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
31.854,998
6.744,167
9.446,357
5.354,814
4.110
42
28
3
4.589,333
3.685,120
38.732,377
6.393,214
15
17
4.148
5
32.959,792
4.589,333
2.393,765
2.916,533
1.542,800
8.998,113
4.123
15
17
15
10
5
3.685,412
4.589,333
373,200
2.968,929
32.888,372
8.895.090
17
15
15
14
4.119
7
1.688,000
3.076,545
28.980,809
2.389,500
2.960,074
1.315,043
1.542,800
11.447,560
11
11
4.086
12
27
23
10
7
28.511,363
4.589,333
2.203,400
3.521,200
373,200
1.542,800
1.918,875
10.740,170
4.079
15
10
35
15
10
16
k-medoids
3
26.22975
43.06971
13.11488
10.456902
4.150
15
15
3
26.22975
43.06971
13.11488
10.456902
4.150
15
15
5
24.59675
24.65766
42.74342
28.54820
13.11488
11.086113
4.115
12
11
11
15
5
24.59675
24.65766
42.74342
28.54820
13.11488
11.086113
4.115
12
11
11
15
7
23.95830
24.65766
19.05256
42.74342
28.54820
10.34408
19.89975
11.458132
4.115
12
9
11
11
14
8
7
23.95830
24.65766
19.05256
42.74342
28.54820
10.34408
19.89975
11.458132
4.115
12
9
11
11
14
8
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Tabela 5.24: Resultados para a hashtag "elnino"com a medida de ponderação TF-IDF, utili-
zando os algoritmos de agrupamento k-means e k-medoids, para distância euclidiana e simila-
ridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
k-means
3
642,196
1.524,333
24.977,617
531,902
18
49
4.113
3
1.489,121
24.452,533
1.242,386
492.009
40
4.108
32
5
499,811
424,699
23.945,626
1.766,172
0.0000
1.039,742
14
17
4.093
55
1
5
22.565,916
890,255
128,815
654,375
2.491,189
945,498
4.059
16
8
23
74
7
22.576,380
584,158
0.0000
1.355,794
606,778
1.311,081
0.0000
1.241,858
4.055
17
1
42
19
45
1
7
248,345
865,921
1.432,258
0.0000
241,104
22.866,139
722,953
1.299,329
10
33
44
1
12
4.061
19
k-medoids
3
16.121951
5.608890
7.279501
6.179772
4.162
10
8
3
16.121951
5.608890
7.279501
6.179772
4.162
10
8
5
16.121951
5.608890
7.147981
5.257496
7.279501
4.666294
4.137
10
11
14
8
5
16.121951
5.608890
7.147981
5.257496
7.279501
4.666294
4.137
10
11
14
8
7
16.121951
3.376647
5.608890
7.147981
5.257496
7.279501
5.724196
4.613989
4.123
6
10
11
13
8
9
7
16.121951
3.376647
5.608890
7.147981
5.257496
7.279501
5.724196
4.613989
4.123
6
10
11
13
8
9
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Tabela 5.25: Resultados para a hashtag "elnino"com a medida de ponderação Booleana, utili-
zando o algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
Update
3
673,678
235.585
209,346
4.976,07
244
133
114
3
673,678
235.585
219,346
5.001,464
244
133
129
5
45,564
209,468
198,346
194,567
459,342
6.678,346
61
175
109
104
380
5
46,678
208,457
199,347
197,903
448,346
6.567,341
61
174
109
107
376
7
274,275
690,256
352,234
54,568
67,563
105,658
297,467
7.347,522
155
432
120
181
68
99
164
7
273,457
512,347
362,160
363,458
65,568
99,347
315,684
7.347,562
155
450
121
121
68
93
181
Least
Square
3
26.429,328
9.317,157
11.003,956
2.484,754
2.845
1.065
1.090
3
26.429,328
9.317,157
11.003,956
2.484,754
2.845
1.065
1.090
5
21.702,384
3.728,032
3.750,689
7.161,993
7.513,805
5.499,573
2.377
526
453
768
876
5
21.702,384
3.728,032
3.750,689
7.161,993
7.513,805
5.499,573
2.377
526
453
768
876
7
2.795,047
6.225,611
4.844,043
5.948,208
16.719,858
3.588,166
2.102,005
7.076,055
426
767
532
654
1.896
517
208
7
2.795,047
6.225,611
4.844,043
5.948,208
16.719,858
3.588,166
2.102,005
7.076,055
426
767
532
654
1.896
517
208
76
Tabela 5.26: Resultados para a hashtag "elnino"com a medida de ponderação TF, utilizando o
algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
Update
3
765,980
454,347
0.0000
5.576,57
332
95
99
3
582,515
0.0000
922,254
4.236,12
92
96
315
5
245,794
97,340
140,436
196,346
127,346
4.235,126
369
55
109
154
96
5
176,331
111,347
223,090
102,872
140,346
3.984,414
137
93
359
65
109
7
1.089,467
13.235
834,542
24.564
95,346
180,345
138,346
6.098,236
415
75
361
64
85
140
114
7
139,457
826,345
2.998,457
909,346
0.0000
54,456
36,346
6.783,346
117
358
761
394
22
81
60
Least
Square
3
10.529,460
26.250,260
11.522,410
2.486,473
1.150
2.734
1.116
3
26.250,26
10.529,46
11.522,41
2.486,473
2.734
1.150
1.116
5
22.201,308
3.852,733
7.764,879
7.545,662
4.015,924
5.573,256
2.355
453
802
863
527
5
3.852,733
22.201,308
7.545,662
7.764,879
4.015,924
5.573,256
453
2.355
863
802
527
7
10.866,723
4.648,910
6.189,995
3.084,577
3.047,906
5.909,955
9.441,267
7.571,994
1.197
500
754
378
458
638
1.075
7
10.866,723
9.441,267
6.189,995
5.909,955
3.084,577
3.047,906
4.648,910
7.571,994
1.197
1.075
754
638
378
458
500
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Tabela 5.27: Resultados para a hashtag "elnino"com a medida de ponderação TF-IDF, utili-
zando o algoritmo de agrupamento NMF, para distância euclidiana e similaridade do cosseno.
Euclidiana Cosseno
k WSS BSS ||C|| k WSS BSS ||C||
Multi-
plicative
Update
3
446,27
27,567
28,458
4.423,678
454
76
75
3
446,27
27,567
28,458
4.423,678
454
76
75
5
30,345
0,0000
26,356
501,346
278,437
634,347
79
11
74
463
196
5
0,0000
30,3450
26,356
501,346
278,437
634,347
11
79
74
463
196
7
354,653
318,080
145,678
24,568
29,347
678,236
0,0000
267
255
171
69
76
482
12
7
352,983
317,816
145,678
26,346
29,347
679,356
0,0000
265
254
171
71
76
483
12
Least
Square
3
1.489,572
23.937,343
1.576,119
662.332
502
3.818
680
3
1.489,572
23.937,343
1.576,119
662.332
502
3.818
680
5
21.409,1192
263,795
2.754,948
725,909
1.556,0389
2.665,573
3.480
16
524
313
667
5
21.409,1192
263,795
2.754,948
725,909
1.556,0389
2.665,573
3.480
16
524
313
667
7
757,8303
1.139,240
574,342
2.177,184
263,795
16.402,606
5.120,802
2.043,649
113
591
291
461
16
2.086
1.442
7
574,3421
757,8303
1.139,240
2.177,184
263,795
16.402,606
5.120,802
2.043,649
291
113
591
461
16
2.086
1.442
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Com relação ao algoritmo NMF, podemos observar que nas três tabelas, os valores
para a otimização least square, por mais que tenham apresentado um alto BSS, apresentaram
também altos valores de WSS, demonstrando que esses dados estão afastados dentro dos seus
agrupamentos. Com relação a otimização multiplicative update na tabela 5.25 os resultados
para a distância euclidiana e similaridade do cosseno foram bem similares, similarmente às
tabelas 5.26 e 5.27.
Na tabela 5.28 apresenta-se os resultados para o algoritmo DBSCAN com os 3 pesos
de ponderação utilizados no experimento, os resultados encontrados para distância euclidiana e
similaridade do cosseno são os mesmos.
Tabela 5.28: Resultados para a hashtag "elnino"com a medida de ponderação TF, TF-IDF e
Booleana, utilizando o algoritmo de agrupamento DBSCAN, para distância euclidiana e simi-
laridade do cosseno.
Euclidiana/ Cosseno
ε # de agrupamentos # pontos de SEED # pontos de borda
TF
3 20
0, 3.514, 7, 6, 5,
6, 8, 9, 7, 2 ,5 ,3 ,3,
7, 5, 3, 5, 3, 2, 2
494, 62, 0, 1, 0,
1, 0, 0, 0, 3, 0, 4,
3, 0, 0, 2, 0, 2, 3, 3
5 9
0, 3.898, 5, 11,
6, 5, 3, 5, 6
197, 38, 0,0,
2, 1, 2, 1, 0
7 7
0, 4.015, 13,
7, 5, 6, 5
99, 27, 0,
1, 2, 0, 0
TF-IDF
3 20
0, 3.252, 7, 6, 5,
1, 8, 14, 5, 6, 5, 1 ,3,
7, 5, 3, 5, 3, 2, 2
678, 58, 0, 1, 0, 1,
0, 2, 0, 5, 0, 7,
1, 0, 0, 3, 0, 2, 3, 4
5 9
0, 3.756, 6, 12,
5, 6, 2, 3, 1
97, 56, 1,
0, 2, 11, 12, 1, 0
7 7
0, 3.198, 15,
5, 8, 9, 1
60, 13, 0,
1, 2, 0, 0
Binário
3 20
0, 4.367, 7, 5, 1, 1,
7, 1, 5, 5, 4, 1 ,2,
5, 6, 3, 1, 0, 0, 2
436, 34, 0, 1, 0, 1, 1,
1, 0, 3, 6, 5, 1,
0, 1, 3, 0, 5, 1, 6
5 9
0, 2.365, 65,
1, 15, 3, 5, 5, 1
348, 118, 10,
0, 1, 1, 0, 1, 0
7 7
0, 1.347, 14,
4, 1, 6, 1
34, 89, 1, 2,
2, 2, 0
Similarmente aos experimentos anteriores, os resultados apresentados para o algo-
ritmo DBSCAN na tabela 5.28 apresentam um grande número de conjuntos, muitos nulos ou
com poucos termos.
Para finalizar, são apresentadas as nuvens de palavras para cada hashtag, inicialmente
apresentando os resultados dos algoritmos k-means, k-medoids e NMF, com a ponderação dos
termos binário, tf e por último, tf-idf. Em nossos testes, o valor k = 3 obteve os melhores
resultados, por isso apresenta-se suas nuvens de palavras a seguir.
Conforme nos experimentos anteriores, não foi gerada nuvem de palavras para o al-
goritmo DBSCAN.
No Anexo 2 também consta as nuvens de palavras para k=5 e 7.
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k-means
A figura 5.40 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos booleana e a similaridade do cosseno, enquanto na
figura 5.41 apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.42 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura 5.43
apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.44 apresenta-se a nuvem de palavras gerada pelo algoritmo k-means com
k=3, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
5.45 apresenta-se a mesma gerada através da distância euclidiana.
k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso apresenta-se sua nuvem de palavras para a ponderação
booleana na figura 5.46, TF na figura 5.47 e TF-IDF na figura 5.45.
NMF
A figura 5.49 apresenta-se a nuvem de palavras gerada pelo algoritmo NMF com k=3,
utilizando a ponderação de termos booleana e a similaridade do cosseno, enquanto na figura
5.50 apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.51 apresenta-se a nuvem de palavras gerada pelo algoritmo NMF com
k=3, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
5.52 apresenta-se a mesma gerada através da distância euclidiana.
Na figura 5.53 apresenta-se a nuvem de palavras gerada pelo algoritmo NMF com
k=3, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
5.54 apresenta-se a mesma gerada através da distância euclidiana.
Quanto as nuvens de palavras, temos também um grande conjunto com palavras
como: mundo, chuva, impacto, El Niño, global, clima, entre outros. Os conjuntos menores
são divididos em: um deles contendo palavras como unicef, africa e água e o outro contendo
palavras como pessoas, comida, milhões e Africa. Nesse caso, as nuvens de palavras geradas
com o algoritmo NMF são mais simples de informalmente, serem avaliadas, pois apresentam
uma relação entre os termos, ou seja, um termo pode aparecer em mais de um conjunto, porém
com pesos diferentes.
Para finalizar, apresenta-se na imagem 5.55 como esse tema evoluiu entre os usuários,
apresentando 92 usuários que originaram 92 mensagens e 3.433 retweets, que foram recebidos
por 428 receptores.
5.3 Conclusões
A tarefa de mineração de dados que é tratada neste trabalho é a de agrupamento,
para isso foram utilizados algoritmos clássicos de agrupamento tal como k-means, k-medoids e
DBSCAN [Tan et al., 2009], de modo a comparar com o recente NMF.
Em seguida os resultados dos algoritmos são comparados por meio das métricas intra
e inter conjuntos e também através de nuvens de palavras, qual apresenta o melhor resultado.
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Os resultados já foram brevemente discutidos nesse capítulo, mas serão comparados
com mais detalhes no próximo capítulo.
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Figura 5.35: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF e similaridade do cosseno com k=3 para a hashtag Zika.
Figura 5.36: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF e distância euclidiana com k=3 para a hashtag Zika
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Figura 5.37: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF-IDF e similaridade do cosseno com k=3 para a hashtag Zika.
Figura 5.38: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF-IDF e distância euclidiana com k=3 para a hashtag Zika.
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Figura 5.39: Grafo do relacionamento entre os usuários em relação ao tema dentro da rede para
a hashtag Zika.
Figura 5.40: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos Booleana e similaridade do cosseno com k=3 para a hashtag El niño.
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Figura 5.41: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos Booleana e distância euclidiana com k=3 para a hashtag El Niño.
Figura 5.42: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=3 para a hashtag El Niño.
Figura 5.43: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=3 para a hashtag El Niño.
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Figura 5.44: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=3 para a hashtag El Niño.
Figura 5.45: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=3 para a hashtag El Niño.
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Figura 5.46: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos booleana, com k=3 para a hashtag El Niño.
Figura 5.47: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=3 para a hashtag El Niño.
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Figura 5.48: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=3 para a hashtag El Niño.
Figura 5.49: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos booleana e similaridade do cosseno com k=3 para a hashtag El Niño.
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Figura 5.50: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos booleana e distância euclidiana com k=3 para a hashtag El Niño.
Figura 5.51: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF e similaridade do cosseno com k=3 para a hashtag El Niño.
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Figura 5.52: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF e distância euclidiana com k=3 para a hashtag El Niño.
Figura 5.53: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF-IDF e similaridade do cosseno com k=3 para a hashtag El Niño.
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Figura 5.54: Nuvens de termos para os agrupamentos usando o algoritmo NMF com ponderação
de termos TF-IDF e distância euclidiana com k=3 para a hashtag El Niño.
Figura 5.55: Grafo do relacionamento entre os usuários em relação ao tema dentro da rede para
a hashtag El Niño.
Capítulo 6
Conclusões e Perspectivas
Nesse trabalho foram analisados 4 algoritmos de agrupamento - k-means, k-medoids,
DBSCAN, NMF -, aplicados à 2 medidas de distância - euclidiana e cosseno - e utilizando três
diferentes medidas de ponderação - booleana, TF, TF-IDF - aplicados à tarefa de identificação
de tópicos no contexto de mensagens obtidas no microblog Twitter através de 5 estudos de caso
- terremoto no Nepal, caso de corrupção na FIFA, evento musical EVOL, Zika vírus e El Niño
- utilizando técnicas de processamento de textos e aprendizagem de máquina.
Os resultados mostram que os agrupamentos obtidos fornecem um conteúdo semân-
tico adequado para propósitos de análise: usando as nuvens de palavras obtidas a partir dos
agrupamentos obtidos é possível identificar os tópicos centrais relacionados ao contexto inicial
fornecido.
Os resultados obtidos foram numericamente comparado utilizando as medidas de co-
esão (WSS) e de separação (BSS). Em geral essas tabelas mostram resultados similares; Uma
avaliação empírica também foi conduzida, usando as nuvens de palavras associadas à cada
agrupamento. Nesse caso argumenta-se que o algoritmo NMF apresenta um melhor resultado,
visto que os tópicos associados aos seus agrupamentos possuem um número mais equilibrado
de elementos e são mais fáceis de interpretar; essa conclusão está em acordo com os resultados
apresentados por Godfrey [Godfrey, 2014].
Observa-se que quanto maior o número de agrupamentos, mais conjuntos com peque-
nos termos são gerados, e que sempre há um grande conjunto agrupando os termos principais
sobre o tema geral, e que nós conjuntos menores pode-se observar desde assuntos paralelos até
assuntos sem relação com o principal. Sobre esses pequenos conjuntos, podemos imaginar que
seus termos sejam out liers, ou seja, termos que não pertencem a nenhum conjunto.
Apresenta-se abaixo, de forma resumida, os melhores resultados para cada algoritmo,
separados por hashtag, de forma a embasar as conclusões, utilizando o k=3 para comparações
de BSS e WSS entre os algoritmos k-means, k-medoids, NMF (multiplicative update e least
square).
Relembrando que os melhores resultados são os que possuem um alto WSS e um
baixo BSS, que demontra que cada conjunto ou agrupamento está afastado entre si, e que seus
termos estão próximos entre si.
Primeiramente, é apresentado a tabela 6.1 com os resultados para a hashtag EVOL,
apresentando os resultados para medidas de ponderação booleana, TF e TF-IDF, com a distân-
cia euclidiana e similaridade do cosseno. De acordo com esses resultados, podemos verificar
que o algoritmo NMF - multiplicative update - com a medida de ponderação TF-IDF apresenta
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o melhor resultado, tendo um alto valor de BSS e um baixo WSS. A distância euclidiana da
similaridade do cosseno também apresenta resultado similar, comprovando que quando a dis-
tância euclidiana quando trabalhando normalizada e com valores positivos apresenta resultado
similar a similaridade do cosseno.
Na tabela 6.2 são resumidos os dados para a hashtag Zika, demonstrando os resultados
para medidas de ponderação booleana, tf e tf-idf, com a distância euclidiana e similaridade do
cosseno. Esses resultados demonstram que o algoritmo NMF com parâmetro multiplicative
update apresenta o alto valor de BSS e um baixo WSS, com a medida de ponderação TF-
IDF. Similarmente ao experimento anterior, a distância euclidiana apresentou valores muito
próximos, quando não iguais, da similaridade do cosseno.
Por último, na tabela 6.3 são apresentados os dados para a hashtag El Niño, demons-
trando os resultados para medidas de ponderação booleana, tf e tf-idf, com a distância euclidiana
e similaridade do cosseno. Esses resultados demonstram que o algoritmo NMF com parâme-
tro multiplicative update apresenta o maior valor de BSS e um baixo WSS, com a medida de
ponderação TF-IDF. Similarmente aos experimentos anteriores, a distância euclidiana também
apresentou valores muito próximos, quando não iguais, ao da similaridade do cosseno.
De forma geral, entre todos os algoritmos aplicados, o NMF multiplicative update
apresenta um resultado melhor e uma rápida execução, seu resultado difere dos outros pois per-
mite que uma palavra pertença a mais de um conjunto, demonstrando como assuntos paralelos
estão interligados com o tema principal. Outra diferença positiva é que os conjuntos gerados
são relativamente menores que dos outros algoritmos, facilitando a análise. O parâmetro de
execução padrão - multiplicative update - apresentou o melhor resultado devido aos fatores já
mencionados, ao contrário do parâmetro least square, que embora tenha uma execução muito
mais rápida, apresenta conjuntos com muitos termos e por isso, difícil de avaliar. Outro parâme-
tro testado foi o de probabilidade, porém suas execuções foram canceladas devido a execução
demorar mais de 12 horas para um conjunto de 5 mil dados e frequentemente precisar de mais
memória do que disponível, inviabilizando sua execução.
A medida de ponderação TF-IDF apresentou o melhor resultado, seguido por TF e
por último o binário. Esse resultado é devido a valores baixos de WSS e altos de BSS, o que
demonstram que os termos dos conjuntos estão próximos e que um agrupamento está longe do
outro.
O k-means teve o segundo melhor resultado, tem uma execução quase imediata, po-
rém também apresenta, muitas vezes, um agrupamento um pouco confuso, devido a criar um
grande conjunto com quase todos os termos e os restantes quase vários. Similarmente assim o
k-medoids, com o problema em ter um alto tempo de execução.
O algoritmo que apresentou o pior resultado foi o DBSCAN, consumindo uma alta
quantidade de memória da máquina, tendo uma execução bem demorada e apresentando resul-
tados confusos, como por exemplo uma grande quantidade de conjuntos, sendo que a maioria
deles estava vazio ou com poucos termos, e assim como o k-means e k-medoids, gerar um
único conjunto com quase todos os termos, o que acaba não demonstrando os temas paralelos
ao assunto principal, como proposto na pesquisa. Isso também demonstra que não é qualquer
algoritmo que pode ser implementado na resolução de qualquer problema.
Comprovou-se também que a similaridade do cosseno apresenta valores muito próxi-
mos ou iguais a distância euclidiana desde que essa trabalhe apenas com valores normalizados
e inteiros, como é o nosso caso.
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Tabela 6.1: Resumo dos resultados com k=3 para hashtag EVOL
Euclidiana Cosseno
WSS BSS WSS BSS
Booleano
k-means
17.283,653
1.593,500
1.878,438
8.474,283
1.593,500
18.045,116
1.038,909
8.552.348
k-medoids
23.32381
18.13836
44.66542
16.985391
23.32381
18.13836
44.66542
16.985391
NMF
Multi-
plicative
Update
0,00
235,567
653,346
24.132,34
753,346
346,342
0,00
24.132,34
NMF
Least
Square
6.468,940
4.188,159
10.422,057
3.594,29
6.468,940
4.188,159
10.422,057
3.527,986
TF
k-means
18.663,944
1.910,750
1.832,667
8.518,116
17.690,059
1.910,750
2.817,304
8.507,362
k-medoids
23.769729
4.242641
16.773201
17.715810
23.76973
49.15282
18.16590
17.715810
NMF
Multi-
plicative
Update
24,063
2.280,843
1.095,300
9.279,749
16.452,456
194,454
2.679,344
8.346,433
NMF
Least
Square
4.254,063
3.280,843
14.194,357
4.239,659
4.254,063
14.194,357
3.280,843
4.239,659
TF-IDF
k-means
1.898,296
1.966,313
30.477,662
877,441
1.966,313
1.898,296
30.477,662
877,449
k-medoids
19.497014
4.000151
4.151111
11.366483
19.497014
4.000151
4.151111
11.366483
NMF
Multi-
plicative
Update
456,432
123,456
119,345
34.806,890
1.165,548
0,00
2.595,270
33.2995,290
NMF
Least
Square
1.937,118
960,904
31.081,070
2.597,701
1.937,118
31.081,070
960,904
2.597,701
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Tabela 6.2: Resumo dos resultados com k=3 para hashtag Zika
Euclidiana Cosseno
WSS BSS WSS BSS
Booleano
k-means
4.470,889
30.538,222
8.355,763
1.653,584
5.433,929
4.464,190
33.475,135
1.645,204
k-medoids
23.345235
37.376463
7.681146
6.394829
23.345235
37.376463
7.681146
6.394829
NMF
Multi-
plicative
Update
2.783,356
7.346,346
4.653,894
2.776,392
4.592,793
2.998,974
6.998,235
2.993,992
NMF
Least
Square
24.467,129
9.607,640
8.377,349
1.592,675
2.896,128
5.225,650
39.001,614
3.091,654
TF
k-means
36.949,958
4.590,111
3.350,562
1.892,448
36.732538
2.511,556
5.677,385
1.861,602
k-medoids
24.083189
38.170669
7.681146
6.394827
24.083189
38.170669
7.681146
6.394827
NMF
Multi-
plicative
Update
2.347,342
5.452,236
5.778,990
2.873,563
5.452,346
4.347,652
3.013,563
3.357,341
NMF
Least
Square
21.800,285
13.706,448
8.622,769
1.563,75
6.648,896
37.551,572
2.921,900
3.166,091
TF-IDF
k-means
29.464,408
2.700,679
217.978
539.630
29.056,453
447,521
2.912,053
506.668
k-medoids
13.179516
4.383648
6.408076
5.078429
13.179516
4.383648
6.408076
5.078429
NMF
Multi-
plicative
Update
235,567
680,346
233,479
3.326,859
2.673,465
1.783,435
997,346
3.278,325
NMF
Least
Square
3.629,880
7.633,701
21.103,672
408.209
2.128,134
246,838
46.104,008
2.194,606
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Tabela 6.3: Resumo dos resultados com k=3 para hashtag El Niño
Euclidiana Cosseno
WSS BSS WSS BSS
Booleano
k-means
34.654,85
4.439,60
6.295,20
6.366,279
35.769,865
4.488,593
6.139,200
5.358,268
k-medoids
25.41653
43.06971
13.1148
10.456902
25.41653
43.06971
13.1148
10.456902
NMF
Multi-
plicative
Update
673,678
235.585
209,346
4.976,07
673,678
235.585
219,346
5.001,464
NMF
Least
Square
26.429,328
9.317,157
11.003,956
2.484,754
26.429,328
9.317,157
11.003,956
2.484,754
TF
k-means
31.854,998
6.744,167
9.446,357
5.354,814
4.589,333
3.685,120
38.732,377
6.393,214
k-medoids
26.22975
43.06971
13.11488
10.456902
26.22975
43.06971
13.11488
10.456902
NMF
Multi-
plicative
Update
765,980
454,347
0.0000
5.576,57
582,515
0.0000
922,254
4.236,12
NMF
Least
Square
10.529,460
26.250,260
11.522,410
2.486,473
26.250,26
10.529,46
11.522,41
2.486,473
TF-IDF
k-means
642,196
1.524,333
24.977,617
531,902
1.489,121
24.452,533
1.242,386
492.009
k-medoids
16.121951
5.608890
7.279501
6.179772
16.121951
5.608890
7.279501
6.179772
NMF
Multi-
plicative
Update
446,27
27,567
28,458
4.423,678
446,27
27,567
28,458
4.423,678
NMF
Least
Square
1.489,572
23.937,343
1.576,119
662.332
1.489,572
23.937,343
1.576,119
662.332
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A geração da propagação do tema auxilia para entender a evolução desse tema de
uma forma geral, sendo que sua execução é apresentado seguindo lógica logarítmica (1, 10,
100, 1.000 e por fim, 5.000).
Para finalizar, conforme proposto nos objetivos específicos, os algoritmos descritos
na literatura mais adequados para identificar os principais tópicos foram abordados no capítulo
2, sendo que não foi encontrada na literatura uma abordagem do NMF similar a apresentada.
As principais abordagens para se resolver problemas de agrupamento ainda são os
clássicos algoritmos de agrupamento, onde é destacado que o conteúdo textual a ser obtido de
uma rede social difere do de um livro, por apresentar um diferente tipo de ruido, dificultando o
tratamento textual.
De forma a dar continuidade na pesquisa, deseja-se em um segundo momento:
• Aplicar a proposta em outras redes sociais;
• Aplicar métodos para extração de opiniões dentro dos conjuntos obtidos;
• Aplicar variações do algoritmo NMF, tal como o NTF;
• Incluir também informações geográficas – latitude e longitude – dos emissores dos tweets:
usando essa informação será possível gerar grafos associando emissores de tweets e a
difusão dos tópicos associados que aparecem nesse microblog;
• E por último, efetuando testes sobre interpretações de humanos a partir das nuvens de
palavras associadas à cada agrupamento.
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Apêndice A
Base de Dados Zika
Nessa seção apresentamos as nuvens de palavras para o k=5 e 7 mencionadas no
capítulo 5, de forma a embasar a conclusão gerada no trabalho.
Os conjuntos de palavras são apresentados ordenados pelo valor de k.
A.1 k=5
Nessa seção iremos adicionar as nuvens de palavras para a hashtag Zika, com k=5
A.1.1 k-means
A figura A.1 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
A.2 apresentamos a mesma gerada através da distância euclidiana.
Figura A.1: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e similaridade do cosseno com k=5 para a hashtag Zika.
Na figura A.3 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura C.4
apresentamos a mesma gerada através da distância euclidiana.
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Figura A.2: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e distância euclidiana com k=5 para a hashtag Zika.
Figura A.3: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=5 para a hashtag Zika.
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Na figura A.5 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
A.6 apresentamos a mesma gerada através da distância euclidiana.
A.1.2 k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso apresentaremos sua nuvem de palavras para a ponde-
ração binário na figura C.7, TF na figura C.8 e TF-IDF na figura C.6.
A.1.3 NMF
A figura A.12 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
A.11 apresentamos a mesma gerada através da distância euclidiana.
Na figura A.12 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
A.13 apresentamos a mesma gerada através da distância euclidiana.
Na figura A.14 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
A.15 apresentamos a mesma gerada através da distância euclidiana.
A.2 k=7
Agora apresentaremos os resultados para o k=7
A.2.1 k-means
A figura A.16 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=7, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
A.17 apresentamos a mesma gerada através da distância euclidiana.
Na figura A.18 apresentamos a nuvem de palavras gerada pelo algoritmo k-means
com k=7, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
C.19 apresentamos a mesma gerada através da distância euclidiana.
Na figura A.20 apresentamos a nuvem de palavras gerada pelo algoritmo k-means
com k=7, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na
figura A.21 apresentamos a mesma gerada através da distância euclidiana.
A.2.2 k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso apresentaremos sua nuvem de palavras para a ponde-
ração binário na figura A.22, TF na figura A.24 e TF-IDF na figura A.24.
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Figura A.4: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=5 para a hashtag Zika.
Figura A.5: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=5 para a hashtag Zika.
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Figura A.6: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=5 para a hashtag Zika.
Figura A.7: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos binário, com k=5 para a hashtag Zika.
Figura A.8: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=5 para a hashtag Zika.
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Figura A.9: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=5 para a hashtag Zika.
Figura A.10: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e similaridade do cosseno com k=5 para a hashtag Zika.
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Figura A.11: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e distância euclidiana com k=5 para a hashtag Zika.
Figura A.12: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e similaridade do cosseno com k=5 para a hashtag Zika.
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Figura A.13: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e distância euclidiana com k=5 para a hashtag Zika
Figura A.14: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e similaridade do cosseno com k=5 para a hashtag Zika.
111
Figura A.15: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e distância euclidiana com k=5 para a hashtag Zika.
Figura A.16: Nuvens de termos para os agrupamentos usando o algoritmo k-means com pon-
deração de termos binário e similaridade do cosseno com k=7 para a hashtag Zika.
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Figura A.17: Nuvens de termos para os agrupamentos usando o algoritmo k-means com pon-
deração de termos binário e distância euclidiana com k=7 para a hashtag Zika.
Figura A.18: Nuvens de termos para os agrupamentos usando o algoritmo k-means com pon-
deração de termos TF e similaridade do cosseno com k=7 para a hashtag Zika.
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Figura A.19: Nuvens de termos para os agrupamentos usando o algoritmo k-means com pon-
deração de termos TF e distância euclidiana com k=7 para a hashtag Zika.
Figura A.20: Nuvens de termos para os agrupamentos usando o algoritmo k-means com pon-
deração de termos TF-IDF e similaridade do cosseno com k=7 para a hashtag Zika.
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Figura A.21: Nuvens de termos para os agrupamentos usando o algoritmo k-means com pon-
deração de termos TF-IDF e distância euclidiana com k=7 para a hashtag Zika.
Figura A.22: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com
ponderação de termos binário, com k=7 para a hashtag Zika.
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Figura A.23: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com
ponderação de termos TF, com k=7 para a hashtag Zika.
Figura A.24: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com
ponderação de termos TF-IDF, com k=7 para a hashtag Zika.
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A.2.3 NMF
A figura A.27 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
A.26 apresentamos a mesma gerada através da distância euclidiana.
Figura A.25: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e similaridade do cosseno com k=7 para a hashtag Zika.
Figura A.26: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e distância euclidiana com k=7 para a hashtag Zika.
Na figura A.27 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
A.28 apresentamos a mesma gerada através da distância euclidiana.
Na figura A.29 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
A.30 apresentamos a mesma gerada através da distância euclidiana.
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Figura A.27: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e similaridade do cosseno com k=7 para a hashtag Zika.
Figura A.28: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e distância euclidiana com k=7 para a hashtag Zika
Figura A.29: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e similaridade do cosseno com k=7 para a hashtag Zika.
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Figura A.30: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e distância euclidiana com k=7 para a hashtag Zika.
Apêndice B
Base de Dados El Niño
Nessa seção apresentamos as nuvens de palavras para o k=5 e 7 mencionadas no
capítulo 5, de forma a embasar a conclusão gerada no trabalho.
Os conjuntos de palavras são apresentados ordenados pelo valor de k.
B.1 k=5
Abaixo apresentamos as nuvens de palavras para o k com valor 5.
B.1.1 k-means
A figura B.1 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
B.2 apresentamos a mesma gerada através da distância euclidiana.
Figura B.1: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e similaridade do cosseno com k=5 para a hashtag El nino.
Na figura B.3 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura B.4
apresentamos a mesma gerada através da distância euclidiana.
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Figura B.2: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e distância euclidiana com k=5 para a hashtag El Niño.
Figura B.3: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=5 para a hashtag El Niño.
Figura B.4: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=5 para a hashtag El Niño.
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Na figura B.5 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
B.6 apresentamos a mesma gerada através da distância euclidiana.
Figura B.5: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=5 para a hashtag El Niño.
Figura B.6: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=5 para a hashtag El Niño.
B.1.2 k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso apresentaremos sua nuvem de palavras para a ponde-
ração binário na figura B.7, TF na figura B.8 e TF-IDF na figura B.6.
B.1.3 NMF
A figura B.10 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
B.11 apresentamos a mesma gerada através da distância euclidiana.
Na figura B.12 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura B.13
apresentamos a mesma gerada através da distância euclidiana.
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Figura B.7: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos binário, com k=5 para a hashtag El Niño.
Figura B.8: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=5 para a hashtag El Niño.
Figura B.9: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=5 para a hashtag El Niño.
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Figura B.10: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e similaridade do cosseno com k=5 para a hashtag El Niño.
Figura B.11: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e distância euclidiana com k=5 para a hashtag El Niño.
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Figura B.12: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e similaridade do cosseno com k=5 para a hashtag El Niño.
Figura B.13: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e distância euclidiana com k=5 para a hashtag El Niño.
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Na figura B.14 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
B.15 apresentamos a mesma gerada através da distância euclidiana.
Figura B.14: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e similaridade do cosseno com k=5 para a hashtag El Niño.
Figura B.15: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e distância euclidiana com k=5 para a hashtag El Niño.
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B.2 k=7
Para finalizar, apresentamos as nuvens de palavras para o k com valor 7.
B.2.1 k-means
A figura B.16 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=7, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
B.17 apresentamos a mesma gerada através da distância euclidiana.
Figura B.16: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e similaridade do cosseno com k=7 para a hashtag El nino.
Na figura B.18 apresentamos a nuvem de palavras gerada pelo algoritmo k-means
com k=7, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
B.19 apresentamos a mesma gerada através da distância euclidiana.
Na figura B.20 apresentamos a nuvem de palavras gerada pelo algoritmo k-means
com k=7, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na
figura B.21 apresentamos a mesma gerada através da distância euclidiana.
B.2.2 k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso apresentaremos sua nuvem de palavras para a ponde-
ração binário na figura B.22, TF na figura B.23 e TF-IDF na figura B.21.
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Figura B.17: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e distância euclidiana com k=7 para a hashtag El Niño.
Figura B.18: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=7 para a hashtag El Niño.
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Figura B.19: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=7 para a hashtag El Niño.
Figura B.20: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=7 para a hashtag El Niño.
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Figura B.21: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=7 para a hashtag El Niño.
Figura B.22: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos binário, com k=7 para a hashtag El Niño.
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Figura B.23: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=7 para a hashtag El Niño.
Figura B.24: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=7 para a hashtag El Niño.
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B.2.3 NMF
A figura B.25 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
B.26 apresentamos a mesma gerada através da distância euclidiana.
Figura B.25: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e similaridade do cosseno com k=7 para a hashtag El Niño.
Na figura B.27 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura B.28
apresentamos a mesma gerada através da distância euclidiana.
Na figura B.29 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
B.30 apresentamos a mesma gerada através da distância euclidiana.
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Figura B.26: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e distância euclidiana com k=7 para a hashtag El Niño.
Figura B.27: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e similaridade do cosseno com k=7 para a hashtag El Niño.
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Figura B.28: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e distância euclidiana com k=7 para a hashtag El Niño.
Figura B.29: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e similaridade do cosseno com k=7 para a hashtag El Niño.
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Figura B.30: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e distância euclidiana com k=7 para a hashtag El Niño.
Apêndice C
Base de Dados EVOL
Nessa seção apresentamos as nuvens de palavras para o k=5 e 7 mencionadas no
capítulo 5, de forma a embasar a conclusão gerada no trabalho.
Os conjuntos de palavras são apresentados ordenados pelo valor de k.
C.1 k=5
Nessa seção são apresentadas as nuvens de palavras com o valor de k=5.
C.1.1 k-means
A figura C.1 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
C.2 apresentamos a mesma gerada através da distância euclidiana.
Figura C.1: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e similaridade do cosseno com k=5 para a hashtag EVOL.
Na figura C.3 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura C.4
apresentamos a mesma gerada através da distância euclidiana.
Na figura C.5 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=5, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
C.6 apresentamos a mesma gerada através da distância euclidiana.
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Figura C.2: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e distância euclidiana com k=5 para a hashtag EVOL.
Figura C.3: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=5 para a hashtag EVOL.
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Figura C.4: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=5 para a hashtag EVOL.
Figura C.5: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=5 para a hashtag EVOL.
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C.1.2 k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso apresentaremos sua nuvem de palavras para a ponde-
ração binário na figura C.7, TF na figura C.8 e TF-IDF na figura C.6.
C.1.3 NMF
A figura C.10 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
C.11 apresentamos a mesma gerada através da distância euclidiana.
Na figura C.12 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura C.13
apresentamos a mesma gerada através da distância euclidiana.
Na figura C.14 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=5, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
C.15 apresentamos a mesma gerada através da distância euclidiana.
C.2 k=7
Nessa seção são apresentadas as nuvens de palavras com o valor de k=7.
C.2.1 k-means
A figura C.16 apresentamos a nuvem de palavras gerada pelo algoritmo k-means com
k=7, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
C.17 apresentamos a mesma gerada através da distância euclidiana.
Na figura C.18 apresentamos a nuvem de palavras gerada pelo algoritmo k-means
com k=7, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura
C.19 apresentamos a mesma gerada através da distância euclidiana.
Na figura C.20 apresentamos a nuvem de palavras gerada pelo algoritmo k-means
com k=7, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na
figura C.21 apresentamos a mesma gerada através da distância euclidiana.
C.2.2 k-medoids
Esse algoritmo apresenta resultado similar tanto com a semelhança do cosseno quanto
com a distância euclidiana, devido a isso apresentaremos sua nuvem de palavras para a ponde-
ração binário na figura C.22, TF na figura C.23 e TF-IDF na figura C.21.
C.2.3 NMF
A figura C.25 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos binário e a similaridade do cosseno, enquanto na figura
C.26 apresentamos a mesma gerada através da distância euclidiana.
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Figura C.6: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=5 para a hashtag EVOL.
Figura C.7: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos binário, com k=5 para a hashtag EVOL.
Figura C.8: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=5 para a hashtag EVOL.
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Figura C.9: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=5 para a hashtag EVOL.
Figura C.10: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e similaridade do cosseno com k=5 para a hashtag EVOL.
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Figura C.11: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e distância euclidiana com k=5 para a hashtag EVOL.
Figura C.12: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e similaridade do cosseno com k=5 para a hashtag EVOL.
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Figura C.13: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e distância euclidiana com k=5 para a hashtag EVOL.
Figura C.14: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e similaridade do cosseno com k=5 para a hashtag EVOL.
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Figura C.15: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e distância euclidiana com k=5 para a hashtag EVOL.
Figura C.16: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e similaridade do cosseno com k=7 para a hashtag EVOL.
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Figura C.17: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos binário e distância euclidiana com k=7 para a hashtag EVOL.
Figura C.18: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e similaridade do cosseno com k=7 para a hashtag EVOL.
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Figura C.19: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF e distância euclidiana com k=7 para a hashtag EVOL.
Figura C.20: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e similaridade do cosseno com k=7 para a hashtag EVOL.
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Figura C.21: Nuvens de termos para os agrupamentos usando o algoritmo k-means com ponde-
ração de termos TF-IDF e distância euclidiana com k=7 para a hashtag EVOL.
Figura C.22: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos binário, com k=7 para a hashtag EVOL.
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Figura C.23: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF, com k=7 para a hashtag EVOL.
Figura C.24: Nuvens de termos para os agrupamentos usando o algoritmo k-medoids com pon-
deração de termos TF-IDF, com k=7 para a hashtag EVOL.
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Figura C.25: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e similaridade do cosseno com k=7 para a hashtag EVOL.
Figura C.26: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos binário e distância euclidiana com k=7 para a hashtag EVOL.
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Na figura C.27 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos TF e a similaridade do cosseno, enquanto na figura C.28
apresentamos a mesma gerada através da distância euclidiana.
Figura C.27: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e similaridade do cosseno com k=7 para a hashtag EVOL.
Na figura C.29 apresentamos a nuvem de palavras gerada pelo algoritmo NMF com
k=7, utilizando a ponderação de termos TF-IDF e a similaridade do cosseno, enquanto na figura
C.30 apresentamos a mesma gerada através da distância euclidiana.
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Figura C.28: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF e distância euclidiana com k=7 para a hashtag EVOL.
Figura C.29: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e similaridade do cosseno com k=7 para a hashtag EVOL.
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Figura C.30: Nuvens de termos para os agrupamentos usando o algoritmo NMF com pondera-
ção de termos TF-IDF e distância euclidiana com k=7 para a hashtag EVOL.
