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Resumen. En este artículo de revisión se explora una posible contribución de las investigaciones sobre 
razonamiento analógico al problema de la transferencia en programación -en la transición entre el 
aprendizaje de conceptos en la escuela media y su aplicación en la universidad. La facilidad con que 
los alumnos construyen programas en entornos multimedia conlleva la desventaja de una dificultad para 
trasladar esos conceptos a los lenguajes “reales” basados en texto, probablemente porque no se ha 
trabajado suficiente en promover abstracciones en el nivel del problema. Según investigaciones en 
enseñanza de la programación, los alumnos suelen tener mayor dificultad en los niveles de abstracción 
superior (la comprensión del problema) que en los niveles inferiores (como la codificación). La 
comparación de problemas mediante razonamiento analógico es una estrategia proveniente de la 
psicología cognitiva extendida a diversas disciplinas. Sugerimos que su aplicación en el campo de la 
enseñanza de la programación podría contribuir a solucionar el problema de la dificultad de abstracción 
en el nivel del problema, y facilitar la transferencia.  
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Abstract. This review article explores a possible contribution of research on analogical reasoning to 
the problem of transfer in programming -in the transition between the learning of concepts in middle 
school and their application at university. The ease with which students construct programs in 
multimedia environments carries the disadvantage of translating these concepts into “real” text-based 
languages, probably because not enough work has been done on the problem level. According to 
research in teaching programming, students tend to have greater difficulty at higher levels of abstraction 
(understanding the problem) than at lower levels (such as coding). Comparing problems through 
analogical reasoning is a strategy from cognitive psychology extended to various disciplines. We 
suggest that its application in programming teaching could contribute to solving the problem of the 
difficulty of abstraction at the problem level and facilitate the transfer. 
Keywords: Computer programming, Analogical reasoning, Abstraction, Transfer. 
Tipo de artículo: Artículo de revisión. 
1   Introducción 
Dado que este artículo trata sobre abstracción y transferencia de conceptos en programación, en primer 
lugar, se caracterizará la programación de ordenadores como un campo específico dentro de las ciencias de 
la computación (CC), cuya especificidad lo distingue de otras actividades, a saber: el uso de las tecnologías 
de la información y las comunicaciones (TIC), la manipulación de datos para la generación de información 
(ofimática), la resolución de problemas, o el pensamiento computacional, siendo éste último el concepto 
más general y popular, dentro de las que se denominan “iniciativas” de introducción a las CC (e.g., 
csunplugged.org, bebras.org, code.org.). El término “iniciativas” engloba tanto investigaciones como 
intervenciones educativas que suelen incluir tanto diseños colaborativos para intercambios sociales como 
enseñanza de la programación. Dado que no existe consenso acerca de cuáles son todos los procesos 
cognitivos involucrados en el pensamiento computacional (aunque se menciona la capacidad de abstracción 
como uno de sus pilares), este artículo sólo se enfocará en la programación de ordenadores digitales, que 
data desde la invención de las computadoras, y atiende a un conjunto conocido de objetivos de aprendizaje 
que podrían resumirse en: (1) identificación de problemas del mundo real cuya solución es 
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“algoritmizable”, (2) algoritmización mediante estructuras de control -que incluyen los conceptos de (3) 
secuencia temporal de acciones, (4) iteración, (5) bifurcación, (6) concurrencia-, tratamiento de datos –ya 
sea (7) la entrada de datos, (8) la salida, o (9) el almacenamiento, (10) prueba de programas y, 
eventualmente, compilación en algún lenguaje particular y depuración. Los conceptos mínimos necesarios 
para programar, definidos en estos diez puntos, no incluyen ni deben confundirse con las actividades TIC, 
por ejemplo, la comunicación a través de una red social ni el diseño de animaciones. Éstas forman parte de 
entornos que han sido diseñados con el objeto de motivar a los jóvenes a introducirse en la temática de la 
programación y facilitar el aprendizaje de los objetivos de programación antes mencionados. Para verificar 
si esos entornos han logrado los objetivos de motivación y, además, los objetivos de aprendizaje, los 
investigadores deben realizar estudios que trasciendan la pura intervención educativa y pongan a prueba 
sus supuestos para orientar a los docentes hacia las estrategias más efectivas. 
El punto de vista del movimiento computacional iniciado hace 14 años (Wing, 2006) era general, se 
instaba a “todas” las personas a adquirir un “pensamiento computacional”. Este movimiento marchaba en 
paralelo con las preocupaciones en los ministerios de educación y en el ámbito empresarial, acerca de la 
falta de profesionales y la pérdida del interés por las carreras técnicas, que motivaron proyectos, cambios 
en planes de estudio e incluso nuevas carreras (e.g., en Argentina, la Fundación Sadosky, 2013; PEFI, 
2012/2016). El lema del pensamiento computacional de “incluir a todos”, basándose fuertemente en el 
juego en entornos multimediales y en actividades recreativas on line (con excepción de los enfoques 
unplugged, por ejemplo, Bell et al. (2012) lograron captar la atención de los más jóvenes. Mientras los kits 
de electrónica pusieron la robótica (ensamblado de partes funcionales) al alcance de los alumnos, la gran 
flexibilidad de entornos como Scratch, motivó que profesionales de distintas áreas, por ejemplo, los 
cientistas de la educación, se involucraran en la enseñanza de la programación con objetivos sociales más 
variados y enriquecidos que las tradicionales metas de la ingeniería informática, logrando diseñar e 
implementar entornos colaborativos y comunidades de aprendizaje para transmitir el patrimonio cultural 
nacional, entre otras contribuciones, al tiempo que incentivaron la creatividad. 
Sin dejar de reconocer la importancia del aporte social que han realizado dichas iniciativas, se reivindica 
la propuesta inicial hacia las esperadas vocaciones en ingeniería, que hoy demanda nuevas investigaciones 
para averiguar qué transferencias se están logrando entre el nivel medio y la universidad en el área 
específica de ciencias de la computación.  
En este punto cabe incorporar una nueva distinción entre los conceptos de aprendizaje y transferencia. 
El aprendizaje de un concepto, en sentido amplio, suele limitarse a su comprensión inmediata o a corto 
plazo. La transferencia, en cambio, es lograr aplicar un conocimiento aprendido en un entorno distante -
física y temporalmente- de aquél en el cual se aprendió. Es por ello que algunos consideran que el verdadero 
aprendizaje incluye la transferencia o, lo que es lo mismo, que un aprendizaje sin transferencia no es 
aprendizaje. Vislumbrar qué tipo de relación mediaría entre dichos aprendizajes o qué distancia deberían 
mantener los dominios para posibilitar la transferencia de uno a otro, han sido preocupaciones de los 
educadores desde principios del siglo XX aún no resueltas. Barnett & Ceci (2002) ofrecen una revisión al 
respecto y un marco taxonómico para evaluar cuándo se produce la transferencia entre dominios distantes.  
Siendo la programación de ordenadores una asignatura esencial en el curriculum de ciencias de la 
computación, es fundamental hacer un seguimiento del aprendizaje (y su transferencia) en la etapa de 
transición que va desde la finalización de la escuela media donde se adquieren los conceptos de 
programación en entornos multimediales (e.g., Scratch), hasta el reconocimiento y aplicación de estos 
conceptos en lenguajes de programación tradicionales durante el ciclo básico universitario (e.g., C++) 
durante las asignaturas que constituyen las primeras experiencias de algorítmica que derivan en la 
implementación (codificación) en lenguajes de alto nivel (e.g., Programación estructurada, Programación 
orientada a objetos). 
A medida que se profundiza el conocimiento de los principios básicos de las Ciencias de la Computación 
(CC) (Denning, 1985, 2003, 2017) la abstracción se presenta como uno de sus rasgos esenciales (Denning 
et al., 1989) y uno de los objetivos fundamentales de enseñanza, según destacados investigadores (Armoni, 
2013; Hazzan & Kramer, 2007, 2016; Statter & Armoni, 2016) y según estándares educativos (Seehorn, 
2011). 
Las iniciativas de introducir a los estudiantes jóvenes en el pensamiento computacional enfatizan que es 
fundamental enseñar conceptos, no sólo habilidades (Wing, 2006, 2008), para lo cual es fundamental 
desarrollar en los estudiantes la capacidad abstractiva. Paralelamente, desde hace décadas, los 
investigadores en educación en CC han desarrollado entornos para motivar a los jóvenes a introducirse en 
el ámbito informático por medio de juegos y escenarios visual y auditivamente atractivos. El interés que 
los alumnos demuestran por interactuar con estas aplicaciones no debe confundirse con la motivación por 
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aprender conceptos abstractos. Una preocupación emergente entre algunos pedagogos es que los niños 
dediquen demasiado tiempo al juego y muy poco a la conceptualización, ya que ésta no se da 
espontáneamente (Armoni, 2013; Armoni & Ben-Ari, 2013). Por otra parte, algunos conceptos 
fundamentales de programación, por ejemplo, la inicialización, que son críticos en algunos lenguajes, no 
son visibles en estos entornos, y no pueden ser transferidos a los entornos “reales” de programación a menos 
que se diseñen estrategias específicas de transferencia (Franklin et al., 2016). 
2   ¿Qué es la abstracción? 
La abstracción “es un proceso de identificación de un conjunto de características esenciales invariantes de 
una cosa” (Burgoon et al., 2013, p. 502). En tanto proceso cognitivo, es algo “que se hace” no algo que se 
observa, pero en CC se suele utilizar el término abstracción también para referir a los productos del proceso 
de abstraer. Así, por ejemplo, llamamos abstracciones de datos a las estructuras de datos, tales como un 
arreglo bidimensional, o una base de datos.  
Lo que se espera de los estudiantes de programación es que logren identificar (abstraer) la estructura 
algorítmica común que subyace a problemas del mundo real, aún cuando dichos problemas sean 
aparentemente distintos por ocurrir en diferentes dominios. Por ejemplo, el problema “el cliente del banco 
ingresa su clave en un cajero” es estructuralmente similar al problema “el alumno completa el campo ‘sexo’ 
en un formulario electrónico de ingreso a la universidad”.  
Tanto el ingreso de “M” o “F” en el campo “sexo” como el ingreso de una clave en el cajero, están 
mediados por un algoritmo de validación. Un programador experto, frente a la situación “el usuario ingresa 
su clave en un cajero”, percibe este problema como la manipulación de una secuencia de datos y no como 
un simple ingreso, ya que al ser un problema de validación, se anticipa que podría haber una secuencia de 
datos inválidos que deben ser rechazados hasta que el usuario introduzca el dato válido. Si el programador 
experto pensara además en el algoritmo, (suponiendo que no hubiera límite en la cantidad de intentos 
permitidos), identificaría rápidamente una estructura subyacente de iteración con número de repeticiones 
indefinido (𝑅𝐸𝑃𝐸𝑇𝐼𝑅 𝐻𝐴𝑆𝑇𝐴) en el algoritmo, cuya condición de fin es “que la clave ingresada sea 
correcta”. De modo análogo, si el programador se dedicara al problema de restringir el ingreso de letras en 
un campo de formulario a sólo “M” o “F” para “sexo”, anticiparía el mismo tipo de secuencia de datos 
inválidos posibles (todas las letras que no son ni “M” ni “F”) y la misma estructura de iteración con número 
de repeticiones indefinido cuya condición de fin es “que se ingrese una “M” o una “F”. A nivel abstracto, 
ambos problemas son equivalentes. A nivel superficial, tratan sobre temas distintos.  
Algunos pedagogos de la enseñanza de programación, clasifican los niveles de abstracción. Por ejemplo, 
las abstracciones que contienen detalles como el tipo de estructura de iteración a utilizar, sin especificar el 
lenguaje ni la sintaxis, están ubicadas en un nivel de abstracción que denominan “nivel de algoritmo”, 
mientras que el “nivel del problema” es más general, por ejemplo, puede aludir a conjuntos de datos de 
entrada o salida. Por otro lado, denominan “nivel del programa”, al código con todo el detalle de su 
implementación en un lenguaje particular. Lo más difícil para los alumnos, afirman, es pasar de un nivel de 
abstracción a otro. Se argumentará que esta dificultad podría deberse a que no se ha identificado la 
estructura abstracta subyacente a nivel de problema y algoritmo, ya que se suele invertir cada vez menos 
tiempo de enseñanza en estos niveles, bien porque los alumnos se apresuran por pasar a la codificación, o 
porque han aprendido a programar con bloques de código antes de introducirse en el análisis y comparación 
de situaciones. Se sugerirá, además, que realizar comparaciones de ejemplos de situaciones problemáticas 
podría contribuir a reforzar las abstracciones (esquemas adquiridos) en el nivel de problema y promover la 
transferencia. 
3   Niveles de abstracción 
Perrenet et al. (2005) establecen una taxonomía de niveles de abstracción específicos de programación con 
objetivos pedagógicos.  
Si bien algunos investigadores en CC conciben la abstracción como una capacidad con la que el alumno 
debe contar para iniciarse en carreras de informáticas, otros la ven como un proceso que al desarrollarse 
promueve dicha capacidad (Armoni, 2013; Hazzan, 2008). Según esta postura, el profesor debería indicar 
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explícitamente cuándo se realiza un pasaje a otro nivel, ‘subiendo o bajando’ en el nivel de abstracción. 
Así, por ejemplo, cuando el profesor habla sobre el problema del cajero puede mencionar la estructura de 
control (𝑅𝐸𝑃𝐸𝑇𝐼𝑅 𝐻𝐴𝑆𝑇𝐴 𝑄𝑈𝐸 𝑐𝑙𝑎𝑣𝑒 − 𝑖𝑛𝑔𝑟𝑒𝑠𝑎𝑑𝑎 =  𝑐𝑙𝑎𝑣𝑒_𝑣𝑎𝑙𝑖𝑑𝑎) pero aclarando que ha 
“descendido” a otro nivel de abstracción. Para ayudar al alumno a desarrollar esa capacidad y auto regularse 
es recomendable mencionar explícitamente los niveles de abstracción y los cambios de nivel. 
Hazzan (1999, 2003) postula que los estudiantes, enfrentados a tareas demasiado abstractas, tienden a 
reducir el nivel de abstracción utilizando diversos mecanismos inconscientes para lograr que los conceptos 
se vuelvan accesibles para ellos. En otras palabras, los alumnos tienen dificultades para trabajar en niveles 
de abstracción elevados. A diferencia de otros autores, que sostienen que la abstracción debe enseñarse 
indirectamente, Hazzan afirma que es necesario un metacomponente explícito reflexivo. Los alumnos 
deberían aprender a “despegarse” de los niveles concretos hacia niveles de abstracción superiores, y realizar 
pasajes de un nivel a otro siendo conscientes de ello. 
Tomando como base la teoría de Hazzan, Perrenet et al. (2005) y Perrenet & Kaasenbrood (2006) 
diseñaron una jerarquía de niveles de abstracción que utilizaron para investigar la comprensión que los 
estudiantes tienen del concepto de algoritmo (Perrenet, 2010). 
 
1) El nivel más bajo es el nivel de ejecución. Cualquier proceso que se esté ejecutando en un momento 
determinado en una computadora concreta para resolver una tarea específica.  
2) El siguiente nivel, es el programa escrito en un lenguaje de programación específico, considerando 
la sintaxis de ese lenguaje. Se trata de una implementación. Por ejemplo, un programa en C para 
ordenar un conjunto de números.  
3) El siguiente nivel, Armoni (2013) sugiere denominarlo nivel de ‘algoritmo’. Se trata de una 
especificación. Nos referimos a un conjunto de instrucciones para realizar funciones, sin 
especificar detalles de sintaxis, sin estar ligado a un lenguaje de programación. En las cátedras de 
programación se suele programar en pseudocódigo y se recalca la necesidad de no mencionar 
detalles de sintaxis, sino sólo las funciones que se realizan. 
4) El nivel más alto de abstracción es el nivel de problema. Aquí se pueden pensar los problemas 
como pertenecientes a familias de problemas de un tipo. 
 
Por ejemplo, en el nivel 4, un problema de búsqueda dicotómica puede representarse con actividades 
kinestésicas (juegos), puede explicarse verbalmente o por escrito con expresiones generales, tales como 
“dividir el conjunto en dos mitades, buscar en una de las mitades, si no hay nada descartar la mitad 
completa…”. El problema puede incluso ser identificado dentro de una familia de problemas y no es 
necesario usar tecnicismos ni sintaxis. En el nivel 3, el algoritmo, se escribe en pseudocódigo, un código 
que ‘parece’ un lenguaje de computadora, pero utiliza términos del lenguaje natural para referir a acciones 
que ejecutará un autómata.  
Trabajar con Scratch o con cualquier lenguaje concreto refiere al nivel 2. Los autores sugieren que en 
las clases de programación se comience hablando siempre en el nivel del problema, y luego se vaya 
descendiendo a los niveles concretos, porque en las investigaciones se halló que los alumnos suelen preferir 
los niveles concretos, y cuando están inmersos en ellos, por ejemplo, en un lenguaje visual como Scratch, 
o un lenguaje artificial profesional, se focalizan en manipular la implementación (el código o los bloques 
visuales) pero no logran resolver el problema, para lo cual deberían poder pensar en un nivel más abstracto. 
El nivel de ejecución también debe ser identificado y diferenciado. Por ejemplo, la instrucción 
𝑅𝐸𝑃𝐸𝑇𝐼𝑅 100 𝑣𝑒𝑐𝑒𝑠: 𝑎𝑐𝑐𝑖ó𝑛 𝑥, es una única instrucción, pero el ordenador ejecutará 100 ciclos, 100 veces 
la acción 𝑥. El tiempo de ejecución en una máquina concreta es un nivel distinto al de la escritura del 
programa. 
4   Enseñar conceptos 
Bajo el mismo principio de diferenciar niveles de abstracción y comenzar por lo general, Meerbaum-Salant 
et al. (2013, 2010) proponen comenzar enseñando los conceptos y luego pasar a su implementación en 
Scratch, en lugar de que los alumnos comiencen jugando en Scratch desde el inicio. Para tal fin, utilizaron 
el libro de texto “Computer Science Concepts in Scratch” (Armoni & Ben-Ari, 2013) desarrollado por ellos 
específicamente para la enseñanza. A medida que se mencionan los conceptos para resolver una tarea 
específica (y se proporcionan ordenadamente en el libro) se va diferenciando el nivel conceptual del nivel 
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práctico concreto. Cuando un proceso de solución implica la introducción de un nuevo concepto, ésta se 
realiza primero a nivel conceptual, y solo más adelante en Scratch (Nivel 2). Perrenet et al., (2005) 
establecen una taxonomía de niveles de abstracción específicos de programación con objetivos 
pedagógicos.  
Se utilizan ayudas lingüísticas para diferenciar entre los niveles 2 y 3. La sintaxis de Scratch es 
relativamente natural y un script en Scratch se lee igual que el lenguaje natural. Sin embargo, al igual que 
cualquier otro lenguaje de programación, esta sintaxis se compone de "palabras reservadas". Por lo tanto, 
limitan el uso de esas palabras al nivel 2 y utilizan otras palabras más generales para el Nivel 3, así como 
frases muy naturales, flexibles y variables pero muy precisas y sin ambigüedades.  
5   Lenguajes visuales vs lenguajes basados en texto 
Desde los inicios de la programación estructurada, los cientistas de la computación propusieron métodos 
normativos de modelado de algoritmos acordes a ciertas restricciones de claridad, modularidad y enfoque 
top-down (Dahl et al., 1972; Wirth, 1976), así como técnicas de diagramación (Nassi & Shneiderman, 1973; 
Shneiderman et al., 1977). Algunos de los primeros trabajos en psicología de la programación cuestionaron 
que los enfoques top-down no resultaban intuitivos para los programadores (J. Hoc et al., 1990). El 
construccionismo de Papert (Harel & Papert, 1991; Papert & Harel, 1991), promovió mediante el lenguaje 
Logo (Papert, 1980) una forma exploratoria de programar  que prometía adaptarse a todos los estilos 
cognitivos y culturales (Turkle & Papert, 1990) y sirvió como modelo para el desarrollo de Scratch (Resnick 
et al., 2009), un lenguaje interactivo basado en bloques visuales que permite programar a través del diseño 
de animaciones sin la necesidad de aprender la sintaxis compleja de los lenguajes basados en texto (LBT). 
En los lenguajes basados en bloques visuales (LBBV) como Alice, Scratch o La Playa, en lugar de 
escribir programas en forma de texto, los usuarios arrastran y colocan con el mouse los bloques visuales 
que seleccionan en pantalla (como expresiones, condiciones, y declaraciones) según los consideren 
adecuados para cada problema en particular. Este modo de interacción evita la frustración de los alumnos 
ante los errores de sintaxis triviales . 
La enseñanza tradicional de programación en entornos universitarios y profesionales continúa siendo la 
escritura de programas con lenguajes basados en texto (LBT) comenzando por el llamado pseudocódigo 
hasta llegar a los lenguajes profesionales. El primero es un conjunto de palabras (convención) del lenguaje 
natural que han sido seleccionadas para referir a determinadas operaciones básicas en un computador, por 
ej. MOSTRAR (‘a’) exhibe la letra a en pantalla.  
Los alumnos ingresantes a carreras en CC, cursan durante el primer año una asignatura anual dividida 
en dos etapas (o dos asignaturas cuatrimestrales) dedicada a introducir los conceptos básicos de 
programación. 
En la primer etapa (primer cuatrimestre) se introducen los conceptos básicos de programación utilizando 
pseudocódigo (texto), y durante el segundo cuatrimestre se presentan los mismos conceptos programados 
en lenguajes específicos, por ejemplo C++, Python, Java. 
En los últimos años, se ha promocionado la actividad de programar a través de LBBV. En Argentina, el 
Plan Conectar Igualdad (2010) reorientó la inclusión de las TIC –como asignatura obligatoria en escuelas 
medias desde la ley 26206- hacia el aprendizaje de la Ciencia de la Computación, incorporando software 
específico como Scratch o Alice, también accesible por Internet. De modo tal que la mayoría de los alumnos 
ingresantes a carreras de Ingeniería en Computación, han adquirido nociones de programación en dichos 
entornos. 
Otra diferencia importante entre ambos entornos de programación, está en el tipo de problemas a 
resolver. A diferencia de las aplicaciones on line, los problemas de programación que se resuelven en la 
universidad, suelen ser de cierta envergadura, muchos de ellos abiertos, admitiéndose más de una solución 
posible. En los entornos LBBV, en cambio, se suele trabajar con problemas que tratan sobre la 
transformación espacio temporal de objetos visuales (animaciones). Dicha transformación es interactiva, 
cada cambio introducido por el programador/diseñador en los valores de las variables, produce un efecto 
visible de modo inmediato, con lo cual, en este modo de programar, no es necesaria una etapa previa de 
comprensión del problema en un tiempo diferido a la implementación, el problema se resuelve y se modifica 
constantemente. La ventaja más evidente es la facilidad para efectuar modificaciones, una desventaja no 
tan obvia es que el diseñador no tiene oportunidad de distanciarse de los objetos concretos porque no hay 
una interrupción temporal mediando entre el diseño y la acción, esto podría, a nuestro entender, dificultar 
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los procesos de abstracción necesarios para la formulación de estrategias1. La Figura 1 presenta la diferencia 
entre lenguajes basados en bloques visuales (LBBV) y lenguajes basados en texto (LBT). 
 
 
Figura 1. LBBV vs. LBT 
6   Antecedentes sobre transferencia de conceptos desde Scratch 
Resnick et al. (2009) afirman que los objetivos principales del entorno de programación Scratch son mejorar 
la creatividad permitiendo la libre exploración según los fundamentos del construccionismo (Kafai & 
Resnick, 1996). Se trataría de una herramienta para dar soporte al pensamiento creativo (Resnick et al., 
2005). Al respecto, surgieron interrogantes en torno a varios puntos:  
 
A. La transición entre los entornos visuales y los entornos ‘reales’. 
B. La carga cognitiva de la manipulación de la interface. 
C. La necesidad de acompañamiento (docente) durante la actividad interactiva. 
D. Los niveles de abstracción implicados. 
 
Si bien algunos educadores proponen a Scratch como un excelente recurso para que los estudiantes 
universitarios se inicien en programación (Malan & Leitner, 2007) es sabido que son importantes las 
diferencias entre el entorno de aprendizaje en Scratch y la escritura de programas con lenguajes 
tradicionales, con formato de texto, teniendo que lidiar con la sintaxis, la organización secuencial de los 
procesos y la comprensión de las palabras reservadas, entre otras dificultades. Sin embargo, los conceptos 
básicos de programación son los mismos, es decir, si los estudiantes captan esos conceptos, el camino hacia 
la programación tradicional estaría allanado. Aunque los estudiantes no aprenden la sintaxis de C++ o Java 
usando Scratch, aprenden el tipo de problema y tipos de estructuras para resolverlo. Algunos estudios 
trabajan sobre la transición entre ambos entornos. Franklin et al. (2016) estudió la transferencia de 
conocimiento entre LBBV y LBT con respecto a la operación de inicialización en estudiantes de entre 9 y 
 
1 Diferencia entre estrategias y rutinas: Las rutinas o procedimientos son conocimientos de tipo procedural y pueden 
aprenderse fácilmente y automatizarse. Cada estructura de control en programación (iteración, bifurcación, algoritmos 
básicos) es una rutina y funciona de un modo predecible, pero una estrategia implica la toma de decisiones sobre qué 
rutinas seleccionar en cada problema en particular, cómo combinarlas y por qué, por lo tanto, es un proceso 
metacognitivo. 
D’Angelo/Revista Colombiana de Computación, Vol. 21, No. 2, 2020, pp. 71-82 
77 
12 años, analizando las diferencias entre ambos entornos y sugiriendo estrategias de “bridging” y “hagging” 
(Perkins & Salomon, 1988) para mejorar la transferencia. 
Los interrogantes acerca de si la carga cognitiva de la manipulación de la interface interfiere con la 
comprensión de conceptos abstractos que subyacen al mismo no han sido respondidos. Çakiroğlu et al. 
(2018) evaluaron el nivel de la carga cognitiva auto percibida en alumnos de sexto grado concluyendo que 
algunos componentes en Scratch podrían conducir a una mayor carga cognitiva, en especial para el concepto 
de secuencia, y aportan sugerencias didácticas. 
Respecto de la necesidad de instrucción, la mayoría de las investigaciones optimistas sobre un proceso 
autodidacta han realizado observaciones desde un punto de vista afectivo o actitudinal, y han mostrado un 
cambio positivo evidente en la actitud de los estudiantes respecto de las ciencias computacionales, así como 
una preferencia por utilizar Scratch en vez de lenguajes tradicionales y se ha documentado el aprendizaje 
de conceptos clave de programación incluso en ausencia de intervenciones de instrucción con docentes 
expertos (Maloney et al., 2008) lo que sugiere que con Scratch cualquier persona puede aprender como 
autodidacta (sin instrucción). Sin embargo, como señalan (Meerbaum-Salant et al., 2013, p. 241, 2010, p. 
70), cuando los investigadores señalan que los estudiantes utilizan estructuras de secuencia y de 
concurrencia en los proyectos “sin darse cuenta” de que lo hacen, se evidencia que no han investigado si el 
uso de la estructura implica la comprensión del concepto. (Meerbaum-Salant et al., 2013), contrariamente 
a la postura autodidacta, hallaron que los aprendizajes significativos de los conceptos de CC en Scratch se 
producen sólo como resultado de la instrucción, en los casos en que esos conceptos han sido explícitamente 
enseñados por un docente a la par de las actividades interactivas. Advierten además, en (Meerbaum-Salant 
et al. (2011) sobre algunos hábitos que se engendran en este tipo de programación, contrarios a los esperados 
en CC. En Armoni et al. (2015) analizaron la transición entre estudiar con el entorno visual de Scratch en 
la escuela media a estudiar con un lenguaje tradicional basado en texto (C++ o Java) con estudiantes entre 
15 y 16 años, y hallaron que la experiencia de programación de los estudiantes que habían aprendido Scratch 
facilitó el aprendizaje del material más avanzado acelerando los tiempos de aprendizaje y logrando niveles 
cognitivos de comprensión superiores, aunque al final del proceso de enseñanza no hubo diferencias 
significativas en comparación con estudiantes que no habían estudiado Scratch. 
7   Razonamiento analógico y transferencia 
Enmarcadas dentro de las ciencias cognitivas, las teorías del razonamiento analógico, surgieron 
inicialmente para explicar cómo las personas entienden las analogías (Gentner, 1983; Holyoak & Thagard, 
1989) y se extendieron luego al problema de la transferencia de conocimiento. En dichas teorías, las 
analogías se definen como comparaciones basadas en puntos en común entre dos análogos, por ejemplo, en 
la analogía entre el modelo atómico de Rutherford y el sistema solar, se suelen resaltar los aspectos comunes 
a ambos sistemas. Por ejemplo, en ambos casos hay objetos de menor tamaño girando alrededor de un 
objeto más grande, la relación entre sus masas es similar (Gentner & Markman, 1997). 
El hecho de que las personas tengan dificultades para aplicar sus conocimientos aprendidos a situaciones 
estructuralmente análogas pero superficialmente diferentes ha sido explicado por los investigadores del 
pensamiento analógico como un obstáculo inherente a nuestra capacidad de razonamiento basada en un 
mecanismo que resultó adaptativo, en tanto económico: las señales estructuralmente similares (análogas), 
serían mucho más costosas en términos de procesamiento (Gentner, 1989). Es así que en la mayoría de los 
estudios experimentales de recuperación analógica (Gentner et al., 1993; Trench & Minervino, 2017), los 
participantes proponen analogías intradominio (dentro del mismo tema). Por ejemplo, si se presentara a los 
alumnos ingresantes la situación del cajero y la situación del alumno ingresante, probablemente no hallarían 
similitudes, salvo que ambos utilizan una computadora, pero ésa es una similitud superficial, no profunda. 
En cambio, un programador con experiencia, que posee esquemas formados a partir de una gran cantidad 
de problemas resueltos, advertirá que en ambas situaciones hay un problema de validación. Los expertos 
en un área tienden a identificar estructuras conceptuales a diferencia de los novatos (Chi et al., 1981). 
Gick & Holyoak (1980) demostraron que el recuerdo espontáneo de un problema anterior por 
coincidencia estructural con un problema actual, es muy raro. Adicionalmente, Gick & Holyoak (1983), 
descubrieron que puede inducirse un esquema a partir de la comparación de dos análogos, y lograr efectos 
sobre la transferencia. Algunos participantes recibieron un único problema para leer, y otros recibieron dos 
problemas análogos. El 45% de los participantes en la condición de dos análogos generaron 
espontáneamente la solución de convergencia, mientras solo el 21% de los participantes en la condición de 
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un solo problema lo hicieron. Es decir, la transferencia de conocimiento se produjo por una serie de 
procesos: en primer lugar, cuando las personas leyeron ambos problemas formaron una representación 
mental de dichos problemas en su memoria de trabajo (MT). El sistema cognitivo estableció 
correspondencias entre los elementos y acciones comunes a ambas situaciones (alineación y mapeo 
estructural). Como resultado, generaron un esquema común a ambos problemas y luego pudieron identificar 
un tercer problema como portador del mismo esquema (transfirieron). En los experimentos de seguimiento, 
Gick y Holyoak descubrieron que el acoplamiento de la actividad de comparación con una declaración 
verbal o un diagrama que destacaba los aspectos compartidos de las fuentes tenía un claro efecto positivo 
en la transferencia.   
El aprendizaje analógico basado en la comparación de ejemplos, mostró efectividad en la transferencia, 
sobre todo en procesos guiados de comparación. Comparar dos situaciones en las cuales subyace un mismo 
principio, puede promover la abstracción del esquema y luego transferirse a nuevas situaciones 
(Catrambone & Holyoak, 1989; Faries & Reiser, 1988; Gentner et al., 2003; Goldstone & Son, 2005; Kurtz 
& Loewenstein, 2007; Minervino et al., 2017). 
8   Aplicación a un caso de programación en Scratch 
Volviendo al planteo en la sección 3, acerca de la dificultad de los estudiantes para trabajar en los niveles 
de abstracción superior “del problema” y “del algoritmo”, se hace notar que este nivel se refiere a la 
representación del contexto del problema: las situaciones de la vida real cargadas con contenidos propios 
de cada dominio. Lo realmente difícil para los estudiantes es encontrar la estructura abstracta subyacente 
en cada dominio, porque se enfocan en los detalles del dominio. Precisamente, las investigaciones sobre 
razonamiento analógico en resolución de problemas han mostrado que la estructura abstracta se resalta al 
comparar situaciones de dominios distintos pero con estructura abstracta coincidente, de lo que inferimos 
que la técnica comparación de problemas podría también mejorar la captación de los aspectos estructurales 
en los problemas de programación, si se dedica un tiempo suficiente a analizar los problemas en su contexto, 
antes de pasar a la codificación. 
¿Cuántos problemas y qué distancia debe mediar entre los dominios? Cuanto mayor es la distancia entre 
dominios (más disímiles los escenarios) mayor es la nitidez del esquema abstracto formado. Por lo que una 
buena práctica sería presentar problemas diversos con estructura similar. Por el contrario, presentar 
problemas en un único dominio (por ejemplo, el dominio de las animaciones, donde todas las acciones son 
desplazamientos o transformaciones de sprites), dificulta al estudiante el pasaje a dominios distantes con 
posterioridad. 
Se tomará como ejemplo el problema de repetición simple, la estructura de repetición más básica en 
programación, que se presenta en la actividad “No me canso de saltar” disponible online (Factorovich & 
O’Connor, 2016, p. 30).  
En la actividad mencionada, se proponen dos ejemplos para un mismo tipo de problema, ambos en el 
entorno on line de Scratch. En el primer ejemplo, un personaje (el gato) ejecuta una acción cada vez que el 
estudiante se lo pide mediante una instrucción. El docente que guía la actividad le pide al alumno que piense 
cómo resolvería la situación, si el gato, en lugar de saltar 2 o 3 veces, tuviera que saltar 23 veces. El docente 
lo guía hacia la solución del problema que consiste en utilizar una estructura de iteración llamada repetir, 
que en Scratch se representa mediante un bloque visual. Esa solución, la inclusión de una estructura 
generalizadora “Repetir 23 veces”, en vez de escribir 23 veces la acción saltar. Éste sería un aprendizaje 
importante si, mediando un tiempo de separación entre dicha actividad y su oportunidad de aplicación, el 
estudiante lograra utilizar el mismo concepto en otro dominio. Por ejemplo, si se presentara a los alumnos 
un problema matemático, como el de generar la serie de Fibonacci con una iteración, existiría una gran 
diferencia entre los números y el escenario del gato, que haría improbable su aplicación. Los alumnos 
podrían resolver el problema por otra vía, no por analogía con el anterior. Sería altamente improbable que 
dedujeran la acción “repetir 81 veces la suma de los números anteriores” como consecuencia de haber 
utilizado previamente la acción del gato “repetir 23 veces saltar”.  
Se ha observado una dificultad en los estudiantes para pasar de un nivel de abstracción a otro, en especial 
del nivel del programa (nivel 2) al nivel de algoritmo (nivel 3), o del nivel del programa al nivel del 
problema (nivel 4) (Armoni, 2013; Hazzan, 2008; Perrenet, 2010). Por ejemplo, en este caso, los estudiantes 
que trabajan en Scratch observan que el personaje del gato salta varias veces, pueden comprender 
fácilmente que hay una acción ‘saltar’ que se ejecuta durante un tiempo determinado (nivel 1), que esa 
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ejecución se diferencia de la instrucción para saltar que escribe el programador (nivel 2). Luego ven la 
instrucción condensada en una estructura de repetición llamada REPETIR, y entienden que se trata de un 
programa porque ven la secuencia de estructuras visuales fácilmente comprensible, pero aparentemente, el 
nivel de abstracción es tan concreto (niveles 1 y 2) que no les permitiría una transferencia directa a otros 
problemas del mismo tipo, porque tendrían que haber comprendido el problema a un nivel superior, del 
algoritmo (nivel 3) o del problema (nivel 4) para poder transferir. Según Hazzan (2008), los estudiantes 
tenderán a bajar de nivel o a quedarse en un nivel bajo de concreción si no hay ayudas explícitas por parte 
del docente para ascender a un nivel de comprensión más abstracto. En este caso, podría esperarse que 
aunque los participantes comprendan el concepto de repetición en Scratch, no lo transfieran a la resolución 
de un problema matemático donde deben repetir una suma de números, a menos que hayan comprendido 
el sentido de la iteración en programación a nivel abstracto: la iteración se aplica cuando una acción se 
ejecuta un número tan elevado de veces que no es conveniente dar una instrucción para cada acción sino 
que debe utilizarse una instrucción generalizadora.  
Desde el punto de vista de los modelos del pensamiento analógico, son dos situaciones estructuralmente 
análogas, pero semánticamente distantes, la transferencia de conocimiento de una a la otra no está 
garantizada. Los alumnos pueden aprender un concepto en Scratch y no volver a aplicarlo cuando se 
enfrenten a la misma estructura de problema en un lenguaje como C o Java. 
Teniendo en cuenta que la mayoría de los alumnos usan la computadora sin guía docente, se beneficiarían 
con actividades de conceptualización en las que se realicen comparaciones entre problemas de dominios 
diversos (tan distantes como sea posible) antes de ser programadas en Scratch. Por ejemplo, los alumnos 
podrían comparar problemas utilizando parejas de dominios distantes, uno de los problemas podría 
pertenecer al dominio de las animaciones (e.g., repetir saltos, vueltas o sonidos), el otro problema podría 
pertenecer al dominio de las matemáticas (e.g., sumar series, acumular, ordenar), pero la estructura de las 
operaciones debe coincidir (e.g., repetición simple, repeticiones anidadas, árbol de decisiones, validaciones, 
ingreso de datos), de tal modo, que al comparar los problemas y sus soluciones los alumnos descubran la 
coincidencia estructural.  
9   Conclusiones 
Cuanto mayor es la carga de detalles superficiales en la información manipulada, mayor es la dificultad 
para percibir la estructura subyacente (lo común a todas las situaciones). Se sugiere que el alumno aprenda 
a comprender problemas del mundo real (de nivel elevado de abstracción), efectuando comparaciones entre 
problemas de estructura análoga, al tiempo que se vinculan con las estructuras algorítmicas 
correspondientes a sus soluciones, de modo tal que aprendan a categorizar situaciones al tiempo que 
aprenden a construir algoritmos. Caso contrario, si los alumnos comienzan jugando con algoritmos que 
exhiben una gran cantidad de información visual, sin una guía docente, se dificulta el pasaje a niveles 
elevados de abstracción.  
Por la gran accesibilidad de los medios tecnológicos, cuando los alumnos están motivados para aprender 
a programar, lo hacen interactuando con lenguajes visuales mucho antes de iniciar una carrera de grado en 
ciencias de la computación. Si estos lenguajes facilitan la construcción de programas pero obstaculizan la 
transferencia, es oportuno diseñar estrategias pedagógicas para facilitar la transición entre las nociones de 
programación aprendidas en la escuela media y los conceptos básicos necesarios en la universidad. Según 
los investigadores hay déficits en la abstracción a nivel de problema. Las investigaciones sobre 
razonamiento analógico han utilizado con éxito la comparación de problemas en distintos campos 
disciplinares. Se sugiere evaluar la posibilidad de utilizar la comparación de problemas para promover una 
elaboración más abstracta de los mismos, y aumentar el tiempo de trabajo de los alumnos en este nivel antes 
de pasar al código.  
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