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1  Einführung  
1.1 Theoretisch-konzeptioneller Hintergrund 
Sprache ist ein im menschlichen Gehirn enkodiertes bedeutungstragendes Kommunikations-
medium. Sie dient dem Austausch von Informationen mit und der flexiblen Anpassung des Ver-
haltens an eine veränderliche Umgebung. In den Kognitionswissenschaften wird angenommen, 
dass die Sprachfähigkeit, das heißt die Kompetenz der Produktion, des Verständnisses von 
Sprache sowie die Repräsentation von Gedankeninhalten, auf einer speziesspezifischen neuro-
nalen Informationsverarbeitung basiert (Berwick, Friederici, Chomsky & Bolhuis, 2013). Diese 
ermöglicht es, durch die rekursive Anwendung eines erlernten Regelwerks (z.B. lautkombinato-
rische (phonotaktische) Regeln sowie Regeln der Wort-, Phrasen- und Satzbildung) auf eine 
endliche Anzahl von Elementen (z.B. Laute, Silben und Worte) eine Vielzahl legaler und bedeu-
tungstragender Verknüpfungen (z.B. Laut- oder Silbensequenzen, Phrasen und Sätze) zu enko-
dieren (Berwick et al., 2013; Hauser, Chomsky & Fitch, 2002; Zatorre, Belin & Penhune, 2002).  
Hinsichtlich ihrer neurobiologischen Korrelate, die in Teilen in der vorliegenden Arbeit beleuch-
tet werden sollen, wird die Sprachfähigkeit nicht als Hirnfunktion verstanden, die einer einzel-
nen spezialisierten Hirnregion (modulare Organisation, z.B. Broca, 1861; Caramazza, 1984; Ge-
schwind, 1972; Wernicke, 1874) zuzuordnen ist, sondern als eine in distribuierten Netzwerken 
verankerte Informations- bzw. Signalverarbeitung (Mesulam, 1990, 1998) anerkannt. Obwohl 
davon auszugehen ist, dass einzelne Subprozesse (z.B. Repräsentation akustischer Merkmale)  
lokalen Neuronenpopulationen verschiedener Hirnregionen (z.B. auditorische Areale) zugeord-
net werden können (funktionelle Segregation) (Howard et al., 1996; Mesgarani, Cheung, John-
son & Chang, 2014), ergibt sich komplexes Verhalten (z.B. Sprachfähigkeit) erst aus der Integra-
tion neuronaler Signale zwischen eine Vielzahl von Neuronenpopulationen, die innerhalb eines 
Netzwerkes interagieren (funktionelle Integration) (Sporns, Chialvo, Kaiser & Hilgetag, 2004). 
Dabei wird die Manifestation kognitiver Hirnfunktionen in Netzwerken gemeinsam aktiver 
Neuronenpopulationen als veränderlich angenommen (Tononi, Edelman & Sporns, 1998). Dies-
bezüglich wird vermutet, dass eine zeitlich kohärente, synchrone Aktivierung von Neuronenpo-
pulationen ein funktionell zusammenhängendes Netzwerk definiert (funktionelle Kopplung) 
(Fox et al., 2005). Weiterhin wird davon ausgegangen, dass die Komponenten eines funktionel-
len Netzwerkes abhängig von den zu verarbeitenden Reizen und unter dem Einfluss abrufbarer 
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früherer Informationen, z.B. vorausgegangene Reize, Gedächtnisinhalte, regelhaftes Verhalten 
der Umgebung) in unterschiedlichen Konfigurationen wechselwirken (dynamische Interaktion). 
Von dieser flexiblen Interaktion nimmt man an, dass sie der Enkodierung relevanter Reizreprä-
sentationen in unterscheidbaren räumlich-zeitlichen Aktivierungsmustern (McIntosh, 2000; 
Singer, 2013) unter optimalem Einsatz neuronaler Ressourcen (energieeffiziente neuronale En-
kodierung, z.B. Attwell & Laughlin, 2001; Friston, 2010) dient. Als das neuroanatomische Sub-
strat funktioneller Kopplung weisen anatomische Faserverbindungen (strukturelle Konnektivi-
tät) darauf hin, dass gemeinsame Aktivierungsmuster zwischen direkt oder indirekt verbunde-
nen Hirnregionen eines Netzwerkes realisierbar sind und diese damit zu einer gemeinsamen 
Signalverarbeitung beitragen können (Honey, Kotter, Breakspear & Sporns, 2007; Sporns et al., 
2004)1.  
Entsprechend aktueller Studien umfassen anatomisch und funktionell definierte Sprachnetz-
werke links lateralisierte Regionen der temporo-parieto-frontalen Kortizes und deren Faserver-
bindungen (Axer, Klingner & Prescher, 2013; Frey, Campbell, Pike & Petrides, 2008; Friederici, 
2011; Friederici & Alter, 2004; Hickok & Poeppel, 2004, 2007; Parker et al., 2005; Rauschecker 
& Scott, 2009; Saur et al., 2008; Tomasi & Volkow, 2012). Diese durch verschiedene Methoden 
gut belegte neuroanatomische Basis von Sprachfunktionen fügt sich in das allgemein verbreite-
te Konzept ein, dass höhere kognitive Prozesse hauptsächlich neokortikal repräsentiert sind 
(Mesulam, 1990, 1998). Die scheinbare Prädominanz kortiko-kortikaler Netzwerke („kortiko-
zentrische Perspektive“) wird durch in gleichem Maße vorhandene reziproke kortiko-
subkortiko-kortikale Projektionen erweitert. Von diesen wird angenommen, dass sie die neuro-
anatomische Basis für einen Beitrag subkortikaler Strukturen, wie dem Thalamus, den Basal-
ganglien und dem Zerebellum, an höheren Hirnfunktionen bilden (Leiner, Leiner & Dow, 1986; 
Parvizi, 2009), der auch für die Sprachfähigkeit vermutet wird (Crosson, 2013; Kotz & Schwart-
ze, 2010; Kotz, Schwartze & Schmidt-Kassow, 2009; Marien et al., 2014; Schwartze & Kotz, 
2016). Diese vermutete Struktur-Funktionsbeziehung bildet den Rahmen der vorliegenden Ar-
beit, die in ihrem Ausblick mögliche dynamische Interaktionen in kortiko-kortikalen und kortiko-
subkortikalen Netzwerken bei der Verschlüsselung (Enkodierung) sensorischer Repräsentatio-
nen und der Vorhersage zukünftiger Information während der auditiven Sprachverarbeitung 
                                                        
1 
Zitat Sporns et al. (2004), S. 420: „If no path exists, no functional interaction can take place.” Deutsche Überset-
zung: Wenn kein Verbindungsweg vorhanden ist, kann keine funktionelle Interaktion stattfinden. 
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beleuchtet. Im Folgenden werden die für die Zielstellungen (Abschnitt 1.6) relevanten Vorarbei-
ten zur Charakterisierung von Sprache als zeitabhängiges akustisches Signal (Abschnitt 1.2), zur 
Enkodierung der spektrotemporalen Struktur und Vorhersagengenerierung in auditorischen 
(Ereignis-)Repräsentationen (Abschnitte 1.3 und 1.4) sowie der elektrophysiologischen Unter-
suchung dieser Verarbeitungsprozesse mittels Messung der Mismatch-Negativität (Abschnitt 
1.5) jeweils unter Berücksichtigung der vermuteten neuroanatomischen Substrate eingeführt.  
1.2 Charakterisierung von Sprache 
Die in komplexen akustischen Signalen enthaltenen Informationen ergeben sich kontinuierlich 
aus der zeitlichen Abfolge und veränderlichen Zusammensetzung physikalisch-akustischer Pa-
rameter (Zatorre et al., 2002). Die Beschreibung der formalen Struktur eines Schallereignisses 
bezieht sich hierbei auf die klangbestimmende Zusammensetzung des Signals aus Schallwellen 
verschiedener Frequenz zu einem bestimmten Zeitpunkt bzw. innerhalb eines Zeitintervalls. Als 
Medium der Informationsübertragung kann auch gesprochene Sprache entsprechend jener, die 
Lautidentität bestimmenden, relativen Lage und Transitionen ihrer Klang- und Geräuschmuster 
charakterisiert werden (Reetz & Jongman, 2011). Dabei handelt es sich um energiereiche Fre-
quenzbereiche (Formanten) und Turbulenzen, die durch die variable Konfiguration des Reso-
nanzraums bei der Artikulation erzeugt werden und zur Bedeutungsunterscheidung von 
Sprachsignalen beitragen (Ohala, 1983). Von besonderer Relevanz für die vorliegende Arbeit ist 
die zeitliche Dimension von Dauer und Übergängen dieser akustischen Parameter (spektrotem-
porale Struktur) sowie deren Enkodierung in auditorisch sensorischen Repräsentationen unter-
schiedlicher Granularität. Diese zeitliche Beschreibungsebene von Sprachsignalen unterscheidet 
im Wesentlichen Modulationen von (I) Amplituden-Hüllkurve (engl. amplitude envelope), (II) 
Periodizität und (III) Feinstruktur als informationstragende Elemente, die mit hohen oder gerin-
gen Fluktuationsraten auftreten (Rosen, 1992). Die (I) Amplituden-Hüllkurve umfasst dabei 
langsame Änderungen der Gesamtamplitude und die Dauer stimmloser Intervalle, welche sich 
in einem Zeitfenster von ca. 20 bis 500 ms (2-50 Hz) ereignen und u.a. Kontraste in Artikulati-
onsart und Stimmhaftigkeit von Konsonanten, Vokalunterschiede, Silben- und Wortgrenzen, 
aber auch prosodische Elemente, wie Silbenbetonung, Sprechrhythmus und -tempo kodieren. 
Die (II) Periodizität bezieht sich auf periodische und aperiodische Änderungen des Gesamtfre-
quenzspektrums von Vokalen und Konsonanten. Periodische Änderungen ereignen sich mit 
einer langsamen Fluktuationsrate (50-500 Hz, z.B. in Vokalen oder stimmhaften Konsonanten) 
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gegenüber aperiodischen Änderungen, die mit einer schnellen Rate (5-10 kHz, z.B. in Frikativen) 
auftreten und dabei Stimmhaftigkeit, Artikulationsart und ebenso prosodische Informationen 
enkodieren. Letztere ergeben sich dabei aus Modulationen periodischer Fluktuationsraten, in 
deren Folge Änderungen der Grundfrequenz in einer Variation des empfundenen Tonhöhenver-
laufs (Intonation) resultieren, die wiederum eine Rolle bei der Wahrnehmung der Akzentuie-
rung von Silben so wie der Satzmelodie spielen. Die (III) Feinstruktur beschreibt schnelle Ände-
rungen der Schallwellenform, die in einem sehr kurzen Zeitfenster von < 2 ms (> 600 Hz) ent-
stehen und unter anderem schnelle Übergänge des Frequenzspektrums 
(Formantentransitionen) umfasst. Die Feinstruktur kodiert in erster Linie Artikulationsort, -art 
und Stimmhaftigkeit (phonetische Kontraste)2. Von Bedeutung ist, dass sowohl langsame und 
schnellere Änderungen akustischer Parameter zur Unterscheidung von Betonung, Prosodie, 
Artikulationsart und Stimmhaftigkeit beitragen, indem diese sprachlichen Unterschiede eine 
mehrfache Korrespondenz mit den in kurzen und langen Zeitfenstern enkodierten (siehe Ab-
schnitt 1.3) Modulationen des Eingangssignals aufweisen. Eine redundante Enkodierung fehlt 
hingegen vermutlich für den sprachlichen Kontrast des Artikulationsortes (z.B. stimmloser bila-
bialer [p] gegenüber alveolarem [t] Plosiv), so dass die Analyse schneller Transition der spektra-
len Feinstruktur von herausragender Wichtigkeit für die Unterscheidung des Artikulationsortes 
und damit für die Wahrnehmung der Lautidentität zu sein scheint (Rosen 1992, Hazan & Rosen 
1991, Kishon-Rabin & Nir-Danker 1999, Sheft et al. 2008).  
1.3 Enkodierung spektrotemporaler Struktur 
Um auf den Bedeutungsgehalt gesprochener Sprache zugreifen zu können, geht man davon 
aus, dass die o.g. charakteristischen, sich als Funktion der Zeit ändernden, akustischen Merkma-
le einer spezifischen Verarbeitung unterliegen. Die Psychophysik/-akustik der Wahrnehmung 
umfasst die Transformation akustischer Signale in neuronale Aktivität (physikalisch-
physiologischer bzw. sensorisch-neuronaler Erregungsprozess) und deren Enkodierung in hin-
                                                        
2
 Die Phonologie unterscheidet phonemische und phonetische Kontraste. Unter Letzteren versteht man konkrete 
wahrnehmbare artikulatorische und akustische Unterschiede des hörbaren Sprachsignals, wohingegen sich Erstere 
auf die Kodierung lexikalischer Unterschiede (Bedeutungsunterschiede bzw. Lautidentität) durch kontrastive Pho-
neme innerhalb eines Sprachsignals bezieht (z.B. Boden gegenüber Boten). 
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reichend detaillierten Reizrepräsentationen3 von Lauten und Silben, die für nachfolgende men-
tale Prozesse zur Verfügung stehen (Boemio, Fromm, Braun & Poeppel, 2005; McIntosh, 2000; 
Poeppel, 2003; Singer, 2013; Zatorre & Belin, 2001; Zatorre et al., 2002; Zatorre & Gandour, 
2008). Ein neuro-funktionelles Konzept für die Erfassung sprachrelevanter Informationen auf 
Laut- und Silbenebene, das die Änderung akustischer Merkmale auf multiplen Zeitskalen (Ro-
sen, 1992) berücksichtigt, liefert das Modell des „Asymmetric Sampling in Time“ (AST) (Boemio 
et al., 2005; Poeppel, 2003). Dem AST zufolge wird dem linken Temporalkortex die bevorzugte 
Verarbeitung sich in kurzen Zeitfenstern (20-50 ms) ändernder (sub-)segmentaler akustischer 
Information (Lautebene) zugeschrieben. Dem gegenüber integriert der rechte Temporalkortex 
bevorzugt in längeren Zeitfenstern (150-250 ms) auftretende, suprasegmentale Informationen 
(Silben-, Wort- und Satzebene). In diesem Zusammenhang wird vermutet, dass Änderungen 
spektraler Eigenschaften (z.B. Beginn oder Übergänge des Frequenzspektrums) aufeinanderfol-
gende Zeitfenster initiieren, die das kontinuierliche akustische Signal in bedeutungsrelevante 
Stimuluselemente gliedern und in einheitlichen auditorisch sensorischen Repräsentation der 
spektrotemporalen Struktur4 des Eingangssignals resultieren (Weise, Bendixen, Muller & 
Schröger, 2012; Yabe et al., 1998). Es wird weiterhin davon ausgegangen, dass der simultanen 
und gleichzeitig in ihrer Verarbeitung getrennten Extraktion segmentaler und suprasegmentaler 
Information aus dem akustischen Signal letztlich eine Verknüpfung dieser Information in einem 
integrierten Perzept folgt, dass die Wahrnehmung von Sprache als solches ermöglicht (Chait, 
                                                        
3
 In der Neurobiologie beschreiben die Begriffe Transformation und Enkodierung neuronaler Repräsentation die 
Art und Weise, mit welcher die physikalischen Informationen (z.B. Schallwellen des Sprachsignals) der Umwelt 
(engl. external state) für das zentrale Nervensystem erfassbar werden indem sie den inneren Systemzustand (engl. 
internal state) ändern. Der Begriff Transformation fokussiert dabei eine unveränderte identitätserhaltende Abbil-
dung physikalischer Stimuluseigenschaften in neuronalen Aktivitätsmustern (z.B. in den Neuronen der aufsteigen-
den Hörbahn). Dementgegen berücksichtigt der Begriff neuronale Repräsentation, dass der innere Systemzustand 
keine unveränderte Abbildung der Umwelt ist, sondern durch Verschlüsselung eines Kodes (i.e. Enkodierung) in 
Form zeitlich und räumlich organisierter neuronale Aktivitätsmuster relevante Eigenschaften (Merkmale, engl. 
features) der Umwelt in abstrahierter (einheitlicher) Form in höheren kortikalen Arealen abgebildet werden 
(Sharpee et al., 2011; Webb, 2006). 
4
 In der vorliegenden Arbeit bezieht sich der Begriff „Repräsentation spektrotemporaler Struktur“ auf die Enkodie-
rung zeitveränderlicher akustischer Merkmale innerhalb eines Zeitintervalls (spektrale Zusammensetzung als Funk-
tion der Zeit) angemessener Dauer, welches einerseits die unterschiedlichen Zeitskalen, auf denen sich relevante 
Merkmalsänderungen ereignen, berücksichtigt und andererseits in zeitlichem Bezug zu Merkmalsänderungen (z.B. 
Übergänge des Frequenzspektrums) des Eingangssignal steht.  
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Greenberg, Arai, Simon & Poeppel, 2015; Giraud et al., 2007; Giraud & Poeppel, 2012). Giraud 
und Poeppel (2012) gehen basierend auf einem Computermodell neuronaler Mikroschaltkreise 
davon aus, dass endogene Oszillationen der temporalen Kortizes zu einer Auftrennung akusti-
scher Signale entsprechend ihrer Elemente (Silben, Phoneme) führen. Diese Auftrennung ist 
möglich indem Oszillationen, d.h. periodische elektrische Variationen neuronaler Aktivität wel-
che unterschliche Erregbarkeitsniveaus reflektieren (Buzsaki & Draguhn, 2004), jeweils Phasen 
höherer Erregbarkeit an die informationstragenden Abschnitte des Eingangssignals anpassen 
(engl. stimulus-brain alignment). Dabei ermöglicht die Synchronisation von Theta-Oszillationen 
(1-8 Hz) mit der Amplituden-Hüllkurve und darin eingebettet (engl. theta-gamma nesting) ein 
Angleich von Gamma-Oszillation (25-35 Hz) mit Periodizität und Feinstruktur eine präzise und 
effiziente Enkodierung aufeinander folgender Silben und Laute in Segmenten geeigneter zeitli-
cher Granularität5.  
Hinsichtlich ihrer neuroanatomischen Korrelate wird entsprechend des von Hickok und Poeppel 
postulierten Zwei-Schleifen-Modells (2004, 2007) angenommen, dass die Verarbeitung gespro-
chener Sprache zunächst einer Analyse akustischer Merkmale (i.e. spektrotemporale Analyse) 
in den auditorischen Kortizes und dem Planum temporale unterliegt. Nachfolgend kommt es zu 
einer Repräsentation von Lauten (i.e. phonologische Repräsentation) in den mittleren und pos-
terioren Anteilen des Sulcus temporalis superior. Nach diesen Verarbeitungsschritten erfolgt 
die weitere Prozessierung des Sprachsignals in getrennten Bahnen, die einerseits einen Zugriff 
auf den Bedeutungsgehalt (i.e. ventraler Verarbeitungsweg) und andererseits die Produktion 
von Sprache (i.e. dorsaler Verarbeitungsweg) ermöglichen (Hickok & Poeppel, 2004, 2007). Ent-
gegen dieser Trennung von Repräsentationen spektrotemporaler und phonologischer Informa-
tionen konnte jüngst in einer Studie gezeigt werden, dass lokale Neuronenpopulationen des 
superior temporalen Gyrus Lautklassen (z.B. Nasale, Plosive, Frikative) bis hin zu spezifischen 
akustischen Merkmalsunterschieden (Artikulationseigenschaften, z.B. Artikulationsort, Stimm-
haftigkeit) enkodieren. Mittels Elektrokortikographie wurde nachgewiesen, dass diese räumlich 
                                                        
5
 Unter der Prämisse einer Enkodierung unter optimalem (effizientem) Einsatz neuronaler Ressourcen (i.e. das 
Erzielen einer hinreichend detaillierten Repräsentation unter geringstmöglichem Energieaufwand) ermöglicht die 
Aufteilung des Signals in Einheiten unterschiedlicher Größe und mithin ausreichend spektrotemporaler Detailin-
formation einerseits die Wahrnehmung bedeutungsrelevanter sprachlicher Unterschiede sowie andererseits eine 
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getrennten Repräsentationen einer Anpassung des Verhaltens von Neuronenpopulationen 
(engl. spectro-temporal receptive fields) an die jeweils charakteristische spektrotemporale 
(Laut-)Struktur (siehe Abschnitt 1.2) zuzuschreiben war (Mesgarani et al., 2014). Aus dieser Un-
tersuchung geht hervor, dass nicht individuelle Einzellaute, sondern gemeinsame Merkmale des 
akustischen Eingangssignals enkodiert werden, welche sich innerhalb relativ kurzer Zeitfenster 
ereignen (siehe Abschnitt 1.2) und abgrenzbare Lautgruppen (z.B. labiale gegenüber alveolaren 
Plosiven) beschreiben. Dieses Ergebnis unterstützt die Annahme, dass eine Zerlegung des Ein-
gangssignals in relevante Abschnitte geeigneter Granularität der einheitlichen Repräsentation 
unterscheidungsrelevanter Information auf Lautebene dient und die Aktivierung der jeweiligen 
Neuronenpopulationen der Wahrnehmung von Lautkategorien unterliegen könnte. 
Die im vorangegangen Abschnitt eingeführten Annahmen der bevorzugten links- bzw. rechts-
hemisphärischen Enkodierung spektrotemporaler Struktur in auditorisch sensorischen Reprä-
sentationen unterschiedlicher Granularität finden ihre Begründung einerseits in der Natur des 
Sprachsignals selbst (Abschnitt 2.1) und andererseits in der Beobachtung einer selektiven Be-
einträchtigung unterschiedlicher Patientenpopulationen, akustische Informationen in kürzeren 
oder längeren Zeitfenstern wahrzunehmen. Die früheste Evidenz des zeitlichen Auflösungsver-
mögens auf kurzen Zeitskalen geht auf Untersuchungen an Schlaganfallpatienten zurück, in 
denen gezeigt werden konnte, dass infolge von Schädigungen des linken Temporallappens Defi-
zite auftreten, die zeitliche Abfolge einer Tonsequenz zu identifizieren (Ordnungsschwelle, sie-
he Abschnitt 2.3.2) (Efron, 1963; Swisher & Hirsh, 1972). Weiterhin zeigen diese Patienten eine 
eingeschränkte Unterscheidbarkeit (Diskriminationsschwelle) für sich aus schnellen Tonfolgen 
zusammensetzende Reizmuster (engl. micropattern, siehe Abschnitt 2.3.2) (Chedru, Bastard & 
Efron, 1978). Außerdem konnte bei Patienten mit einer Aphasie infolge linkshemisphärischer 
Läsionen ein Zusammenhang zwischen gesteigerten Ordnungsschwellen und einer einge-
schränkten Fähigkeit, auf kurzen Zeitskalen identifizierbare Unterschiede in der Stimmhaftigkeit 
zweier Konsonanten wahrzunehmen, hergestellt werden (Fink, Churan & Wittmann, 2006). Da-
rüber hinaus ist bekannt, dass an Dyslexie leidende Patienten, bei denen eine verminderte 
linkshemisphärischen Spezialisierung für schnelle Gamma-Oszillationen vermutet wird 
(Lehongre, Morillon, Giraud & Ramus, 2013), Wahrnehmungsdefizite für sich im Bereich von 
Millisekunden ändernder, sprachlicher (Lautidentifizierung) und nicht-sprachlicher (Tonfolgen) 
Informationen aufweisen (Reed, 1989). Im Gegensatz hierzu konnte bei Patienten mit rechts-
hemisphärischen im Hirninfarkten eine Verarbeitungsstörung für in längeren Zeitfenstern vari-
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ierende suprasegmentale prosodische Informationen (Heilman, Scholes & Watson, 1975; Tu-
cker, Watson & Heilman, 1977; Weintraub, Mesulam & Kramer, 1981) oder für Musik (Samson, 
Zatorre & Ramsay, 2002; Warrier & Zatorre, 2004) nachgewiesen werden.  
1.4 Enkodierung von Vorhersagen formaler und temporaler Struktur 
Von zentraler Bedeutung ist - neben der Unterscheidung sprachlicher Informationen auf dem 
Boden auditorisch sensorischer Repräsentationen in unterschiedlich langen Zeitfenstern - die 
Generierung von Vorhersagen über Art (formale Vorhersage, Stimulusidentität) und zeitliche 
Struktur (temporale Vorhersage, sequentielle/zeitliche Relation) zukünftiger Information aus 
dem regelhaften Verhalten vorausgegangener Information. Es wird dabei vermutet, dass Vor-
hersagen der Repräsentation des Eingangssignales in Form einer Verknüpfung konsekutiver 
Stimuluselemente, d.h. in zeitlicher Relation stehende Segmente bedeutungsrelevanter Infor-
mationen6, dienen (Schröger et al., 2014; Winkler & Schröger, 2015). Die Annahme dieser sog. 
Ereignisrepräsentationen soll im Folgenden hergeleitet werden. 
1.4.1 Vorhersagenenkodierung in Vorwärtsmodellen 
Es wird allgemeinhin davon ausgegangen, dass während sensorischer oder kognitiver Verarbei-
tungsprozesse fortlaufend Vorhersagen über die Zukunft generiert werden (engl. predictive 
coding), die auf der Kenntnis zurückliegender Ereignisse basieren und Vorhersagefehler (engl. 
prediction error) die nachfolgende Verarbeitung beeinflussen. Im Wesentlichen soll diese Ver-
arbeitung der Selektion und effektiven Enkodierung relevanter sensorischer Repräsentationen 
in einer veränderlichen Umgebung und der Detektion unerwarteter Abweichungen dienen 
(Bubic, von Cramon & Schubotz, 2010; Engel, Fries & Singer, 2001). Obwohl keine einheitliche 
Auffassung über die zugrundeliegenden neurobiologischen Prozesse der prädiktiven Informati-
onsverarbeitung existiert, wird entsprechend einer verbreiteten Theorie der Bewegungskon-
                                                        
6
 Beispiele für die Bedeutung zeitlicher Information wie der Abfolge oder der zeitlichen Beziehung akustischer 
Ereignisse finden sich in der sequentiellen Anordnungen von Silbenfolgen (z.B. in „Haus-rat“ vs. „Rat-haus“), Laut-
folgen (z.B. in „Ampel“ vs. „Lampe“ vs. „Palme“) oder den Bedeutungsunterschiede enkodierenden 
Formantenübergängen (z.B. lange bzw. kurze Zeitdauer bis zum Einsatz der Stimme (engl. voice onset time) der 
stimmlosen bzw. stimmhaften Laute [t] vs. [d] in „Bo-ten“ vs. „Bo-den“) (Ackermann et al., 1997; Grimm, 2009). 
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trolle angenommen, dass in sog. internen Vorwärtsmodellen die zukünftigen sensorischen Kon-
sequenzen, die einer Bewegung folgen, vorhergesagt werden. Das Konzept der Vorwärtsmodel-
le umfasst diesbezüglich eine neuronale Repräsentation der gegenwärtigen Eigenschaften des 
(senso-)motorischen Systems (Istzustand) und eine nachvollzogene erwartete Zustandsände-
rung des Systems (Schätzung sensorischer Konsequenz, Folgezustand) infolge eines Bewe-
gungsbefehls. Vorhersagen basieren dabei vermutlich auf einer Integration des Istzustandes mit 
der Kenntnis des physiologischen Verhaltens eines biologischen Systems unter einem gegebe-
nen Bewegungsbefehl (z.B. Bewegungsausmaß oder Lageänderung), von dem man annimmt, 
dass es in Form einer Repräsentation von Eigenschaften des Bewegungsapparats in einem in-
ternen Modell enkodiert ist (Wolpert, Ghahramani & Jordan, 1995; Wolpert & Miall, 1996). Als 
deren neuronales Korrelat wird von Shadmehr und Kollegen (2008, 2010) vereinfacht ange-
nommen, dass in einem kortiko-subkortikalen Netzwerk basierend auf Signalen der (prä-)mo-
torischen und sensorischen Kortizes im Zerebellum interne Vorwärtsmodelle enkodiert und 
werden, die Vorhersagen generieren und Verhalten korrigieren. Im parietalen Kortex findet 
dabei vermutlich eine Integration der vorhergesagten Informationen mit der tatsächlichen Ein-
gangsinformation statt, um den Effekt motorischer Befehle auf den Systemzustand und damit 
einhergehend mögliche Abweichungen zu schätzen. Den Basalganglien wird eine Bewertung 
der Umsetzung eines motorischen Befehls zugeschrieben, die letztlich in (prä-)motorischen Kor-
tizes unter Berücksichtigung relevanter Abweichungen in der Ausführung oder Unterdrückung 
des Befehls resultieren (Shadmehr & Krakauer, 2008; Shadmehr, Smith & Krakauer, 2010). 
Maßgeblich in diesem Zusammenhang ist die Vermutung, dass das anteriore Zerebellum, parie-
tale somatosensorische und visuelle Assoziationskortizes zur Integration vorhergesagter mit 
tatsächlicher sensorischer Information sowie zur Generierung von Fehlersignalen auf der Basis 
von Vorwärtsmodellen beitragen und infolgedessen kontinuierlich Bewegungstrajektorien wäh-
rend ihrer Ausführung adjustiert werden können (Desmurget & Grafton, 2000). Als mögliches 
Substrat dieser funktionellen parieto-zerebellären Interaktion findet sich eine reziproke Kon-
nektivität zwischen dem parietalen Kortex, der zerebelläre Signale über thalamische Projektio-
nen empfängt (Clower, West, Lynch & Strick, 2001) und dem Zerebellum, das in der entgegen-
gesetzten Richtung mit den somatosensorischen Assoziationskortizes über kortiko-pontine Pro-
jektionen Verbindungen aufweist (Übersichtsarbeit von Schmahmann & Pandya, 1997).  
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Die Adaptation des Konzeptes der prädiktiven Informationsverarbeitung (prädiktive Modellie-
rung) für sensorische Verarbeitungsprozesse postuliert in Analogie eine Integration des Istzu-
stands der wahrgenommen Umgebung (Repräsentation sensorischer Information) mit den 
Kenntnissen vorangegangener Informationen bzw. des nicht-zufälligen, regelhaften Verhaltens 
der sensorischen Umgebung (z.B. zulässige Lautfolgen gesprochener Sprache), die in Repräsen-
tationen vorangegangener Ereignisse (i.e. mentales Modell7 der Umgebung) enkodiert sind. Es 
wird vermutet, dass die Vorhersage des Folgezustande eines Systems in Form von Ereignisre-
präsentationen der Art (formale Vorhersage) und des Zeitpunktes des Auftretens bzw. Relation 
(temporale Vorhersage) erwarteter sensorischer Ereignisse die Verarbeitung zukünftiger Infor-
mationen optimieren und damit eine verbesserte Wahrnehmung8 ermöglicht (Übersichtsarbeit 
von Bubic et al., 2010). Vereinfacht kann davon ausgegangen werden, dass die zugrunde lie-
genden Prozesse jene an einer Funktion beteiligte Hirnregionen oder Netzwerke in Erwartung 
einer eingehenden sensorischen Information in einen optimalen Zustand versetzen (z.B. durch 
Phasensynchronisation von Oszillationen bzw. Anpassung des Niveaus neuronaler Erregbarkeit) 
und damit zu einer Selektion und effektiven (wenig Ressourcen benötigenden) Verarbeitung 
selbiger führen (Engel et al., 2001). Vorhersagen reduzieren dementsprechend den Verarbei-
tungsaufwand, der für eine erwartete (und damit bekannte) Information benötigt wird. De-
mentgegen stehen im Fall eines Vorhersagefehlers für die Verarbeitung unerwarteter (potenti-
ell wichtiger) Informationen mehr Ressourcen zur Verfügung, die eine detaillierte Evaluierung 
der neuen Eingangsinformation ermöglichen (Übersichtsarbeiten von Bubic et al., 2010; Van 
Petten & Luka, 2012; Winkler & Schröger, 2015). 
                                                        
7
 Im Folgenden wird der Begriff des mentalen Modells verwendet, um die aus der Motorik hervorgehenden inter-
nen Modelle von neuronalen Repräsentationen rein sensorischer oder kognitiver Prozesse abzugrenzen. 
8 
Prozess und Bedeutung der prädiktiven Modellierung (p.M.) beziehen sich auf die „Fähigkeit unseres Wahrneh-
mungssystems, aus mentalen Modellen Vorhersagen (Prädiktionen) abzuleiten, die […] Wahrnehmungsprozesse 
maßgeblich beeinflussen. […] Die Modelle werden durch Minimierung der Fehler kontinuierlich verbessert (und) 
[…] der Vorhersagefehler an die jew. nächste Verarbeitungsebene weitergegeben. So gesehen kann – im Extremfall 
– Wahrnehmung auf diesen Vorhersagefehler reduziert werden. Demnach nehmen wir das wahr, für das wir keine 
Vorhersage treffen konnten; was das System schon «weiß», muss nicht mehr wahrgenommen werden (Anm. d. 
Autorin: Erwartete Reize unterliegen einer reduzierten Reizverarbeitung). […] P.M. ermöglicht u.a. die flexible 
Zuweisung von Aufmerksamkeit […].“ Zitat: Schröger, E. (2014). Prädiktive Modellierung. In M. A. Wirtz (Hrsg.), 
Dorsch – Lexikon der Psychologie (17. Aufl., S. 1287). Bern: Verlag Hans Huber. 
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1.4.2 Enkodierung auditorischer Ereignisrepräsentationen 
In ähnlicher Weise wird für die Verarbeitung akustischer Informationen vermutet, dass die im 
vorangegangen Abschnitt eingeführten auditorisch sensorischen Repräsentationen zur Generie-
rung von Vorhersage zukünftiger akustischer Ereignisse beitragen (Übersichtsarbeiten von 
Näätänen, Kujala & Winkler, 2011; Näätänen & Winkler, 1999; Winkler & Schröger, 2015). In 
diesem Zusammenhang wurde von Winkler und Schröger (2015) das Konzept eines sich aus 
verschiedenen Verarbeitungsprozessen zusammensetzenden Systems, dass der Generierung 
auditorischer Ereignisrepräsentationen dient (AERS, engl. Auditory Event-Representation Sys-
tem), vorgeschlagen. Im Gegensatz zu auditorisch sensorischen Repräsentation, welche die Än-
derung spektrotemporaler Eigenschaften des akustische Eingangssignals innerhalb eines gege-
benen Zeitintervalls enkodieren, spezifizieren Ereignisrepräsentationen zusätzlich bedeutungs-
tragende zeitliche oder sequentielle Relationen dieses Ereignisses in Bezug zu vorausgegangen 
Ereignissen der akustischen Umgebung entlang einer Zeitachse. Es wird angenommen, dass in 
einem mentalen Modell Repräsentationen des regelhaften Verhaltens der Umgebung in Form 
akustischer Regelmäßigkeiten (z.B. Töne gleicher Frequenz, gleichen Ortes, Dauer, Abstand, 
Folge Lauten oder Silben) generiert werden. Basierend auf diesen Regelrepräsentationen der 
akustischen Umgebung werden Vorhersagen über zukünftig erwartete akustische Informatio-
nen getroffen, die einerseits die Enkodierung neuer auditorisch sensorischer Repräsentationen 
lenken sowie andererseits mit diesen abgeglichen werden und bei Abweichung eine Aktualisie-
rung des mentalen Modells nach sich ziehen. Das Ergebnis dieses Vergleichsprozesses ist eine 
Verknüpfung des eigenständigen akustischen Ereignisses (z.B. Repräsentation eines Lautes) zu 
einer zusammenhängenden auditorischen Ereignisrepräsentation, die jenes Ereignis in seinem 
auditorischen Kontext und damit auch in seiner zeitlichen Relation (temporale Struktur) zu an-
deren Ereignissen (z.B. Lautfolge) beschreibt (Winkler & Schröger, 2015). Anders formuliert 
unterstützt der Abgleich zwischen bereits vorhandender (bekannter) Information und dem Ein-
gangssignal in ihrem Ergebnis die Erfassung zukünftiger Information, indem Vorhersagen über 
die formale und temporale Struktur eine effiziente Reaktion auf Änderungen der Identität, des 
Auftretenszeitpunktes oder deren Relation ermöglichen (Schwartze, 2012; Schwartze, Farrugia 
& Kotz, 2013; Schwartze, Rothermich, Schmidt-Kassow & Kotz, 2011; Winkler & Schröger, 
2015). Diesbezüglich konnte eine vorausgegangene Studie am Beispiel englischer Worte (z.B. 
formula) verglichen mit Pseudoworten (engl. formubo) zeigen, dass sprachliche Informationen 
(formale Struktur) auf der Basis einer Folge vorausgegangener Ereignisse prinzipiell vorherge-
  
 
1  Einführung 1.4 Enkodierung von Vorhersagen formaler und temporaler Struktur 
 
 12  
 
sagt werden können (formu* generiert Vorhersagen für auditorisch sensorische Repräsentation 
der Silbe *la und Vorhersagefehler für *bo). Der Unterschied zwischen einem vorhergesagten 
Eingangssignal und dem tatsächlichen Eingangssignal wird dabei in superior temporalen Hirnre-
gionen evaluiert (Gagnepain, Henson & Davis, 2012). In weiteren Studien konnte für nicht-
sprachliche Information (Tonfolgen) nachgewiesen werden, dass unabhängig von spezifischen 
Vorhersagen der Identität eines erwarteten Tones, Vorhersagen über die Zeitdauer oder zeitli-
che Abfolge (temporale Struktur) eines Elements einer Sequenz in Relation zu den übrigen Ele-
menten generiert werden (Grimm & Schröger, 2007; Saarinen, Paavilainen, Schröger, 
Tervaniemi & Näätänen, 1992; Schröger, 1994; Schröger, Tervaniemi & Näätänen, 1995; 
Schröger, Tervaniemi, Wolff & Näätänen, 1996; Tervaniemi, Radil, Radilova, Kujala & Näätänen, 
1999; Winkler & Schröger, 1995).  
Bezüglich der zugrunde liegenden Verarbeitungsprozesse und neuroanatomischen Korrelate 
der Generierung von Vorhersagen wird vermutet, dass die bereits im Abschnitt 1.3 erwähnten 
relevanten Änderungen akustischer Merkmale (segmentale Transitionen, Variationen der 
spektralen Zusammensetzung) dazu beitragen, das kontinuierliche Eingangssignal innerhalb der 
auditorischen Kortizes zu unterteilen und eine Enkodierung einheitlicher auditorisch sensori-
scher Repräsentationen ermöglichen (Boemio et al., 2005; Weise et al., 2012). In diesem Zu-
sammenhang gehen Schwartze und Kollegen (2012) davon aus, dass die Verarbeitung der ver-
änderlichen spektralen Struktur einer simultanen Extraktion der zeitlichen Struktur von Ereig-
nissen bedarf, welche relevante Merkmalsänderungen des Eingangssignals in Form zeitlicher 
Ereignismarkierungen (engl. temporal event markers) enkodiert. Dem Zerebellum wird dabei 
die Extraktion ebendieser zeitlichen Struktur und das Signalisieren relevanter Änderungen des 
Eingangssignals über kortiko-zerebello-thalamo-kortikale Projektionen an die verarbeitenden 
frontalen sowie temporalen Hirnregionen zugeschrieben (Schwartze et al., 2012), die wiederum 
der Generierung von Ereignisrepräsentationen und der zusammenhängenden Integration einer 
Folge von Ereignissen dienen könnten (Schwartze und Kotz, 2016). Bezogen auf mögliche korti-
ko-zerebelläre Interaktionen spiegelt dabei interessanterweise eine umgekehrte links über 
rechts zerebelläre Präferenz für langsame (Musik) verglichen mit schnellen Modulationen 
(Sprache) (Callan, Kawato, Parsons & Turner, 2007) die kortikale Asymmetrie für Informationen 
auf unterschiedlichen Zeitskalen (Boemio et al., 2005; Poeppel, 2003) sowie die typischerweise 
gekreuzte kortiko-zerebelläre Konnektivität wieder. Darüber hinaus konnte kürzlich eine Unter-
suchung nachweisen, dass Schädigungen des Zerebellums eine Störung der Enkodierung der 
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temporalen Struktur akustischer Ereignisse nach sich ziehen und bei unerwarteten Abweichun-
gen selbiger die Aktualisierung des mentalen Modells der Umgebung beeinträchtigen (Kotz, 
Stockert & Schwartze, 2014). Dies unterstützt die Vermutung, dass kortiko-subkortikale mit 
kortiko-kortikalen Netzwerke interagieren, um formale und temporale Struktur zu repräsentie-
ren sowie mentale Modelle der Umgebung unterhalten, aus denen Vorhersagen über zukünfti-
ge Ereignisse generiert werden können (Kotz & Schwartze, 2010). Im Kontext der Sprachverar-
beitung soll der Mechanismus einer zerebellären Enkodierung ereignisbasierter Repräsentatio-
nen der temporalen Struktur verarbeitende Kortexareale auf die Integration des Eingangssig-
nals vorbereiten. Diese Vorbereitung auf dem Boden erfasster Regelmäßigkeiten basiert auf der 
Generierung von Vorhersagen, welche Integrationsprozesse in frontalen Kortexarealen über 
eine Modulation oszillatorischer Aktivität optimieren. Letztere scheinen dabei in erster Linie auf 
Ereignisse, die mit einer Rate um ~ 4 Hz (Silbeneben) auftreten, begrenzt zu sein (Schwartze & 
Kotz, 2016). Unklar ist dabei, ob das Zerebellum darüber hinaus unmittelbar an der Enkodie-
rung zeitlicher Struktur und einer Vorhersagengenerierung auf Lautebene (~ 40 Hz) beteiligt ist. 
1.5 Elektrophysiologische Untersuchung auditiver Verarbeitungsprozesse 
Die Generierung von Vorhersagen auf verschiedenen Zeitskalen kann mit experimentellen Pa-
radigmen untersucht werden, welche Vorhersagen auf der Basis unterschiedlich manipulierten 
Materials (s. Abschnitt 2.3.1) bewirken. Mit Hilfe von einerseits von der Erwartung abweichen-
der und andererseits erwartungskonformer Eingangssignale können Verarbeitungsunterschiede 
überprüfen werden. Objektivierbar werden diese beispielsweise durch elektrophysiologische 
Indikatoren, die im Folgenden in Hinblick auf die in der vorliegenden Arbeit untersuchten Mis-
match-Negativität, einer Komponente ereigniskorrelierter Potentiale (EKP, zur Methode siehe 
Abschnitt 2.4), eingeführt werden sollen.  
1.5.1 Mismatch-Negativität: Vorhersagenenkodierung und Regelverletzungen  
Die erstmals von Näätänen und Kollegen (1978) beschriebene Mismatch-Negativität (Mismatch 
Negativity, MMN) ist eine negative endogene Komponente des auditorischen (visuellen, soma-
tosensorischen und olfaktorischen) EKPs (Näätänen, Paavilainen, Rinne & Alho, 2007). Das audi-
torische EKP ist eine infolge akustischer Reize in Form einfacher Töne, komplexer Reizmuster 
bis hin zu Sprachstimuli auftretende Potentialantwort, welche aus den obligaten aufgaben- und 
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aufmerksamkeitsunabhängigen Komponenten P1, N1 und P2 (Hillyard & Kutas, 1983) besteht 
(siehe auch Abschnitt 2.4). Im Gegensatz zu diesen durch den Reiz selbst hervorgerufenen 
Komponenten tritt die MMN nur dann auf, wenn ein Reiz von einer sonst regelmäßig oder wie-
derholt auftretenden vorangegangenen Stimulation abweicht. Die MMN, die typischerweise 
eine frontozentrale Topographie zeigt und mit einer Gipfellatenz zwischen 100 und 250 ms 
nach einer Abweichung auftritt, berechnet sich dabei aus der Differenz der Antwortpotentiale 
auf ebendiese regelmäßigen Standardreize und dem selten und unerwartet auftretenden ab-
weichenden Deviantreiz (Näätänen, 1992, 1995; Picton, Alain, Otten, Ritter & Achim, 2000; 
Sams, Paavilainen, Alho & Näätänen, 1985). Eine Merkmalsabweichung (engl. mismatch) kann 
dabei aus einer Änderung akustischer Parameter (z.B. Frequenz, Intensität, Dauer oder Fehlen 
eines Reizes), aber auch aus der Verletzung einer zuvor durch die Standardstimuli etablierten 
abstrakten Regel resultieren (Übersichtarbeit von Näätänen et al. 2007). Das Auftreten einer 
MMN wird im Zusammenhang eines auf neuronaler Ebene stattfindenden automatischen, auf-
merksamkeitsunabhängigen Vergleichsprozesses interpretiert. In diesem Rahmen kommt es 
zunächst zu einer in der N1-Komponente (siehe auch Abschnitt 2.4) reflektierten Umwandlung 
der physikalisch-akustischen Information eines Reizes in eine auditorisch sensorische Repräsen-
tation, welche die akustischen Merkmale (i.e. Frequenz und Intensität) des Eingangssignals en-
kodiert. Auf deren Basis resultiert eine wiederholte Darbietung von Standardreizen in der Etab-
lierung eines mentalen Modells, das aus erkannten Regeln9 ebendieser Folge von Standardrei-
zen hervorgeht und aus dem Vorhersagen über die Merkmale zukünftiger (erwarteter) Reize 
abgeleitet werden können. Der hypothetische mentale Prozess, der durch die MMN abgebildet 
wird ist das Ergebnis des nachfolgenden Abgleichs der auditorisch sensorischen Repräsentation 
des aktuellen Eingangssignals mit vorhergesagten akustischen Merkmalen. Die MMN ist somit 
ein indirekter Hinweis, dass eine Regel etabliert wurde, ein eingehender Reiz als von dieser ab-
weichend identifiziert (Vorhersageverletzung) und letztlich, dass das die Regel enkodierende 
                                                        
9
 Ein mentales Modell, dass die Regularitäten der akustischen Umwelt abbildet, kann neben der Enkodierung kon-
kreter Merkmale der akustischen Umgebung (Stimulusidentität bzw. physikalische Abweichung, formale Struktur) 
auch in Form abstrakter Regularitäten (Merkmalsrelation innerhalb oder zwischen Reizen, z.B. Tonpaar mit abstei-
gender Frequenz in einer Serie von Tonpaaren mit aufsteigender Frequenz oder zeitliche Relation von Reizen, 
temporale Struktur) (Tervaniemi et al., 1994; Paavilainen et al., 2001; Vuust et al., 2005) oder auf der Basis von 
Inhalten des Langzeitgedächtnisses (z.B. erlernte Regeln über zulässige Lautstruktur) (Steinberg et al. 2010, 
Näätänen et al. 1997) vorliegen.  
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mentale Modell aktualisiert wurde (Bendixen, SanMiguel & Schröger, 2012; Garrido, Kilner, 
Stephan & Friston, 2009; Näätänen, 2001; Näätänen & Winkler, 1999).  
1.5.2 Mismatch-Negativität: Generatoren 
Die Hauptgeneratoren der MMN wurden bilateral in Nachbarschaft des primär auditorischen 
Kortex, im Bereich mittlerer bis posterior superior temporaler Hirnregionen, aber auch in fron-
talen Arealen lokalisiert (Übersichtsarbeit von Garrido et al 2006). Unterstützend konnte in ei-
ner Läsionsstudie gezeigt werden, dass sowohl Patienten mit frontalen als auch mit temporalen 
Hirninfarkten unter der Präsentation frequenzabweichender Töne verminderte Amplituden der 
MMN aufweisen (Alain, Woods & Knight, 1998). Für die Verarbeitung sprachlicher Information 
konnte nachgewiesen werden, dass bei Patienten mit linkshemisphärischen Infarkten vergli-
chen mit Kontrollen ohne einen Hirninfarkt eine längere Latenz der MMN-Komponente auf Ab-
weichungen der Lautidentität auftrat (Robson et al., 2014). In Übereinstimmung mit der An-
nahme, dass sowohl akustische Merkmale (formale Struktur) und die zeitliche Relation (tempo-
rale Struktur) in Bezug auf vorausgegangene Stimuli enkodiert werden (siehe Abschnitt 1.4.2, 
Winkler & Schröger, 2015), wurde bei gesunden Probanden nachgewiesen, dass die MMN auf 
Abweichungen der Frequenz und Auftretenszeitpunktes der Elemente eines Reizmusters (Ton-
sequenzen) eine ähnliche Topographie aufwies, die mit einem gemeinsamen Ursprung im Pla-
num supratemporale vereinbar war (Alain, Cortese & Picton, 1999). Ein weitere Untersuchung 
von Grimm und Schröger (2007) fand am Beispiel der MMN auf Frequenzänderungen, die mit 
unterschiedlichen Auftretenswahrscheinlichkeiten an verschiedenen Positionen innerhalb eines 
Grundtones präsentiert wurden, Hinweise dafür, dass Vorhersagen nicht nur bezüglich des Auf-
tretens eines Merkmals zu einem beliebigen Zeitpunkt, sondern über das Auftreten von Merk-
malen zu spezifischen Zeitpunkten generiert werden. Daraus wurde abgeleitet, dass basierend 
auf einem prädiktiven Modell der akustischen Umgebung spektrotemporale Vorhersagen, das 
heißt sich über eine Zeitachse verteilende (temporale) Repräsentation akustischer (spektraler) 
Merkmale10, enkodiert werden können (Bendixen et al., 2012; Grimm & Schröger, 2007). Bisher 
konnte jedoch nicht gezeigt werden, inwiefern auf der Basis vorausgegangener sprachlicher 
                                                        
10
 Neben der Enkodierung der spektrotemporalen Struktur in kurzen und langen Zeitfenstern ergibt sich die enthal-
tene Information aus der zeitlichen Struktur bzw. Relation dieser, in sich bereits das zeitveränderliche akustische 
Eingangssignal beschreibenden, Repräsentationen unterschiedlicher Granularität. 
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Informationen, neben der Identität eines erwarten Eingangssignals (formale Struktur) auch des-
sen zeitliche Relation in Bezug zu vorausgegangen Ereignissen (temporale Struktur) in Form 
auditorischer Ereignisrepräsentation enkodiert wird und welche Rolle dabei in den temporalen 
Kortizes enkodierte auditorisch sensorische Repräsentationen unterschiedlicher Granularität 
spielen.  
1.6 Aufgabenstellung und Hypothesen 
Es wird angenommen, dass das Gehirn fortlaufend Repräsentationen eingehender akustischer 
Information generiert, in welchen mit unterschiedlicher Granularität Merkmale des zeitverän-
derlichen Eingangssignals (spektrotemporale Struktur) enkodiert werden (Boemio et al., 2005; 
Chait et al., 2015; Poeppel, 2003). Auf der Basis sensorischer Repräsentationen vorausgegange-
ner Informationen werden vermutlich Vorhersagen über die Art (formale Struktur) und zeitliche 
Relationen (temporale Struktur) in Form auditorischer Ereignisrepräsentationen generiert, um 
jene der Wahrnehmung dienende Verarbeitungsprozesse zu optimieren (Schröger et al., 2014; 
Winkler & Schröger, 2015).  
In der vorliegenden Arbeit soll der Beitrag der linken Hemisphäre zur Enkodierung auditorischer 
Repräsentationen auf kurzen Zeitskalen und der resultierenden Wahrnehmbarkeit nicht-
sprachlicher und sprachlicher akustischer Unterschiede im Bereich weniger Millisekunden un-
tersucht werden. Anhand der Mismatch-Negativität (MMN) soll überprüft werden, inwiefern 
auditorische Repräsentationen sich in kurzen im Vergleich zu längeren Zeitfenstern ändernder 
akustischer Informationen von Bedeutung für die Vorhersage zeitlicher Struktur in Ereignisre-
präsentationen unterschiedlicher Granularität sind. Der vermutete Beitrag dieser Mechanismen 
zur Optimierung von (Sprach-) Verarbeitungsprozessen soll abschließend diskutiert sowie deren 
neuroanatomische Substrate beleuchtet werden. 
In Anknüpfung an die bereits vorliegende Patientenevidenz (Chedru et al., 1978; Efron, 1963) 
und bevorzugte linkshemisphärische Verarbeitung akustischer Informationen in kurzen Zeit-
fenstern (Boemio et al., 2005; Poeppel, 2003), wurden in einer Läsionsstudie Patienten mit links 
temporalen Hirninfarkten und Kontrollprobanden gegenübergestellt. In einer Versuchsreihe 
behavioraler und elektrophysiologischer Untersuchungen wurden die Gruppen hinsichtlich ihrer 
Fähigkeit spektrotemporale und sequentielle Informationen auf unterschiedlichen Zeitskalen zu 
enkodieren verglichen. In einer nachfolgenden Läsionsanalyse und probabilistischen Fasertrak-
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tographie wurden ausgehend von Verhaltensunterschieden innerhalb der Patientengruppe as-
soziierte, für die untersuchte Funktion entscheidende, kortiko-kortikale und subkortikale Netz-
werke dargestellt, um die folgenden Annahmen zu überprüfen: 
1 Im Falle der bereits in Vorstudien belegten kritischen Rolle des linken Temporallappens 
bei der bevorzugten Enkodierung auditorischer Repräsentationen auf kurzen Zeitskalen, zeigen 
Patienten mit Hirninfarkten dieser Region im Vergleich zu Kontrollprobanden ein geringeres 
Auflösungsvermögen im Sinne höherer Schwellenwerte für die Wahrnehmung von Tonfolgen 
und sich aus Tonpaaren zusammensetzenden Reizmustern (Mikropattern).  
2 In Analogie hierzu resultiert bei Patienten eine eingeschränkte Enkodierung spektro-
temporaler Repräsentationen sprachlicher Informationen auf kurzen Zeitskalen in einer ver-
minderten Diskriminationsleistung für Lautunterschiede und ist mit einem geringeren zeitlichen 
Auflösungsvermögen assoziiert. 
3 Wenn auditorische Repräsentationen von sich in kurzen Zeitfenstern ändernden akusti-
schen Informationen von Bedeutung für die Enkodierung sequenzieller Relation sind, weisen 
Patienten im Vergleich zu Kontrollprobanden eine gestörte aufmerksamkeitsunabhängige De-
tektion von Abweichungen einer regelmäßigen schnellen Ton- oder Lautsequenzen im Sinne 
einer verminderten Potentialantwort im MMN-Zeitfenster auf.  
4 Im Umkehrschluss wird vermutet, dass infolge einer bevorzugten rechtshemisphäri-
schen Repräsentation akustischer Informationen auf längeren Zeitskalen die Präsentation lang-
samer Ton- oder Silbensequenzen in den untersuchten Gruppen keine Verarbeitungsunter-
schiede im MMN-Zeitfenster nachweisbar sind. 
5 Basierend auf der Rolle höherer auditorischer Kortexareale bei der Generierung audito-
risch sensorischer Repräsentationen und der Repräsentationen von Lauteigenschaften sollten 
insbesondere Areale des linken superior temporalen Kortex zu Defiziten bei der Enkodierung 
akustischer Ereignisrepräsentationen auf kurzen Zeitskalen beitragen.  
6 Abschließend wird eine Assoziation jener für die untersuchten spektrotemporalen Er-
eignisrepräsentationen kritischen Hirnareale mit sowohl Regionen des Sprachnetzwerkes als 
auch mit für die Verarbeitung zeitlicher Informationen relevanten subkortikalen Netzwerken, 
insbesondere dem Zerebellum vermutet. 
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2  Material und Methoden 
Das Methodenspektrum der kognitiven Neurowissenschaften bietet eine Vielzahl möglicher 
Techniken, um verschiedene Aspekte neurobiologischer Grundlagen der Sprachverarbeitung zu 
untersuchen. Diesen Methoden gemein ist die Untersuchung von Zusammenhängen zwischen 
Verhalten und Gehirnfunktion. Entsprechend der Fragestellung erlauben unterschiedliche und 
sich gegenseitig ergänzende methodische Ansätze Einblicke in neuroanatomische Korrelate der 
untersuchten Sprachverarbeitungsprozesse und deren zeitlichen Verlauf. Neben der Untersu-
chung gesunder Populationen unter experimentellen Bedingungen ist die systematische Unter-
suchung und Beschreibung der Sprachverarbeitung in klinischen (erkrankten) Populationen ein 
wichtiges Instrument klinischer Forschung. Diese behavioralen Untersuchungen können jedoch 
nur das Endergebnis verteilter Verarbeitungsprozesse abbilden und geben wenig Aufschluss 
über den zeitlichen Verlauf zugrunde liegender neuronaler Interaktion sowie deren funktionelle 
und strukturelle Korrelate auf Hirnebene. Rückschlüsse auf die in der Sprachverarbeitung invol-
vierten Hirnstrukturen und Netzwerke erlaubt z.B. die Methode der strukturellen Bildgebung. 
Strukturell bildgebende Verfahren (z.B. Läsionsanalysen, Diffusions-Tensor-Bildgebung) können 
Zusammenhänge zwischen beobachtbarer sprachlicher Funktionsstörung und Veränderungen 
von Hirnstrukturen aufzeigen. Im Gegensatz zur hohen Ortsauflösung der beschrieben bildge-
benden Verfahren verfügen elektrophysiologische Verfahren (z.B. ereigniskorrelierte Potentia-
le) über eine ausgezeichnete zeitliche Auflösung, um Unterschiede in Verarbeitungsprozessen 
zwischen gesunden und erkrankten Populationen zu untersuchen, lassen jedoch nur unpräzise 
Rückschlüsse auf den Ort der Verarbeitung zu.  Im Folgenden soll auf das Studiendesign (Ab-
schnitt 2.1) der vorliegenden Arbeit, die untersuchten Probanden (Abschnitt 2.2), das Material 
und die angewendeten Methoden (Abschnitte 2.3 bis 2.6) eingegangen werden. 
2.1 Studiendesign 
Die Prüfung der Hypothesen erfolgte mit Hilfe eines kombinierten Studiendesigns, bestehend 
aus der behavioralen Untersuchung von Wahrnehmungsschwellen und Verarbeitung sprachli-
cher Informationen auf Laut- oder Wortebene bei Patienten mit Hirninfarkten und gesunden 
Kontrollprobanden (Abschnitt 2.3), die nachfolgende Messung ereigniskorrelierter Potentiale 
mit Hilfe der Elektroenzephalographie (EEG) (Abschnitt 2.4) sowie die Visualisierung zugrunde 
liegender neuroanatomischer Korrelate in einer Läsionsanalyse (Abschnitt 2.5) und läsionsba-
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sierten Konnektivitätsanalyse (Abschnitt 2.6). Die behaviorale Untersuchung diente dem Ver-
gleich des Unterscheidungsvermögens für auf verschiedenen Zeitskalen präsentiertes, nicht-
sprachliches und sprachliches Material und damit der Kapazität von Kontrollprobanden gegen-
über Patienten Repräsentationen unterschiedlicher Granularität zu enkodieren. In dem sich 
anschließenden EEG-Experiment wurde anhand der Mismatch-Negativität (MMN) die Relevanz 
dieser Repräsentation für die Generierung von Vorhersagen und Aktualisierung interner Model-
le überprüft. In der nachfolgende Läsions- und Konnektivitätsanalyse sollten klinisch-
anatomische Zusammenhänge zwischen den in den vorangegangen Untersuchungen erhobe-
nen Verhaltens- und Verarbeitungsunterschieden und assoziierten kortiko-kortikalen und korti-
ko-subkortikalen Netzwerken aufgedeckt werden. 
Die Studie wurde durch die lokale Ethikkommission der Universität Leipzig zugelassen und ent-
sprechend der ethischen Prinzipien für medizinische Forschung am Menschen (Deklaration von 
Helsinki des Weltärztebundes) durchgeführt. Alle Probanden wurden in angemessenem Um-
fang über den Inhalt und Ablauf der Studie informiert, unterzeichneten eine schriftliche Einver-
ständniserklärung und wurden für ihren Zeitaufwand entschädigt. Die Prüfung der Einschluss-
kriterien, klinische sowie behaviorale Untersuchung und die Elektroenzephalographie fanden in 
drei getrennten Sitzungen im Abstand einer Woche statt.  
2.2 Probanden 
Die Auswahl der Patienten (N = 13, Tabelle 1) sowie eng in den Merkmalen Alter, Geschlecht, 
Händigkeit und höchstem Bildungsniveau übereinstimmenden neurologisch gesunden Kontroll-
probanden (N = 13, Tabelle 2) erfolgte aus den Datenbanken der Tagesklinik für kognitive Neu-
rologie und des Max-Planck-Instituts für Kognitions- und Neurowissenschaften in Leipzig. Als 
Einschlusskriterien für Patienten wurden (I) isolierte links temporoparietale, ischämische und 
hämorrhagische Hirninfarkte mit einem (II) Ereignisintervall von ≥ 12 Monaten (chronisches 
Stadium), (III) Rechtshändigkeit (Lateralitätsquotient von +60 bis +100), (IV) Deutsch als Mutter-
sprache und ein (V) Alter von < 80 Jahren gewählt. Als Ausschlusskriterien galten (I) das Vor-
handensein struktureller Hirnschädigungen anderer Lokalisation und (II) weitere dokumentierte 
neurologische oder psychiatrische Grunderkrankungen. 
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Demographische und klinische Daten untersuchter Patienten 
Patient Alter G EI Ätiol. LQ
11
 NIHSS Bildung Lokalisation Volumen 
01 56 M 150 MIT +100 4 SEC(I) ITG, MTG, STS, PHG, FG, AG, OGg 144.6 
02 59 M 102 MIT +100 1 TER STG, SMG, AG, In 28.1 
03 45 W 87 ICB +60 1 SEC(I) STG, SMG 27.4 
04
12
 55 M 86 MIT +90 3 TER MTG, STG, STS, SMG, AG 39.6 
05 52 W 86 MIT +100 3 TER STG, STS, AG, In, EC 50.9 
06 67 M 83 MIT +100 1 SEC(I) STG, STS, AG 23.5 
07 61 M 70 MTI
 
 +90 3 TER MTG, STG, STS 80.1 
08 57 W 35 MIT +60 1 TER MTG, SMG, AG, PoG, iPL 60.2 
09 49 W 36 ICB +100 0 SEC(I) MTG, ITG 24.4 
10 41 M 33 MIT +100 2 SEC(I) PT, In, EC 5.4 
11 39 W 18  MIT +100 2 SEC(I) PT, SMG, In, EC, PoG 56.8 
12 61 M 20 MIT +90 1 SEC(I) STG, SMG, In, EC, Pu, Cau 41.5 
13 50 M 12 MIT +80 2 SEC(II) PT, SMG, In, EC 39.5 
Tabelle 1: G, Geschlecht: m/w, männlich/weiblich; EI, Ereignisintervall (Monate); Ätiol., Ätiologie: MTI Mediaterri-
torialteilinfarkt; ICB intrakranielle Blutung; LQ, Lateralitätsquotient nach Oldfield (1971); Bildung: SEC(I) und (II), 
Sekundarstufe I und II; TER, Tertiärstufe; NIHSS, National Institutes of Health Stroke Scale, Lokalisation: ITG, Gyrus 
temporalis inferior; MTG, Gyrus temporalis medius; STG, Gyrus temporalis superior; STS, Sulcus temporalis superior; 
PT, Planum temporale; SMG, Gyrus supramarginalis; PHG, Gyrus parahippocampalis; FG, Gyrus fusiformis; AG, 
Gyrus angularis; PoG, Gyrus postcentralis; OGg, Gyri occipitales; In, Insula; EC, externes Kapselsystem; Pu, 
Putamen; Cau, Nucleus caudatus; Volumen: Läsionsvolumen in Milliliter.  
                                                        
11 
 Händigkeitsbestimmung nach Oldfield (1971) basiert auf 10 Fragen zum prämorbiden präferenziellen 
Handgebrauch aus denen sich der individuelle Lateralitätsquotient (LQ von -100 bis 100) berechnen lässt. Personen 
mit negativen LQs gelten als Linkshänder, solche mit positiven LQs als Rechtshänder. 
12 
 Studienausschluss aufgrund einer die Altersnorm überscheitender Hörminderung (Hörverlust > 50 dB HL). 
Der Patient und entsprechende Kontrolle werden im Folgenden nicht mehr aufgeführt. 
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Demographische Daten untersuchter Kontrollen 
Kontrolle Alter G LQ Bildung 
01 57 M +100 SEC(I) 
02 60 M +100 SEC(I) 
03 46 W +80 SEC(I) 
04
12 54 M +80 TER 
05 52 W +100 TER 
06 69 M +80 SEC(I) 
07 62 M +100 SEC(I) 
08 58 W +80 TER 
09 51 W +85 SEC(II) 
10 42 M +70 SEC(I) 
11 39 W +100 SEC(I) 
12 61 M +100 SEC(I) 
13 49 M +100 SEC(I) 
Tabelle 2: G, Geschlecht: m/w, männlich/weiblich; LQ, Lateralitätsquotient nach Oldfield (1971); Bildung: SEC(I)-(II), 
Sekundarstufe I und II; TER, Tertiärstufe. 
2.2.1 Peripheres Hörvermögen 
Um sicher zu stellen, dass Unterschiede im Verhalten und der Verarbeitung akustischer Infor-
mationen unter den experimentellen Bedingungen nicht durch Beeinträchtigungen des Hör-
vermögens bedingt waren, wurde der Hörverlust in Dezibel (dB HL, dB Hearing Level)13 aller 
Probanden mithilfe einer Reintonschwellenaudiometrie quantifiziert. Die seitengetrennte Luft-
leitung für die Testfrequenzen von 0.125 – 8 kHz  wurde entsprechend den Richtlinien14 für 
                                                        
13 
 Dem Schalldruck, mit dem ein Ton einer bestimmten Frequenz präsentiert werden muss, damit junge 
Normalhörende (Bezugsprobanden) den Ton gerade noch wahrnehmen können (Hörschwelle) wird Schalldruckpe-
gel von 0 Dezibel (= 0 dB HL) zugewiesen. Der Hörverlust ist der individuelle frequenzspezifische Schalldruckpegel, 
bei der ein Ton gerade noch gehört werden kann, in Relation zur Hörschwelle von Bezugsprobanden. 
14 
 Probanden wurden angeleitet jedem hörbaren, auch noch so leisen Ton umgehend über die Antworttaste 
anzuzeigen. Hierzu wurde der Testton zunächst mit einem Schalldruckpegel unter der erwarteten Hörschwelle 
  
 
2  Material und Methoden 2.2 Probanden 
 
 22  
 
Reintonschwellenaudiometrie der American Speech-Language-Hearing Association (2005) in 
einer akustisch abgeschirmten Kabine unter Verwendung eines Computer-Audiometers (MAICO 
MA 33, MAICO Diagnostic GmbH; Kopfhörer MAICO DD45) bestimmt. Die Feststellung eines 
altersentsprechenden Hörvermögens erfolgte unter Zuhilfenahme der europäischen Norm ISO 
7029:2000 (Ausgabedatum 2001), mit welcher statistische Referenzwerte des Hörverlustes in 
Abhängigkeit des Alters und Geschlechtes berechnet werden können. Dabei werden altersab-
hängige Medianwert der erwarteten Hörschwellenabweichung und die zu erwartende statisti-
sche Verteilung um den Median bestimmt. Die Hörschwellenabweichung ist hierbei definiert als 
„Hörschwelle einer Person minus dem Medianwert der Hörschwelle einer Bevölkerungsgruppe 
von 18-jährigen, hörgesunden Personen gleichen Geschlechts“ (DIN EN ISO 7029:2000, S. 3). 
Diese Berechnung wurde für die sprachrelevanten Frequenzen zwischen 500-2000 Hz vorge-
nommen. Für jeden Probanden wurde pro Frequenz die altersentsprechende und geschlechts-
spezifischen Hörschwellenabweichungen im 95%-Konfidenzintervall berechnet, d.h. der Hör-
schwellenbereich in dem sich 95% der gleichaltrigen und gleichgeschlechtlichen hörgesunden 
Probanden befinden (Abbildung 1). Infolgedessen wurden ein Patient und die ihm zugeordnete 
Kontrolle (Nummer 04) von den weiteren Analysen ausgeschlossen. Die verbleibenden Patien-
ten und Kontrollen unterschieden sich bezüglich ihrer nicht normalverteilten Hörschwellen für 
die Testfrequenzen von 0.5 – 2 kHz nicht signifikant voneinander (Tabelle 3). 
                                                                                                                                                                                  
präsentiert und der Schalldruckpegel bei fehlender Antwort in Pegelstufen von 5 dB erhöht (ansteigende Technik) 
bis der Proband den Ton gerade hören konnte (Hörschwelle). Die Testtöne wurden jeweils mit einer Dauer von 1-2 
ms präsentiert. Die Hörschwellen wurden in einer wiederholten Messung bestätigt. 
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 Peripherer Hörverlust  
Variable Gruppe Teststatistik 
Testfrequenz Seite Patienten Kontrollen Gruppeneffekt 
500 L 10.0 (5.0) 12.5 (8.75) U = 50.5, p = 0.219 
 R 10.0 (5.0) 12.5 (5.0) U = 69.0, p = 0.887 
1000 L 10.0 (5.0) 10.0 (8.75) U = 51.5, p = 0.242 
 R 10.0 (8.75) 10.0 (12.5) U = 69.5, p = 0.887 
1500 L 10.0 (5.0) 10.0 (8.75) U = 72.0, p = 1.000 
 R 10.5 (5.0) 12.5 (13.75) U = 77.0, p = 0.799 
2000 L 12.5 (15.0) 10.0 (8.75) U = 80.5, p = 0.630 
 R 12.5 (10.0) 10.0 (10.0) U = 76.0, p = 0.843 
Tabelle 3: Mediane (Interquartilbereich) des Hörverlusts (Luftleitung, L, linkes Ohr; R, rechts Ohr) für Testfrequen-
zen von 500 bis 2000 Hz in Dezibel in der Patienten (N = 12) und Kontrollgruppe (N = 12); nicht-parametrischen 
Teststatistik für Zwischensubjekteffekte (Mann-Whitney-U-Test, p-Werte).  
2.2.2 Charakterisierung der Patienten 
Das mittlere Alter (± Standardabweichung) der verbleibenden Patientengruppe (N = 12) lag zum 
Zeitpunkt der Untersuchung bei 53.1 ± 8.6 Jahren, das der Kontrollgruppe (N = 12) bei 53.8 ± 
8.9 Jahren. Die Geschlechtsverteilung ergab in beiden Gruppen ein Verhältnis von 7 männlichen 
Probanden zu 5 weiblichen Probanden. Die Patienten und Kontrollprobanden waren überwie-
gend rechtshändig mit einem mittleren LQ von +90.0 ± 15.4 der Patienten und 90.4 ± 11.0 der 
Kontrollen. Die Läsionslokalisation und -ausdehnung war im Wesentlichen auf temporoparieta-
le und angrenzende okzipitale Kortexareale begrenzt (Abbildung 2). Die standardisierte Sprach-
testung mit dem Aachner Aphasie-Test (Huber, Poeck & Willmes, 1984) ergab für alle Patienten 
eine milde bis mäßiggradige Sprachstörung die bei neun Patienten nicht klassifizierbar war, bei 
zwei Patienten als Wernicke Aphasie und bei einem Patienten als amnestische Aphasie klassifi-
ziert wurde (Tabelle 4).  
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01 Flüssige Aphasie mit Benennstörungen, semantischen Paraphasien und gestörtem auditiven Sprachver-
ständnis (ALLOC-Klassifikation: Wernicke Aphasie) 
02 Restaphasie mit gestörtem Nachsprechen und phonematischen Paraphasien (ALLOC-Klassifikation: kei-
ne) 
03 Restaphasie mit phonematischen Paraphasien und Wortfindungsstörungen (ALLOC-Klassifikation: keine) 
05 Restaphasie mit gestörtem auditiven Sprachverständnis, Wortfindungsstörung, semantische und pho-
nematische Paraphasien (ALLOC-Klassifikation: keine) 
06 Restaphasie mit Wortfindungsstörungen (ALLOC-Klassifikation: keine) 
07 Flüssige Aphasie mit Wortfindungsstörungen, Paragrammatismus, gestörtem auditivem Sprachver-
ständnis, phonematischen und semantischen Paraphasien (ALLOC-Klassifikation: Wernicke Aphasie) 
08 Restaphasie mit phonologischer Störung in Laut- und Schriftsprache, phonematischen Paraphasien und -
graphien (ALLOC-Klassifikation: keine) 
09 Restaphasie mit Wortfindungsstörungen (ALLOC-Klassifikation: keine) 
10 Restaphasie mit phonologischer Störung in der Lautsprache (ALLOC-Klassifikation: keine) 
11 Restaphasie mit phonologischer Störung in der Lautsprache mit Wortfindungsstörung (ALLOC-
Klassifikation: keine) 
12 Amnestische Aphasie mit Wortfindungsstörungen, phonematischen Paraphasien, Dyslexie und Dysgra-
phie (ALLOC-Klassifikation: amnestische Aphasie) 
13 Restaphasie mit phonologischer Störung in der Lautsprache und phonematischen Paraphasien, Wortfin-
dungsstörungen und gestörtem Nachsprechen (ALLOC-Klassifikation: keine) 
Tabelle 4: Patholinguistischer Befund basierend auf den Untertests Spontansprache, Token-Test, Nachsprechen, 
Schriftsprache, Benennen und Sprachverständnis des Aachener Aphasie-Test (AAT). ALLOC-Klassifikation: Compu-
ter-basierte nicht-parametrische Diskriminationsanalyse, die mit Hilfe der individuellen Punktwerte der Untertests 
des AAT die Wahrscheinlichkeit des Vorliegens einer Aphasie sowie die Zuordnung zu den Standardsyndromen 
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Abbildung 2: Lösionslokalisation auf repräsentativen T1-gewichteten axialen MRT-Schnittbilder im MNI-Raum 
(Montreal Neurological Institute Space). Entsprechend der neurologischen Konvention ist die linke Hemisphäre links 
im Schnittbild abgebildet. Für die jeweiligen Schichten sind die z-Koordination angegeben und Läsionen mit eine 
Stern markiert. 
2.3 Untersuchung von Wahrnehmungsschwellen und Sprachverarbeitung  
Gegenstand der behavioralen Untersuchung war die Quantifizierung des zeitlichen Auflösungs- 
und Diskriminationsvermögens als Komponente auditiver Verarbeitung und Wahrnehmung. Sie 
bildet das Endergebnis des Enkodierungsprozesses ab, von dem vermutet wird, dass ihm die 
Verarbeitung akustischer Information auf verschieden Zeitskalen durch ein Abtasten und die 
Integration sensorische Information in Zeitfenstern unterschiedlicher Länge unterliegt. Die er-
mittelten Schwellenwerte stehen dabei in Beziehung zur Abtastrate und minimalen Länge von 
Integrationszeitfenstern in deren Grenzen zeitliche Abfolge und Unterschiede der eingehenden 
akustischen Information wahrgenommen werden können. 
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2.3.1 Untersuchungsablauf und Stimulusmaterial 
Die behaviorale Untersuchung bestand aus zwei Testblöcken, in denen auditive Wahrneh-
mungsschwellen der Probanden für nicht-sprachliches Material (Sinustöne) und drei Testblö-
cken, in denen das Unterscheidungsvermögen für sprachliches Material auf Wort- und Laut-
ebene untersucht wurden. Die Probanden befanden sich während der Untersuchung in einer 
ruhigen und reizarmen Umgebung. Das Material der Testblöcke wurde binaural über Kopfhörer 
(Sennheiser HD 202) mit einer Lautstärke von 70 dB in randomisierter Reihenfolge präsentiert 
und die Antworten der Probanden per Tastendruck registriert. Sinustöne der Frequenzen 1000 
und 2000 Hz mit einer Dauer von 10 ms wurden mit Hilfe der Audacity®-Software (Audacity® 
2009, Version 1.3.9 Beta) generiert und einem zusätzlichen Amplitudenanstieg und -abfall von 
jeweils 7 ms ein- bzw. ausgeleitet (engl. rise-decay time), um die Wahrnehmung eines Klickge-
räusches zu Beginn und Ende des Tones zu vermeiden (Wright, 1960). Die Laut-, Pseudowort- 
und Echtwortpaare (siehe Abschnitt 2.3.3) wurden von einer professionellen Sprecherin einge-
sprochen. Für eine störungs- und rauschfreie Aufzeichnung erfolgte die Aufnahme des Sprach-
signals in einem akustisch abgeschirmten Raum und wurde direkt auf einem Computer mit ei-
ner Abtastrate von 44.1 kHz und einer Auflösung 16 Bit digitalisiert (AlgoRec™ 2.1, Algorithmix 
GmbH, Waldshut-Tiengen, Deutschland). Die digitale Aufzeichnung ermöglichte eine computer-
gestützte Signalnachbearbeitung mithilfe der Praat®-Software (Boersma & Weenink, 2001). 
Diese beinhaltete ein Schneiden am Nulldurchgang vor und nach jedem Stimulus, die Konvertie-
rung des Stereo- in ein Monosignal und eine Normalisierung der mittleren Stimulusintensität 
auf 70 dB.  
2.3.2 Bestimmung von Ordnungs- und Diskriminationsschwellen 
Die Bestimmung der individuellen Ordnungsschwelle, d.h. der Grenzewert der Wahrnehmbar-
keit für die Abfolge zweier Sinustöne, erfolgte durch stufenweise Verringerung der SOA15.  Nach 
einer kurzen Gewöhnungsphase, in der die 1000 Hz (A) und 2000 Hz (B) Testtöne zunächst mit 
einem langen Präsentationsintervall (SOA, engl. Stimulus Onset Asynchrony) von 1000 ms bezo-
gen auf den Beginn des ersten Tones präsentiert wurden, entschieden die Probanden im ersten 
                                                        
15
 Der Begriff der Stimulus Onset Asynchrony (SOA, Übersetzung: Stimulusbeginn Asynchronizität) bezieht sich auf 
den zeitversetzten Beginn zweier aufeinander folgender Reize. Es handelt sich dabei um die verstrichene Zeit von 
Beginn des ersten Reizes bis zum Beginn des zweiten Reizes. 
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Testblock nach jeder Präsentationsstufe, in welcher Reihenfolge (aufsteigende (AB) vs. abstei-
gende (BA) bzw. tieferer gefolgt von höherem Ton und vice versa) die zwei Testtöne präsentiert 
wurden. Angewendet wurde ein Stufenverfahren festgesetzter Größe (engl. N-down-1-up fixed 
step size staircase procedure) bei dem die SOA um 50 ms reduziert und bei fehlerhafter Antwort 
um 5 ms gesteigert (Stufenumkehr) wurde.  
Im zweiten Testblock erfolgte die Bestimmung der Diskriminationsschwelle nach dem gleichen 
Verfahren. Die Testtöne wurden dabei unterhalb der individuellen Ordnungsschwelle (sog. 
Hirsh-Sherrick-Schwelle) (Hirsh & Sherrick, 1961) präsentiert und erfüllten damit die Kriterien 
eines aus nicht getrennt wahrnehmbaren Einzelreizen (A und B) zusammengesetzten Reizmus-
ters (Mikromuster, MP, engl. micropattern) (Efron, 1973). Die Abfolge dieser als einzelnes akus-
tisches Ereignis wahrgenommenen Verknüpfung eines Tonpaares (AB) kann zwar nicht explizit 
benannt werden, jedoch von einer in ihrer zeitlichen Abfolge umgekehrten Verknüpfung (BA), 
basierend auf der Wahrnehmung des Gesamteindrucks16 unterschieden werden (Efron, 1973; 
Yund & Efron, 1974). Die Probanden entschieden, ob im Vergleich zum ersten Reiz (MP1) ein 
zweiter Reiz (MP2) gleich (MP1 = AB, MP2 = AB) oder verschieden (MP1 = AB, MP2 = BA) wahr-
genommen wurde. Die SOA innerhalb der Reizmuster (AB oder BA) wurde in einem Stufenver-
fahren festgesetzter Größe schrittweise um 20 ms reduziert und bei fehlerhafter Antwort um 2 
ms gesteigert (Stufenumkehr). Das Interstimulusintervall zwischen den zwei Reizmustern MP1 
und MP2 betrug 1000 ms. In Analogie zur Ordnungsschwelle wurde die Diskriminationsschwelle 
als geringste SOA der Reize A und B festgelegt, bei der ein Reizmuster (AB) gerade noch von 
einem Reizmuster umgekehrter Abfolge (BA) unterschieden werden konnte. Die Testblöcke 
wurden jeweils nach der achten Stufenumkehr beendet, die Ordnungs- bzw. Diskriminations-
schwellen als Mittelwert der letzten fünf Stufenumkehrpunkte berechnet. Daraus resultierten 
Schwellenwerte, bei denen mit einer Wahrscheinlichkeit von 79.4 Prozent der Präsentationen 
eine korrekte Wahrnehmung der Abfolge zweier Töne bzw. die Unterscheidung eines Reizmus-
ters möglich war (Levitt, 1971).  
                                                        
16
 Obwohl unterhalb der Ordnungsschwelle die Abfolge zweier Stimuluselemente unterschiedlicher Frequenz nicht 
bestimmt werden kann, führt eine Umkehr der Elemente zu einem Klangunterschied zwischen den Reizmustern 
(MP) im Sinne von relativ höher (AB) oder geringer (BA) wahrgenommenen Tonhöhen. Dieses Phänomen wird der 
perzeptuellen Dominanz der Frequenz des zweiten Stimuluselements zugeschrieben, wobei mit abnehmender SOA 
innerhalb des MP die Wahrnehmbarkeit diese Unterschiedes bis zur Diskriminationsschwelle hin abnimmt.  
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2.3.3 Diskriminationsleistung auf Wort- und Lautebene 
Die Abschätzung grundlegender Wahrnehmungsunterschiede für sprachliche Informationen auf 
Wort- und Lautebene basierte auf einer Testreihe, in der die Probanden entweder Gleichheit 
oder Unterschiede zwischen den präsentierten Stimuluspaaren bewerteten. Verwendet wurden 
die auditiven Wortlisten für Worte und Pseudoworte aus der LEMO-Testbatterie (Lexikon mo-
dellorientiert, Verfahren zur modellorientierten Untersuchung von Störungen der Wortverar-
beitung bei Patienten mit Aphasie, De Bleser, Cholewa, Tabatabaie & Stadie, 1997; De Bleser, 
Stadie, Cholewa & Tabatabaie, 2004). In getrennten Testblöcken urteilten die Probanden, ob 
die auditiv präsentierten monomorphematischen17 Minialpaare zweiter Worte oder bedeu-
tungsloser Pseudoworte gleich oder verschieden waren (z.B. Wortpaar: Dach [dax] – Bach [bax]; 
Pseudowortpaar: Pach [pax] – Kach [kax]). Jede Liste setzte sich aus 72 Paaren zusammen, 36 
davon waren identisch. Nicht-identische Paare unterschieden sich in Hinblick auf die Artikulati-
onseigenschaften ihrer Konsonanten, die sich entweder im Artikulationsort (z.B. Bauk [bauk] – 
Baup [baup]) oder Artikulationsart (z.B. Korf [korf] – Korm [korm]) unterschieden. In einem wei-
teren Testblock wurden den Probanden 56 Lautpaare (z.B. [t] – [p]) oder Konsonantencluster 
(z.B. [tr] – [pr]) (unveröffentlichtes Material der Tagesklinik für kognitive Neurologie, Universi-
tätsklinikum Leipzig) präsentiert, um das Unterscheidungsvermögen für verschiedene Lautei-
genschaften auf Lautebene zu überprüfen. Erneut urteilten die Probanden, ob die dargebote-
nen Laute gleich (21 Paare) oder verschieden (35 Paare) waren. Lautunterschiede resultierten 
aus Unterschieden im Artikulationsort (z.B. [p] – [t]), der Stimmhaftigkeit (z.B. [p] – [b]), Artiku-
lationsort und Stimmhaftigkeit (z.B. [p] – [g]) sowie aus Frikativen (z.B. [f] – [ʃ]). Jedem Test-
block voran ging eine kurze Übungsphase die aus jeweils fünf zusätzlichen Wort-, Pseudowort- 
und Lautpaaren bestand. Rückmeldungen über die Richtigkeit der Antwort erhielten die Pro-
banden nur während der Übungsphase, die Präsentation der Stimuluspaare erfolgte jeweils mit 
einem Interstimulusintervall von 1000 ms.  
                                                        
17
 Aus nur einem Morphem (kleinste bedeutungstragende Spracheinheit) bestehendes Wort.  
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2.3.4 Datenanalyse 
Die statistischen Analysen erfolgten mit Hilfe der SPSS Analysesoftware (Version 20.0, IBM 
Corp., 2011). Mittelwerte und Standardabweichungen wurden für die entsprechenden Variab-
len (Schwellenwerte, Fehlerraten je Bedingung oder Artikulationseigenschaft) und Probanden-
gruppen berechnet. Die Prüfung der Varianzhomogenität erfolgte mit Hilfe des Levene-Tests.  
Der Saphiro-Wilk-Test für kleine Stichproben zeigte, dass die Annahme einer Normalverteilung 
der psychometrischen Variablen nicht erfüllt war (p ≤ 0.05). Es wurden deshalb nicht-
parametrische Testverfahren zum Nachweis von Verteilungsunterschieden der jeweiligen 
Messgrößen gewählt sowie Mediane und Interquartilbereiche in Tabellenform berichtet. Die 
Ablehnung der Nullhypothese erfolgte mit einem α-Fehler ≤ 0.05. Einseitige Mann-Whitney-U-
Tests wurden angewandt, um zu überprüfen, ob Schwellenwerte und Fehlerraten in der Patien-
tengruppe signifikant höher, als in der Kontrollgruppe (unabhängige Stichproben) waren. Un-
terschiede zwischen gemessenen Fehlerraten für die Stimuluskategorien (Worte, Pseudoworte, 
Laute) und Artikulationseigenschaften (Artikulationsart, -ort, Stimmhaftigkeit und Frikative) 
innerhalb der Probandengruppen (gepaarte Stichproben) wurden mittels Friedman-Tests und 
post-hoc Wilcoxon-Vorzeichen-Rang-Tests (zweiseitige Tests) statistisch analysiert und die p-
Werte nach Bonferroni-Holm-Methode korrigiert. Positive Assoziationen (einseitige Tests) zwi-
schen den verschiedenen sprachlichen (größere Fehlerraten) und nicht-sprachlichen (höhere 
Schwellenwerte) Parametern wurden mittels parameterfreier Rangkorrelation nach Spearman 
berechnet. 
2.4 Messung ereigniskorrelierter Potentiale 
Neben Rückschlüssen auf höhere Hirnfunktionen aus der Beobachtung normalen und patholo-
gischen Verhaltens Einzelner oder größerer Fallzahlen, denen sich auch in der vorliegenden 
Arbeit bedient werden soll, bieten elektrophysiologische Methoden wie die Elektroenzephalog-
raphie (EEG) eine Möglichkeit, zeitlich hoch aufgelöst Hirnfunktion in Form bioelektrischer Sig-
nale18 zu messen (Berger, 1929; Bingmann, 2005; Caton, 1875). Eine gezielte Beschreibung neu-
                                                        
18
 Bioelektrische Signale repräsentieren jene spontane oder durch (Sinnes-)Reize verursachte Aktivität von Nerven-
zellen, welcher eine an der Oberfläche messbare Spannungsänderung folgt (Du Bois-Reymond, 1848; Caton, 1875). 
Diese Potentialschwankungen werden auf durch eintreffende Aktionspotentiale ausgelöste, erregende oder hem-
mende lokale Verschiebungen positiv geladener Teilchen (Ab- oder Zustrom) vom Extrazellularraum über die post-
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robiologischer Substrate von Hirnfunktionen kann dabei zum Beispiel mit Hilfe der Technik er-
eigniskorrelierter Potentiale (EKP) erfolgen. Um jene mit neuronalen, wie z.B. sensorischen 
oder kognitiven Verarbeitungsprozessen assoziierte Hirnaktivitätsänderung von der Spontanak-
tivität im Ruhezustand zu trennen, wird die durch einen definierten, repetitiv dargebotenen 
Reiz hervorgerufene Änderung von Hirnaktivität in zeitlichen Bezug zum auslösenden Ereignis 
(i.e. ereigniskorreliert) gesetzt. Diese, unter der idealisierten Annahme eines immer gleich ab-
laufenden Verarbeitungsprozesses, gemittelten langsamen Potentialschwankungen zeigen typi-
scherweise eine zeitliche Abfolge positiver und negativer Deflektionen19. Die Potentialantwor-
ten werden in Anhängigkeit des Auftretenszeitpunktes ihres Potentialgipfels (Peak-Latenz) und 
Polarität als positive (P) oder negative (N) Komponenten (z.B. N1, negative Deflektion mit ei-
nem Potentialgipfel um 100 ms nach dem auslösenden Ereignis) bezeichnet (Fabiani, 2007). 
Unterschieden werden dabei exogene, von den physikalischen Eigenschaften des Stimulus ab-
hängige frühe (< 100 ms) „sensorische“ Komponenten, von späteren (> 100 ms) endogenen 
Komponenten, die als elektrophysiologische Korrelate höherer kognitiver Verarbeitungsprozes-
se verstanden werden (Rüsseler, 2005). Die Untersuchung letzterer gelingt beispielsweise durch 
eine Manipulationen von Versuchsbedingungen, wie der Präsentation der auslösenden Stimuli 
unter einer zuvor gestellten Aufgabe, einer expliziten oder impliziten Regel, von der man an-
nimmt, dass sie den entsprechenden Verarbeitungsprozess von Interesse auslöst (Näätänen, 
1992). Eine Deduktion veränderter oder gestörter zugrundeliegender auditiver Wahrneh-
mungsprozesse ermöglicht beispielsweise die Untersuchung abweichender Potentialverläufe 
klinischer im Vergleich zu gesunden Populationen. Die Beschreibung der kognitiven Verarbei-
tungsprozesse während der Enkodierung und Vorhersage spektrotemporaler Struktur erfolgte 
in der vorliegenden Arbeit indem den Probanden auf verschieden Zeitskalen manipuliertes 
                                                                                                                                                                                  
synaptischen Membranen empfangender Nervenzellen zurückgeführt (Schmidt, 2006). Die Summe der Ausgleich-
ströme des resultierenden lokal begrenzten, sich je nach Richtung der Ladungsverschiebung ändernden, elektri-
schen Feldes können dabei mittels Elektroden an der Kopfoberfläche registriert werden (Bingmann, 2005). 
19
 Die Polarität wird dabei durch die Orientierung des elektrischen Feldes zwischen den Schichten des Neokortex 
bestimmt: Negative Potentialschwankungen entstehen durch Einstrom positiver Ladungen über die postsynapti-
sche Membran im Rahmen exzitatorischer postsynaptischer Potentiale (EPSP) in den äußeren Schichten (Layer I) 
oder den Abstrom positiver Ladungen im Rahmen inhibitorischer postsynaptischer Potentiale  (IPSP) in tiefer gele-
gen Schichten des Neokortex; umgekehrt entstehen positive Potentialschwankungen durch Abstrom positiver 
Ladungen über die postsynaptische Membran im Rahmen inhibitorischer postsynaptischer Potentiale (IPSP) in den 
äußeren Schichten (Layer I) oder den Einstrom positiver Ladungen im Rahmen exzitatorischer postsynaptischer 
Potentiale (EPSP) in tiefer gelegen Schichten des Neokortex (Kotchoubey, 2006). 
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nicht-sprachliches und sprachliches Material wiederholt präsentiert und die kortikalen Potenti-
alantworten auf erwartete und nicht erwartete Stimuli im Zeitfenster der Mismatch-Negativität 
(MMN) verglichen wurden. 
2.4.1 Untersuchungsablauf und Stimulusmaterial 
Im Rahmen von zwei EEG-Sitzungen (Untersuchungsintervall ≥ 1 Woche) wurden den Proban-
den in einem passiven Oddball Paradigma20 einerseits Sinustöne (Kontrollbedingung) sowie auf 
kurzen und langen Zeitskalen manipulierte Tonsequenzen und andererseits in einem umgekehr-
ten passiven Oddball Paradigma21 sprachliches, auf Silben- und Lautebene manipuliertes Stimu-
lusmaterial (siehe unten) präsentiert.  Innerhalb der Sitzungen erfolgte die Präsentation des 
Stimulusmaterials der jeweiligen Manipulationsbedingung in getrennten, über alle Probanden 
randomisierten Versuchsblöcken. Das Standard-Deviant-Verhältnis jedes Versuchsblocks war 
mit 4:1 (80% Standards, 20% Devianten) festgesetzt. Dabei wurde pro Versuchsblock eine Ge-
samtzahl von 520 Stimuli (416 Standards, 104 Devianten) mit einer Stimuluslänge von 650 ms 
und einem isochronen Interstimulusintervall (ISI) von 650 ms in pseudorandomisierter22 Rei-
henfolge präsentiert. Daraus ergab sich eine Versuchsblocklänge von jeweils 11 Minuten. Die 
einzelnen Versuchsblöcke waren von einer mindestens fünfminütigen Pause unterbrochen, um 
Habituationseffekte zu vermeiden. Während des Experiments wurden die Stimuli mit Hilfe der 
Presentation®-Software (Neurobehavioral Systems, Albany, California, USA) online randomisiert 
und binaural über zwei freistehende JBL XL 300 Lautsprecher (ONKYO A-9211 Verstärker, CREA-
TIVE Sound Blaster Audigy 2 ZS Soundkarte) mit einer Ohrentfernung von ca. 150 cm präsen-
tiert. Die Kalibration der Lautsprecherlautstärke auf eine Präsentationslautstärke von 70 dB SPL 
erfolgte mit Hilfe eines digitalen TECPEL DSL-331 Schallpegelmessers, dessen Mikrophon in un-
gefährer Ohrposition der Probanden lokalisiert war. Die Erhebung der Daten erfolgte in einer 
                                                        
20
 Im passiven Oddball-Paradigma richten die Probanden ihre Aufmerksamkeit auf einen nicht untersuchungsrele-
vanten Input (z.B. Film), während zeitgleich in einer anderen Modalität (z.B. auditiv) die Darbietung wiederholt 
auftretender häufiger Standardreize erfolgt, die zufällig von seltenen Deviantreize unterbrochen wird. 
21
 Im Gegensatz zum ursprünglichen passiven Oddball Paradigma fungiert in einem umgekehrten passiven Oddball 
Paradigma jeder Stimulus jeweils in getrennten Versuchsblöcken, entweder als Standard- oder Deviantreiz (Ver-
suchsblock 1: A = Standard, B = Deviant; Versuchsblock 2: A = Deviant,  B = Standard). 
22
 Die Randomisierungsbedingungen waren definiert durch eine Präsentation von mindestens fünf Standardstimuli 
zu Beginn jedes Versuchsblocks und eine unmittelbare Folge von maximal zwei Devianten. 
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schalldämmenden Abschirmkabine, um die EEG-Untersuchung störende Außengeräusche und 
elektromagnetische Störimpulse abzuschirmen. Während der Stimuluspräsentation richteten 
die Probanden ihre Aufmerksamkeit auf einen Dokumentarfilm (Film Deep Blue, Regie: 
Fothergill und Byatt, 2003) und ignorierten die dargebotenen auditiven Stimuli.  Der Film wurde 
über einen 17 Zoll SONY Multiscan Trinitron 200 GS Röhrenbildschirm (Auflösung 1280x1024 
Pixel, Bildwiederholfrequenz 75 Hz), der in einer Augenentfernung von ca. 135 cm positioniert 
war ohne Ton oder Untertitel ausschließlich visuell präsentiert. Zur Minimierung von Artefakten 
durch ausgedehnte Augenbewegungen wurde der Film mit reduzierter Bildgröße (Bildgröße ½, 
entspricht 16x12 cm, Auflösung 640x512 Pixel) gezeigt. Um sicherzustellen, dass die Probanden 
der Instruktion folgten, wurden am Ende der Untersuchung fünf kurze Fragen zum Inhalt des 
Filmes gestellt. 
Das verwendete Stimulusmaterial setzte sich aus Sinustönen, langsamen und schnellen Sinus-
tonsequenzen sowie dem zweisilbigen Pseudowort [nɪtpiːs]23 und den daraus abgeleiteten auf 
Laut- und Silbenebene manipulierten Pseudoworten [nɪptiːs]23 und [piːsnɪt] 23 zusammen. Die 
mit Hilfe der Audacity®-Software auf getrennten Tonspuren generierten Sinustöne der Fre-
quenzen 500, 1000 und 1500 Hz wurden zu Sequenzen (Abbildung 3) mit einer Gesamtlänge 
von 650 ms fusioniert. In der Kontrollbedingung wurden 1000 Hz (Standardreiz) und 1500 Hz 
Sinustöne (Deviantreiz) mit einer Dauer von 650 ms dargeboten (Abbildung 3A). Langsame Si-
nustonsequenzen setzten sich aus jeweils 325 ms langen Sinustönen ebendieser Frequenzen 
zusammen (1000-1500 Hz Standardreiz, 1500-1000 Hz Deviantreiz) (Abbildung 3B). Schnelle 
Tonsequenzen wurden aus 60 ms langen Sinustönen derselben Frequenzen generiert und in 
einem 650 ms langen 500 Hz Grundton präsentiert (500-1000-1500-500 Hz Standardreiz, 500-
1500-1000-500 Hz Deviantreiz) (Abbildung 3C).  
 
                                                        
23
 Die Notation erfolgt entsprechend des internationalen phonetischen Alphabets: [ɪ], kurzes i; [iː], langes i; [p], 
stimmloser aspirierter bilabialer Plosiv; [t], stimmloser alveolarer Plosiv; [n], stimmhafter alveolarer Nasal; [s], 
stimmloser alveolarer Frikativ. Entsprechend der Phonem-Graphem Korrespondenz werden nachfolgend im Ab-
schnitt Ergebnisse die schriftsprachlichen Notationen nit-pies, nip-ties und pies-nit verwendet. 
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Abbildung 3: Schematische Darstellung der Stimulussequenzen. Die auf verschieden Zeitskalen manipulierten Stan-
dard- und Deviant-Sinustöne wurden mit einer Gesamtdauer von 650 ms und einem Interstimulusintervall (ISI) von 
650 ms in einem passiven Oddball Paradigma präsentiert. Langsame Sinustonsequenzen (B) wurden mit einer auf 
den Stimulusbeginn bezogenen Asynchronizität (SOA) von 325 ms, schnelle Tonsequenzen (C) mit einer auf den 
vorangegangenen Ton bezogenen SOA von 60 ms präsentiert. 
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Bei der Struktur der Pseudowortstimuli handelte es sich um jeweils zwei aufeinander folgende 
phonotaktisch legale (d.h. in der deutschen Sprache zulässige) Konsonant-Vokal-Konsonant-
Silben (CVC-CVC). Alle Silben endeten oder begannen auf dem stimmlosen Plosiv [t] oder [p]. 
Die Frequenz der phonotaktisch legalen Einzelsilben  war entsprechen der, auf den Wortfre-
quenzen der CELEX-Datenbank (Baayen, Piepenbrock & Gulikers, 1995) basierenden, von 
Aichert und Kollegen (2005) ermittelten Frequenzen sublexikalischer Einheiten des Deutschen 
ähnlich verteilt (Auftretenshäufigkeit der jeweiligen Silben 0 bis 3 pro Millionen Wörter, wobei 
[nɪp] > [nɪt] = [piːs] = [tiːs]). Die Synthese der Pseudoworte erfolgte mit Hilfe einer Splicing-
Technik (Hasting, 2008), bei der zunächst von einer professionellen Sprecherin das Pseudowort 
[nɪkkiːs]24, die Silben [nɪk], [kiːs], [nɪt], [nɪp], [tiːs] und [piːs] mit neutraler Betonung mehrfach 
eingesprochen, geschnitten und die Fragmente dieser anschließend verschieden kombiniert 
wurden. Die Aufnahmeparameter entsprachen den für das Material der behavioralen Untersu-
chung verwendeten Einstellungen. Die weitere digitale Bearbeitung erfolgte mithilfe der 
Praat®-Software (Boersma & Weenink, 2001). Für die Bedingung, in der sich Standards von De-
vianten in ihrer Silbensequenz unterschieden, wurden die Silbenfragmente [nɪ*] und [*iːs] so-
wie [*t] und [p*] aus den eingesprochenen Silben [nɪk], [kiːs], [nɪt] und [piːs] geschnitten. Um 
eine identische Silbenlänge zu erzeugen, wurden frequenzstabile gleichbleibende Segmente 
von Konsonant und Vokal das Silbenfragment [nɪ*] durch Hinzufügen von Segmenten auf 225 
ms verlängert bzw. im Fall von [*iːs] auf 225 ms verkürzt und auf eine mittlere Grundfrequenz 
von 182.7 Hz ([nɪ*] = 180.3 Hz, [*iːs] = 185.0 Hz) und eine mittlere Intensität von 77.4 dB ([nɪ*] 
= 80.9 dB, [*iːs] = 74.5 dB) normalisiert. Die Fragmente [*t] und [p*] wurden mit einer Länge 
von 100 ms geschnitten sowie auf eine mittlere Intensität von 55 dB ([*t] = 55.5 dB,  [p*] = 51.4 
dB) normalisiert und mit [nɪ*] und [*iːs] zu [nɪtpiːs] und [piːsnɪt] konkateniert. Für die Bedin-
gung, in der sich Standards von Devianten in ihrer Lautsequenz unterschieden, wurden die Sil-
benfragmente [nɪ*] und [*iːs] sowie [*t] und [*p] aus den eingesprochenen Silben [nɪkkiːs], 
[nɪt] und [nɪp] geschnitten und nach entsprechender Normalisierung von Grundfrequenz und 
Intensität in Analogie zur Bedingung der Silbensequenzen zu den 650 ms langen Pseudoworten 
[nɪtpiːs] und [nɪptiːs] verbunden. 
                                                        
24
 Während der Aufzeichnung der später für die Synthese der Zielworte verwendeten Silben wurden die Silben-
stämme mit dem Pseudosuffix und -präfix [k] eingesprochen. Diese wurden gewählt, weil unter ihnen wenig 
Koartikulation auftritt und die Silbenstämme damit leichter zu trennen sind (Hasting, 2008) 
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Mit Hilfe dieser Techniken konnten physikalisch (akustisch) identische Stimuli generiert werden, 
die sich ausschließlich in ihrer Laut-, Silben- oder Tonsequenz unterschieden. Der Zeitpunkt der 
in diesem Fall frühesten wahrnehmbaren Abweichung - der Divergenzpunkt (DP) - fand sich in 
der Bedingung der Silben- und langsamer Tonsequenzen am Beginn des Stimulus, in der Bedin-
gung schneller Tonsequenzen nach 265 ms und in der Bedingung der Lautsequenzen nach 250 
ms (Abbildung 4). Die Präsentation der Stimuli erfolgte mit Hilfe der Presentation®-Software 
(Neurobehavioral Systems Inc., www.neurobs.com). Der Divergenzpunkt jedes Stimulustyps 
wurde kodiert (Trigger) und synchron auf einem separaten EEG Kanal aufgezeichnet. Die im 
folgenden Abschnitt aufgeführten Analysen bezogen sich dabei unabhängig von der Art der 
Manipulation auf diesen Divergenzpunkt.  
 
Abbildung 4: Spektrogramme der Stimuli. Divergenzpunkte (rote Pfeile) der Pseudoworte nit-pies (oben) und nit-
pies (unten) nach dem Schneiden und der anschließenden Konkatenierung der Fragmente. 
2.4.2 Datenerhebung und -analyse 
Die Ableitung erfolgte in Form eines digitalen Oberflächen EEG mit 34 Kanälen (Ag/AgCl-
Elektroden, Abbildung 5). Neben den 26 Skalpelektroden und der Sternalelektrode (Erdung) 
wurden zwei Elektroden über dem linken und rechten Processus mastoideus (M1, M2) und eine 
Nasionelektrode (NZ) als Referenzelektroden25 mitgeführt. Horizontale und vertikale Augenbe-
                                                        
25
 EEG-Signale werden als Differenz der Spannungen zwischen einer aktiven Elektrode und einer neutralen Refe-
renzenelektrode (z.B. Proc. mastoideus, Nasion) bestimmt. Von der Referenzelektrode wird angenommen, dass 
nur unspezifische Spannungswerte (z.B. Herzaktivität) registriert werden, die nicht mit der eigentlichen Hirnaktivi-
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wegungen wurden über vier weitere Elektroden (bipolares Elektrookulogramm, EOG) aufge-
zeichnet. Die Registrierung horizontaler Augenbewegungen (HEOG) erfolgte zwischen zwei 
Elektroden links und rechts der Canthi laterales und die vertikaler Augenbewegungen (VEOG) 
zwischen zwei Elektroden ober- und unterhalb des rechten Auges. Die verwendeten, in einer 
elastischen Kappe (Easycap EC 80, Electrocap International)  befestigten,  Skalpelektroden wa-
ren entsprechend des internationalen 10-20-Systems (Klem, Luders, Jasper & Elger, 1999) an-
geordnet und in Übereinstimmung mit der Nomenklatur der Amercian Encephalographic Socie-
ty benannt (Sharbrough et al., 1991). Während der EEG-Aufzeichnung lagen die Impedanzen 
aller gemessenen Elektroden unter 5 kΩ. EEG- und EOG-Signale wurden mit Hilfe eines Gleich-
spannungsverstärkers (TMS International Refa 8 DC amplifier, Twente Medical Systems, Nieder-
lande) mit integriertem online Tiefpassfilter (obere Schwellenfrequenz 135 Hz) und einer Ab-
tastrate von 500 Hz digitalisiert und kontinuierlich aufgezeichnet.  
 
Topographische Regionen 
Quadrant (ROI, Region of Interest) Elektroden 
Links anteriorer Quadrant (LA ROI) F3, FC3, F7, FT7 
Rechts anteriorer Quadrant (RA ROI) F4, FC4, F8, FT8 
Links posteriorer Quadrant (LP ROI) C3, P3, P7, CP5 
Rechts posteriorer Quadrant (RP ROI) C4, P4, P8, CP6 
Mittelinie (CC ROI) FZ, PZ, CZ 
Tabelle 5: Topographische Regionen und zugehörige Elektroden. 
Die Bearbeitung und graphische Darstellung (s.u.) des aufgezeichneten EEG-Signals erfolgte mit 
Hilfe der EEProbe Software (Max-Planck-Institut für Kognitions- und Neurowissenschaften, 
Leipzig, Version 3.2.1). Zunächst wurden die kontinuierlichen Rohdaten zur Korrektur langsa-
mer Potentialschwankungen (Drifts) und Muskelaktivität hoher Frequenz mit einem digitalen 1-
30 Hz Fourier-Bandpassfilter gefiltert. Die gefilterten Daten wurden im Anschluss durch eine 
automatische Artefaktkorrektur bereinigt, indem Zeitabschnitte, deren EEG-Signal innerhalb 
eines 200 ms langen Zeitfensters einen Grenzwert von 40 µV (Elektrode CZ) bzw. 30 µV (EOG-
                                                                                                                                                                                  
tät assoziiert sind. Subtrahiert man die Spannungswerte der Referenzelektrode von den aktiven Elektroden, so 
können aus letztem nicht mit der Hirnaktivität assoziiertem Störsignale eliminiert werden (Seifert, 2005). 
Abbildung 5: Elektrodenpositionen. 
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Kanäle) überschritt, ausgeschlossen wurden. Manuell markierte, durch horizontale und vertika-
le Augenbewegungen verursachte, Artefakte konnten basierend auf zuvor definierten Prototy-
pen mit Hilfe eines Korrekturfaktors (engl. propagation factor) korrigiert werden, so dass mehr 
artefaktfreie Zeitabschnitte für die weitere Analyse zur Verfügung standen 
(Artefaktkompensation).  
Die Mittelung des EEG-Signals erfolgte getrennt für Standard- und Deviantreize der jeweiligen 
Bedingung, Probanden und einzelne Elektroden über artefaktfreie Abschnitte. Die ersten fünf 
Stimuli jedes Versuchsblockes, einem Deviantreiz nachfolgende Standardreize sowie Deviant-
reize, die einem Deviantreiz folgten, gingen nicht in die Mittelung ein. Die Mittelungs-EKPs 
wurden dabei in einem Zeitfenster von 0 ms bis 600 ms bezogen auf den Beginn des jeweiligen 
Stimulus oder den Divergenzpunkt (DP) des Stimulus (Laut- und schnelle Tonsequenz) berech-
net. Die Mittelwerte des Signals der verbundenen Mastoidelektroden dienten dabei als Refe-
renz und das Intervall von -100 ms bis -1 ms vor dem Stimulusbeginn oder dem Divergenzpunkt 
als Nulllinie (Baseline)26. Zusätzlich wurden die Mittelungssignale auf die Nasionelektrode um-
referenziert, um die Polaritätsumkehr der MMN über den Mastoidelektroden (positive Deflek-
tion) zu überprüfen (Näätänen et al., 2007; Schröger, 1998).  
Die statistische Analyse erfolgte zur Überprüfung von Amplituden- und Latenzunterschieden 
sowie der räumlichen Verteilungsmuster (Topographie) der MMN-Komponente anhand der 
Potentialdifferenzkurven, die aus der Subtraktion der Mittelungs-EKPs auf Standardreize von 
den Mittelungs-EKPs auf Deviantreize der jeweiligen experimentellen Bedingung27 resultierten. 
Entsprechend des erwarteten MMN-typischen Verteilungsmusters erfolgte die Gruppierung 
von jeweils drei oder vier Elektroden in fünf topographische Regionen (Tabelle 5). Neben der 
Möglichkeit, die Topographie der Komponente zu beurteilen, verringert dieses Vorgehen das 
Risiko einen α-Fehler zu begehen, indem die Anzahl der zu analysierenden Variablen (Anzahl 
                                                        
26
 Vom Zeitraum vor dem Stimulusbeginn wird in idealisierter Weise angenommen, dass keine verarbeitungsbezo-
gene bzw. stimulusbezogene Aktivität vorliegt, und dass Abweichungen des Spannungswertes vom Nullwert durch 
Störsignale (Muskelanspannung, Schwitzen) bedingt sind. 
27
 Für sprachliches Material wurde die MMN als Identitäts-Mismatch Negativität (iMMN) berechnet. Diese resul-
tiert aus der Differenz der gemittelten Potentialantworten auf Deviantreize eines Versuchsblocks mit den identi-
schen Standardreizen des anderen Versuchsblocks. Dabei wird der Einfluss akustischer Unterschiede auf die EKP-
Komponenten kompensiert. Demgegenüber bleiben durch Merkmalsabweichungen (z.B. Sequenzänderungen) 
bedingte Änderungen der Potentialanwort erhalten (Pulvermüller und Shtyrov, 2006). 
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der Elektroden) reduziert wird (Oken & Chiappa, 1986). Die Latenz der (i)MMN27 wurde als Mit-
telwert der globalen Minima über der zentralen Vertexelektrode (CZ) in einem Zeitfenster von 
150 ms ermittelt, das nach visueller Inspektion der gemittelten Potentialantworten um die ers-
te deutlich negativen Deflektion der Differenzkurve der einzelnen Bedingungen (100-250 ms 
bzw. 200-350 ms für Silbensequenzen) zentriert war. Um auszuschließen, dass die berechneten 
Latenzen durch eine andere negative Komponente im gleichen Zeitfenster (N2b) verfälscht war, 
wurden die Ergebnisse an der Nasion referenzierten Mastoidelektroden überprüft (Polaritäts-
umkehr der MMN, nicht aber der N2b). Die Quantifizierung der (i)MMN27 erfolgte für jede Be-
dingung, Probandengruppe und ROI innerhalb eines 50 ms langen Zeitfensters, um den zuvor 
berechneten mittleren negativen Latenzgipfel der Differenzkurve (MMN-Peak). Dabei wurden 
mit einem Einstichprobentest-t-Test zunächst überprüft, ob sich die mittleren Amplituden in 
diesem Zeitfenster signifikant von Null (H0 = 0) unterschieden. Statistische Unterschiede der 
mittleren Latenz und Amplitude in den zuvor definierten Zeitfenstern wurden als Funktion der 
untersuchten Probandengruppe und des topographischen Faktors ROI in mehrfaktoriellen Va-
rianzanalysen (ANOVA) und nachfolgenden post-hoc t-Tests mit Hilfe der SPSS Analysesoftware 
(Version 20.0, IBM Corp., 2011) untersucht. Die Ablehnung der Nullhypothese erfolgte mit ei-
nem α-Fehler ≤ 0.05. Assoziationen zwischen den gemessenen Potentialantworten der einzel-
nen Bedingungen und den nicht-normal verteilten psychometrischen Messgrößen (Schwellen-
werte, Fehlerraten) wurden mit parameterfreien Spearman-Rangkorrelationen berechnet. 
Die visuelle Präsentation der Ergebnisse erfolgt für jede Probandengruppe und Bedingung in 
Form gemittelter Potentialkurven auf Standard- und Deviantreize sowie die Differenzkurven im 
Intervall von -100 und 600 ms bezogen auf den Stimulusbeginn oder Divergenzpunkt. Für die 
graphischen Darstellungen wurde ein zusätzlicher 7-Hz-Tiefpass Filter auf die gemittelten Po-
tentialkurven angewendet. Die räumliche Verteilung (Topographie) wurde für die jeweiligen 
Experimente auf einem sphärisch interpolierten Kopfmodell als Potentialkarte des mittleren 
Amplitudenwertes in dem für die statistische Analyse gewählten Zeitfenster illustriert (Perrin, 
Pernier, Bertrand & Echallier, 1989).  
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2.5 Läsionsanalyse 
Die Untersuchung neuroanatomischer Korrelate der untersuchten Funktion erfolgte durch Ana-
lyse der Läsionsverteilung von Patienten mit relativ zu Patienten ohne ein Defizit. Dabei wurden 
funktionskritische Hirnregionen von denjenigen getrennt, die aufgrund gemeinsamer Gefäßter-
ritorien häufig von einer Läsion betroffen sind (Rorden & Karnath, 2004). 
2.5.1 Datenerhebung 
Hoch aufgelöste T1-gewichtete Datensätze wurden mit einem 3 Tesla Siemens TrioTim oder 
Bruker BioSpin Magnetresonanztomographen und einer 32-Kanal-Kopfspule unter Anwendung 
einer MP-RAGE (engl. Magnetization Prepared Rapid Gradient Echo) Sequenz (Inversionszeit 
650 ms, Repetitionszeit 1300 ms, Echozeit 3.93 ms, Flip-Winkel 10 Grad, Sichtfeld 256 x 240 x 
176 mm) erhoben (Mugler & Brookeman, 1990). Daneben waren für alle Patienten T2-
gewichtete FLAIR (engl. fluid-attenuated inversion recovery) Datensätze vorhanden. Die Origi-
naldatensätze wurden mittels der LIPSIA Software (Lohmann et al., 2001) in dreidimensionale 
Bilddatensätze (Voxelgröße 1 x 1 x 1 mm) im NIfTI Format konvertiert.  
2.5.2 Läsionskartierung und -subtraktion 
Die individuellen Läsionen wurden manuell in den axialen Schichten der T1-gewichteten Bildda-
tensätzen eingezeichnet und mithilfe der Koregistrierten T2-gewichteten Läsionsbildgebung 
überprüft (Wilke, de Haan, Juenger & Karnath, 2011). Unter Nutzung der MRIcron Software 
((Rorden & Brett, 2000), http://www.mccauslandcenter.sc.edu/mricron/) wurden binäre Läsi-
onskarten (volume of interest, VOI) generiert, die als Maske für die Normalisierung des indivi-
duellen T1-gewichteten Datensatzes in den MNI (Montreal Neurological Institute) Raum (An-
dersen, Rapcsak & Beeson, 2010) und die Schätzung des Läsionsvolumens (Tabelle 1) dienten. 
Diese räumliche Normalisierung der Bilddatensätze und Läsionskarten in den stereotaktischen 
Standardraum erfolgte mit Hilfe der SPM8 Software (Statistical Parametric Mapping, Version 8, 
Wellcome Department of Imaging Neuroscience, London, http://www.fil.ion.ucl.ac.uk/spm) 
(Friston et al., 1995) unter Anwendung eines vereinheitlichten Segmentierungsalgorithmus 
(engl. Unified Segmentation Approach). Letzterer klassifiziert in einem iterativen Prozess auf 
der Grundlage gewebespezifischer Vorlagen der grauen und weißen Substanz sowie der Liquor-
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räume, welche die Wahrscheinlichkeiten für das Vorliegen einer Substanzklasse an jeder 
Voxelkoordinate (engl. tissue probability map) kodieren, die Gewebetypen des individuellen 
Bilddatensatzes (Segmentierung) und schätzt alternierend die Transformationsmatrix für die 
Überführung in den MNI-Raum (Normalisierung) (Ashburner & Friston, 2005; Crinion et al., 
2007). Die anatomische Spezifizierung der Läsionslokalisation (Tabelle 1) erfolgte in ebendie-
sem Standardraum basierend auf einer visuellen Inspektion von Landmarken und jenen, in der 
SPM8 Anatomy Toolbox enthaltenen, zytoarchitektonischen Karten (Eickhoff et al., 2005). Für 
die Visualisierung der Läsionsverteilung wurden die normalisierten Läsionskarten auf einem 
gemittelten T1-gewichteten Bilddatensatz aller Patienten projiziert (Abbildung 15A). 
Die nachfolgende voxelbasierte Subtraktionsanalyse diente der Assoziation beobachteter 
Wahrnehmungsunterschiede für sprachliche und nicht-sprachliche Informationen auf kurzen 
Zeitskalen mit spezifischen Läsionslokalisationen (voxelweises Läsions-Symptom Mapping) und 
der Trennung von durch gemeinsame Gefäßterritorien bedingten häufigen Läsionslokalisatio-
nen, die kein Defizit von Interesse nach sich ziehen (Caviness et al., 2002a, 2002b; Rorden & 
Karnath, 2004). Hierzu wurde mit Hilfe der MRIcron Software für jedes Voxel der Prozentsatz an 
Patienten einer mit Läsion, aber ohne das Defizit von Interesse, von denjenigen subtrahiert die 
mit dem Defizit von Interesse auch eine Schädigung im betrachteten Voxel aufwiesen und farb-
codiert dargestellt (Abbildung 15B) ((Rorden & Brett, 2000; Rorden & Karnath, 2004), 
http://www.mccauslandcenter.sc.edu/mricro/mricron/). Das Vorhandensein beziehungsweise 
das Fehlen des Defizits von Interesse wurde anhand der Gruppe der Kontrollprobanden be-
rechnet. Dazu wurden die Rohwerte der einzelnen Subtests jedes Patienten in Z-Werte trans-
formiert, die auf Mittelwert und Standardabweichung der Kontrollgruppe bezogen waren. 
Dementsprechend wurden diejenigen Patienten, die in mindestens zwei der sprachlichen und 
nicht-sprachlichen Subtests mehr als zwei Standardabweichungen vom Mittelwert der Kontroll-
gruppe abwichen, der Patientengruppe mit dem Defizit von Interesse (Defizit-positive Läsions-
gruppe, LG+) und die Patienten, auf welche diese Annahme nicht zutraf, der Gruppe ohne Defi-
zit (Defizit-negative Läsionsgruppe, LG-) zugeordnet (Liebermann, Ploner, Kraft, Kopp & Osten-
dorf, 2013). Diese Gruppen (LG+ und LG-) wurden auch hinsichtlich ihrer demographischen Cha-
rakteristika (Alter, Geschlecht, Händigkeit, Bildungsstand, Zeit seit der Hirnschädigung und Läsi-
onsvolumen) statistisch verglichen. Der nachfolgende Vergleich der beiden Gruppen in einer 
entsprechenden Subtraktionsanalyse (s.o.) verschlüsselte farbkodiert im Ergebnisbild die relati-
ve Häufigkeit (in Prozent) der Schädigung einer Hirnregion (bzw. eines Voxels), die mit dem Auf-
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treten einer beeinträchtigten Wahrnehmung für sprachliche und nicht-sprachliche Informatio-
nen auf kurzen Zeitskalen assoziiert war und gleichzeitig bei Patienten ohne dieses Defizit typi-
scherweise weniger häufig betroffen war (Abbildung 15B). Die Ableitung statistischer Unter-
schiede zwischen der Läsionsverteilung von LG+ und LG- erfolgte mit dem nicht-parametrischen 
Liebermeister-Test (Non-parametric Mapping (NPM) enthalten in der MRIcron Software) der 
auf die binären Daten, welche die Gruppenzuordnung reflektierten, angewendet wurde. In die-
sem voxelweisen statistischen Vergleich wurden ausschließlich Voxel eingeschlossen, die in 
mindestens 10 % der Probanden betroffen waren, das Ergebnis wurde für multiple Vergleiche 
mittels Permutationstests korrigiert (N = 12, Permutationen = 4000) (Rorden, Karnath & 
Bonilha, 2007) (Abbildung 15C). 
2.6 Läsionsbasierte Konnektivitätsanalyse 
Unter Berücksichtigung der Annahme, dass höhere Hirnfunktionen aus der Integration neuro-
naler Signale zwischen entfernten Hirnregionen innerhalb verteilter Netzwerken resultieren 
(Sporns et al., 2004), wurde nachfolgend die Assoziation funktionskritischer Hirnregionen mit 
anatomischen Nervenfaserprojektionen älterer Probanden ohne eine Hirnschädigung unter-
sucht. Angewendet wurde die Methode der Diffusionsbildgebung, welche basierend auf diffusi-
onsgewichteten MRT-Datensätzen (Abschnitt 2.6.1) die durch das Anlegen zeitabhängiger Mag-
netfeldgradienten erzeugt werden, eine Schätzung der Diffusionsbewegung (i.e. Ortsverände-
rung) von Wassermolekülen in verschieden Geweben (z.B. im Gehirn) erlaubt (Stejskal & Tan-
ner, 1965; Taylor & Bushell, 1985). Findet die Diffusion nicht in alle Raumrichtungen gleich 
schnell statt, weil sie zum Beispiel durch physiologische Räume bzw. die Gewebearchitektur 
begrenzt ist (z.B. Molekülbewegungen innerhalb von Axonen der weißen Substanz), ermöglicht 
die Diffusions-Tensor-Bildgebung zusätzlich die Möglichkeit einer Erfassung der Diffusionsrich-
tung in Form eines Tensors, welcher das dreidimensionale Diffusionsverhalten (i.e. die Haupt-
bewegungsrichtung der Wassermoleküle) innerhalb eines Voxels beschreibt (Basser, Mattiello 
& LeBihan, 1994a, 1994b). Basierend auf diesen Tensoren kann beispielsweise mit Hilfe der 
Methode der probabilistischen Fasertraktographie (Abschnitt 2.6.2) die Wahrscheinlichkeit mit 
der die Voxel eines Ausgangsareal (z.B. funktionskritische Hirnregionen) Teil eines anatomi-
schen Nervenfaserbündels  sind (strukturelle Konnektivität) geschätzt werden (Behrens, Berg, 
Jbabdi, Rushworth & Woolrich, 2007; Behrens et al., 2003). 
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2.6.1 Datenerhebung und Vorverarbeitung 
Diffusionsgewichtete hochaufgelöste Datensätze älterer Probanden ohne eine Hirnschädigung 
(N = 12) wurden an einem 3T Magnetresonanztomographen und einer 32-Kanal Kopfspule 
(Siemens TrioTim, Erlangen, Deutschland) mit einer Spin-Echo-Sequenz erhoben (Reese, Heid, 
Weisskoff & Wedeen, 2003). Als Messparameter wurden eine Echozeit von 100 Millisekunden, 
eine Repetitionszeit von 12 Sekunden, eine 128 × 128 Bild Matrix mit insgesamt 88 kontinuierli-
chen Schichten und eine Auflösung von 1.7 × 1.7 × 1.7 mm³ festgelegt. Die Diffusionswichtung 
erfolgte mit 60 isotroph verteilten Gradientenrichtungen und einem b-Wert von 1000 s/mm2. 
Darüber hinaus wurden zum Beginn der Sequenz und nach jedem Block 10 diffusionsgewichte-
ter Bilddatensätze acht weitere Datensätze ohne Diffusionswichtung (b0) aufgenommen, die als 
anatomische Referenz für eine offline Bewegungskorrektur dienten. Die diffusionsgewichteten 
Datensätze wurden mit Hilfe der FMRIB Anwendung aus dem FSL-Softwarepaket (Oxford Cent-
re for Functional Magnetic Resonance Imaging of the Brain Diffusion Toolbox, 
http://fsl.fmrib.ox.ac.uk/fsldownloads/, FSL Version 4.1.9, (Behrens et al., 2003; Jenkinson, 
Beckmann, Behrens, Woolrich & Smith, 2012; Smith et al., 2004) analysiert. Zur Trennung von 
Gehirn und Schädelknochen wurde basierend auf T1-gewichteten Datensätzen (Messparameter 
s. Abschnitt 2.5.1) unter Anwendung von BET (FSL Brain Extraction Tool) eine Maske erstellt, die 
nach Übertragung auf die diffusionsgewichteten Datensätze nur Voxel beibehielt, die Gehirn 
nicht aber Schädelknochen abbildeten (engl. skull stripping). Basierend auf den nicht diffusions-
gewichteten (b0) Referenzbildern folgte eine ebenfalls im FSL-Softwarepaket implementierte 
Bewegungskorrektur, die einen starren Körper annimmt (engl. rigid-body transformation) und 
durch ein Verschieben sowie Verdrehen eine optimale Überlagerung der durch Kopfbewegun-
gen der Probanden ggf. räumlich abweichenden Aufnahmen erzielt (Jenkinson, Bannister, Brady 
& Smith, 2002). Die Parameter der Bewegungskorrektur wurden über alle Aufnahmen geschätzt 
und mit dem anatomischen T1 gewichteten Datensatz koregistriert. Die resultierende Trans-
formationsmatrix wurde anschließend auf die diffusionsgewichteten Aufnahmen angewendet, 
die Gradientenrichtungen gemittelt und auf eine isotrope Voxelgröße von 1 mm interpoliert. 
Für die Berechnung der Diffusionstensoren wurden die lokalen Diffusionsrichtungen und die 
Verteilung der Diffusionsparameter mit Hilfe des BedPostX Algorithmus (Bayesian Estimation of 
Diffusion Parameters Obtained using Sampling Techniques) modelliert (Behrens et al., 2007; 
Behrens et al., 2003). Dieser Algorithmus berücksichtigt dabei mehr als nur eine mögliche Fa-
serorientierung pro Voxel (Defaultwert N = 2) und ist daher geeignet, nachfolgend auch die 
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Wahrscheinlichkeit vom Ausgangsareal ausgehender Nervenfaserbündel (strukturelle Konnekti-
vität) in Regionen zu berechnen, in denen sich Fasern kreuzen (Abschnitt 2.6.2), z.B. innerhalb 
der Brücke (Pons), die sich aus transversen links-rechts (ponto-zerebellären) und absteigenden 
superior-inferior (cortico-spinalen) orientierten Fasern zusammensetzt (Jeurissen, Leemans, 
Tournier, Jones & Sijbers, 2013). 
2.6.2 Läsionsbasierte probabilistische Traktographie 
Basierend auf der im vorangegangenen Schritt geschätzten Verteilung der Diffusionsparameter 
und Hauptdiffusionsrichtungen der Voxel (FDT BedPostX) wurde die strukturelle Konnektivität 
von Regionen, die signifikant häufiger in der Defizit-positiven (LG+), als in der Defizit-negativen 
(LG-) Läsionsgruppe betroffen waren, mit Hilfe des im FSL-Softwarepaket implementierten Al-
gorithmus unter Berücksichtigung kreuzender Fasern (FDT ProbTrackX) berechnet (Behrens et 
al., 2007; Behrens et al., 2003). Hierzu erfolgte eine affine Transformation der funktionskriti-
schen Hirnregionen vom MNI-Raum jeweils in den Probanden-individuellen Raum, in dem sich 
der diffusionsgewichtete Datensatz befand (FLIRT, FMRIB's Linear Image Registration Tool, 
Jenkinson & Smith, 2001). Basierend auf diesen funktionell informierten Ausgangsarealen (engl. 
seed masks) wurde mit einer Schrittlänge von 0.5 mm (Schrittzahl = 2000, Pfadzahl = 5000) und 
einem Kurvengrenzwert von 0.2 (minimaler Winkel von 90 Grad zwischen zwei Schritten) die 
Konnektivitätsverteilung berechnet, indem für jeden Voxel ausgehend von den Masken proba-
bilistische Pfade generiert wurden, welche die jeweils andere Maske passierten. Ausgeschlos-
sen wurden Pfade, die über die Mittellinie in die rechte Hemisphäre kreuzten (Ausschluss-
Maske) oder die jeweils andere Maske nicht erreichten. Die resultierenden Verteilungsmuster 
struktureller Konnektivität wurde klassifiziert, indem zusätzliche, aus einem Atlas weißer Sub-
stanz (ICBM DTI-81 Atlas, http://www.loni.usc.edu, Mori et al., 2008) hervorgehende, Ein-
schlussmasken (Wegpunkt-Masken) spezifische Fasertrakte selektierten. Die Masken wurden 
koronar in der Ebene des linken und rechten Pedunculus cerebellaris medius (Tractus cortico-
ponto-cerebellaris) und superior (Tractus cerebello-thalamicus) (Granziera et al., 2009; Jissendi, 
Baudry & Baleriaux, 2008) platziert. Darüber hinaus waren weitere Wegpunkt-Masken in der 
linken periventrikulären weißen Substanz lateral der superioren Corona radiata (Fasciculus 
longitudinalis superior, SLF) (Makris et al., 2005), im linken vorderen unteren Anteil des exter-
nen Kapselsystems (Fasciculus fronto-occipitalis inferior, IFOF) (Catani, Howard, Pajevic & Jo-
nes, 2002) sowie in der linken Corona radiata posterior oberhalb des Dachs des Seitenventrikels 
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(dorsaler Anteil des IFOF bzw. Fasciculus longitudinalis medius, MLF) (Makris, Preti, Wasser-
mann, et al., 2013; Martino, Brogna, Robles, Vergani & Duffau, 2010) lokalisiert. Die Masken 
wurden mittels affiner Transformation vom MNI-Raum jeweils in den Probanden-individuellen 
Raum, in dem sich der diffusionsgewichtete Datensatz befand, überführt (FLIRT) und deren kor-
rekte Lokalisation visuell bestätigt. Um für Abweichungen der Trakte durch unterschiedliche 
Größen der Ausgangsareale infolge der initialen Transformation vom MNI in den individuellen 
Raum zu kompensieren, erfolgte eine Skalierung der geschätzten Konnektivitätsverteilungen 
über alle Probanden (N = 12) durch Division der selektierten Fasertrakte durch die Gesamtzahl 
der von den Ausgangsarealen für jeden Voxel berechneten probabilistischen Pfade  (Galantucci 
et al., 2011). Nachfolgend wurden die individuellen Fasertrakte auf Voxel begrenzt, die von 
mindesten 1 x 10-7 Prozent der Gesamtzahl der probabilistischen Pfade (Schwellwert aus 
Pfadzahl pro Voxel (5000) multipliziert mit Voxelzahl der Ausgangsareale, Mittelwert = 827.2 ± 
61.2 (SD)) passiert wurden (Rilling et al., 2008). Die mit diesem Schwellenwert versehenen Fa-
sertrakte wurden in einem weiteren Schritt binarisiert, vom individuellen Raum in den MNI-
Raum transformiert und über die Gruppe der Probanden gemittelt, um die räumliche Variabili-
tät der Fasertrakte und über die Gruppe älterer Probanden gemeinsame Assoziationen der 
funktionskritischen Regionen mit (sub-)kortikalen Arealen über anatomisch definierte Faser-
trakte zu visualisieren. Die Identifizierung der sich in mindestens 75 % der Probanden über-
schneidenden Fasertrakte und deren Zielareale (Abbildung 16) erfolgte altlasbasiert anhand des 
Oxford Atlas thalamischer Konnektivität (Behrens et al., 2003), des MNI-Talairach Atlas (Lancas-
ter et al., 2007; Lancaster et al., 2000), des probabilistischen zerebellären Atlas (Diedrichsen, 
Balsters, Flavell, Cussans & Ramnani, 2009) sowie der Harvard-Oxford Wahrscheinlichkeitskar-
ten kortikaler und subkortikaler Strukturen, die mit dem FSL Softwarepaket (Jenkinson et al., 
2012) frei verfügbar sind.   
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3 Ergebnisse 
3.1 Behaviorale Untersuchung 
3.1.1 Repräsentation nicht-sprachlicher akustischer Informationen 
Für die korrekte Benennung der Abfolge aufsteigender und absteigender Tonsequenzen zeigten 
Patienten im Vergleich zu Kontrollprobanden signifikant höhere Ordnungsschwellen (Mann-
Whitney-U-Test, U = 114, p = .007). Auch die Diskriminationsschwellen, bei denen die Proban-
den ein Tonpaar gerade noch unterscheiden konnten, wiesen einen signifikanten Verteilungs-
unterschied zwischen den Probandengruppen auf (U = 120.5, p = .002) (Abbildung 6, Tabelle 6). 
Ordnungs- und Diskriminationsschwellen zeigten eine positive Assoziation in der Patienten- (rs = 
.681, p = .015) und Kontrollgruppe (rs = .735, p = .006).  
Ordnung- und Diskriminationsschwellen 
Variable Gruppe Teststatistik 
Bedingung Patienten Kontrollen Gruppeneffekt 
Ordnungsschwelle 139.0 (495.0) 69.0 (161.75) U = 114.0, p = .007 
Diskriminationsschwelle 11.9 (26.3) 3.5 (3.75) U = 120.5, p = .002 
Tabelle 6: Mediane (Interquartilbereich) für Ordnungs- und Diskriminationsschwellen in Millisekunden der Patien-
ten- (N = 12) und Kontrollgruppe (N = 12); nicht-parametrische Teststatistik für Zwischensubjekteffekte (Mann-
Whitney-U-Test, p-Werte, einseitig).  
 
Abbildung 6: Ordnung- und Diskriminationsschwellen. Darstellung als Boxplots der Mediane (horizontale Linie), der 
ersten und dritten Quartile (Box), Streuung der Daten (Antenne) und Ausreißer (Punkt) für Ordnungs- (A) und Dis-
kriminationsschwellen (B) von Kontrollen und Patienten. ** p < 0.01; siehe Tabelle 6. 
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3.1.2 Repräsentation sprachlicher akustischer Informationen 
Über alle Probanden fanden sich Unterschiede in den Fehlerraten für die Unterscheidung von 
Worten, Pseudoworten und Lauten (Friedman-Test, χ2(2) = 16.026, p = .0002). Höhere Fehlerra-
ten zeigten sich während der Diskrimination von Laut- verglichen mit Wortpaaren (Z = - 3.624, p 
= .0003, Bonferroni-adjustiert mit p < .017) und von Pseudowort- gegenüber Wortpaaren (Z = -
2.684, p = .007). Dieser Kategorieeffekt konnte in der getrennten Betrachtung für die Patien-
tengruppe (χ2(2) = 10.857, p = .003), jedoch nicht in der Kontrollgruppe bestätigt werden. In 
Übereinstimmung wiesen Patienten wiederum höhere Fehlerraten bei der Unterscheidung von 
Laut- gegenüber Wortpaaren (Z = -2.287, p = .015) sowie Pseudowort- gegenüber Wortpaaren 
(Z = -2.666, p = .002) auf. Der Vergleich zwischen den Gruppen deckte einen nicht-signifikanten 
Trend für größere Fehlerraten in der Patienten- verglichen mit der Kontrollgruppe bei der Un-
terscheidung von Pseudoworten und Lauten auf (Tabelle 7). Nachfolgend ergab die Überprü-
fung des Einflusses der Artikulationseigenschaften auf die Fehlerraten ausschließlich in der Pa-
tientengruppe einen signifikanten Effekt während der Laut- (χ2(2) = 18.313, p = .00004) und 
Pseudowortdiskrimination (Z = -2.38, p = .008). Post-hoc Wilcoxon-Tests mit nach Bonferroni 
adjustiertem alpha-Niveau (p < .0083) zeigten in der Patientengruppe höhere Fehlerraten für 
im Artikulationsort gegenüber in der Stimmhaftigkeit (Z = - 2.521, p = .004) oder in einer Kom-
bination aus Ort/Stimmhaftigkeit (Z = - 2.536, p = .004) sowie in Frikativen (Z = - 2.555, p = .004) 
und in der Artikulationsart (Z = -2.684, p = .004) kodierten Laut- bzw. Pseudowortunterschie-
den. Der direkte Vergleich der Fehlerraten von Patienten- und Kontrollgruppe wies einen signi-
fikanten Unterschied für Artikulationsortkontraste in Pseudowortpaaren (U = 101.5, p = .045) 
sowie eine Trend für ebendiesen Kontrast in Lautpaaren  (U = 99.5, p = .057) zu Ungunsten der 
Patienten nach (Tabelle 7).  
Darüber hinaus zeigten die Fehlerraten aller Probanden keinen Zusammenhang mit der Läsi-
onsgröße oder dem Hörverlust. Es fand sich jedoch eine positive Assoziation für Unterschiede in 
der Stimmhaftigkeit von Lautpaaren mit den Ordnungs- (rs = .549, p = .032) und Diskriminati-
onsschwellen (rs = .516, p = .043). Für Kontraste im Artikulationsort ergab diese Assoziation mit 
den Ordnungs- (rs = .495, p = .051) und Diskriminationsschwellen (rs = .471, p = .061) lediglich 
einen Trend. Ein ähnlicher Trend fand sich für Unterschiede im Artikulationsort von Pseudowor-
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Diskrimination von Worten, Pseudoworten und Lauten 






Kategorie Patienten Kontrollen  
Worte (W) .014 (.03) .007 (.01) χ
2
(2) = 10.86  
p = .003 
χ
2
(2) = 5.72  
p = .056 
U = 83, p = .276 
Pseudoworte (PW) .028 (.06) .000 (.04) U = 96, p =.089 






Artikulationseigenschaft Patienten Kontrollen  
Artikulationsort (W) .001 (.06) .000 (.00) Z = -1.34 
p = .250  
Z = -1 
p = .500 
U = 79, p = .366 
Artikulationsart (W) .001 (.02) .000 (.00) U = 72, p = .500 
Artikulationsort (PW) .083 (.23) .001 (.06) Z = -2.38 
p = .008 
Z = -1.342 
p = .250 
U = 101.5, p = .045 
Artikulationsart (PW) .014 (.00) .000 (.00) U = 78.5, p = .366 
Artikulationsort (P) .200 (.38) .000 (.10) χ
2
(2) = 18.31 
p = .00004 
χ
2
(2) = 7.0 
p = .065 
U = 99.5, p = .057 
Frikative (P) .000 (.00) .000 (.00) U = 72.0, p = .500 
Stimmhaftigkeit (P) .042 (.08) .001 (.15) U = 70.5, p = .466 
Ort/Stimmhaftigkeit (P) .002 (.10) .000 (.00) U = 72.5, p = .500 
Tabelle 7: Mediane der Fehlerraten (Interquartilsbereich) der Patienten- (N = 12) und Kontrollgruppe (N = 12) für 
die Unterscheidung sprachlicher Kontraste per Kategorie (P, Laute; PW, Pseudoworte; W, Worte) und Artikulations-
eigenschaft; nicht-parametrische Teststatistik für Innersubjekt- (Friedman χ
2
 und Wilcoxon-Vorzeichen-Rang-Test, 
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Korrelation von Verhalten mit Hörverlust und Läsionsvolumen 
Variable LV dBHL 0.5 kHz dBHL 1 kHz dBHL  1.5 kHz dBHL 2 kHz 
Aufgabe Teststatistik 
Temporal order -.098 .761 -.135 .675 -.312 .323 .104 .749 .174 .590 












Artikulationsort (W) .032 .921 .262 .410 .321 .309 .419 .175 .550 .058 
Artikulationsort (PW) -.186 .563 .122 .706 .066 .839 .350 .265 .510 .090 
Artikulationsort (P) -.395 .204 -.052 .873 .028 .930 .241 .451 .340 .279 
Artikulationsart (W) -.393 .206 .494 .103 .049 .879 .281 .377 .311 .325 
Artikulationsart (PW) -.285 .369 .182 .571 .073 .823 .510 .090 .550 .064 
Frikative (P) -.393 .206 .494 .103 .049 .879 .281 .377 .311 .325 
Stimmhaftigkeit (P) -.270 .396 .308 .330 .093 .775 .050 .876 .126 .697 
Stimmhaftigkeit/Ort (P) -.285 .369 .182 .571 .073 .823 .510 .090 .550 .064 
Tabelle 8: Nicht-parametrische Korrelationen (Spearman-Korrelation, Korrelationskoeffizient rs und p-Werte) zwi-
schen Verhalten (Wahrnehmungsschwellung und Fehlerraten) und Läsionsvolumen sowie Hörverlust über alle Pati-
enten (N = 12). 
3.2 EEG-Experiment 
Die Gesamtmorphologie der abgeleiteten kortikalen Potentialantworten (EKP, Ereignis korre-
lierte Potentiale) auf Standard- und Deviantreize unter allen Präsentationsbedingungen wies in 
beiden Probandengruppen die typische Konfiguration und den zeitlichen Verlauf akustisch evo-
zierter Potentiale (P1-N1-P2-N2 Komplex) auf, so dass von einer im Wesentlichen vergleichba-
ren Verarbeitung des präsentierten Stimulusmaterials ausgegangen werden kann. Im Folgen-
den sollen die vermuteten spezifischen Verarbeitungsunterschiede unter der Präsentation rei-
ner Sinustöne (Kontrollbedingung, Abschnitt 3.2.1), langsamer Tonsequenzen (Abschnitt 3.2.2), 
rascher Tonsequenzen (Abschnitt 3.2.3) und der Verletzungen von Silben- sowie von Lautse-
quenzen (Abschnitt 3.2.4 und 3.2.5)  im Zeitfenster der MMN quantifiziert werden. 
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3.2.1 Kortikale Potentialantwort auf Sinustöne 
Die Berechnung der MMN-Latenz als Mittelwert globaler Minima der Potentialdifferenzkurven 
(EKP 1500 Hz Deviantreize – EKP 1000 Hz Standardreize) im Zeitfenster (ZF) von 100-250 ms 
über der Elektrode CZ ergab unter binauraler Präsentation 650 ms langer Sinustöne unter-
schiedlicher Frequenz maximal negative Ausschläge um ~150 ms in beiden Probandengruppen 
(Latenz MMN-PeakCZ). Die Überprüfung der MMN-Latenz über der Mastoidelektrode M2 bestä-





 in ms Latenz MMN-Peak
M2
 in ms 
Kontrollen 148.7 (18.7) 142.7 (28.6) 
Patienten 157.7 (25.8) 161.2 (39.1) 
Probandenmittel 153.2 (22.5) 151.9 (34.8) 
Tabelle 9: Mittlere MMN-Latenz (Standardabweichung) in Millisekunden der Differenzkurven für 1000 Hz Standard- 
und 1500 Hz Deviantreize über CZ und M2 im Zeitfenster 100-250 ms. 
Die Varianzanalyse (2 x 4 -faktorielle ANOVA mit den Faktoren Gruppe (Kontrollen, Patienten) 
und ROI28 (LA, RA, LP, RP)) ergab für die mittleren Latenz des MMN-Peaks auf Sinustöne zwi-
schen 100-250 ms einen signifikanten Haupteffekt für den Faktor ROI (F(2.3,49.5) = 7.58, p < 
0.001) mit kürzeren MMN-Latenzen über den anterioren ROIs (Tabelle 10). Der Faktor Gruppe 
hatte hingegen keinen signifikanten Einfluss (F(1,22) = 1.90, p = 0.1820) auf die Latenz der 
MMN. Dies galt auch für die Interaktion der Faktoren Gruppe x ROI (F(2.3,49.5) = 0.95, p = 
0.4114). Für die nachfolgende Quantifizierung der MMN (s.u.) wurde deshalb ein gemeinsames, 
um das Probandenmittel des MMN-PeaksCZ (Mittelwert = 153.2 ± 22.5 ms, Tabelle 9) zentrier-
tes, Analysezeitfenster mit einer Länge von 50 ms (128-178 ms) festgelegt. 
Die Quantifizierung der MMN-Amplitude (t-Test mit H0 = 0) ergab über allen ROIs sowohl in der 
Patienten- als auch in der Kontrollgruppe sich signifikant von Null unterscheidende mittlere 
MMN-Amplituden auf Sinustöne (EKP 1500 Hz Deviantreize – EKP 1000 Hz Standardreize) im 
Analysezeitfenster von 128 bis 178 ms (Tabelle 11).  
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Verteilungsunterschiede MMN-Latenz: Sinustöne 
Variable Messgröße 
Faktor Faktorstufe Latenz MMN-Peak in ms 
ROI***
28
  CC 151.1 (19.8) 
 LA 144.9 (21.6) 
 LP 157.5 (20.5) 
 RA 145.4 (18.5) 
 RP 152.6 (22.3) 
Tabelle 10: Topographische Verteilungsunterschiede der MMN-Latenz (Standardabweichung) in Millisekunden für 
Sinustöne zwischen 100-250 ms. ROI: L, links; R, rechts, A, anterior; P, posterior; CC, Mittellinie; *** p < 0.001. 
MMN-Quantifizierung: Sinustöne 
Variable Messgröße Teststatistik 
Gruppe ROI Amplitude in µV t-Wert p-Wert 
Kontrollen CC -2.189 (1.093) -12.97 < .0001 
 LA -1.982 (1.078) -13.24 < .0001 
 LP -1.408 (1.038) -9.86 < .0001 
 RA -2.161 (0.959) -15.97 < .0001 
 RP -1.520 (0.950) -11.19 < .0001 
Patienten CC -1.511 (1.531) -5.88 < .0001 
 LA -1.903 (2.063) -6.3 < .0001 
 LP -0.890 (1.477) -4.26 < .0001 
 RA -2.000 (1.303) -10.48 < .0001 
 RP -1.057 (1.150) -6.21 < .0001 
Tabelle 11: MMN-Quantifizierung (t-Test gegen Null, df = 47, Mittellinie df = 35), mittlere MMN-Amplituden (Stan-
dardabweichung) in Mikrovolt für Sinustöne im Zeitfenster 128-178 ms. ROI: L, links; R, rechts, A, anterior; P, poste-
rior; CC, Mittellinie. 
                                                        
28
 Werte der Mittellinien-ROI CC (drei Elektroden, im Gegensatz zu vier Elektroden der übrigen ROIs) wurden in der 
Varianzanalyse nicht berücksichtigt, werden aber im Folgenden aus Gründen der Vollständigkeit berichtet. 
  
 
3  Ergebnisse 3.2 EEG-Experiment 
 
 52  
 
Die gemittelten kortikalen Potentialantworten auf Standard- und Deviantreize (Sinustöne) (Ab-
bildung 7A und B) sowie die entsprechenden Potentialdifferenzkurven (Abbildung 7C) visualisie-
ren den Potentialverlauf und die maximal negative Auslenkung der Differenzkurve um 150 ms 
(MMN) in den untersuchten Probandengruppen. Die Varianzanalyse (2 x 4 -faktorielle ANOVA 
mit den Faktoren Gruppe (Kontrollen, Patienten) und ROI28 (LA, RA, LP, RP)) ergab keine signifi-
kanten Amplitudenunterschiede zwischen den Gruppen (F(1,22) = 0.87, p = 0.3618) im zuvor 
festgelegten MMN-Zeitfenster (128-178 ms). Auch über den Mittellinienelektroden (CC) war ein 
Gruppeneffekt nicht nachweisbar (F(1,22) = 2.21, p = 0.1512). In der Kontrollbedingung konnte 
ferner kein Einfluss des Faktors Gruppe in Abhängigkeit des topographischen Faktors ROI (In-
teraktionen Gruppe x ROI, F(1.7,38.2) = 0.8, p = 0.4388) nachgewiesen werden. Demgegenüber 
fand sich ein Haupteffekt für den Faktor ROI (F(1.7,38.2) = 13.98, p < 0.001) mit größeren (nega-
tiveren) MMN-Amplituden über den anterioren ROIs und der Mittellinie (Tabelle 12, Abbildung 
7D). 
Verteilungsunterschiede MMN-Amplitude: Sinustöne 
Variable Messgröße 
Faktor Faktorstufe MMN-Amplitude in µV 
ROI***
28  CC -1.850 (1.036) 
 LA -1.943 (1.530) 
 LP -1.153 (0.928) 
 RA -2.080 (1.060) 
 RP -1.288 (0.886) 
Tabelle 12: Topographische Verteilungsunterschiede der mittleren MMN-Amplitude (Standardabweichung) in Mik-
rovolt für Sinustöne im Zeitfenster 128-178 ms. ROI: L, links; R, rechts, A, anterior; P, posterior; CC, Mittellinie; *** p 
< 0.001. 
Hinsichtlich des Zusammenhangs zwischen der im EEG gemessenen Potentialantwort über den 
jeweiligen ROIs und dem Verhalten der Probanden ergab eine Korrelationsanalyse (Spearman 
Korrelation) keine Assoziation der mittleren MMN-Amplituden der Differenzkurven auf Sinus-
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Korrelation von Wahrnehmungsschwellen mit MMN-Amplitude: Sinustöne 
Variable Teststatistik 
Schwellenwert MNN-ROI Spearman’s Rho p-Wert 
Ordnungsschwelle CC -0.094 0.663 
 LA 0.139 0.517 
 LP 0.231 0.277 
 RA -0.009 0.968 
 RP 0.200 0.348 
Diskriminationsschwelle CC -0.047 0.826 
 LA 0.338 0.106 
 LP 0.266 0.209 
 RA 0.099 0.646 
 RP 0.270 0.202 
Tabelle 13:  Nicht-parametrische  Korrelation  zwischen  der  MMN-Amplitude  (µV)  auf  Sinustonstandards  und  -
devianten und Ordnungs- oder Diskriminationsschwellen (ms) aller Probanden. ROI: L, links; R, rechts, A, anterior; P, 
posterior; CC, Mittellinie. 
In Zusammenschau der Ergebnisse der Kontrollbedingung resultierte die Darbietung einer Folge 
frequenzgleicher Sinustöne (Standards), die von zufällig auftretenden, in ihrer Frequenz abwei-
chenden Sinustönen (Devianten) unterbrochen wurde, sowohl in der Kontroll- als auch in der 
Patientengruppe in einer statistisch signifikanten MMN (Tabelle 11). Diese zeigte eine für die 
MMN-typische Latenz zwischen 150 und 250 ms und eine frontozentrale Topographie 
(Näätänen et al. 2007) mit kürzeren MMN-Latenzen (Tabelle 10) und größeren MMN-
Amplituden (Tabelle 12, Abbildung 7D) zugunsten anteriorer und zentraler ROIs, ohne dass die-
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3.2.2 Kortikale Potentialantwort auf langsame Tonsequenz 
Die Berechnung der MMN-Latenz der Differenzkurven im Zeitfenster von 100 bis 250 ms über 
der Elektrode CZ ergab für die Bedingung langsamer Tonsequenzen in der Kontroll- und Patien-
tengruppe negative Peaks (MMN-PeakCZ) von 170.3 uns 185.7 ms, die durch die MMN-Latenz 
über der Mastoidelektrode M2 bestätigte werden konnten (Tabelle 14). 




 in ms Latenz MMN-Peak
M2
 in ms 
Kontrollen 170.3 (16.2) 159.3 (31.4) 
Patienten 185.7 (35.8) 171.0 (35.9) 
Probandenmittel 178.0 (28.3) 165.2 (33.6) 
Tabelle 14: Mittlere MMN-Latenz (Standardabweichung) in Millisekunden der Differenzkurven für langsame 1000-
1500 Hz Standard- und 1500-1000 Hz Deviantreize über CZ und M2 im Zeitfenster 100-250 ms. 
Die Varianzanalyse (2 x 4 -faktorielle ANOVA mit den Faktoren Gruppe (Kontrollen, Patienten) 
und ROI28 (LA, RA, LP, RP)) ergab für die mittleren Latenz des MMN-Peaks für langsame Tonse-
quenzen zwischen 100-250 ms keine Verteilungsunterschiede für den topographischen Faktor 
ROI (F(2.5,55.9) = 0.89, p = 0.4394) (Tabelle 15). Der Faktor Gruppe (F(1,22) = 0.27, p = 0.6108) 
ebenso wie die Interaktion der Faktoren Gruppe x ROI (F(2.5,55.9) = 1.97, p = 0.1373) hatten 
ebenfalls keinen signifikanten Einfluss auf die Latenz der MMN. Für die nachfolgende Quantifi-
zierung der MMN (s.u.) wurde deshalb erneut ein gemeinsames, um das Probandenmittel des 
MMN-PeaksCZ (Mittelwert = 178.0 ± 28.3 ms, Tabelle 14) zentriertes, Analysezeitfenster mit 
einer Länge von 50 ms (153-202 ms) festgelegt. 
Die MMN-Quantifizierung ergab sowohl für die Patienten als auch für die Kontrollgruppe sich 
signifikant von Null (t-Test, H0 = 0) unterscheidende mittlere MMN-Amplituden auf langsame 
Tonsequenzen (EKP 1500-1000 Hz Deviantreize – EKP 1000-1500 Hz Standardreize) im Analyse-
zeitfenster von 153 bis 203 ms (Tabelle 16).  
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Verteilungsunterschiede MMN-Latenz: langsame Tonsequenz 
Variable Messgröße 
Faktor Faktorstufe Latenz MMN-Peak in ms 
ROI
28 CC 175.1 (24.5) 
 LA 171.4 (27.3) 
 LP 180.6 (26.0) 
 RA 178.5 (26.3) 
 RP 175.6 (26.3) 
Tabelle 15: Topographie der MMN-Latenz (Standardabweichung) in Millisekunden für langsame Tonsequenzen 
zwischen 100-250 ms. ROI: L, links; R, rechts, A, anterior; P, posterior; CC, Mittellinie. 
MMN-Quantifizierung: langsame Tonsequenz 
Variable Messgröße Teststatistik 
Gruppe ROI Amplitude in µV t-Wert p-Wert 
Kontrollen CC -1.386 (0.889) -8.07 < .0001 
 LA -1.127 (0.770) -8.74 < .0001 
 LP -0.890 (0.763) -7.06 < .0001 
 RA -1.361 (0.704) -12.10 < .0001 
 RP -0.821 (0.807) -6.20 < .0001 
Patienten CC -0.883 (1.031) -4.10 < .001 
 LA -0.951 (0.903) -4.33 < .0001 
 LP -0.481 (1.079) -2.88 < .01 
 RA -0.92 (0.942) -6.16 < .0001 
 RP -0.548 (1.135) -3.75 <0.001 
Tabelle 16: MMN-Quantifizierung (t-Test gegen Null, df = 47, Mittellinie df = 35), mittlere MMN-Amplituden (Stan-
dardabweichung) in Mikrovolt für langsame Tonsequenzen im Zeitfenster 153-203 ms. ROI: L, links; R, rechts, A, 
anterior; P, posterior; CC, Mittellinie.  
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Die gemittelten EKPs auf langsame Standard- und Devianttonsequenzen (Abbildung 8A und B) 
sowie die resultierenden Potentialdifferenzkurven (Abbildung 8C) zeigen den Potentialverlauf 
und die maximal negative Auslenkung der Differenzkurve (MMN) um 178 ms. Die Varianzanaly-
se (2 x 4 -faktorielle ANOVA mit den Faktoren Gruppe (Kontrollen, Patienten) und ROI28 (LA, RA, 
LP, RP)) ergab keine signifikanten MMN-Amplitudenunterschiede zwischen den Gruppen 
(F(1,22) = 0.95, p = 0.3412). Auch über den Mittellinienelektroden (CC) war ein Gruppeneffekt 
nicht nachweisbar (F(1,22) = 1.30, p = 0.2665). Es konnte ferner kein Einfluss des Faktors Grup-
pe in Abhängigkeit des topographischen Faktors ROI (Gruppe x ROI, F(1.7,38.3) = 0.27, p = 
0.7311) nachgewiesen werden. Demgegenüber fand sich ein Haupteffekt für den Faktor ROI 
(F(1.7,38.3) = 6.1, p < 0.01) mit größeren (negativeren) MMN-Amplituden über den anterioren 
ROIs und der Mittellinie (Tabelle 17, Abbildung 8D). 
Verteilungsunterschiede MMN-Amplitude: langsame Tonsequenz 
Variable Messgröße 
Faktor Faktorstufe MMN-Amplitude in µV 
ROI**
28  CC -1.1341 (0.9650) 
 LA -1.0391 (0.8365) 
 LP -0.6865 (0.9210) 
 RA -1.1405 (0.8231) 
 RP -0.6845 (0.9712) 
Tabelle 17: Topographische Verteilungsunterschiede der mittleren MMN-Amplitude (Standardabweichung) in Mik-
rovolt für langsame Tonsequenzen im Zeitfenster 153-203 ms. ROI: L, links; R, rechts, A, anterior; P, posterior; CC, 
Mittellinie; ** p < 0. 01.  
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Die im EEG gemessene Potentialantwort (MMN-Amplitude im Zeitfenster 153-203 ms) auf lang-
same Tonsequenzen zeigte keine Assoziation mit (I) den Ordnungs- und Diskriminationsschwel-
len (Tabelle 18). 
Korrelation von Wahrnehmungsschwellen mit MMN-Amplitude: langsame Tonsequenz 
Variable Teststatistik 
Schwellenwert MNN-ROI Spearman’s Rho p-Wert 
Ordnungsschwelle CC 0.117 0.587 
 LA 0.082 0.703 
 LP 0.060 0.782 
 RA 0.153 0.477 
 RP 0.057 0.791 
Diskriminationsschwelle CC 0.219 0.305 
 LA 0.348 0.095 
 LP 0.321 0.127 
 RA 0.301 0.153 
 RP 0.076 0.725 
Tabelle 18: Nicht-parametrische Korrelation zwischen der MMN-Amplitude (µV) auf langsame Standard- und De-
viant-Tonsequenzen und Ordnungs- oder Diskriminationsschwellen (ms) aller Probanden. ROI: L, links; R, rechts, A, 
anterior; P, posterior; CC, Mittellinie. 
In Summe resultierte die Darbietung langsamer aufsteigender Standard-, die von zufällig auftre-
tenden absteigenden Deviant-Tonsequenzen unterbrochen wurden, in beiden untersuchten 
Gruppen in einer statistisch signifikanten MMN (Tabelle 16) mit einer für die MMN-typischen 
Latenz von 178 ms (Tabelle 14) und frontozentralen Topographie (Tabelle 17, Abbildung 8D) 
(Näätänen et al. 2007), ohne dass Verteilungsunterschiede zwischen der Patienten- und Kont-
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3.2.3 Kortikale Potentialantwort auf schnelle Tonsequenzen 
Unter der Präsentation schneller Tonsequenzen wiesen die Differenzkurven der Kontroll- und 
Patientengruppe im Zeitfenster von 100 bis 250 ms über der Elektrode CZ negative Peaks 
(MMN-PeakCZ) mit Latenzen von 162.8 und 163.2 ms auf, die durch die MMN-Latenz über der 
Mastoidelektrode M2 bestätigt werden konnten (Tabelle 19). 




 in ms Latenz MMN-Peak
M2
 in ms 
Kontrollen 162.8 (16.8) 173.2 (23.1) 
Patienten 163.5 (26.2) 163.7 (27.5) 
Probandenmittel 163.2 (21.5) 168.4 (25.3) 
Tabelle 19: Mittlere MMN-Latenz (Standardabweichung) in Millisekunden der Differenzkurven für schnelle 1000-
1500 Hz Standard- und 1500-1000 Hz Deviantreize über CZ und M2 im Zeitfenster 100-250 ms. 
Unter der Präsentationsbedingung schneller Tonsequenzen konnten in einer 2 x 4 -faktoriellen 
Varianzanalyse (ANOVA) der mittleren MMN-Latenzen für den Faktor ROI (F(2.4,53.2) = 2.21, p 
= 0.1209) keine signifikanten topographischen Verteilungsunterschiede nachgewiesen werden 
(Tabelle 20). Aufgrund fehlender Latenzunterschiede der MMN zwischen den untersuchten 
Gruppen (F(1,22) = 0.61, p = 0.4431), auch in Abhängigkeit des topographischen Faktors ROI 
(Interaktionen Gruppe x ROI, F(2.4,53.2) = 0.48, p = 0.6583), wurde ein gemeinsames, um das 
Probandenmittel des MMN-PeaksCZ (Mittelwert = 163.2 ± 21.5 ms, Tabelle 19) zentriertes, 50 
ms langes Analysezeitfenster (138-188 ms) festgelegt.  
Die Quantifizierung der MMN ergab sowohl für die Patienten als auch für die Kontrollgruppe 
sich signifikant von Null (t-Test, H0 = 0) unterscheidende mittlere MMN-Amplituden auf schnelle 
Tonsequenzen (EKP 1500-1000 Hz Deviantreize – EKP 1000-1500 Hz Standardreize) im Analyse-
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Verteilungsunterschiede MMN-Latenz: schnelle Tonsequenz 
Variable Messgröße 
Faktor Faktorstufe Latenz MMN-Peak in ms 
ROI
28 CC 167.1 (21.4) 
 LA 165.7 (19.3) 
 LP 168.3 (20.5) 
 RA 165.1 (22.3) 
 RP 175.0 (22.4) 
Tabelle 20: Fehlende topographische Verteilungsunterschiede der MMN-Latenz (Standardabweichung) in Millise-
kunden für schnelle Tonsequenzen zwischen 100-250 ms. ROI: L, links; R, rechts, A, anterior; P, posterior; CC, Mitte-
llinie. 
MMN-Quantifizierung: schnelle Tonsequenz 
Variable Messgröße Teststatistik 
Gruppe ROI Amplitude in µV t-Wert p-Wert 
Kontrollen CC -1.586 (1.1173) -10.26 < .0001 
 LA -1.197 (1.0645) -10.06 < .0001 
 LP -1.039 (0.7798) -8.80 < .0001 
 RA -1.405 (1.0163) -11.13 < .0001 
 RP -1.179 (0.8349) -11.91 < .0001 
Patienten CC -0.718 (0.8646) -7.24 < .0001 
 LA -0.889 (1.038) -7.58 < .0001 
 LP -0.589 (0.7378) -6.43 < .0001 
 RA -0.594 (0.8338) -6.74 < .0001 
 RP -0.28 (0.6345) -3.78 < .001 
Tabelle 21: MMN-Quantifizierung (t-Test gegen Null, df = 47, Mittellinie df = 35), mittlere MMN-Amplituden (Stan-
dardabweichung) in Mikrovolt für schnelle Tonsequenzen im Zeitfenster 138-188 ms. ROI: L, links; R, rechts, A, ante-
rior; P, posterior; CC, Mittellinie. 
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Die gemittelten kortikalen Potentialantworten auf schnelle Standard- und Deviant-
Tonsequenzen (Abbildung 9A und B) sowie die resultierenden Potentialdifferenzkurven (Abbil-
dung 9C) zeigen den Potentialverlauf und die maximal negative Auslenkung der Differenzkurve 
(MMN) um 163 ms. Die 2 x 4 -faktorielle Varianzanalyse (ANOVA) zeigte einen signifikanten 
Haupteffekt der MMN-Amplitude für den Faktor ROI (F(2.2,47.8) = 4.20, p < 0.05) mit negative-
ren MMN-Amplituden über anterioren ROIs und der Mittellinie (Tabelle 22). Darüber hinaus 
wies die MMN signifikant verschiedene Amplituden in Abhängigkeit der untersuchten Gruppe 
auf (F(1,22) = 7.69, p = 0.0111; Mittellinien-ROI: F(1,22) = 8.63, p = 0.0076). Dabei  zeigte sich 
ein signifikanter Einfluss des topographischen Faktors in den Interaktionen von Gruppe x ROI 
(F(2.2,47.8) = 3.77, p = 0.0260). Die Auflösung dieser Interaktionen ergab signifikant größere 
MMN-Amplituden zugunsten der Kontrollgruppe über rechtshemisphärischen ROIs und der 
Mittellinie sowie im Trend auch über links posterioren ROIs (Tabelle 23).  
Verteilungsunterschiede MMN-Amplitude: schnelle Tonsequenz 
Variable Messgröße 
Faktor Faktorstufe MMN-Amplitude in µV 
ROI*
28  CC -1.152 (0.742) 
 LA -1.043 (0.739) 
 LP -0.814 (0.595) 
 RA -1.000 (0.793) 
 RP -0.729 (0.658) 
Tabelle 22: Topographische Verteilungsunterschiede der mittleren MMN-Amplitude (Standardabweichung) in Mik-
rovolt für schnelle Tonsequenzen im Zeitfenster 138-188 ms. ROI: L, links; R, rechts, A, anterior; P, posterior; CC, 
Mittellinie;  * p < 0.05. 
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Verteilungsunterschiede MMN-Amplitude Patienten vs. Kontrollen: schnelle Tonsequenz 
Variable Teststatistik 
Faktor Faktorstufe t-Wert p-Wert 
ROI CC 8.36 < .01 
 LA 1.04 0.3179 
 LP 3.87 0.0620 
 RA 8.25 < .01 
 RP 20.84 < .001 
Tabelle 23: MMN-Amplitudenunterschiede zwischen Patienten und Kontrollen im Zeitfenster 138-188 ms unter der 
Präsentation schneller Tonsequenzen (Zweistichproben-t-Test, df = 22). 
Unter der Präsentationsbedingung schneller Tonsequenzen zeigte sich ein positiver Zusam-
menhang (Spearman Korrelation) zwischen den mittleren MMN-Amplituden über der rechts 
posterioren ROI und der Ordnungsschwelle aller Probanden, wobei geringere MMN-
Amplituden mit höheren Ordnungsschwellen assoziiert waren und vice versa. Ein ähnlicher 
Trend zeigte sich für die MMN-Amplituden über der Mittellinie sowie den anterioren ROIs und 
der Ordnungsschwelle, aber auch für die MMN-Amplituden der rechtshemisphärischen ROIs 
sowie der links anterioren ROI und der Diskriminationsschwelle (Tabelle 24).  
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Korrelation von Wahrnehmungsschwellen mit MMN-Amplitude: schnelle Tonsequenz 
Variable Teststatistik 
Schwellenwert MNN-ROI Spearman’s Rho p-Wert 
Ordnungsschwelle CC 0.391 0.059 
 LA 0.365 0.079 
 LP 0.241 0.257 
 RA 0.381 0.066 
 RP 0.461 0.023 
Diskriminationsschwelle CC 0.253 0.233 
 LA 0.372 0.074 
 LP 0.191 0.371 
 RA 0.363 0.081 
 RP 0.367 0.078 
Tabelle 24: Nicht-parametrische Korrelation zwischen der MMN-Amplitude (µV) auf schnelle Standard- und De-
viant-Tonsequenzen und Ordnungs- oder Diskriminationsschwellen (ms) aller Probanden. ROI: L, links; R, rechts, A, 
anterior; P, posterior; CC, Mittellinie. 
Zusammengefasst wurde infolge wiederholter Darbietung schneller aufsteigender Standard-
Tonsequenzen, die von zufällig auftretenden absteigenden Deviant-Tonsequenzen unterbro-
chen wurden, in beiden untersuchten Gruppen über allen ROIs in eine statistisch signifikante 
MMN generiert (Tabelle 21), die mit einer für die MMN-typischen Latenz von 163 ms (Tabelle 
19) auftrat (Näätänen et al. 2007). Im Gegensatz zur vorangegangen Bedingung, in der Abwei-
chungen sich über lange Zeitintervalle von 325 ms ereigneten, resultierten Änderungen inner-
halb eines relativ kurzen Zeitraumes von 60 ms in topographische Verteilungsunterschiede zwi-
schen Patienten- und Kontrollgruppe. Insbesondere zentrale (CC) und rechtshemisphärisch (RA, 
RP) sowie im Trend auch links posterior (LP) abgeleitete EKPs wiesen in den untersuchten Pati-
enten mit links temporalen Hirninfarkten geringere Unterschiede der Potentialantworten im 
Zeitfenster der MMN auf. Außerdem konnte ein Zusammenhang zwischen der, die aufmerk-
samkeitsunabhängige Verarbeitung akustischer Information in kurzen Zeitintervallen reflektie-
renden MMN und jener, von den Probanden bewusst wahrnehmbarer Ordnung zweier Ereig-
nisse (Ordnungsschwelle) nachgewiesen werden. 
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3.2.4 Kortikale Potentialantwort auf Silbensequenzen 
Die Latenz der Identitäts-MMN im Zeitfenster von 200-350 ms ergab für die experimentelle 
Bedingung einer zufälligen Änderung der Silbenfolge zweisilbiger Pseudoworte eine maximal 
negative Auslenkung der Differenzkurve (iMMN-PeakCZ) auf pies-nit nach 238.5 ms bei Kontrol-
len und 254.5 ms bei Patienten sowie auf nit-pies nach 267.3 ms bei Kontrollen und 283.5 ms 
bei Patienten. Diese konnten durch die MMN-Latenz über der Mastoidelektrode M2 bestätigt 
werden (Tabelle 25). 
MMN-Latenz: Silbensequenz 
Variable Messgröße 
Gruppe Kondition Latenz iMMN-Peak
CZ
 in ms Latenz iMMN-Peak
M2
 in ms 
Kontrollen pies-nit 238.5 (22.3) 258.1 (30.2) 
Patienten  254.5 (26.2) 240.8 (24.4) 
Probandenmittel  246.5 (25.2) 249.5 (28.3) 
Kontrollen nit-pies 267.3 (26.0) 263.7 (34.5) 
Patienten  283.5 (31.0) 171.0 (31.6) 
Probandenmittel  275.0 (29.3) 267.3 (32.6) 
Tabelle 25: Mittlere iMMN-Latenz (Standardabweichung) in Millisekunden der Differenzkurven für Änderungen der 
Silbensequenz der Pseudoworte pies-nit und nit-pies über CZ und M2 im Zeitfenster 200-350 ms. 
Eine Varianzanalyse (2 x 2 x 4 -faktorielle ANOVA mit den Faktoren Gruppe (Kontrollen, Patien-
ten), Kondition (pies-nis, nit-pies) und ROI28 (LA, RA, LP, RP)) ergab für die mittleren Latenz des 
iMMN-Peaks auf Verletzungen der Silbensequenz im Zeitfenster von 200-350 ms einen signifi-
kanten Haupteffekt für den Faktor Kondition (F(1,22) = 12.12, p < 0.01) mit kürzeren iMMN-
Latenzen für das Pseudowort pies-nit im Vergleich zu nit-pies (Tabelle 25), ohne dass zusätzliche 
Latenzunterschiede zwischen den Konditionen durch den Einfluss des topographischen Faktors 
ROI erklärt wurden (Kondition x ROI: F(2.5,55.9) = 0.78, p = 0.48). Die Latenz der iMMN war 
weder für den pies-nit Kontrast (F(1,22) = 0.41, p = 0.53) noch für den nit-pies Kontrast (F(1,22) 
= 0.12, p = 0.73) signifikant verschieden zwischen den untersuchten Probandengruppen (Kondi-
tion x Gruppe, F(1,22) = 0.03, p = 0.87), so dass zwei, um das Probandenmittel des iMMN-Peaks 
über der Mittellinienelektrode (CZ) zentrierte (Tabelle 25) Analysezeitfenster von 50 ms Länge 
(pies-nit: 222-272 ms; nit-pies: 250-300 ms) festgelegt wurden. 
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Die Quantifizierung der iMMN in diesen Zeitfenstern ergab für das Pseudowort pies-nit sowohl 
bei Kontrollen als auch bei Patienten – mit Ausnahme der links posterioren ROI in der Patien-
tengruppe – eine in ihrer mittleren Amplitude signifikant von Null unterschiedliche iMMN. We-
niger gut reproduzierbar zeigte sich die iMMN in den Kontrollen für das Pseudowort nit-pies, 
für das über den posterioren Regionen nicht signifikante Amplituden vorlagen.  Dementgegen 
zeigte sich in der Patientengruppe eine signifikante iMMN für nit-pies über allen getesteten 
ROIs (Tabelle 26). Die gemittelten kortikalen Potentialantworten auf die Standard- und De-
viantpseudoworte pies-nit (Abbildung 10A und B) und nit-pies (Abbildung 11A und B) sowie die 
resultierenden Potentialdifferenzkurven (Abbildung 10C und Abbildung 11C) zeigen die Poten-
tialverläufe und die maximal negative Auslenkung der Differenzkurve (iMMN) um 246.5 bzw. 
275 ms. Die 2 x 2 x 4 -faktorielle Varianzanalyse mit den Faktoren Gruppe (Kontrollen, Patien-
ten), Kondition (pies-nit, nit-pies) und ROI28 (LA, RA, LP, RP) ergab für die mittleren iMMN-
Amplituden in den jeweiligen 50 ms langen Zeitfenstern keine signifikanten Amplitudenunter-
schiede zwischen den Gruppen (F(1,22) = 0.17, p = 0.6866; Mittellinien ROI: F(1,22) = 0.24, p = 
0.6319). Ebenso zeigten sich in den Interaktion Gruppe x ROI (F(2.2,47.8) = 1.11, p = 3.3397) 
und Gruppe x Kondition (F(1,22) = 0.04, p = 0.8348) kein signifikanter Einfluss des topographi-
schen Faktors ROI oder der Pseudowort-Kondition auf Amplitudenunterschiede der iMMN zwi-
schen den untersuchten Gruppen.  
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MMN-Quantifizierung: Silbensequenz 
Variable Messgröße Teststatistik 
Gruppe Kondition ROI Amplitude in µV t-Wert p-Wert 
Kontrollen pies-nit CC -0.586 (0.710) -4.53 < .0001 
  LA -0.334 (0.421) -3.64 < .001 
  LP -0.428 (0.613) -5.26 < .0001 
  RA -0.381 (0.394)  -3.94 < .001 
  RP -0.454 (0.656) -4.23 < .0001 
Patienten  CC -0.552 (0.662) -3.39 < .01 
  LA -0.261 (0.452) -2.03 < .05 
  LP -0.273 (0.362) -1.94 0.0579 
  RA -0.52 (0.772) -4.12 < .001 
  RP -0.411 (0.602) -4.67 < .0001 
Kontrollen nit-pies CC -0.465 (0.795) -2.63 < .05 
  LA -0.503 (0.545) -3.63 < .001 
  LP -0.100 (0.572) -0.76 0.4524 
  RA -0.379 (0.455) -2.97 < .01 
  RP -0.172 (0.491) -1.66 0.1033 
Patienten  CC -0.781 (0.561) -4.43 < .0001 
  LA -0.504 (0.503) -3.08 < .01 
  LP -0.415 (0.452) -3.11 < .01 
  RA -0.605 (0.531) -5.13 < .0001 
  RP -0.430 (0.498) -4.25 < .0001 
Tabelle 26: MMN-Quantifizierung (t-Test gegen Null, df = 47, Mittellinie df = 35), mittlere MMN-Amplituden (Stan-
dardabweichung) in Mikrovolt für Silbensequenzen der Pseudoworte pies-nit im Zeitfenster 222-272 ms und nit-pies 
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Die iMMN auf zufällige Änderung der Silbenfolge zweisilbiger Pseudoworte zeigte weder für das 
Pseudowort pies-nit noch für nit-pies eine Assoziation der mittleren MMN-Amplituden mit Ord-
nungs- oder Diskriminationsschwellen (Tabelle 27). 
Korrelation von Wahrnehmungsschwellen mit MMN-Amplitude: Silbensequenz 
Variable Teststatistik 
Schwellenwert Kondition MNN-ROI Spearman’s Rho p-Wert 
Ordnungsschwelle pies-nit CC 0.253 0.233 
  LA 0.096 0.654 
  LP 0.297 0.158 
  RA 0.047 0.829 
  RP 0.336 0.108 
Diskriminationsschwelle  CC 0.123 0.568 
  LA -0.084 0.698 
  LP 0.245 0.250 
  RA -0.155 0.469 
  RP 0.274 0.195 
Ordnungsschwelle nit-pies CC 0.080 0.711 
  LA 0.079 0.713 
  LP -0.040 0.852 
  RA 0.033 0.879 
  RP -0.033 0.989 
Diskriminationsschwelle  CC 0.209 0.326 
  LA 0.186 0.384 
  LP 0.133 0.535 
  RA 0.001 0.997 
  RP 0.074 0.732 
Tabelle 27: Nicht-parametrische Korrelation zwischen der iMMN-Amplitude (µV) auf Silbensequenzen der Pseudo-
worte pies-nit oder nit-pies und Ordnungs- oder Diskriminationsschwellen (ms) aller Probanden. ROI: L, links; R, 
rechts, A, anterior; P, posterior; CC, Mittellinie. 
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In Zusammenschau der Ergebnisse resultierte die wiederholte Darbietung zweisilbiger Pseudo-
worte, die von zufälligen Änderungen der Silbenfolge unterbrochen wurden, in beiden Gruppen 
in einer statistisch signifikanten Identitäts-MMN, ohne dass eine MMN-typische Topographie 
nachgewiesen werden konnte. Im Gegensatz zu den vorangegangen Bedingungen, trat die 
iMMN infolge einer Verletzung der Silbenfolge mit einer Latenz von mehr als 200 ms nach dem 
Beginn des Pseudoworts auf. Im Wesentlichen konnten keine Unterschiede der kortikalen Po-
tentialantworten zwischen Patienten und Kontrollprobanden im Zeitfenster der MMN während 
der Verarbeitung akustischer Information auf Silbeneben, auch nicht in Abhängigkeit topogra-
phischer Faktoren, aufgedeckt werden. 
3.2.5 Kortikale Potentialantwort auf Lautsequenz 
Die Identitäts-MMN, die unter einer zufälligen Änderung der Lautfolge zweisilbiger Pseudowor-
te auftrat, zeigte im Zeitfenster zwischen 100 und 250 ms eine maximale (negative) Auslenkung 
(globales Minimum) der Differenzkurve (iMMN-Peak über CZ) auf nip-ties nach 148.7 ms bei 
Kontrollen und 159.0 ms bei Patienten sowie auf nit-pies nach 168.5 ms bei Kontrollen und 
152.8 ms bei Patienten. Diese konnten durch die iMMN-Latenz über der Mastoidelektrode M2 
bestätigt werden (Tabelle 27). 
MMN-Latenz: Lautsequenz 
Variable Messgröße 
Gruppe Kondition Latenz iMMN-Peak
CZ
 in ms Latenz iMMN-Peak
M2
 in ms 
Kontrollen nip-ties 148.7 (29.6) 153.7 (34.0) 
Patienten  159.0 (32.1) 155.9 (35.0) 
Probandenmittel  153.8 (30.7) 154.8 (33.7) 
Kontrollen nit-pies 168.5 (35.4) 156.8 (38.1) 
Patienten  152.8 (39.3) 158.3 (37.3) 
Probandenmittel  160.7 (37.4) 157.6 (36.9) 
Tabelle 28: Mittlere iMMN-Latenz (Standardabweichung) in Millisekunden der Differenzkurven für Änderungen der 
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Für die mittleren iMMN-Latenzen auf Lautfolgen konnten in einer 2 x 2 x 4 -faktoriellen Va-
rianzanalyse (ANOVA) keine signifikanten topographischen Verteilungsunterschiede (ROI 
(F(2.9,64.7) = 2.56, p = 0.1754), auch nicht in Interaktion mit den Faktoren Kondition 
(F(2.9,64.7) = 0.20, p = 0.8574) oder Gruppe (F(2.9,64.7) = 0.38, p = 0.7642), nachgewiesen 
werden.  Latenzunterschiede  der  iMMN  zwischen  den untersuchten  Gruppen (F(1,22) = 0.01, 
p = 0.9040; Mittellinien-ROI: F(1,22) = 0.33, p = 0.5743) waren nicht objektivierbar. Trotz der 
nicht signifikant unterschiedlichen iMMN-Latenzen zwischen den Pseudowort-Konditionen 
(F(1,22) = 0.18, p = 0.6786) wurden in Analogie zur vorangegangenen Analyse zwei, um das 
Probandenmittel des iMMN-PeaksCZ zentrierte (Tabelle 28), 50 ms lange Analysezeitfenster 
(nip-ties: 129-179 ms; nit-pies: 136-186 ms) festgelegt. 
Die Quantifizierung der iMMN in diesen Zeitfenstern ergaben in der Kontrollgruppe (mit Aus-
nahme der rechts posterioren ROI), nicht aber bei den Patienten, sich signifikant von Null (t-
Test, H0 = 0) unterscheidende mittlere iMMN-Amplituden auf das Pseudowort nip-ties (EKP nip-
ties Deviantreize – EKP nip-ties Standardreize). Dementgegen resultierte die Präsentation des 
Pseudowortes nit-pies weder in der Patienten- noch in der Kontrollgruppe in einer signifikanten 
iMMN (Tabelle 29). Die gemittelten kortikalen Potentialantworten auf die Standard- und De-
viantpseudoworte nip-ties (Abbildung 12A und B) und nit-pies (Abbildung 13A und B) sowie die 
resultierenden Potentialdifferenzkurven (Abbildung 12C und Abbildung 13C) visualisieren die 
Potentialverläufe und die maximal negative Auslenkung der Differenzkurve (iMMN) im MMN-
Zeitfenster für das Pseudowort nip-ties in der Kontrollgruppe. Die 2 x 2 x 4 -faktorielle Varianz-
analyse (Faktoren Gruppe (Kontrollen, Patienten), Kondition (nit-pies, nit-pies) und ROI28 (LA, 
RA, LP, RP)) bestätigte einen entsprechenden Haupteffekt für den Faktor Kondition (F(1,22) = 
7.80, p = 0.0106; Mittellinien-ROI: F(1,22) = 5.20, p = 0.0326) mit negativeren mittleren iMMN-
Amplituden für das Pseudowort nip-ties. Die Interaktion Gruppe x Kondition erreichte das Signi-
fikanzniveau nicht (F(1,22) = 3.83, p = 0.0631). Nachfolgend wurde hypothesengeleitet für das 
Pseudowort nip-ties in einer 2 x 4 -faktoriellen ANOVA der Einfluss der Faktoren Gruppe sowie 
des topographischen Faktors ROI auf die mittlere iMMN-Amplitude im Zeitfenster von 129-179 
ms untersucht. Hierbei zeigte die Kontrollgruppe signifikant von den Patienten unterschiedliche 
iMMN-Amplituden (Haupteffekt Gruppe, F(1,22) = 14.57, p = 0.0009). Ein Haupteffekte für den 
Faktor ROI (F(2.0,44.3) = 3.61, p = 0.0307) wies auf einen signifikanten iMMN-
Amplitudenunterschiede zugunsten anterior und linkshemisphärischer ROIs hin (Tabelle 30). 
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Dabei zeigten Patienten signifikant geringere iMMN-Amplituden auf nip-ties über linkshemi-
sphärischen und rechts anterioren ROIs (Tabelle 31).  
MMN-Quantifizierung: Lautsequenz 
Variable Messgröße Teststatistik 
Gruppe Kondition ROI Amplitude in µV t-Wert p-Wert 
Kontrollen nip-ties CC -0.534 (0.710) -4.50 < .0001 
  LA -0.763 (0.4089) -12.92 < .0001 
  LP -0.528 (0.6014) -7.59 < .0001 
  RA -0.613 (0.5141) -8.26 < .0001 
  RP -0.135 (0.7788) -1.41 0.1655 
Patienten  CC -0.125 (0.660) -1.13 0.2649 
  LA -0.102 (0.5895) -1.19 0.2386 
  LP -0.008 (0.5882) -0.09 0.9296 
  RA -0.105 (0.599) -1.22 0.2299 
  RP 0.027 (0.4231) 0.45 0.6571 
Kontrollen nit-pies CC 0.1504 (0.7616) 
1.18 0.2440 
  LA 0.1886 (0.6176) 
2.21 0.1398 
  LP 0.0463 (0.5156) 
0.62 0.5367 
  RA 0.1817 (0.7278) 
1.73 0.0903 
  RP 0.145 (0.6737) 
1.49 0.1427 
Patienten  CC 0.1075 (0.900) 
0.71 0.4803 
  LA 0.0934 (0.8946) 
0.72 0.4731 
  LP 0.1978 (0.5486) 
2.01 0.1160 
  RA -0.0560 (0.8284) 
-0.47 0.6420 
  RP 0.0684 (0.6352) 
0.75 0.4591 
Tabelle 29: MMN-Quantifizierung (t-Test gegen Null, df = 47, Mittellinie df = 35), mittlere MMN-Amplituden (Stan-
dardabweichung) in Mikrovolt für Lautsequenzen der Pseudoworte nip-ties im Zeitfenster129-179 ms und nit-pies 
im Zeitfenster 138-188 ms. ROI: L, links; R, rechts, A, anterior; P, posterior; CC, Mittellinie. 
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Verteilungsunterschiede MMN-Amplitude: Lautsequenz nip-ties 
Variable Messgröße 
Faktor Faktorstufe MMN-Amplitude in µV 
ROI*
28  CC -0.330 (0.720) 
 LA -0.433 (0.523) 
 LP -0.268 (0.555) 
 RA -0.359 (0.451) 
 RP -0.081 (0.562) 
Tabelle 30: Topographische Verteilungsunterschiede der mittleren MMN-Amplitude (Standardabweichung) in Mik-
rovolt für Lautsequenz des Pseudowortes nip-ties im Zeitfenster 129-179 ms. ROI: L, links; R, rechts, A, anterior; P, 
posterior; CC, Mittellinie; * p < 0.05. 
Verteilungsunterschiede MMN-Amplitude Patienten vs. Kontrollen: Lautsequenz nip-ties 
Variable Teststatistik 
Kondition Faktorstufe t-Wert p-Wert 
nip-ties CC 2.78 0.1098 
 LA 16.11 < .001 
 LP 7.49 < .05 
 RA 6.44 < .05 
 RP 0.59 0.4522 
Tabelle 31: iMMN-Amplitudenunterschiede zwischen Patienten und Kontrollen im Zeitfenster 129-179 ms unter der 
Präsentation von Lautfolgen des Pseudowortes nip-ties (Zweistichproben-t-Test, df = 22). 
Weiterhin zeigte die iMMN auf zufällige Änderungen der Lautfolge des Pseudowortes nip-ties 
eine Assoziation der iMMN-Amplituden über der links anterioren ROI mit sowohl Ordnungs- als 
auch Diskriminationsschwellen (Tabelle 32).  
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Korrelation von Wahrnehmungsschwellen mit MMN-Amplitude: Lautsequenz nip-ties 
Variable Teststatistik 
Schwellenwert Kondition MNN-ROI Spearman’s Rho p-Wert 
Ordnungsschwelle nip-ties CC 0.11920 0.5790 
  LA 0.42523 0.0383 
  LP 0.08810 0.6823 
  RA 0.14616 0.4956 
  RP -0.02454 0.9094 
Diskriminationsschwelle  CC -0.05756 0.7893 
  LA 0.51185 0.0106 
  LP 0.20781 0.250 
  RA -0.08127 0.7058 
  RP -0.24813 0.2424 
Tabelle 32: Nicht-parametrische Korrelation zwischen der iMMN-Amplitude (µV) auf Silbensequenzen der Pseudo-
worte pies-nit oder nit-pies und Ordnungs- oder Diskriminationsschwellen (ms) aller Probanden. ROI: L, links; R, 
rechts, A, anterior; P, posterior; CC, Mittellinie. 
Zusammengefasst wurde infolge wiederholter Darbietung von Standard-Lautsequenzen, die 
von zufällig auftretenden Deviant-Lautsequenzen des Pseudowortes nip-ties unterbrochen 
wurden, ausschließlich in der Kontrollgruppe eine statistisch signifikante iMMN generiert (Ta-
belle 29). Die iMMN trat mit einer typischen Latenz von 154 ms (Tabelle 28) und einer fronto-
zentralen und Topographie auf (Näätänen et al. 2007). Im Gegensatz zu den vorangegangenen 
Bedingungen war die iMMN auf Lautsequenzen links lateralisiert und zeigte über den anterio-
ren und der links posterioren ROI eine signifikant geringere Amplitude bei Patienten mit links 
temporalen Hirninfarkten (Tabelle 31). Außerdem konnte ein Zusammenhang zwischen der, die 
aufmerksamkeitsunabhängige Verarbeitung sprachlicher Information auf Lautebene reflektie-
renden iMMN und jener, von den Probanden bewusst wahrnehmbarer Unterschiede und Ord-
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3.3 Läsionsanalyse 
Trotz der in Abschnitt 3.1 beschriebenen Gruppeneffekte, zeigten sich innerhalb der Patienten-
gruppe Unterschiede in Hinblick auf die Diskriminationsleistung für nicht-sprachliches und 
sprachliches Material, so dass anhand der zuvor festgelegten Kriterien (Abschnitt 2.5.2) bezo-
gen auf die Kontrollgruppe eine Defizit-positive (LG+) und eine Defizit-negative (LG-) Läsions-
gruppe mit jeweils sechs Patienten identifiziert werden konnte (Abbildung 14). Bezogen auf 
demographische und klinische Daten (Tabelle 33) unterschieden sich die Subgruppen nicht sig-
nifikant.  
Demographische und klinische Charakteristika der Defizit-positiven und negativen Patienten 
Variable Subgruppe Teststatistik 
 LG
+
 (N = 6) LG
-
 (N = 6) Gruppeneffekt 
Alter 53.5 ± 11.5 52.7 ± 5.5 t = -0.16, p = .88 
LQ 96.7 ± 5.2  83.3 ± 19.7 U = 24.0, p = .39 
EI 51.7 ± 31.6 70.3 ± 51.9 t = 0.75, p = .47 
LV (mL) 43.0 ± 26.2 54.0 ± 46.9 U = 19.0, p = .94 
NIHSS 2.0 ± 0.89 1.5 ± 1.38 t = -0.75, p = .47 
TT 3.5 ± 6,3 6.5 ± 14.9 U = 20.5, p = .70 
Tabelle 33: Defizit-positive (LG
+
) und Defizit-negative (LG
-
) Läsionsgruppe; Mittelwerte ± Standardabweichung. LQ, 
Lateralitätsquotient nach Oldfield (1971); EI, Ereignisintervall (Monate); LV, Läsionsvolumen in Milliliter (mL); 
NIHSS, National Institutes of Health Stroke Scale; TT, Token-Test Fehlerpunkte (Subtest des Aachner Aphasie-Test). 
Parametrische (Zweistichproben-t-Test, df = 10) oder nicht-parametrische (Mann-Whitney-U-Test) Teststatistik. 
Die maximale Läsionsüberlappung aller Patienten projizierte sich auf die posterior und superior 
gelegene Oberfläche des linken Gyrus temporalis superior (MNI-Koordinaten: -45, -36, 15) und 
die darunter liegende weiße Substanz (Abbildung 15A). Im Gegensatz dazu deckte die sich an-
schließende Subtraktionsanalyse auf, dass bei Patienten mit dem Defizit von Interesse relativ 
häufiger (> 80 %) Läsionen im linken posterior temporalen Sulcus (STS), der weißen Substanz 
unterhalb des STS und dem benachbarten Gyrus temporalis medius vorlagen (Abbildung 15B). 
Dieser Unterschied in der Läsionsverteilung, der mit dem einer gestörten Verarbeitung auf kur-
zen Zeitskalen assoziiert war, konnte statistisch bestätigt werden (Liebermeister-Test mit Z = 
2.83, Permutation FWE-korrigiertes alpha-Niveau von p < 0.05), wobei bei Patienten der Defizit-
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positiven Gruppe signifikant häufiger Läsionen im posterioren STS (MNI-Koordinaten: -48, -34, 
5) und der angrenzenden weißen Substanz (MNI-Koordinaten: -38, -43, 10)  nachweisbar waren  
(Abbildung 15C). 
 
Abbildung 14: Identifizierung der Defizit-positiven Läsionsgruppe (LG
+
). Mittelwerte der Patientengruppe (Balken) 
und individuelle (Kreise) z-Werte für Subtests und Artikulationskontraste. Z-Werte > 0 zeigen eine schlechtere, z-
Werte < 0 eine bessere Leistung bezogen auf den Mittelwert der Kontrollgruppe (= 0) an. Bereich innerhalb (grau) 
und außerhalb (keine Farbe) von 2 Standardabweichungen des Mittelwerts der Kontrollgruppe. Patienten deren z-
Werte außerhalb von 2 SD des Mittelwerts der Kontrollgruppe (LG
+
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Abbildung 15: Läsionanalyse. Darstellung auf gemitteltem T1-gewichteten Bild, korrespondierende MNI-
Koordinaten der axialen Schichten und Visualisierung auf orthogonaler Referenzschicht (x = -45). (A) Läsionsüber-
lappung: Läsionsverteilung der Patienten (N = 12). Der Farbbalken spezifiziert farbkodiert die Anzahl Patienten die 
eine Läsionen in einem gegeben Voxel aufweisen, warme Farben zeigen dabei eine größere, kalte Farben eine klei-
ne Patientenzahl mit Läsionen in der jeweiligen Region an. (B) Subtraktionsanalyse: Visualisierung der Voxel, die 
häufiger in der Defizit-positiven Läsionsgruppe betroffen sind. Der Farbbalken spezifiziert die relative Häufigkeit 
(prozentualer Anteil) überlappender Läsionen in der Defizit-positiven Läsionsgruppe (LG
+
) nach Subtraktion des 
Läsionsüberlappung der Defizit-positiven Läsionsgruppe (LG
-
) von ersterer. (C) voxelweise statistische Analyse: Vo-
xel deren Läsion eine statistisch signifikante Assoziation mit einer gestörten Verarbeitung auf kurzen Zeitskalen 
aufweisen. Der Farbbalken spezifiziert die basierend auf dem Liebermeister-Test für binäre Daten berechneten Z-




3  Ergebnisse 3.4 Läsionsbasierte Konnektivitätsanalyse 
 
 82  
 
3.4 Läsionsbasierte Konnektivitätsanalyse 
Die Analyse struktureller Konnektivität ausgehend vom linken posterioren STS und der darunter 
liegenden weißen Substanz deckte ein gemeinsames Muster von Faserverbindungen auf, wel-
che die funktionskritischen Areale (Abbildung 17A) über lange Assoziations- und Projektionsfa-
sern mit entfernten kortikalen und subkortikalen Hirnregionen verband (Abbildung 16). Die 
Identifikation einzelner Fasertrakte bestätigte das Vorhandensein struktureller Konnektivität 
innerhalb des externen Kapselsystems entlang des Fasciculus fronto-occipitalis inferior (IFOF) 
mit Projektionen zu linken Gyrus frontalis inferior (Pars triangularis, Brodmann-Areal (BA) 45) 
und zum lateralen orbitofrontalen Kortex (Pars orbitalis, BA 47). Weitere Faserprojektionen 
verliefen entlang der posterior lateralen Oberfläche des Seitenventrikels und terminierten im 
linken superior parietalen Kortex (BA 7). Entsprechend des Faserverlaufes dieser Assoziations-
fasern korrespondieren diese am ehesten mit dem posterioren Anteil des Fasciculus 
longitudinalis medius (MLF) (Makris, Preti, Asami, et al., 2013; Wang et al., 2013). Darüber hin-
aus fanden sich kortiko-kortikale Assoziationsfasern, die in einer Aufwärtskurve innerhalb der 
periventrikulären weißen Substanz lateral der Corona radiata nach rostral verliefen und anato-
misch dem Fasciculus longitudinalis superior (SLF) mit Verbindungen zu linken Gyrus frontalis 
inferior (Pars opercularis, BA 44) und dem linken dorsolateralen präfrontalen Kortex (BA 9, BA 
46) entsprachen. Neben diesen kortiko-kortikalen Assoziationsfasern konnten ausgehend vom 
linken posterioren STS und der darunter liegenden weißen Substanz Faserprojektionen zum 
posterolateralen Zerebellum (Crus I und II) sowie den Nuclei dentati beidseits nachgewiesen 
werden (Abbildung 16). Ein Teil dieser Projektionsfasern verliefen nach rostral und stiegen zu-
nächst in unmittelbarer Nähe zum posterior temporalen und inferior parietalen Kortex nach 
medial an um anschließend über das linke retrolentikuläre interne Kapselsystem (Abbildung 16, 
obere Zeile, z = -2), den linken Pedunculus cerebri über die dorsolateralen Nuclei pontis und 
den ipsilateralen Pedunculus cerebellaris medius (Abbildung 16, obere Zeile, z = -12 bis -37) das 
posterolaterale Zerebellum (Crus I/II) (Abbildung 16, mittlere Zeile, y = -59) zu erreichen. Darü-
ber hinaus kreuzten Teile dieses Faserbündels im Bereich der ventralen Pons  über den kontra-
lateralen Pedunculus cerebellaris medius (Abbildung 16, obere Zeile, z = -28 bis -37) in das rech-
te posterolaterale Zerebellum (Crus II) (Abbildung 16, mittlere Zeile, y = -59). Zusätzlich zu die-
sen bilateralen temporo-ponto-zerebellären Trakten konnte weitere mit der funktionskritischen 
Hirnregion assoziierte Projektionsfasern, die nach ihrem Verlauf den zerebello-rubro-
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thalamischen Trakten entsprachen, identifiziert werden (Abbildung 17). Letztere verbanden den 
linken posterioren STS über den Pedunculus cerebellaris superior mit den Nuclei dentati beid-
seits (Abbildung 16, obere Zeile, z = -28 bis -37), wobei die Fasern des kontralateralen (rechten) 
Nucleus dentatus in der Ebene der inferioren Olive nach ipsilateral kreuzten (Abbildung 16, 
mittlere Zeile, y = -28) und gemeinsam mit dem ipsilateralen Trakt über den Nucleus ruber und 
den linken posterioren Thalamus (Pulvinar) (Abbildung 16, obere Zeile, z = -2 bis -12) die funkti-
onskritische Hirnregion erreichten.  
 
Abbildung 16: Läsionsbasierte Konnektivitätsanalyse. Probabilistische Traktographie ausgehend von funktionskriti-
schen Hirnregionen im Bereich des linken posterioren Sulcus temporalis superior, Auftrennung von Fasertrakten aus 
der individuellen Konnektivitätsverteilung mit Hilfe von Wegpunkt-Masken und Überlappung der binarisierten 
Traktvolumina der 12 Kontrollprobanden ohne eine Hirnschädigung. Farbcodierte Darstellung der Voxel im MNI-
Raum (ch2bet Template) in denen mind. 75 % der Probanden Konnektivität zwischen dem Ausgangsareal und dem 
jeweiligen Voxel zeigen, die korrespondierenden MNI-Koordinaten der axialen (z, obere Reihe), koronaren (y, mittle-
re Reihe) und sagittalen (x, untere Reihe) Schichten sind jeweils unterhalb angegeben.  
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Abbildung 17: Temporo-zerebelläre Konnektivität. 3-dimensionale Visualisierung bilateraler und bidirektionaler 
temporo-zerebellärer Projektionen des linken posterioren Sulcus temporalis superior (links) entlang temporo-ponto-
zerebellärer (rot) und zerebello-rubro-thalamo-temporaler (blau) Trakte (rechts). 
In Zusammenschau der Ergebnisse der Läsions- und Konnektivitätsanalyse konnten für die Ver-
arbeitung nicht-sprachlicher und sprachlicher Informationen auf kurzen Zeitskalen funktionskri-
tische Areale im posterioren STS und der benachbarten weißen Substanz identifiziert werden 
(Abbildung 15C Abbildung 17).  Diese zeigten strukturelle Konnektivität entlang der kortiko-
kortikale Assoziationsfasern des SLF, IFOF und MLF mit inferior frontalen, präfrontalen und su-
perior parietalen Hirnregionen sowie entlang der Projektionsfasern temporo-ponto-
zerebellärer und zerebello-rubro-thalamischer Trakte mit dem posterolateralen Zerebellum 
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4 Diskussion 
Im Folgenden werden die Ergebnisse der Arbeit im Rahmen des in der Einleitung skizzierten 
Kontextes erörtert. Unter Berücksichtigung der klinisch-neuroanatomischen Korrelate wird die 
Umwandlung des akustischen Eingangssignals in Repräsentationen unterschiedlicher Granulari-
tät, deren Bedeutung für die Sprachwahrnehmung sowie die Enkodierung auditiver Ereignisre-
präsentationen und die Vorhersage zukünftiger Informationen diskutiert.  
4.1 Verarbeitungsstörung auf kurzen Zeitskalen nach links temporo-
parietalen Hirninfarkten  
Die bei Kontrollprobanden gemessenen Wahrnehmungsschwellen entsprachen im Wesentli-
chen den in vorangegangenen Arbeiten berichteten Werten für Ordnungs- (SOAs zwischen 15-
60 ms) und Diskriminationsschwellen (SOAs um 5 ms) (Efron, 1963, 1973; Hirsh & Sherrick, 
1961; Yund & Efron, 1974). Im Gegensatz dazu zeigten Patienten mit links temporoparietalen 
Hirninfarkten eine, in früheren Studien bereits vermutete (Chedru et al., 1978; Efron, 1963), 
Wahrnehmungsstörung für sich in kurzen Zeitfenstern ändernde akustische Informationen. Die-
se äußerte sich im Vergleich zu gesunden Kontrollprobanden in signifikant höheren Ordnungs- 
und Diskriminationsschwellen im Sinne eines verminderten zeitlichen Auflösungsvermögens (s. 
Abschnitt 3.1.2). Maßgeblich waren alle Probanden bei langsamer Präsentation der Tonfolgen 
bzw. Mikropattern in der Lage die gestellte Aufgabe auszuführen. Somit kann davon ausgegan-
gen werden, dass die Teilnehmer die über alle Bedingungen konstant gehaltenen (geringen) 
exekutiven und Gedächtnisanforderung suffizient erfüllen konnten.  
Die bei Patienten und Kontrollprobanden erhobenen Wahrnehmungsschwellen waren darüber 
hinaus entsprechend den ebenfalls in kurzen Zeitfenstern enkodierenden sprachlichen Merk-
malsunterschieden auf Lautebene (Rosen, 1992) mit einer verminderten Diskriminationsleis-
tung assoziiert. Diese betraf insbesondere die Unterscheidbarkeit des Artikulationsorts und der 
Stimmhaftigkeit von Konsonanten (s. Abschnitt 3.1.3). In Übereinstimmung bestätigte eine Un-
tersuchung bei Patienten mit linkshemisphärischen, im Wesentlichen temporoparietalen Hirn-
infarkten, dass Wahrnehmungsstörungen für schnelle Frequenzmodulationen (40 Hz) des akus-
tischen Eingangssignals mit einem verminderten Unterscheidungsvermögen auf Lautebene ein-
hergehen (Robson, Grube, Lambon, Ralph, Griffiths & Sage, 2013). Eine weitere Studie bei Pro-
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banden ohne eine Hirnschädigung konnte nachweisen, dass der spektrotemporalen Feinstruk-
tur (schnelle Frequenzmodulationen) eine herausragende Bedeutung für die Enkodierung pho-
netischer Kontraste im Artikulationsort zukommt und dass deren Manipulation Konsonanten-
verwechslungen nach sich zieht (Sheft, Ardoint & Lorenzi, 2008). Übertragen auf klinische Popu-
lation folgt, dass eine gestörte Verarbeitung der spektrotemporalen Feinstruktur in kurzen Zeit-
fenstern, z.B. infolge einer Schädigung von Neuronenverbänden an diesem Prozess beteiligter 
Hirnregionen (s. Abschnitt 4.3), ursächlich für eine verminderte Wahrnehmbarkeit von Lautun-
terschieden sein kann. In der aktuellen Arbeit konnte diese Verarbeitungsstörung bei Patienten 
mit links temporoparietalen Hirninfarkte für Unterschiede im Artikulationsort, jedoch nicht für 
zusätzlich auch aus langsamen Änderungen akustischer Parameter hervorgehende Unterschie-
de in Artikulationsart und Stimmhaftigkeit (s. Abschnitt 1.2 und Rosen, 1992) nachgewiesen 
werden. Das Ergebnis unterstreicht die herausragende Wichtigkeit der Analyse schneller Transi-
tion der spektralen Feinstruktur für die Unterscheidung des Artikulationsortes und damit für die 
Wahrnehmbarkeit der spezifischen Lautidentität. Hinsichtlich der neurobiologischen Korrelate 
liegt es nahe zu vermuten, dass in Anlehnung an die von Poeppel und Kollegen (2003, 2005) 
postulierte Hypothese einer hemisphärischen Asymmetrie der auditiven Reizverarbeitung, die 
Verarbeitungsunterschiede infolge einer Funktionsstörung des linken Temporallappens beo-
bachtet wurden. Dabei resultiert möglicherweise eine unzureichende, bevorzugt linkshemi-
sphärische Zerlegung des akustischen Eingangssignals in kurze informationstragende Abschnitte 
in einer selektiven Beeinträchtigung der Erfassung sich in kurzen Zeitfenstern ereignender, 
sprachlicher und nicht-sprachlicher Unterschiede.  
Zusammengefasst konnten im Wesentlichen die Ergebnisse vorausgegangener Studien repli-
ziert (Chedru et al., 1978; Efron, 1963; Robson et al., 2013) und in Hinblick auf die Wahrneh-
mung spezifischer Lautunterschiede im Artikulationsort konkretisiert werden. Entsprechend der 
im Abschnitt 1.6 formulierten Hypothesen wurden in der behavioralen Untersuchung die kriti-
sche Rolle des linken temporoparietalen Kortex bei der bevorzugten Enkodierung auditorischer 
Repräsentationen auf kurzen Zeitskalen bestätigt und deren Bedeutung für die Erfassung 
sprachrelevanter Information auf Lautebene aufgezeigt. Nebenbefundlich zeigten Patienten 
und Kontrollen einen altersentsprechenden Hörverlust (Abbildung 1). Dieser unterschied sich 
weder zwischen den untersuchten Gruppen (Tabelle 3), noch wies er eine signifikante Assozia-
tion mit den Wahrnehmungsschwellen oder dem Unterscheidungsvermögen auf Lautebene auf 
(Tabelle 8), so dass sich die beobachteten Verarbeitungsunterschiede maßgeblich auf die ver-
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mutete neuronale Funktionsstörung, nicht aber auf ein reduziertes Hörvermögen zurück führen 
lassen. Einschränkend kann nicht über das Ausmaß des (zusätzlichen) Beitrags anderer nicht 
betroffener linkshemisphärischer Areale, subkortikaler Strukturen und, unter Annahme einer 
möglicherweise bihemisphärischen Repräsentation (Boemio et al., 2005; Zatorre & Belin, 2001), 
der rechten Hemisphäre zur untersuchten Funktion geurteilt werden. Letztlich muss unter der 
Prämisse verteilter Hirnfunktionen eine Interaktion des linken temporoparietalen Kortex mit 
anderen Hirnregionen angenommen werden (für eine weiterführende Diskussion siehe Ab-
schnitt 4.4). Ersterem scheint dabei eine Schlüsselrolle bei der Verarbeitung akustischer Infor-
mation innerhalb kurzer Zeitintervalle zuzukommen, die infolge einer Schädigung durch andere 
Hirnstrukturen nicht oder nur partiell kompensiert werden kann und durch ein fortbestehendes 
Defizit bei den hier untersuchten Patienten mit chronischen Hirninfarkten belegt wird (siehe 
auch Abschnitt 4.3).  
4.2 Enkodierungsdefizit für schnelle Ton- und Lautfolgen 
Die Gesamtmorphologie jener sich aus der Präsentation nicht-sprachlicher und sprachlicher 
Stimuli ergebenden ereigniskorrelierten Potentiale zeigte einen ähnlichen Potentialverlauf in 
beiden untersuchten Gruppen, der eine grundsätzlich vergleichbare Verarbeitung des Stimu-
lusmaterials in den Probanden vermuten ließ. Die Polarität, Polaritätsumkehr über den Mastoi-
delektroden, Latenz und topographische Verteilung der ersten deutlichen negativen Auslen-
kung der Differenzkurve wiesen im Wesentlichen MMN-typische Charakteristika auf (Abschnitt 
1.5.2).  
Grundsätzlich ergaben sich zwischen den untersuchten Gruppen keine Verarbeitungsunter-
schiede für die Wahrnehmung akustischer Abweichungen (Frequenzunterschiede) unter der 
Präsentation von Sinustönen in der Kontrollbedingung (Abschnitt 3.2.1). Somit können die in 
den nachfolgenden Bedingungen beobachteten MMN-Effekte bei Patienten und Kontrollpro-
banden als Verarbeitungsunterschiede infolge des auf verschiedenen Zeitskalen manipulierten 
Materials interpretiert werden. Die Überprüfung der in Abschnitt 1.6 aufgestellten Hypothesen 
ergab für Patienten im Vergleich zu Kontrollprobanden eine verminderte Potentialantwort auf 
Abweichungen schneller Tonsequenzen über zentralen, rechtshemisphärischen und links poste-
rioren Hirnregionen (Abschnitt 3.2.3). Die Darbietung langsamer Tonsequenzen resultierte hin-
gegen in einer statistisch signifikanten MMN über allen Regionen und wies keine Amplituden-
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unterschiede zwischen den untersuchten Gruppen auf (Abschnitt 3.2.2). Gleichermaßen konn-
ten keine Unterschiede der iMMN-Amplitude zwischen Patienten und Kontrollen unter der Prä-
sentation von Silbenfolgen festgestellt werden (Abschnitt 3.2.4). Die im Vergleich zu den übri-
gen Bedingungen spätere Gipfellatenz der iMMN auf Verletzungen der Silbenfolge ist auf die 
Annahme eines sog. Perzeptionszentrum (engl. perceptual center) zurückführbar. Es handelt 
sich dabei um als regelmäßig wahrgenommenen Elemente bzw. die akustischen Schwerpunkte 
von Silben (Marcus, 1981), welche in CVC-Silben nicht im Konsonantenanlaut (C), sondern in 
der Umgebung des Vokalbeginns (Silbennukleus) lokalisiert sind (engl. P-Center Syllable-
Nucleus-Onset Correspondence Hypothesis, Janker, 1996). Eine Adjustierung der Gipfellatenzen 
für den Vokalbeginn der ersten Silbe und damit den hervorstechenden, wahrnehmungsrelevan-
testen Silbenanteil ergab eine MMN-typische Latenz von ~ 200 ms für das Pseudowort pies-nit 
und von ~ 175 ms für nit-pies. In Anbetracht der sich zwischen Patienten und Kontrollproban-
den nicht unterscheidenden MMN-Antwort auf Silbenverletzungen ist bedeutsam, dass Vokal-
unterschiede sich in erster Linie in langsamen Modulationen der Periodizität manifestieren (Ro-
sen, 1992). Diese sind vermutlich auf dem Boden einer in beiden Gruppen unbeeinträchtigten 
Integration in längeren Zeitfenstern wahrnehmbar, die überwiegend temporalen Regionen der 
rechten Hemisphäre zugeschrieben wird (Abrams, Nicol, Zecker, & Kraus, 2008; Boemio, 
Fromm, Braun, & Poeppel, 2005; Poeppel, 2003). Weitere Studien, welche Verarbeitungsunter-
schiede für schnelle und langsame Modulation auch bei Patienten mit rechtshemisphärischen 
Läsionen untersuchen, sind notwendig, um die Spezifität der Effekte zu überprüfen. 
Maßgeblich für die Fragestellung der vorliegenden Arbeit zeigte sich eine signifikant geringe 
Potentialantwort bei Patienten auf Verletzungen der Lautfolge des Pseudowortes nip-ties über 
linkshemisphärischen und anterioren Hirnregionen, wobei die iMMN auch in der Kontrollgrup-
pe im Wesentlichen eine links lateralisiert Topographie aufwies. Das topographische Vertei-
lungsmuster der MMN-Antwort auf Lautsequenzen im Vergleich zu nicht-sprachlichem Material 
spricht dafür, dass der Effekt bei Kontrollprobanden linkshemisphärisch generiert wurde. Diese 
Annahme stimmt überein mit früheren Untersuchungen, in denen für sprachliche Stimuli eben-
falls eine Lateralisierung zugunsten der linken Hemisphäre nachgewiesen werden konnte 
(Näätänen et al., 1997; Pulvermüller & Shtyrov, 2003; Tervaniemi et al., 1999). Dementgegen 
zeigte sich trotz des umfassend kontrollierten Materials und der im Wesentlichen gleich verteil-
ten Silbenfrequenzen (siehe Abschnitt 2.3.1) in keiner der beiden Gruppen ein signifikanter 
iMMN-Effekt infolge von Verletzungen der Lautsequenz des Pseudowortes nit-pies. In diesem 
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Zusammenhang relevant ist die Annahme, dass, neben der Etablierung eines Vorhersagen ge-
nerierenden mentalen Modells aus den unmittelbar vorausgegangen Standardstimuli, dieses 
Modell auch auf Inhalten des Langzeitgedächtnisses basieren kann (z.B. zulässige Laute oder 
Lautkombinationen der Muttersprache). Hinsichtlich dieser sprachspezifischen Repräsentatio-
nen konnte in einer zurückliegenden Studie gezeigt werden, dass abweichende, in der Mutter-
sprache des Probanden jedoch existierende Laute im Kontext sprachfremder Standardlaute 
eine stärkere MMN-Antwort hervorriefen (Näätänen et al., 1997). In Übereinstimmung mit die-
ser sog. Vertrautheitshypothese (Näätänen, Tervaniemi, Sussman, Paavilainen & Winkler, 2001) 
wiesen Bonte und Kollegen (2005) nach, dass die Präsentation des abweichenden Pseudowor-
tes not-sel (Deviant) im Kontext des Standardpseudowortes not-kel in einer stärkeren MMN-
Antwort resultiert. Dieser Unterschied wurde einer höheren phonotaktischen Wahrscheinlich-
keit29 der Lautfolge [t-s] am Silbenübergang gegenüber einer geringeren phonotaktischen 
Wahrscheinlichkeit der Lautfolge [t-k] zugeschrieben. Mit anderen Worten führt die unerwarte-
te Darbietung vertrauter, d.h. in der Muttersprache häufigerer vorkommender Laute oder Laut-
kombinationen im Kontext nicht oder nur weniger vertrauter Stimuli zu einer stärkeren Poten-
tialantwort im Zeitfenster der MMN. Diese, vermuten Bonte und Kollegen (2005), ist begründ-
bar durch das Vorhandensein sprachspezifischer Repräsentationen, welche infolge eines höher-
frequenten Auftretens ebendieser Lautkombinationen im Verlauf des Spracherwerbs profunder 
enkodiert wurden. Übertragen auf die aktuellen Ergebnisse löste nur die Präsentation des 
Pseudowortes nip-ties mit einem stimmlosen bilabialen Plosiv [p] am Silbenende (Auslaut) und 
einem stimmlosen alveolaren Plosiv [t] am Silbenbeginn (Anlaut) im Kontext der umgekehrten 
Abfolge [t]-[p] eine MMN-Antwort aus. Nachträglich wurde daher basierend auf den Wortfre-
quenzen der CELEX-Datenbank (Baayen et al., 1995) die Auftretenshäufigkeit der Laute [t] und 
[p] im An- oder Auslaut sowie der Lautfolge [t-p] und [p-t] am Silbenübergang im Deutschen 
berechnet (Reelex Version 0.4.4, Reetz - Celex Schnittstelle, http://web.phonetik.uni-
frankfurt.de/simplex.html). Gewichtet für die in der Datenbank angegeben Häufigkeiten der 
Worte zeigte sich die phonotaktische bzw. positionale Wahrscheinlichkeit29 der Lautfolge [t-p] 
geringer, als die der umgekehrten Folge [p-t]. Die Wahrscheinlichkeit des Lautes [t] im Auslaut 
                                                        
29
 Der Begriff der phonotaktischen Wahrscheinlichkeit beschreibt die Frequenz (relative Auftretenshäufigkeit) 
eines zulässigen Lautes oder einer Lautfolge mit der diese innerhalb von Silben einer Sprache (I) an einer gegeben 
Position erscheinen (engl. positional probability) oder (II) aufeinander folgen (engl. transitional probability) 
(Vitevitch und Luce, 2004). 
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ist im Deutschen hingegen höher und im Anlaut in etwa gleich häufig, wie die des Lautes [p] 
(Tabelle 1). Entsprechend der zuvor dargelegten Argumentationskette spricht der beobachtete 
Effekt dafür, dass die in der Kontrollgruppe beobachtete Differenz der MMN-Antwort auf Un-
terschieden in der Enkodierung der Lautfolge (spezifischere Repräsentation der Lautfolge [p-t]) 
beruht, nicht aber auf die eine umgekehrte ([t] > [p]) bzw. gleiche positionale Wahrscheinlich-
keit zeigenden An- bzw. Auslaute zurück zu führen ist. Alternativ ist, bei insgesamt allerdings 
sehr geringer Silbenfrequenz der Silbe [nɪp] (3 pro Millionen, z.B. im Wort Nipp-flut oder nip-
pen) gegenüber der Silbe [nɪt] (< 1 pro Millionen, z.B. im Wort in-de-fi-nit) nachrangig denkbar, 
dass der Unterschied der Potentialantworten zu Gunsten des Pseudowortes nip-ties sich aus 
dem häufigeren wortinitialen Auftreten der Silbe [nɪp] ergibt. Dennoch scheint die Repräsenta-
tion der Lautfolge in ebendieser Präsentationsbedingung der enkodierte relevante Merkmals-
unterschied zu sein. Die Annahme wird gestützt durch die in beiden Gruppen erhaltene MMN-
Antwort auf das akustisch identische Pseudowort nit-pies, dessen Silbenfolge im Kontext des 
Pseudowortes pies-nit erfolgreich in längeren Zeitfenstern enkodiert werden kann. 
Phonotaktische und positionale Wahrscheinlichkeiten der Lautstruktur 
cvc-cvc cv[c-c]vc cv[c-]cvc cv[c] cvc[-c]vc [c]vc c[vc-]cvc [cvc-]cvc [cvc-c]vc 
nip-ties 4.28 4.95 5.23 5.48 6.43 3.66 0.71 - 
nit-pies 3.64 5.76 6.86 5.64 5.69 4.79 - - 
Tabelle 34: Phonotaktische und positionale Wahrscheinlichkeiten quantifiziert als Logarithmus der Häufigkeit der in 
[…] angegebenen Laute oder Lautfolgen gewichtet für die Wortfrequenz (Tokenzahl * Tokenfrequenz) (Bonte et al., 
2005). Berechnung  basierend  auf den der Reetz - CELEX Schnittstelle entnommenen Item- und Tokenzahlen. c = 
Konsonant, v = Vokal, [c]vc = Konsonant im Wortanlaut, [-c]vc = Konsonant im Silben- aber nicht Wortanlaut, „-“ 
Frequenz von Null.   
In Hinblick auf eine Studie von Csepe und Kollegen (2001) stimmen die aktuellen Ergebnisse 
überein mit dem Befund, dass Abweichungen der Frequenz einfacher Sinustöne im Vergleich zu 
Lautdeviationen bei Patienten mit linkshemisphärischen Läsionen eine MMN-Antwort evozie-
ren. Es liegt somit weder bei Patienten noch Kontrollprobanden eine allgemeine auditive Ver-
arbeitungsstörung oder eine Beeinträchtigung der Generierung von Vorhersagen auf dem Bo-
den vorausgegangener akustischer Informationen vor. Im Gegensatz zu der genannten Unter-
suchung und den in der vorliegenden Arbeit bei Patienten nachgewiesenen Amplitudenunter-
schieden, konnten Robson und Kollegen (2014) bei Patienten mit linkshemisphärischen Hirnin-
farkten Unterschiede in der Latenz, nicht aber der MMN-Amplitude auf Lautabweichungen 
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nachweisen. Dieses diskrepante Ergebnis ist möglicherweise auf die angewendeten Manipulati-
onsbedingungen (Lautersetzung verschiedener Klassen) und die heterogene Läsionsverteilung 
(frontale und temporale Läsionen) zurückzuführen. In diesem Zusammenhang konnte eine Un-
tersuchung von Alain und Kollegen (1998), in welcher die MMN-Antwort in Abhängigkeit unter-
schiedlicher Läsionslokalisationen verglichen wurden, zeigen, dass unter monauraler Präsenta-
tion nicht-sprachlicher Stimuli Patienten mit temporoparietalen Läsionen jeweils eine Amplitu-
denreduktion bei kontraläsionaler Stimulation aufwiesen. Patienten mit frontalen Läsionen 
zeigten hingegen eine verminderte MMN-Amplitude unabhängig von der Stimulationsseite. 
Dieser Befund unterstreicht einerseits, dass die der MMN-Komponente zugrunde liegenden 
Verarbeitungsprozesse in einem verteilten Netzwerk organisiert sind und dass andererseits 
temporoparietale Hirnregionen im Vergleich zu den in der vorliegenden Studie nicht untersuch-
ten frontalen Arealen eine hiervon zu trennende Funktion bei der Repräsentation auditorischer 
Information zukommt. Garrido und Kollegen (2009) vermuten diesbezüglich eine reziproke In-
teraktion von temporalen mit präfrontalen Hirnregionen, welche in einer kontinuierlichen An-
passung von sensorischen und höheren  Repräsentationen (i.e. mentale Modelle) resultiert. 
Diese Repräsentationen in Form neuronaler Aktivierungsmuster werden fortlaufend auf der 
Basis von Auftretenswahrscheinlichkeiten der Eingangssignale (top-down Vorhersage) sowie 
konsekutiven (bottom-up) Vorhersagefehlern modifiziert. Die Autoren gehen davon aus, dass 
die Genauigkeit der Vorhersagen und das Ziel, Vorhersagefehler gering zu halten (Prinzip der 
Minimierung des Energieeinsatzes, engl. free energy minimization principle, Friston, 2010), zu 
einer Anpassung der post-synaptischer Sensitivität führt. Diese optimiert vermutlich über eine 
Gewichtung der Eingangssignale perzeptuelle Verarbeitungsprozesse und hält Ressourcen für 
unerwartete, nicht vorhergesagte Informationen vor (Bubic et al., 2010; Engel et al., 2001). Wie 
auch für die Interpretation der vorliegenden Ergebnisse angenommen, reflektiert die MMN-
Antwort dabei vermutlich ebendiesen dynamischen Prozess, in dem ein aktuelles abweichendes 
Eingangssignal nicht aus den vorausgegangen Reizen vorhergesagt werden kann und ein Vor-
hersagefehler generiert wird (Garrido et al., 2009). Entgegen den zuvor genannten Untersu-
chungen (Csepe et al., 2001; Robson et al., 2014), in denen die Wahrnehmung isolierter Ton-
höhen- oder Lautabweichungen nach linkshemisphärischen Läsionen untersucht wurde, konnte 
die aktuelle Studie erstmalig eine Dissoziation zwischen der Repräsentation sprachlicher Infor-
mation auf kurzen und langen Zeitskalen sowie eine daraus resultierende gestörte Vorhersa-
gengenerierung von Laut- gegenüber Silbenfolgen nachweisen. Untersuchungen an Probanden 
ohne eine Hirnschädigung konnten gestützt durch eine MMN-Antwort auf Änderungen einer 
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Sequenz nicht-sprachlicher Stimuli belegen, dass neben der neuronalen Enkodierung spezifi-
scher Vorhersagen der Identität eines erwarteten Reizes, Vorhersagen über die zeitliche Abfol-
ge (temporale Struktur) zukünftiger Ereignisse generiert werden (Saarinen et al., 1992; 
Tervaniemi et al., 1999). Die in der aktuellen Arbeit untersuchte Patientengruppe zeigte in 
Übereinstimmung mit einer bevorzugten rechtshemisphärischen Verarbeitung auf längeren 
Zeitskalen (Boemio et al., 2005; Poeppel, 2003) Hinweise dafür, dass Vorhersagen über die zeit-
liche Folge langsam präsentierter Töne (Abschnitt 3.2.2) und Silben (Abschnitt 3.2.4) trotz links 
temporoparietaler Hirninfarkte generiert werden konnten. Im Gegensatz hierzu lag bei eben-
diesen Patienten eine selektive Beeinträchtigung für die Enkodierung sich in kurzen Zeitfenster 
ändernder akustischen Informationen vor. Dieser Befund bestätigt die bereits erwähnte, durch 
rechtshemisphärische Regionen nicht kompensierbare Schlüsselrolle des linken temporoparie-
talen Kortex bei der Enkodierung auditorisch sensorischer Repräsentationen in kurzen Zeitfens-
tern. Darüber hinaus ist zu vermuten, dass die im Modell des „Asymmetric Sampling in Time“ 
(Abschnitt 1.3) postulierte Zerlegung des Eingangssignals (z.B. Repräsentation von Lauten) die 
Grundlage für die nachfolgende Verknüpfung selbiger zu einem integrierten Perzept (z.B. Re-
präsentation der Lautfolge) bildet, in welchem nicht nur die Merkmale eines Ereignisses, son-
dern auch dessen zeitliche Relation zu anderen Ereignissen (Ereignisrepräsentation, siehe Ab-
schnitt 1.4.2) enkodiert bzw. vorhergesagt werden. Mit anderen Worten untermauern damit 
die nachgewiesenen Unterschiede der MMN-Antwort zwischen den untersuchten Gruppen im 
Kontext des in Abschnitt 1.4.2 geschilderten Konzeptes auditorischer Ereignisrepräsentationen, 
dass eine Enkodierung des akustischen Eingangssignals innerhalb kurzer Zeitintervalle entschei-
dend für die Repräsentation von Informationen auf Lautebene ist. Der bei Patienten gegenüber 
Kontrollen fehlende MMN-Effekt infolge von Verletzungen der Lautsequenz in Abhängigkeit der 
phonotaktischen Wahrscheinlichkeit bestätigt die Annahme, dass Repräsentationen auf kurzen 
Zeitskalen nicht nur das zukünftige Auftreten akustischer Information (formale Struktur) enko-
dieren. Vielmehr dürften zudem spezifische zeitliche oder sequentielle Relationen (temporale 
Struktur) von Ereignissen repräsentiert werden, die möglicherweise auf der Basis von Vorhersa-
gen die Verarbeitung zukünftiger Informationen optimieren (Winkler & Schröger, 2015). In 
Summe sprechen die normalen Reaktionen auf Sinustöne, langsame Ton- und Silbensequenzen 
gegen eine allgemeine Verarbeitungsstörung für sprachliche Information oder die temporale 
Struktur des Eingangssignals. Sie bestätigen einen spezifischen Beitrag von Regionen des linken 
temporoparietalen Kortex (siehe Abschnitt 4.3) zur Repräsentation von Information auf kurzen 
Zeitskalen und der Generierung von Ereignisrepräsentationen, auf deren Basis das zeitverän-
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derliche Eingangssignal vorhergesagt werden kann. Einschränkend muss hinzugefügt werden, 
dass aufgrund des in der aktuellen Studie auf Patienten mit links temporoparietalen Hirninfark-
ten begrenzten Kollektivs, die Interpretation der Effekte einerseits durch die geringe Fallzahl 
und andererseits den nicht zu beurteilenden Beitrag anderer, z.B. frontaler, rechtshemisphäri-
scher oder subkortikaler Hirnregionen limitiert ist. 
4.3 Repräsentation spektrotemporaler Struktur im linken Sulcus temporalis 
superior 
Die in der Läsionsanalyse identifizierten linkshemisphärischen Hirnregionen, in welchen Patien-
ten mit einer Verarbeitungsstörung für sprachliche und nicht-sprachliche Informationen auf 
kurzen Zeitskalen signifikant häufiger Läsionen als Patienten ohne ein Defizit aufwiesen, proji-
zierten sich auf den linken posterioren Sulcus temporalis superior (auditorischer Assoziations-
kortex, am Übergang der Brodmann-Areale 21 und 22) sowie die darunter liegende weiße Sub-
stanz (Abbildung 15C). Das Ergebnis bestätigt die in Abschnitt 1.6 formulierte Annahme (Hypo-
these 5), dass basierend auf der Rolle höherer auditorischer Kortexareale bei der Generierung 
auditorisch sensorischer und Lautrepräsentationen (Mesgarani et al., 2014) deren Läsion zu 
Defiziten bei der Enkodierung unterscheidungsrelevanter Merkmale akustischer Ereignisse in 
kurzen Zeitfenstern beiträgt. In Übereinstimmung mit einer bevorzugten linkshemisphärischen 
Verarbeitung sich rasch ändernder akustischer Parameter stützt die im Sulcus temporalis supe-
rior lokalisierte funktionskritische Hirnregion die von Boemio und Kollegen (2005) in ihrem Mo-
dell formulierte selektive Weiterleitung von Signalen. Dieser zufolge werden in kurzen Zeitfens-
tern (25-50 ms) enkodierte Informationen der Neuronenpopulationen der Gyri temporales 
superiores beider Hemisphären bevorzugt im linken Sulcus temporalis superior weiterverarbei-
tet. Die umgekehrte Annahme ebendieser Autoren, dass in längeren Zeitfenstern enkodierte 
Informationen von Neuronenpopulationen der Gyri temporales superiores bevorzugt im rech-
ten Sulcus temporalis superior repräsentiert werden, konnte anhand der untersuchten Patien-
tenpopulation mit linkshemisphärischen Läsionen nicht überprüft werden. Indes untermauert 
der Befund, dass Läsionen des Gyrus temporalis superior in der Patientengruppe zwar am häu-
figsten auftreten (Abbildung 15A), jedoch nicht kritisch für die untersuchte Funktion sind (Ab-
bildung 15C), die vermutete initial bihemisphärische Enkodierung in kurzen Zeitfenstern 
(Boemio et al., 2005). Möglicherweise können in diesem Zusammenhang Verarbeitungsstörun-
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gen infolge von Läsionen des Einen durch den jeweils nicht betroffen Gyrus temporalis superior 
kompensiert werden.  
Hinsichtlich der zum Teil nur geringen Effekte zwischen den untersuchten Kontrollen und Pati-
enten sowie dem schwachen Zusammenhang von Läsionslokalisation und dem Defizit innerhalb 
der Patientengruppe, können neben der kleinen Fallzahl weitere Faktoren die messbaren Ver-
arbeitungsunterschiede beeinflussen. Maßgeblich dürfte dazu der Umstand beitragen, dass 
infolge der Organisation von Hirnfunktionen in verteilten Netzwerken beteiligte Neuronenpo-
pulationen variabel auf Läsionen reagieren können, um einen Funktionsverlust zu kompensie-
ren (Fornito, Zalesky, & Breakspear, 2015). Weiterhin kann auf dem Boden neuronaler Plastizi-
tät im Verlauf mehrerer Monate eine teilweise oder vollständige Funktionserholung eintreten 
(Pascual-Leone, Amedi, Fregni & Merabet, 2005; Rorden & Karnath, 2004). Das bedeutet, dass 
mit der angewendeten Methode lediglich diejenigen Areale der über die gesamte Gruppe be-
troffenen links temporoparietalen Hirnregionen eingegrenzt werden konnten, denen eine 
nicht-kompensierbare Schlüsselrolle bei der Verarbeitung von Informationen auf kurzen Zeit-
skalen zukommt. Das Untersuchungsergebnis erlaubt hingegen nicht die Interpretation einer 
alleinigen Lokalisation der untersuchten Funktion in diesen Arealen. Es muss vielmehr ange-
nommen werden, dass das beobachtete Verhalten und elektrophysiologisch objektivierte selek-
tive Enkodierungsdefizit durch den relativen Beitrag des posterioren STS zu Verarbeitungspro-
zessen innerhalb der assoziierten Netzwerke zu erklären ist. Unterstützt wird diese Annahme 
durch einen computationalen Ansatz von Alstott und Kollegen (2009), die anhand von Modellie-
rungen der Effekte fokaler Läsionen die funktionellen Konsequenzen eines Hirninfarktes auf 
entfernte kortikale Netzwerke abschätzen konnten. Dabei wiesen sie nach, dass unterschiedli-
che Läsionen spezifische Muster veränderter funktioneller Konnektivität, d.h. eine verminderte 
Kohärenz langsamer Aktivierungsänderungen räumlich getrennter Neuronenpopulationen, 
nach sich ziehen können. Das Ausmaß der Pertubation hing in diesem Zusammenhang maßgeb-
lich vom Läsionsort ab. Vor allem höhere kortikale Areale (z.B. Assoziationskortizes) zeigten im 
Vergleich zu primär sensorischen Arealen ausgeprägte und weit verteilte Funktionsstörungen, 
die insbesondere basierend auf Maßen deren struktureller Konnektivität (z.B. Pfadlänge, Faser-
zahl) vorhergesagt werden konnten (Alstott et al., 2009). Diese Beobachtung stimmt überein 
mit Studien, die zeigen konnten, dass anatomische Faserverbindungen (strukturelle Konnektivi-
tät) direkt oder indirekt verbundener Hirnregionen die Grundlage funktioneller Interaktion bil-
den (Honey et al., 2007; Honey et al., 2009; Sporns et al., 2004). In Anknüpfung an den Netz-
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werkeffekt fokaler Läsionen sollen im Folgenden die mit den funktionskritischen Hirnregionen 
assoziierten und damit zur Funktionsstörung beitragenden Netzwerke beleuchtet und deren 
Beitrag zu Enkodierung von auditiver Ereignisrepräsentationen und der Sprachwahrnehmung 
diskutiert werden. 
4.4 Beitrag kortiko- und subkortiko-kortikaler Netzwerke zur auditiven 
Sprachwahrnehmung 
Die Analyse struktureller Konnektivität der funktionskritischen posterior superior temporalen 
Hirnregionen ergab verteilte Projektionen sowohl zu inferior frontalen (BA 44, 45, 47), präfron-
talen (BA 9, 47) und superior parietalen (BA 7) Hirnregionen als auch zum posterior lateralen 
Zerebellum (Crus I/II) sowie den Nuclei dentati. Die in der vorliegenden Studie nachgewiesen 
kortiko-kortikalen Projektionen stimmen mit den in vorausgegangen Studien beschriebenen, 
die neuroanatomische Grundlage des links lateralisierten Sprachnetzwerkes bildenden, Assozia-
tionsfasertrakten überein (Axer et al., 2013; Frey et al., 2008; Friederici, 2011; Friederici & Alter, 
2004; Hickok & Poeppel, 2004, 2007; Parker et al., 2005; Rauschecker & Scott, 2009; Saur et al., 
2008; Tomasi & Volkow, 2012).  Eine weitere, auf den Läsionen von Patienten mit Aphasie ba-
sierende Untersuchung konnte bestätigen, dass für das Sprachverständnis funktionskritische 
Regionen des linken posterioren STS entlang des Fasciculus fronto-occipitalis inferior (IFOF) und 
longitudinalis superior (SLF) strukturelle Konnektivität zu den Brodmann-Arealen 47 und 46 
zeigten (Turken & Dronkers, 2011). Weitere Zielregionen korrespondierten mit den in der Lite-
ratur beschriebenen Terminationen des SLF im BA 44, 46 und 9 (Rilling et al., 2008), den durch 
die Capsula extrema (EmC) verlaufenden Anteilen des IFOF im BA 45 und 47 (Saur et al., 2008) 
und Anteilen des MLF im BA 7 (Makris, Preti, Asami, et al., 2013; Wang et al., 2013). Bedeutsam 
ist, dass über sprachspezifische Netzwerke hinausgehend Projektionen posterior temporaler 
Areale entlang des SLF zu inferior frontalen (BA 44) und dorsolateral präfrontalen Regionen (BA 
46 und 9) sowie des MLF zu superior parietalen Regionen (BA 7) vermutlich der Bereitstellung 
höheren auditorischen Inputs (Makris et al., 2005) und der multisensorischen audio-visuellen 
Integration (Makris, Preti, Asami, et al., 2013; Molholm et al., 2006; Wang et al., 2013) dienen. 
Während auditorische Repräsentation geeigneter Granularität unter anderem relevant für den 
Zugriff auf den Bedeutungsgehalt (z.B. Unterschied zwischen „Boden“ und „Boten“) sprachli-
cher Äußerungen seien dürften (ventraler Verarbeitungsweg, Hickok & Poeppel, 2004, 2007), 
lässt die Assoziation mit nicht sprach-spezifischen Netzwerken vermuten, dass die in posterior 
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temporalen Arealen generierten auditorischen Repräsentationen innerhalb kortiko-kortikalen 
Netzwerke zu sensorischen Verarbeitungsprozesse im Allgemeinen beitragen. Darüber hinaus 
kann die Assoziation mit typischerweise dem dorsalen Verarbeitungsweg (SLF) zugeschriebenen 
Faserprojektionen (Hickok & Poeppel, 2004, 2007) in dem Sinne interpretiert werden, dass auch 
während des Sprechens fortlaufend auditorische Repräsentationen und Vorhersagen über zu-
künftige Laute infolge eines Artikulationsbefehls (in Analogie zum Bewegungsbefehl) generiert 
werden (Tankus, Fried & Shoham, 2012). In Übereinstimmung mit der Annahme einer bevor-
zugten linkshemisphärischen Verarbeitung auf kurzen Zeitskalen konnte von Giraud und Kolle-
gen (2007) gezeigt werden, dass der Auftretensrate von Lauten entsprechende endogene hoch-
frequente Gamma-Oszillationen in links auditorischen Areale mit Fluktuationen dieses Fre-
quenzbereiches in Regionen des prämotorischen Kortex korrelieren in denen die Artikulatoren 
(z.B. Zunge, Mund) repräsentiert werden. Dieser Befund wurde als hinweisend für eine Kopp-
lung gemeinsamer zeitlicher Eigenschaften bei der Wahrnehmung und Produktion gesproche-
ner Sprache interpretiert (Giraud et al., 2007) und weist auf einen einheitlichen zeitlichen Kode 
hin, der einen Austausch von Informationen während dieser Verarbeitungsprozesse, z.B. über 
den genannten Verarbeitungsweg, ermöglichen könnte.  
In Bestätigung der in Abschnitt 1.6 getroffenen Annahme (Hypothese 6), konnten über das 
etablierte Muster struktureller kortiko-kortikaler Konnektivität hinausgehend in der vorliegen-
den Arbeit erstmalig bidirektionale Projektionen zwischen dem linken posterioren STS und dem 
Zerebellum beidseits aufgedeckt werden. Deren Neuroanatomie sowie mögliche funktionelle 
Implikationen für einen Beitrag des Zerebellums zu höheren kognitiven Funktionen soll im Fol-
genden beleuchtet werden. Im Fokus vorangegangener Studien, welche die Struktur-
Funktionsbeziehung „zerebellärer kognitiver Verarbeitungsprozesse“ (engl. cerebellar cognition, 
z.B. Cole, 1994; Kim, Ugurbil & Strick, 1994; Koziol et al., 2014; Leiner et al., 1986; Leiner, Leiner 
& Dow, 1993) untersucht haben, standen vordergründig reziproke Projektionen der präfronta-
len und posterior parietalen Kortizes mit den lateralen und posterioren zerebellären Hemisphä-
ren sowie den Nuclei dentati (Brodal, 1978a, 1978b, 1979; Jissendi et al., 2008; Kelly & Strick, 
2003; Kim et al., 1994; Ramnani, 2006). Basierend auf den Ergebnissen diffusionsgewichteter 
Bildgebung im Menschen und Primaten wurde postuliert, dass Projektionen zwischen den tem-
poralen Kortizes und dem Zerebellum vernachlässigbar sein (Ramnani et al. 2006). Tierstudien 
(Pandya, Rosene & Doolittle, 1994; Schmahmann & Pandya, 1991) und die im Abschnitt 1.4.2 
eingeführten theoretischen Annahmen lassen hingegen einen Beitrag des Zerebellums zur En-
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kodierung der temporalen Struktur akustischer Signale (Schwartze et al., 2012) auf der Basis 
temporo-zerebellärer Konnektivität vermuten. Reziproke temporo-zerebello-temporalen Schlei-
fen könnten in diesem Zusammenhang einer zeitgerechten Repräsentation auditorischer In-
formation dienen und unter der Annahme einer Segmentierung des Eingangssignals in Zeitfens-
tern unterschiedlicher Länge (Poeppel, 2003) relevant für die Enkodierung sich auf verschiede-
nen Zeitskalen ereignender sprachlicher Merkmalsunterschiede (Rosen, 1992) sein. In Überein-
stimmung mit Tierstudien konnten in der vorliegenden Arbeit  temporo-ponto-zerebelläre Pro-
jektionen des STS zu den dorsolateralen Nuclei pontis (Brodal, 1978a; Schmahmann & Pandya, 
1991) und zu Regionen des posterolateralen Zerebellums (Brodal, 1979) insbesondere den Are-
alen des Crus I/II aufgedeckt werden. Letztere wurden in vorangegangen Untersuchungen mit 
kognitiven bzw. sprachlichen (Marien et al., 2014; Stoodley & Schmahmann, 2010; Stoodley, 
Valera & Schmahmann, 2012), auditorischen (Pastor et al., 2002; Petacchi, Laird, Fox & Bower, 
2005) und zeitlichen (Ivry, Spencer, Zelaznik & Diedrichsen, 2002; Keele & Ivry, 1990; Spencer & 
Ivry, 2013) Verarbeitungsprozessen in Verbindung gebracht. Entgegen der typischerweise 
überwiegend zum kontralateralen Zerebellum kreuzenden Fasern (Fibrae pontis transversae) 
und der in Aktivierungsstudien bevorzugten rechts zerebellären Lokalisation sprachlicher Ver-
arbeitungsprozesse (Stoodley et al., 2012), fanden sich mit der hier angewendeten Methode 
Hinweise für bilaterale reziproke Projektion des linken posterioren STS. Hinsichtlich der Laterali-
tät kortiko-zerebellärer Projektionen konnte kürzlich mittels Diffusions-Tensor-Bildgebung ge-
zeigt werden, dass für temporo-ponto-zerebelläre als auch für dentato-rubro-thalamo-kortikale 
(siehe unten) Projektionen im Gegensatz zum prominenten fronto-ponto-zerebellären Trakt 
auch ipsilaterale strukturelle Konnektivität nachweisbar ist (Keser et al., 2015). Dieser Befund 
wird von einer Untersuchung gestützt, in der nachgewiesen werden konnte, dass in Ratten die 
durch den Pedunculus cerebellaris medius verlaufenden Projektionen den Nuclei pontis beid-
seits entstammen (Serapide, Zappala, Parenti, Panto & Cicirata, 2002). Weiterhin existiert beim 
Menschen neben den gekreuzten Fasern des Nucleus dentatus entlang des Pedunculus 
cerebellaris superior zum kontralateralen Nucleus ruber auch ein nicht-gekreuzter dentato-
rubro-thalamischer Trakt (Meola, Comert, Yeh, Sivakanthan & Fernandez-Miranda, 2016). Der 
in der aktuellen Untersuchung aufgezeigte Verlauf dentato-rubro-thalamo-temporaler Projekti-
onen über den posterioren Thalamus (Pulvinar) stimmt überein mit früheren Tierstudien, in 
denen sowohl Faserprojektionen zwischen dem Pulvinar und dem lateralen Nucleus (entspricht 
dem Nucleus dentatus) (Rodrigo-Angulo & Reinoso-Suarez, 1984) als auch in Abgrenzung zur 
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Hörbahn (geniculäre Route via Corpus geniculatum mediale) zwischen dem Pulvinar und dem 
STS (extrageniculäre Route) (Streitfeld, 1980) berichtet wurden.  
Das Vorhandensein struktureller Konnektivität alleine erlaubt keine spezifischen Rückschlüsse 
auf die funktionelle Bedeutung der Verbindung mehrerer Hirnregionen oder eines Netzwerkes. 
Dennoch können anhand bekannter Funktionen von Projektionen und Zielregionen sowie des 
bei Patienten im Vergleich zu Kontrollen beobachteten Enkodierungsdefizits Vermutungen über 
die zugrundeliegenden Verarbeitungsprozesse in dem mit den funktionskritischen Regionen 
assoziierten und damit „funktionell informierten“ Netzwerk abgeleitet werden. Eine mögliche 
Interpretation temporo-zerebellärer Interaktionen wird gestützt durch eine in vorangegangen 
Studien nachgewiesene funktionelle Kopplung posterior temporaler Areale und dem Zerebel-
lum (Pastor et al., 2002; Pastor, Thut & Pascual-Leone, 2006; Pastor, Vidaurre, Fernandez-Seara, 
Villanueva & Friston, 2008). Dabei wird eine Aktualisierung mentaler Modelle basierend auf der 
extrahierten und vorhergesagten temporalen Struktur sowie das Signalisieren relevanter Ab-
weichungen des Eingangssignals über kortiko-zerebello-thalamo-kortikale Projektionen zu den 
verarbeitenden frontalen sowie temporalen Hirnregionen angenommen (Kotz et al., 2014; 
Schwartze et al., 2012). Die Auffassung einer spezifischen Interaktionen zwischen dem tempo-
ralen Kortex und dem Zerebellum wird untermauert durch die genannten Bildgebungsstudien, 
die Hinweise für eine Steigerung oszillatorischer Aktivität infolge einer auditorischen Stimulati-
on mit 40 Hz (entspricht Phasendauer von 25 ms) im bilateralen posterolateralen Zerebellum 
(Crus II) erbrachten (Pastor et al., 2002). Außerdem konnte unter ebendieser Stimulation eine 
Zunahme effektiver Konnektivität zwischen superior temporalen Arealen und dem Crus II nach-
gewiesen werden (Pastor et al., 2008). Dabei scheint die Änderung der endogenen oszillatori-
schen Aktivität, von der man annimmt, dass sie vom Zerebellum moduliert wird (Pastor, Thut, 
et al., 2006), in zeitlichem Zusammenhang mit der temporalen Struktur der Eingangssignale zu 
stehen (Demiralp, Basar-Eroglu & Basar, 1996). Die Widerspiegelung der bevorzugten links kor-
tikalen Integration von Eingangssignalen in kurzen Zeitfenstern (Boemio et al., 2005) mit der 
gekreuzten rechts zerebellären Extraktion schnellerer Modulationen (Callan et al., 2007) lässt 
vermuten, dass letztere eine zeitgerechte Enkodierung informationstragengender Abschnitte 
(z.B. Lautinformation) in Zeitfenster angemessener Länge unterstützen könnten. Von diesem 
Prozess wird angenommen, dass er zu einer effizienten Verarbeitung salienter (i.e. bedeutungs- 
bzw. unterscheidungsrelevanter) Merkmale beiträgt (siehe Abschnitt 4.5) (Kotz & Schwartze, 
2010; Schwartze & Kotz, 2013, 2016; Schwartze et al., 2012). Darüber hinaus konnte im Kontext 
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der Zeitverarbeitung auditorischer Signale eine Beteiligung präfrontaler Areale gezeigt werden 
(Pastor, Macaluso, Day & Frackowiak, 2006). Bemerkenswert ist, dass deren Konnektivität mit 
dem Zerebellum (Aso, Hanakawa, Aso & Fukuyama, 2010; Jissendi et al., 2008) die Vermutung 
nach sich gezogen hat, dass die zerebellär enkodierte temporale Struktur neben temporalen 
Arealen auch in frontalen Arealen zu einer optimalen Integration sensorischer Information füh-
ren könnte (Schwartze & Kotz, 2013; Schwartze et al., 2012). Es wird angenommen, dass diese 
Strukturen zusammen mit den Basalganglien ein der Zeitverarbeitung unterliegendes, einheitli-
ches Netzwerk (engl. integrative temporal processing network) bilden, welches Verarbeitungs-
prozesse in kortiko-kortikalen Sprachnetzwerken unterstützt (Kotz & Schwartze, 2010). In Hin-
blick auf den Beitrag fronto-zerebellärer Netzwerke zu kognitiven Verarbeitungsprozessen im 
Allgemeinen bildet die Vorhersagenenkodierung in Vorwärtsmodellen (siehe auch Abschnitt 
1.4.1) eine Erweiterung der funktionellen Interpretation kortiko-zerebellärer Interaktionen (Ito, 
2008; Ramnani, 2006; Ramnani et al., 2006). Dieser Interpretation kann auch die Generierung 
mentaler Repräsentationen der zeitlichen Struktur der akustischen Umgebung in einem Netz-
werk der Zeitverarbeitung zugeordnet werden. Reziproke Projektionen posterior temporaler 
Regionen mit dem Zerebellum und dem frontalen Kortex bilden ein mögliches anatomisch-
funktionelles Korrelat einer auf der extrahierten zeitlichen Ereignisstruktur basierenden ge-
meinsamen Integration und Vorhersage der in kürzeren oder längeren Zeitfenstern repräsen-
tierten Stimuluselemente. Dabei ist der linke posteriore Sulcus temporalis superior als Schlüs-
selregion auditorischer Repräsentationen in kurzen Zeitfenstern die vermutete Schnittstelle, in 
der durch einen Abgleich des zeitveränderlichen Eingangssignals mit mentalen Modellen der 
akustischen Umgebung (zeitliche Ereignisstruktur) auditorische Ereignisrepräsentationen auf 
kurzen Zeitskalen (z.B. Lautfolgen) aufrecht erhalten werden, um die Verarbeitung zukünftiger 
sprachlicher Information zu optimieren (Kotz & Schwartze, 2010; Kotz et al., 2014; Schwartze & 
Kotz, 2013; Schwartze et al., 2012). Bedeutsam ist, dass die im vorangegangenen Abschnitt auf-
geführte Perspektive temporo-zerebellärer Interaktionen motiviert ist durch klinische Beobach-
tungen, die dem temporalen Kortex eine wichtige Rolle während der Wahrnehmung zeitlicher 
sowie sprachlicher Information zuschreiben (Efron, 1963; Robson, Sage & Ralph, 2012). Darüber 
hinaus trägt auch das Zerebellum zur Verarbeitung zeitlicher Struktur bei (Ivry et al., 2002; 
Keele & Ivry, 1990; Spencer & Ivry, 2013) und weist in diesem Zusammenhang eine dem tempo-
ralen Kortex entgegengesetzten Asymmetrie für schnelle gegenüber langsamen Modulationen 
auf (Boemio et al., 2005; Callan et al., 2007). Unter Berücksichtigung, dass in der Vergangenheit 
ein Vielzahl von Untersuchungen verschiedene Theorien über die Rolle des Zerebellums wäh-
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rend der Perzeption und Kognition hervorgebracht haben (Übersichtsarbeit in Baumann et al., 
2015) und der Einschränkung, dass das in der vorliegenden Untersuchung gefundene Muster 
kortiko-kortikaler und subkortikaler Konnektivität wahrscheinlich nicht ausschließlich auditori-
schen Verarbeitungsprozessen zu Grunde liegt, veranschaulicht die aktuelle Arbeit beispielhaft 
einen möglichen Beitrag dieser Netzwerke zu perzeptuellen Prozessen im Allgemeinen. Im Spe-
ziellen konnte kürzlich eine weitere Untersuchung temporo-zerebelläre strukturelle Konnektivi-
tät zwischen Regionen des rechten STS und dem linken Crus II demonstrieren, die an der visuel-
len Verarbeitung einer Folge von Bewegungsabläufen beteiligt waren (Sokolov, Erb, Grodd & 
Pavlova, 2014). Der Befund ist vereinbar mit der Annahme, dass der STS und das Zerebellum zur 
multisensorischen Integration sowohl auditorischer als auch sensorischer Information in unter-
schiedlichen Domänen beitragen (Baumann & Greenlee, 2007; Schmahmann & Pandya, 1991) 
und weist auf einen möglichen gemeinsamen neurobiologischen Verarbeitungsprozess hin. Von 
diesem  universellen zerebellärer Transformationsprozess (engl. universal cerebellar transform) 
wird vermutet, dass sowohl die Art der eingehenden sensorischen bzw. mentalen Informatio-
nen als auch die Zielareale kortiko-zerebelläre Konnektivität den Beitrag des Zerebellums zu 
einem gegeben Verarbeitungsprozess erklären, der im Wesentlichen in einer allgemeinen Mo-
dulation der Informationsverarbeitung der jeweiligen Zielareale gesehen wird (Keele & Ivry, 
1990; Schmahmann, 2004). Im abschließenden Ausblick soll diese Modulation von Hirnregionen 
über zerebello-thalamo-kortikalen Projektionen in den aktuellen wissenschaftlichen Kenntnis-
stand eingeordnet sowie die klinische Bedeutung und die Anwendbarkeit der in der vorliegen-
den Arbeit gewählten Untersuchungsmethode evaluiert werden. 
4.5 Einordnung der Untersuchung und Ausblick 
Die Übertragung der Vorhersagenenkodierung in Vorwärtsmodellen auf kognitive Verarbei-
tungsprozesse (Ito, 2008; Ramnani, 2006) in Verbindung mit dem Beitrag des Zerebellums zur 
Generierung einer ereignisbasierten zeitlichen Struktur (Schwartze et al., 2012; Weise et al., 
2012), bildet einen möglichen Erklärungsansatz für die Realisation einer effizienten Integration 
sprachlicher Informationen auf verschiedenen Zeitskalen. Hinsichtlich der zugrunde liegenden 
neuronalen Verarbeitungsprozesse greifen Schwartze und Kotz (2016) die von Courchesne und 
Allen (1997) postulierten „vorbereitende Funktion des Zerebellums“ (engl. cerebellar 
preparatory function) auf. Dieser Vorstellung zufolge lassen zerebellär generierte mentale Re-
präsentation der zeitlichen Struktur sukzessiver Ereignisse Vorhersagen über die Abfolge zu-
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künftiger Ereignisse zu. Darauf basierend wird in Antizipation selbiger die Integration der ein-
gehenden Informationen in kortikalen Zielarealen vorbereiten, z.B. durch eine Steigerung der 
Empfindlichkeit bzw. Aktivierung verarbeitender Neurone. Hier kann die in Abschnitt 1.3 her-
ausgestellte Beobachtung aufgegriffen werden, dass endogene Oszillationen, welche einen 
Wechsel der Erregbarkeitsniveaus lokaler Neuronenensembles reflektieren (Buzsaki & Draguhn, 
2004), ihren Rhythmus mit auditorischen Ereignissen synchronisieren (engl. neural oscillation 
entrainment) (Howard & Poeppel, 2012; Neher, 1961; Will & Berg, 2007). Dieser Befund ist ver-
einbar mit einer optimalen Anpassung des Verhaltens an unterschiedlich lange informations-
tragende Abschnitte des Eingangssignals (engl. stimulus-brain-alignment) (Giraud & Poeppel, 
2012). Hinsichtlich der funktionellen Bedeutung konnte am Beispiel sprachlichen (Doelling, 
Arnal, Ghitza & Poeppel, 2014) und sprachähnlichen (Henry, Herrmann & Obleser, 2014; Henry 
& Obleser, 2012) Materials gezeigt werden, dass ein Entrainment langsamer delta-theta Oszilla-
tionen mit salienten Änderungen akustischer Parameter die Wahrnehmung relevanter Informa-
tionen verstärkt. Bedeutsam ist in diesem Zusammenhang die von Arnal und Kollegen (2015) 
nachgewiesene zeitliche Anpassung von langsamen und gekoppelten schnellen Oszillationen an 
ein erwartetes (vorhergesagtes) akustisches Ereignis. Interessanterweise geht diese dem ei-
gentlichen Ereignis voraus und deren Ausmaß (spektrale Leistungsdichte) beeinflusst die Ge-
nauigkeit der nachfolgenden Wahrnehmung (Arnal, Doelling & Poeppel, 2015). Dabei wird mög-
licherweise die Integration einer aus der zeitlichen Struktur vorhergesagten Ereignissequenz 
vorbereitet (Kotz & Schwartze, 2010), indem Stimulusmerkmale (z.B. Lauteigenschaften) reprä-
sentierende Neuronenpopulationen (Mesgarani et al. 2014) zeitgerecht in eine optimalen Zu-
stand maximaler Empfindlichkeit versetzt werden. Diesbezüglich gehen Schwartze und Kotz 
(2016) davon aus, dass die extrahierte Ereignisstruktur vermittelt durch salvenartige Entladun-
gen thalamischer Neurone (engl. burst firing, Sherman, 2001) über thalamo-kortikale Projektio-
nen in kortikalen Zielregionen die Verarbeitung eingehender Informationen erleichtert. Im Kon-
text subkortiko-kortikalen Netzwerke könnte so einerseits die Integration einer Folge erwarte-
ter Ereignisse in ihrem zeitlichen Kontext unterstützt werden und andererseits unerwartete 
Ereignisse über reziproke kortiko-zerebelläre Projektionen eine Aktualisierung mentaler Model-
le nach sich ziehen (Kotz, Stockert & Schwartze, 2014; Schwartze & Kotz, 2016).  
Obwohl die neuronalen Mechanismen des Einflusses zerebello-thalamischer Projektionen auf 
die Modulation der Aktivität in thalamo-kortikalen Schleifen weiterer Untersuchungen bedür-
fen, bildet das in der vorliegenden Arbeit aufgezeigt Netzwerk ein mögliches anatomisches Kor-
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relat einer effiziente Verarbeitung sprachlicher Informationen auf Lautebene. Am aktuellen 
Beispiel kann spekuliert werden, dass vorzugsweise das rechte Zerebellum basierend auf senso-
rischen Repräsentationen links posterior temporaler Regionen über temporo-ponto-zerebelläre 
Projektionen das regelhafte Verhalten einer Folge kurzer Ereignisse extrahiert. Diese wird in 
Form eines mentalen Modells der akustischen Umgebung, z.B. als zeitliche Abfolge der Laute 
[n]-[ɪ]-[p]-[t]-[iː]-[s], enkodiert. Bei Eintreten einer analogen Sequenz könnte nachfolgend über 
zerebello-thalamo-temporale Projektionen das Antwortverhalten von Neuronenpopulationen, 
welche die jeweiligen Lauteigenschaften repräsentieren zum Zeitpunkt des erwarteten Eintref-
fens des Signals so moduliert werden, dass dessen Integration erleichtet wird. Im Falle einer 
Abweichung (z.B. [n]-[ɪ]-[t]-[p]-[iː]-[s]) kommt es in diesem Zusammenhang vermutlich zur Ge-
nerierung eins Fehlersignals, welches über temporo-ponto-zerebelläre Projektionen zu einer 
Aktualisierung ebendieses mentalen Modells führt. 
Über die Synthese der Ergebnisse mit dem aktuellen Kenntnisstand hinausgehend ergeben sich 
unmittelbar Anwendungsmöglichkeiten der genutzten Methoden. Klinische Untersuchungen 
bei Patienten mit Aphasie erfordern einfache Paradigmen, die robust die Leistungsfähigkeit in 
der untersuchten Domäne abbilden. Der Vorteil der MMN-Komponente ist, dass diese auch 
ohne die Zuwendung von Aufmerksamkeit oder eine spezifische Aufgabenstellung evoziert 
werden kann (Näätänen, 2000). Sie birgt als objektiver Marker für die Genauigkeit sensorischer 
oder Regelrepräsentationen das Potential relevante perzeptuelle Defizite (z.B. Csepe et al., 
2001; Jakuszeit, Kotz & Hasting, 2013), aber auch eine Erholung von Sprachfunktionen im Lang-
zeitverlauf (Ilvonen et al., 2003) abzubilden. Mit dem Wissen um die Organisation von Sprache 
in Netzwerken (Mesulam, 1990, 1998) und der Begrenzung auf Patienten mit umschriebenen 
Läsionen, ermöglicht der hier gewählte Ansatz einer läsionsbasierten Konnektivitätsanalyse 
einen erweiterten, jedoch nicht kausalen, Erklärungsansatz für die beobachteten Enkodie-
rungsdefizite im assoziierten Netzwerk. Die Bedeutung dieser Betrachtungsweise konnte in ei-
ner zurückliegenden Studie an einem großen Patientenkollektiv bestätigt werden. Hier konnte 
gezeigt werden, dass die Varianz beobachteter Sprachstörungen neben dem durch die Topo-
graphie der Läsion erklärten Effekt maßgeblich durch die Störung der funktionellen Konnektivi-
tät in verschiedenen Netzwerken nach einem Schlaganfall erklärt wird (Siegel et al., 2016). In 
ähnlicher Weise gelang es auf der Basis struktureller Konnektivität nachzuweisen, dass eine 
Affektion von Faserverbindungen der weißen Substanz zur Varianzaufklärung erworbener 
Sprachstörungen wesentlich beitrug (Corbetta et al., 2015). Ausblickend können aufgrund der 
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Ergebnisse und verwendeten Methoden neue klinische Fragestellungen und Anwendungen ab-
geleitet werden. Exemplarisch kann in diesem Zusammenhang die Beobachtung hervorgehoben 
werden, dass im Verlauf der Erholung nach einem Schlaganfall neben einer kompensatorischen 
Rekrutierung läsionshomotoper frontaler Areale ebenfalls eine, entgegen der typischerweise 
rechts lateralisierten, links zerebelläre Aktivierung mit einer Verbesserung expressiver Sprach-
funktionen assoziiert war (Connor et al., 2006). Dementgegen überprüft eine gegenwärtige 
Studie von Turkeltaub und Kollegen basierend auf ersten Untersuchungsergebnissen gesunder 
Probanden (Turkeltaub, Swears, D'Mello & Stoodley, 2016) den Effekt einer rechtsseitigen 
nicht-invasiven Hirnstimulation auf die Erholung von Sprachfunktionen bei Patienten mit links 
frontalen Hirninfarkten. Unklar ist jedoch, ob auch bei Patienten mit Sprachstörungen infolge 
links temporaler Läsionen Stimulationsverfahren vorzugsweise über dem linken 
posterolateralen Zerebellum für die Spracherholung förderlich sein könnten. Insbesondere lässt 
sich aufgrund der bevorzugten, aber nicht ausschließlichen linkshemisphärischen Verarbeitung 
auf kurzen Zeitskalen (Boemio et al., 2005) die Vermutung aufstellen, dass eine Förderung der 
Reorganisation rechtshemisphärischer Homotope zusammen mit dem linken Zerebellum zu 
einer Verbesserung der Wahrnehmung sprachlicher Unterschiede beitragen kann. Diese ließe 
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Hintergrund: Die vorliegende experimentelle Arbeit widmet sich den neurobiologischen Korre-
laten der frühen auditiven Sprachverarbeitung. Es wird angenommen, dass dem Verständnis 
von Sprache eine Segmentierung des akustischen Eingangssignals in unterschiedlich lange be-
deutungsrelevante Abschnitte zugrunde liegt, welche der Auftretensraten von Lauten (~40 Hz) 
und Silben (~4 Hz) entspricht. Dem sog. Modell des „Asymmetric Sampling in Time“ zufolge 
wird dem linken Temporalkortex in diesem Zusammenhang die bevorzugte Verarbeitung sich in 
kurzen Zeitfenstern (20-50 ms) ändernder (sub-)segmentaler akustischer Information auf Laut-
ebene zugeschrieben. Dem gegenüber werden im rechten Temporalkortex bevorzugt in länge-
ren Zeitfenstern (150-250 ms) auftretende, suprasegmentale Informationen auf Silben-, Wort- 
und Satzebene integriert (Boemio et al., 2005; Chait et al., 2015; Poeppel, 2003). Die Bedeutung 
des Gesagten verbirgt sich letztlich unter anderem in der zeitlichen Beziehung dieser sukzessi-
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ven Stimuluselemente (i.e. Lautfolge und Silbenfolge). Für die Wahrnehmung dieser, im zeit-
veränderlichen akustischen Signal enthaltenen Informationen, geht man daher davon aus, dass 
Vorhersagen zukünftiger Ereignisse auf dem Boden mentaler Repräsentationen des regelhaften 
Verhaltens der akustischen Umgebung hilfreich für deren Verarbeitung sind. Die Erfassung so-
wie die Vorhersage der zeitlichen Struktur des Eingangssignals bildet dabei die Basis für eine 
effiziente und zeitgerechte Verknüpfung der Segmente zu einer bedeutungstragenden zusam-
menhängenden sprachlichen Äußerung (Schwartze & Kotz, 2016). Hinsichtlich der an diesem 
Verarbeitungsprozess beteiligten Hirnstrukturen wird angenommen, dass ein erweitertes  sub-
kortiko-kortikales Netzwerk zur Repräsentation einer zeitlichen Ereignisstruktur beiträgt. Dieses 
soll neben den im linken temporalen Kortex lokalisierten höheren auditorischen Arealen (Asso-
ziationskortex) unter anderem das Zerebellum und frontale Hirnregionen einbeziehen und eine 
optimierte Verarbeitung sprachlicher Informationen ermöglichen (Kotz & Schwartze, 2010).  
Zielsetzung: Ziel der Untersuchung war es den Beitrag der linken Hemisphäre zur Enkodierung 
auditorischer Repräsentationen auf kurzen Zeitskalen und der resultierenden Wahrnehmbar-
keit nicht-sprachlicher und sprachlicher akustischer Unterschiede im Bereich weniger Millise-
kunden zu evaluieren. Es sollte weiterhin überprüft werden, inwiefern auditorische Repräsenta-
tionen sich in kurzen Zeitfenstern ändernder akustischer Informationen von Bedeutung für 
Vorhersagen der zeitlichen Struktur in Ereignisrepräsentationen unterschiedlicher Granularität 
sind. Von diesen Ereignisrepräsentationen wird angenommen, dass sie die bedeutungs-
tragenden zeitlichen oder sequentiellen Relationen eines Ereignisses in Bezug auf vorausgegan-
gene Ereignissen enkodieren (Schröger et al., 2014; Winkler & Schröger, 2015). Der Beitrag die-
ser Mechanismen zur Optimierung von (Sprach-)Verarbeitungsprozessen in einem subkortiko-
kortikalen Netzwerk sollte unter der vermuteten Einbeziehung des Zerebellums und des fronta-
len Kortex anhand einer läsionsbasierten Konnektivitätsanalyse beleuchtet werden.  
Material und Methoden: In der Arbeit wurden in Anknüpfung an die bereits vorliegende Pati-
entenevidenz (Chedru et al., 1978; Efron, 1963) einer bevorzugt linkshemisphärischen Prozes-
sierung akustischer Information innerhalb kurzer Zeitfenster (Boemio et al., 2005; Poeppel, 
2003) Patienten mit links temporoparietalen Hirninfarkten (N = 12) und Kontrollprobanden (N = 
12) ohne eine Hirnschädigung gegenüber gestellt. In einer Reihe behavioraler und elektrophysi-
ologischer Untersuchungen wurden die Gruppen hinsichtlich ihrer Fähigkeit, spektrotemporale 
und sequentielle Information auf unterschiedlichen Zeitskalen zu enkodieren verglichen. Ge-
messen wurden in diesem Zusammenhang Schwellenwerte für die Wahrnehmung von Tonfol-
  
 
5  Zusammenfassung  
 
 106  
 
gen und sich aus Tonpaaren zusammensetzenden Reizmustern sowie das Diskriminationsver-
mögen für Lautunterschiede. Anhand der Mismatch-Negativität (MMN), einer Komponente 
ereigniskorrelierter Potentiale infolge unerwarteter nicht-regelkonformer Reize, sollten Verar-
beitungsunterschiede und die Vorhersage zukünftiger Ereignisse unter der Präsentation von auf 
verschiedenen Zeitskalen manipulierten nicht-sprachlichen (Töne) und sprachlichen (Pseudo-
worte) Stimuli objektiviert werden. In einer nachfolgenden Läsionsanalyse und probabilisti-
schen Diffusions-Tensor-Traktographie wurden ausgehend von Verhaltensunterschieden inner-
halb der Patientengruppe assoziierte, für die untersuchte Funktion entscheidende, kortiko-
kortikale und subkortikale Netzwerke dargestellt.  
Ergebnisse: Zunächst konnte der Beitrag der linken Hemisphäre zur Enkodierung auditorischer 
Repräsentationen auf kurzen Zeitskalen und der resultierenden selektiven Störung der Wahr-
nehmbarkeit nicht-sprachlicher und sprachlicher akustischer Unterschiede im Bereich weniger 
Millisekunden bestätigt werden. Patienten mit Hirninfarkten zeigten im Vergleich zur Kontroll-
gruppe ein geringeres Auflösungsvermögen für schnelle Tonfolgen und Lautunterschiede im 
Artikulationsort. Nachfolgend gelang es basierend auf der im Mittel bei Patienten reduzierten 
Amplitude der MMN auf schnelle Ton- und Lautfolgen im Gegensatz zu langsamen Ton- und 
Silbenfolgen ein Enkodierungsdefizit auf kurzen Zeitskalen zu objektivieren. Anschließend wur-
den in einer Läsionsanalyse Regionen im Bereich des linken posterioren Sulcus temporalis supe-
rior als funktionskritisch für die Repräsentation akustischer Information innerhalb kurzer Zeit-
fenster identifiziert. Ausgehend von diesen konnte basierend auf einem MRT-Datensatz in Alter 
und Geschlecht übereinstimmender Kontrollprobanden assoziierte Projektions- sowie Assozia-
tionsfasertrakte zwischen dem linken posterioren Sulcus temporalis superior (STS) und dem 
posterior lateralen Zerebellum (Crus I/II) beidseits sowie links superior parietalen, inferior und 
präfrontalen Hirnregionen nachgewiesen werden.  
Schlussfolgerungen: In der vorliegenden Arbeit konnte anhand elektrophysiologischer Marker 
(MMN) bei Patienten mit links temporoparietalen Hirninfarkten erstmalig eine Dissoziation zwi-
schen der Repräsentation sprachlicher Information auf kurzen und langen Zeitskalen sowie eine 
daraus resultierende gestörte Vorhersagengenerierung von Laut- gegenüber Silbenfolgen ge-
zeigt werden. Dieser Befund bestätigt den Beitrag des linken temporoparietalen Kortex zur Ge-
nerierung auditorischer Repräsentationen sich in kurzen Zeitfenstern ändernder akustischer 
Informationen, welche von Bedeutung für die Vorhersage der zeitlichen Struktur in Ereignisre-
präsentationen unterschiedlicher Granularität sind. Die in der Läsionsanalyse und läsionsbasier-
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ten Konnektivitätsanalyse erhobenen Befunde deuten neben dem Beitrag höherer auditori-
scher Assoziationsareale zur Enkodierung unterscheidungsrelevanter Merkmale in kurzen Zeit-
fenstern auf ein Mitbeteiligung eines assoziierten kortiko- und subkortiko-kortikalen Netzwer-
kes hin. Anhand bekannter Funktionen von Projektionen und Zielregionen kann vermutet wer-
den, dass dieses auf der Basis einer extrahierten Ereignisstruktur die zeitgerechte Enkodierung 
kortikaler auditorischer Repräsentationen aus den im kontinuierlichen Eingangssignal enthal-
tenden informationstragengenden Abschnitten (z.B. Lautinformation) unterstützt. Dabei bilden 
bidirektionale temporo-ponto-zerebello-thalamo-rubro-temporale Projektionen möglicherwei-
se das strukturelle Korrelat einer funktionellen Schleife, in der basierend auf dem auditorischen 
Eingangssignal mentale Repräsentationen der zeitlichen Struktur sukzessiver Ereignisse enko-
diert werden. Diese wiederum ermöglichen die Generierung von Vorhersagen über die Abfolge 
zukünftiger Ereignisse, welche in Antizipation selbiger die Integration in kortikalen Zielarealen 
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