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The N=4 gauged SU(2)×SU(1,1) supergravity in four-dimensional Euclidean
space is obtained via a consistent dimensional reduction of the N=1, D=10
supergravity on S3 × AdS3. The dilaton potential in the theory is propor-
tional to the difference of the two gauge coupling constants, which is due to
the opposite signs of the curvatures of S3 and AdS3. As a result, the potential
can be positive, negative, or zero – depending on the values of the constants.
A consistent reduction of the fermion supersymmetry transformations is per-
formed at the linearized level, and special attention is paid to the Euclidean
Majorana condition. A further reduction of the D=4 theory is considered
to the static, purely magnetic sector, where the vacuum solutions are stud-
ied. The Bogomol’nyi equations are derived and their essentially non-Abelian
monopole-type and sphaleron-type solutions are presented. Any solution in
the theory can be uplifted to become a vacuum of string or M-theory.
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1 Introduction
Supergravity backgrounds play an important role in the analysis of string
theory. Besides genuine fully supersymmetric string vacua, also solutions
with partial supersymmetry (p-branes, monopoles etc. [1]) are presently ob-
taining much consideration, in particular in view of their role in verifying
various duality conjectures. Unfortunately, apart from stringy monopoles [2]
and related solutions [1] obtained via the heterotic five-brane construction
[3] (see also [4, 5]), most of the literature is devoted to solutions with Abelian
gauge fields. This is easily understood, since such configurations can often
be obtained from the known solutions of the Einstein-Maxwell system, while
the non-Abelian sector is much more difficult to study. On the other hand,
it is to be expected that also configurations with non-Abelian gauge fields
will eventually play an important role. Apart from this, gauged supergravity
models obtainable from string or M-theory via the Kaluza-Klein reduction
have recently regained considerable interest in view of the AdS/CFT corre-
spondence; see for example [6, 7, 8]. This also suggests studying classical
solutions of supergravities with non-Abelian gauge fields. Finally, systems
with gravitating Yang-Mills fields can be studied in the context of General
Relativity, where they have recently attracted a lot of attention in view of
the unusual properties of their solutions [9]. Unfortunately, due to the high
complexity of the equations, our knowledge is largely based on numerical
analysis. At the same time, gauged supergravities provide the rare opportu-
nity to obtain analytical solutions via solving the Bogomol’nyi equations.
The present work was motivated by the desire to analytically obtain cer-
tain particle-like solutions for gravitating Yang-Mills fields, which requires
to identify the corresponding gauged supergravity model. In the recent work
[10, 11] non-Abelian partially supersymmetric vacua were obtained within the
N=4 gauged SU(2)×SU(2) supergravity, also known as Freedman–Schwarz
(FS) model [12]. These solutions are globally regular, but not asymptotically
flat – due to the presence of the dilaton potential,
U(φ) = −1
8
(g2(1) + g
2
(2)) e
−2φ , (1.1)
where g(1) and g(2) are the gauge coupling constants. It is well-known that
a dilaton potential unbounded from below is generically present in gauged
supergravities (see, however, Ref.[13]). The potential renders solutions non-
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asymptotically flat, and it is therefore necessary to get rid of it if one wants
to obtain particle-like solutions. For this purpose the following trick was
employed in [14]: to truncate the FS model to the purely magnetic sector
and then to pass to imaginary values of the gauge coupling constant g(2):
g(2) → ig(2). (1.2)
For |g(2)| = g(1) the potential vanishes. Surprisingly, such a formal trick
does not destroy supersymmetry – the replacement (1.2) in the FS fermion
supersymmetry transformations leads to non-trivial Bogomol’nyi equations.
These admit asymptotically flat solutions. As the existence of Bogomol’nyi
equations is usually related to supersymmetry, it was conjectured in [14]
that there is another, hitherto unknown consistent gauged supergravity that
can be formally related to the FS model via the replacement (1.2). The
justification of this conjecture is the main subject of the present paper.
To understand what the new supergravity is, let us remember that the
FS model can be obtained via dimensional reduction of the N=1, D=10
supergravity on the group manifold SU(2)×SU(2) [11]. Now, the replacement
(1.2) suggests considering another reduction of the same theory: on the group
manifold SU(2)×SU(1,1). Since SU(1,1) is non-compact and its invariant
metric is non-positive definite, the timelike coordinate of the ten-dimensional
space should be viewed as one of the internal coordinates. Specifically, in
order to match the metric signature in ten dimensions, one chooses a positive
Cartan metric for the SU(2) factor and a negative one for the SU(1,1) factor.
The geometry on the internal six-space is then described by the standard
metric on S3 ×AdS3 with the signature (+++++−), while the remaining
four-space becomes Euclidean.
The FS dilaton potential (1.1) arises upon reduction as the contribution
of the scalar curvatures of the internal manifolds (and also due to the D=10
three-form). Since the scalar curvatures for the two S3 factors are positive,
the radii of the spheres being 1/g(1) and 1/g(2), the result is proportional to
the sum g2(1)+g
2
(2). Now, in the case of the reduction on S
3×AdS3 the scalar
curvatures for these two factors have different signs. As a result, choosing
again 1/g(1) and 1/g(2) to be the (real) radii of the internal manifolds, the
dilaton potential of the resulting Euclidean theory is proportional to the
difference g2(1) − g2(2).
To summarize, the new theory appears to be an N=4 gauged supergravity
in four-dimensional Euclidean space. We call it Euclidean Freedman-Schwarz
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(EFS) model. Its matter content is similar to the one of the FS model,
but the gauge group is now SU(2)×SU(1,1). The dilaton potential can be
positive, negative or zero – depending on the values of the two gauge cou-
pling constants. This allows one to study various supersymmetric solutions
for gravitating Yang-Mills fields by integrating the first order Bogomol’nyi
equations.
The above qualitative considerations will be confirmed by detailed cal-
culations. In Sec.2 we describe the dimensional reduction procedure in the
bosonic sector. We use the general recipes for the reduction on group mani-
folds given in [15] and, in order to keep control over the calculations at every
step, consider the reductions on S3 × AdS3 and S3 × S3 simultaneously.
Specifically, our dimensional reduction ansatz and most of other formulas
contain a selective parameter, s. The value s = 1 corresponds to the reduc-
tion on S3 × AdS3, while for s =
√−1 we recover the results of the analysis
for the S3 × S3 case described in [11]. Since we are interested in obtaining
a specific rather than the most general four-dimensional model, we truncate
many of the degrees of freedom and always work at the level of equations of
motion in order to maintain consistency. The main result of Sec.2 is that a
consistent reduction on S3×AdS3 is possible and the equations of motion of
the resulting theory in D=4 can be obtained by varying the Lagrangian in
Eq. (2.30). If a four-dimensional configuration fulfills these equations then
its uplifted ten-dimensional version will be on shell.
In Sec.3 we consider the reduction of the D=10 linearized fermion su-
persymmetry transformations down to D=4. After discussing the Euclidean
Majorana condition we derive the four-dimensional supersymmetry variations
in Eqs. (3.27), (3.36). If these variations vanish for a given four-dimensional
configuration, then its uplifted version will be supersymmetric in the ten-
dimensional sense. This completes the dimensional reduction procedure, as
we obtain the bosonic Lagrangian and the fermion supersymmetry transfor-
mations, which is sufficient for deriving the Bogomol’nyi equations.
In Sec.4 we apply our results in order to obtain supersymmetric vacua
with gravitating Yang-Mills fields by deriving and integrating the Bogo-
mol’nyi equations. First, we consider a further truncation of the theory to
the static, purely magnetic sector. It turns out that, in this sector, the field
equations and supersymmetry transformations for the FS and EFS models
are formally related via the ‘analytic continuation’ (1.2). This provides a
complete explanation of the conjecture of Ref.[14]. We then impose a spher-
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ical symmetry and derive the supersymmetry constraints, whose consistency
conditions give us a system of first order non-linear Bogomol’nyi equations.
Essentially non-Abelian solutions of these equations are known in two spe-
cial cases [10, 11, 14]. For g(1) 6= 0, g(2) = 0 the solution preserves 1/4
of the supersymmetries and turns out to be of regular monopole type. For
g(1) = g(2) 6= 0 the solution is of sphaleron type and has only 1/8 of the
supersymmetries unbroken.
The last section contains some concluding remarks. We use units where
h¯ = c = 4πG = 1.
2 Bosons
We start from the bosonic part of the action of D=10, N=1 supergravity
S10 =
∫ (1
4
Rˆ− 1
2
∂M φˆ ∂
M φˆ− 1
12
e−2φˆ HˆMNP Hˆ
MNP
)√
−gˆ d10xˆ, (2.1)
whose equations of motion are
∇ˆM∇ˆM φˆ = −1
6
e−2φˆ HˆMNP Hˆ
MNP , (2.2)
∇ˆM
(
e−2φˆ HˆMNP
)
= 0 , (2.3)
RˆMN = 2 ∂M φˆ ∂N φˆ+ e
−2φˆ HˆMPQHˆ
PQ
N −
1
12
e−2φˆ gˆMN HˆPQSHˆ
PQS. (2.4)
Our notation is as follows. The hatted symbols are reserved for D=10 quan-
tities. We shall always use late letters for base space indices and early ones
for tangent space indices. Indices in ten, four, and six dimensions are de-
noted by capital Latin, small Greek, and small Latin letters, respectively,
such that M ≡ (µ = 0, . . . , 3; m = 1, . . . , 6) is the base space index, and
A ≡ (α = 0, . . . , 3; a = 1, . . . , 6) is the tangent space index. The space-
time coordinates are xˆM ≡ (xµ, zm). We shall sometimes be considering
the further split of the four-indices into 3+1 as µ ≡ (0,k) and α ≡ (0, a)
with the three-indices denoted by bold-faced letters. The 6–space will be as-
sumed to be a direct product of two three-dimensional group spaces labeled
by (σ) = 1, 2 with the indices for each of the internal three-spaces denoted by
Italic letters. As a result, every 6-index will be replaced by a pair of indices
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as m ≡ ((σ), i) and a ≡ ((σ), a), such that zm ≡ z(σ)i, say. Unless explicitly
stated, we do not assume summation over repeated indices (σ).
The D=10 metric is related to the vielbein, gˆMN = ηˆAB Θˆ
A
MΘˆ
B
N , where
ηˆAB = diag(
ηαβ︷ ︸︸ ︷
s2,+1,+1,+1︸ ︷︷ ︸
4−space
,
η
(1)
ab︷ ︸︸ ︷
+1,+1,+1,
η
(2)
ab︷ ︸︸ ︷
+1,+1,−s2︸ ︷︷ ︸
6−space
). (2.5)
Here the parameter s assumes two values: s = 1 or s = i =
√−1. The two
options correspond to the same theory in D=10 – up to a renumbering of
coordinates – but to two different choices of the four-space. For s = i the
time coordinate in D=10 is xˆ0 and the four-metric is Lorentzian. For s = 1
the time is xˆ9, which is regarded as one of the internal coordinates, and the
four-space is Euclidean.
The invariant 1-forms on the six-space are denoted by θ˜a, the invariant
vectors being e˜b, one has 〈θ˜a, e˜b〉 = δab. The tetrad vectors and dual 1-forms
for the four-space are eα and θ
β, the four-metric being gµν = ηαβθ
α
µθ
β
ν with
ηαβ defined in (2.5). The D=10 vielbein vectors are EˆA, they are dual to
the 1-forms ΘˆB. Our sign conventions for the Riemann and Ricci tensors are
RˆPQMN = ∂M Γˆ
P
QN − . . . and RˆMN = RˆQMQN .
2.1 The dimensional reduction ansatz
Our goal is to find a parameterization of gˆMN , HˆMNP and φˆ in terms of four-
dimensional variables which reduces Eqs. (2.2)–(2.4) to a consistent system
of four-dimensional equations. As a first step, we choose gˆMN as
dsˆ2 = e−3φ/2 gµνdx
µdxν + eφ/2γab(A
a
µdx
µ − θ˜amdzm)(Abνdxν − θ˜bndzn). (2.6)
Here the four-metric gµν , the four-dilaton φ = −12 φˆ, and the fields Aaµ depend
only on xµ, while the one-forms θ˜a ≡ θ˜am dzm are functions of only the internal
coordinates zm. The matrix γab is assumed to be constant and diagonal. We
assume also that zm span a semi-simple (and not necessarily compact) group
space G, and that θ˜a are the invariant forms. The vectors e˜a dual to θ˜a satisfy
the commutation relations
[e˜a, e˜b] = f
c
ab e˜c , (2.7)
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with f cab being the structure constants of G . As a result, we can view the
metric coefficients Aaµ as a four-dimensional Yang-Mills field for the gauge
group G. The gauge field tensor is
F aµν = ∂µA
a
ν − ∂νAaµ + f abcAbµAcν . (2.8)
We shall assume the group G to be the direct product:
G = G(1) ⊗ G(2) . (2.9)
Here G(1)=SU(2), while there are two options for the second factor in the
product, G(2) ≡ G(2)s , where G(2)s =SU(1,1) for s = 1 and G(2)s =SU(2) for
s = i. The direct product structure implies that the invariant group metric,
structure constants, etc., decompose into direct sums. For example,
f cab = f
(1)c
ab ⊕ f (2)cab , (2.10)
where
f
(σ)c
ab = η
(σ)cd εdab , (2.11)
with η(σ)cq (σ = 1, 2) defined in (2.5) and εabc being the antisymmetric tensor
(ε123 = 1). In addition, we assume that all other quantities that carry internal
indices also split into direct sums. For example,
Aaµ = A
(1)a
µ ⊕ A(2)aµ , F aµν = F (1)aµν ⊕ F (2)aµν , (2.12)
where
F (σ)aµν = ∂µA
(σ)a
ν − ∂νA(σ)aµ + f (σ)abcA(σ)bµ A(σ)cν . (2.13)
In particular, we choose
γab =
2
g2(1)
η
(1)
ab ⊕
2
g2(2)
η
(2)
ab , (2.14)
with g(1) and g(2) being real constants. As a result, we can replace the
six-dimensional indices in all formulas by the three-dimensional ones at the
expense of adding the index (σ) = 1, 2. For example, we shall often write
γ
(σ)
ab instead of γab.
Each of the two factors in (2.14) is proportional to the Cartan metric for
the corresponding group space. We note that for s = 1 the proportionality
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coefficients have different signs. Specifically, normalizing the Cartan metric
as
K
(σ)
ab = −
1
2
f
(σ)c
daf
(σ)d
cb , (2.15)
we have
K
(1)
ab = η
(1)
ab , K
(2)
ab = −s2η(2)ab . (2.16)
As a result, the metric for the SU(2) part of the internal space is (proportional
to) the corresponding Cartan metric, while the one for the SU(1,1) factor is
the negative Cartan metric.
Let us now describe the structure of the vielbein in D=10. We have
gˆMNdxˆ
MdxˆN = ηˆABΘˆ
AΘˆB = ηαβΘˆ
αΘˆβ +
∑
(σ)=1,2
η
(σ)
ab Θˆ
(σ)aΘˆ(σ)b, (2.17)
where
Θˆα = e−3φ/4 θαµdx
µ, Θˆ(σ)a =
√
2
g(σ)
eφ/4
(
A(σ)aµ dx
µ − θ˜(σ)a
)
. (2.18)
The dual basis EˆB is specified by
gˆMN
∂
∂xˆM
∂
∂xˆN
= ηˆABEˆAEˆB = η
αβEˆαEˆβ +
∑
(σ)=1,2
η(σ)abEˆ(σ)a Eˆ
(σ)
b , (2.19)
where
Eˆα = e
3φ/4

eα + ∑
(σ)=1,2
e µα A
(σ)a
µ e˜
(σ)
a

 , Eˆ(σ)a ≡ Eˆa = −g(σ)√
2
e−φ/4 e˜(σ)a .
(2.20)
Here eα ≡ e µα ∂/∂xµ are the basis 4-vectors dual to the θα’s, and e˜(σ)a ≡
e˜(σ)ia ∂/∂z
(σ)i are the invariant vectors on the group spaces G(σ).
We shall also need explicit expressions for RˆMN . These can be obtained
in the standard way from the vielbein connection ωˆAB,C , which is computed
in Eq. (3.31) below. This yields components RˆAB = (Rˆαβ , Rˆαa, Rˆab) in the
basis (2.20):
e−3φ/2 Rˆαβ θ
α
µθ
β
ν = Rµν −
3
2
∂µφ ∂νφ+
3
4
gµν∇ρ∇ρφ− 1
2
e2φγab F
a
µρF
b ρ
ν ,
7
√
2
g(a)
e−φ/2 Rˆaα θ
α
µ = −
1
2
γab
(
∇ρ(e2φF bρµ) + e2φ fb cdAcρF dρµ
)
, (2.21)
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g(a)g(b)
eφ/2 Rˆab = −e2φ γab∇ρ∇ρφ + e4φ γacγbd F cµνF dµν + fdacf cdb ,
where ∇ρ and Rµν are the covariant derivative and Ricci tensor for gµν , and
g(a) ≡ g(σ)a = g(σ).
So far we have expressed the ten-dimensional gˆMN and φˆ in terms of
the four-metric gµν , the dilaton φ, and the gauge fields A
(σ)a
µ . It remains
to specify the ten-dimensional antisymmetric tensor HˆMNP . We choose its
non-vanishing components in the basis (2.20) to be [11]
Hˆ
(σ)
abc =
g(σ)
2
√
2
e−3φ/4 εabc ,
Hˆ
(σ)
aαβ = −
1√
2g(σ)
e5φ/4 η
(σ)
ab F
(σ)b
αβ ,
Hˆαβγ = e
−7φ/4 ε δαβγ e
µ
δ ∂µa . (2.22)
Here the axion a depends only on xµ, we choose ε0123 = 1, and F
(σ)b
αβ are
components of the gauge field strength with respect to the tetrad eα.
2.2 Four-dimensional theory
We now have the complete ansatz for gˆMN , HˆMNP and φˆ, and this we insert
into the supergravity equations (2.2)–(2.4). Let us consider first Eq. (2.2)
for the dilaton φˆ. Using the above definitions, it is not difficult to see that
this equation assumes the following four-dimensional form:
∇ρ∇ρφ = 1
2
e2φ
∑
(σ)=1,2
1
g2(σ)
η
(σ)
ab F
(σ)a
µν F
(σ)bµν+2s2e−4φ ∂ρa ∂
ρa−2U(φ), (2.23)
with the dilaton potential
U(φ) = − 1
8
(
g2(1) − s2g2(2)
)
e−2φ . (2.24)
The next step is to check Eq. (2.3) for HˆMNP . This is in fact a system of 49
equations labeled by pairs of indices (M,N), and it can be split into three
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groups labeled by (µ, ν), (a,b), and (µ,a), respectively. A direct computation
then reveals that the (µ, ν) and (a,b) equations are identically fulfilled, while
the (µ,a) ones reduce to
∇ρ(e2φF (σ)aρµ) + e2φf (σ)abcA(σ)bρ F (σ)cρµ = 2 ∗F (σ)aµρ∂ρa . (2.25)
These are the four-dimensional Yang-Mills equations; the dual tensor is de-
fined as ∗F (σ)aµν = 12
√
|g|εµνλρF (σ)aλρ.
Let us now turn to the Einstein equations in (2.4). Splitting these into
the (µ, ν), (a,b) and (µ,a) groups and using the expressions for RˆMN in (2.21)
together with all the above definitions, we find that the (a,b) equations are
identically fulfilled, while the (µ,a) ones again reduce to the Yang-Mills equa-
tions (2.25). The (µ, ν) group gives the four-dimensional Einstein equations:
Rµν = 2 ∂µφ ∂νφ− 2s2e−4φ∂µa ∂νa+ 2 Tµν + 2U(φ) gµν , (2.26)
with the Yang-Mills energy-momentum tensor
Tµν = e
2φ
∑
(σ)=1,2
1
g2(σ)
η
(σ)
ab
(
F (σ)aµρF
(σ)b ρ
ν −
1
4
gµνF
(σ)a
λρF
(σ)bλρ
)
. (2.27)
At this point our procedure successfully terminates, since all ten-dimensional
equations are now fulfilled, provided that the four-dimensional dilaton, Yang-
Mills, and Einstein equations in (2.23)–(2.27) hold. We note, however, that
so far we have not obtained the equation for the axion a. This arises as
the consistency condition for the Einstein equations (2.26). Specifically, the
Bianchi identities for (2.26) are fulfilled by virtue of the dilaton and Yang-
Mills equations together with
∇ρ∇ρ(e−4φa) = s
2
2
∑
(σ)=1,2
1
g2(σ)
η
(σ)
ab ∗F (σ)aµν F (σ)bµν . (2.28)
This completes the system of four-dimensional equations. It is not difficult
to see that all equations in (2.23)–(2.28) can be obtained by varying the
four-dimensional action
S4 =
∫
L4
√
|g| d4x , (2.29)
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where
L4 = R
4
− 1
2
∂µφ ∂
µφ+
s2
2
e−4φ ∂µa ∂
µa− 1
4
e2φ
∑
(σ)=1,2
1
g2(σ)
η
(σ)
ab F
(σ)a
µν F
(σ)bµν
− 1
2
a
∑
(σ)=1,2
1
g2(σ)
η
(σ)
ab ∗F (σ)aµν F (σ)bµν +
1
8
(
g2(1) − s2g2(2)
)
e−2φ . (2.30)
We have therefore obtained a four-dimensional theory via the consistent
dimensional reduction of ten-dimensional supergravity. In fact, we have
obtained two different theories distinguished by the values of the param-
eter s = 1, i. Let us recall that the signature of the spacetime metric
is (s2,+1,+1,+1), the internal metrics are η
(2)
ab = diag(+1,+1,−s2) and
η
(1)
ab = δab, and the field tensors F
(σ)a
µν are specified by Eqs. (2.11), (2.13).
The model (2.30) describes interacting gravitational, axion, dilaton, and
two non-Abelian gauge fields with gauge group G and two independent gauge
coupling constants g(1) and g(2). For s = i the gauge group is SU(2)×SU(2),
and the theory coincides with the bosonic sector of the gauged supergravity
of Freedman and Schwarz [12]. We have therefore reproduced the result of
Ref.[11] that the Freedman-Schwarz model can be obtained via dimensional
reduction of D=10, N=1 supergravity on S3 × S3. The inverse radii of the
spheres determine the gauge coupling constants g(σ).
The principal new result that we obtain here is the model determined by
(2.30) for s = 1. This has been hitherto unknown. It is somewhat similar to
the Freedman-Schwarz model, apart from the fact that it lives in Euclidean
and not Lorentzian space, also the gauge group is now SU(2)×SU(1,1), and
the dilaton potential is proportional to the difference and not to the sum of
the coupling constants. The latter is due to the opposite signs of the scalar
curvatures of the group manifolds used for the dimensional reduction: SU(2)
with the positive metric and SU(1,1) with the negative metric.
We call the new theory Euclidean Freedman-Schwarz (EFS) model. Some
of its features are as follows. We notice that the kinetic terms for the dilaton
and axion in (2.30) have opposite signs, which is typical for Euclidean theo-
ries. We notice also that the non-compact Lie-algebra components of F (2)aµν
(a = 1, 2) give positive contributions to the energy density, while the com-
pact one (a = 3) makes a negative contribution. This is because the metric
for bilinear combinations of the gauge field strength is not the Cartan metric
for SU(1,1) but its negative, η
(2)
ab . So far the new supergravity is not yet
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complete, since we have described only its bosonic sector. We shall now pass
to considering the fermions, in which we shall restrict ourselves to deriving
the linearized fermion supersymmetry transformations.
3 Fermions
The fermion fields of D=10, N=1 supergravity, the gravitino ψˆM and the
gaugino χˆ, can be consistently set to zero, which leads to the action (2.1).
However, their supersymmetry variations do not necessarily vanish and are
given by
δψˆM = DˆM ǫˆ− 1
48
e−φˆ
(
ΓˆSPQM + 9 δ
S
M Γˆ
PQ
)
HˆSPQ ǫˆ , (3.1)
δχˆ = − 1√
2
(ΓˆM∂M φˆ) ǫˆ− 1
12
√
2
e−φˆ ΓˆSPQ HˆSPQ ǫˆ . (3.2)
Here ǫˆ is the Majorana-Weyl spinor parameter of supersymmetry transfor-
mations, and its covariant derivative is
DˆM ǫˆ =
(
∂M +
1
4
ωˆAB,M Γˆ
AB
)
ǫˆ , (3.3)
with ∂M ≡ ∂/∂xˆM and ωˆAB,M being the spin connection for the vielbein EˆA.
The D=10 gamma matrices span the Clifford algebra ΓˆAΓˆB+ΓˆAΓˆB = 2 ηˆAB;
one has ΓˆM ≡ ΓˆAEˆ MA and ΓˆM...N ≡ Γˆ[M . . . ΓˆN ].
We shall now proceed as in the bosonic case to express the ten-dimensional
quantities in terms of the four-dimensional ones. Our aim is to consistently
derive the four-dimensional supersymmetry transformations from the ten-
dimensional rules (3.1),(3.2). The vanishing of the four-dimensional SUSY
variations will then imply that the ten-dimensional variations δψˆM and δχˆ
vanish.
3.1 The D=10 gamma matrices
We parameterize the 32×32 gamma matrices ΓˆA ≡ (Γˆα, Γˆ(1)a, Γˆ(2)a) as
Γˆα = 1l2 ⊗ γα ⊗ 1l4 ,
Γˆ(1)a = i τ 1 ⊗ γ5 ⊗ α(1)a ,
Γˆ(2)a =
1
s
τ
3 ⊗ γ5 ⊗ α(2)a . (3.4)
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Here as usual s = 1, i; τ a are the Pauli matrices, γα are the D=4 gamma
matrices, and the 4× 4 matrices α(σ)a generate the Lie algebra of the group
G. One has
γαγβ + γβγα = 2 ηαβ ≡ 2 diag(s2,+1,+1,+1) . (3.5)
Since ε0123 = 1 and ε0123 = s
2, and also
√−η = is, we have
γ5 =
i
4!
√−η εαβγδ γαγβγγγδ = −1
s
γ0γ1γ2γ3 , (3.6)
such that γ25 = 1 and {γ5, γα} = 0. The matrices α(σ)a in (3.4) are specified
by the relations
α(σ)aα(σ)b = −εabc η(σ)cd α(σ)d −K(σ)ab ,(
α(σ)a
)†
= −K(σ)ab δbc α(σ)c ,
[α(1)a, α(2)b] = 0 , (3.7)
where εabc = εabc and the Cartan metric K
(σ)
ab is defined in Eq. (2.15). For
T(σ)a = −12 δab α(σ)b we have
[T(σ)a ,T
(σ)
b ] = εabc η
(σ)cdT
(σ)
d , (3.8)
which are the commutation relations for the Lie algebra of G.
It is not difficult to see that Eqs. (3.4)–(3.7) imply the correct Clifford
algebra relations for the ΓˆA’s. Although the actual choice of γα and α(σ)a is
not important, it is sometimes convenient to have an explicit representation.
One can choose
γ0 = s σ1 ⊗ 1l2, γa = σ2 ⊗ σa, γ5 = σ3 ⊗ 1l2 , (3.9)
and also
α(1)a = i τa ⊗ 1l2 ; α(2)b = s 1l2 ⊗ τ b (b = 1, 2), α(2)3 = i1l2 ⊗ τ 3 , (3.10)
with σa and τa being Pauli matrices.
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3.2 The Majorana-Weyl condition
Having expressed the ΓˆA’s in terms of four-dimensional quantities, we need a
similar reduction also for the spinors. It is important that the spinors in Eqs.
(3.1), (3.2) are Majorana-Weyl with δψˆS and ǫˆ being right handed, while
δχˆ is left-handed [16]. Upon dimensional reduction the D=10 Majorana-
Weyl condition will reduce to Majorana-type constraints for the D=4 spinors,
which we shall discuss in some detail, especially in the Euclidean case.
Let us first consider the Weyl condition. As is well-known, this can be
imposed in any even-dimensional space. In the particular case of D=10 one
defines the chirality matrix as
Γˆ11 = −Γˆ0Γˆ1 . . . Γˆ9 = τ 2 ⊗ γ5 ⊗ 1l4 , (3.11)
the Weyl spinors ψˆ± being solutions of
Γˆ11ψˆ± = ±ψˆ± . (3.12)
Let us now consider the Majorana condition. This is defined by the matrix
Bˆ subject to
Bˆ ΓˆABˆ−1 =
(
ΓˆA
)∗
, (3.13)
where the asterisk denotes complex conjugation. Such a matrix always exists,
since ΓˆA → (ΓˆA)∗ is a symmetry of the Clifford algebra. This implies that for
any spinor ψˆ in any dimension D and for an arbitrary spacetime signature
one can define the conjugated spinor ψˆM ≡ Bˆ−1ψˆ∗, which transforms as ψˆ.
What is not always possible is to choose Bˆ such that
BˆBˆ∗ = 1 . (3.14)
As a result, the Majorana condition, ψˆM = ψˆ, or explicitly
ψˆ∗ = Bˆψˆ , (3.15)
is not always consistent, since it requires that (3.14) must hold. For example,
for D=4 the solution to (3.13), (3.14) exists in Minkowski space but not
in Euclidean space. In those cases where the Majorana condition can be
imposed, it is not always compatible with the Weyl condition, since chirality
may change under the Majorana conjugation.
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As is well-known, in ten-dimensional space with the signature (1,9) the
Majorana condition can be imposed and is compatible with the Weyl condi-
tion. Let us see this explicitly. In the representation (3.4) one has
Bˆ = Ω⊗ A⊗B , (3.16)
where
Ω =
(
1 0
0 −s2
)
, (3.17)
and the 4× 4 matrices A and B are such that
AγαA−1 = (γα)∗ , Bα(σ)aB−1 =
(
α(σ)a
)∗
, (3.18)
and also
AA∗ ⊗ BB∗ = 1l . (3.19)
It follows that Aγ5A
−1 = s2 γ∗5 . The explicit form of A and B depends on the
representation of γα and α(σ)a. In the representation (3.9), (3.10) one has
A = 1l2 ⊗ σ2, B = τ 2 ⊗ τ 1 (3.20)
for s = 1, while for s = i one finds
A = σ2 ⊗ σ2, B = τ 2 ⊗ τ 2 . (3.21)
Using these definitions one can see that the Weyl condition in (3.11),(3.12)
and the Majorana condition in (3.15) can be solved simultaneously as
ψˆ± =
(
ψ
±iγ5ψ
)
, (3.22)
with
ψ∗ = A⊗ B ψ . (3.23)
Here ψˆ is written in the form of a two-component spinor which is acted
upon by the 2 × 2 bold-faced matrices like 1l2, τ a and Ω. The spinor ψ
has 16 components, which are acted upon by the 4 × 4 gamma-matrices γα
and group-generators T(σ)a . One can write ψ ≡ ψIκ, where I= 1, . . . 4 is the
group index and κ = 1, . . . 4 is the spinor index. In view of (3.23) only
8 components of ψ are independent. We notice that the condition (3.23) is
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invariant under 4-rotations generated by 1
4
[γα, γβ] and gauge transformations
generated by T(σ)a . As a result, ψ can be viewed as a G-group multiplet of
Majorana spinors in D=4 with the Majorana condition given by (3.23). Eqs.
(3.22), (3.23) therefore provide the sought expression for the ten-dimensional
spinors in terms of the four-dimensional ones.
The Majorana condition (3.23) is obtained for both values of the pa-
rameter s. One might think that for s = 1, when the space is Euclidean,
this contradicts the well-known fact that there are no Majorana spinors in
four-dimensional Euclidean space. However, there is no contradiction, since
the spinors have internal degrees of freedom. Specifically, the normalization
(3.19), which is the analog of (3.14), holds because there are two factors on
the left hand side of (3.19), which satisfy
AA∗ = −s2, BB∗ = −s2 . (3.24)
For s = 1 each of the two terms here has the wrong sign, but two wrongs
make a right – their product in (3.19) has the correct sign. Without the
matrix B one would be left with just one wrong sign, and this implies that
singlet fermions cannot be Majorana. To recapitulate, the Euclidean Majo-
rana condition (3.23) is consistent due to the group degrees of freedom. We
also note that, since Aγ5A
−1 = +(γ5)
∗ for s = 1, the Majorana spinors can
be at the same time Weyl.
For s = i each of the two factors in (3.19) has the correct sign on its
own. In particular, for s = i one can choose all the α(σ)a’s to be real [12], in
which case B = 1. As a result, the Majorana condition can be imposed both
for group singlets and multiplets. However, since Aγ5A
−1 = −(γ5)∗, spinors
cannot at the same time be Majorana and Weyl.
3.3 Four-dimensional SUSY variations
We now have all necessary tools in order to reduce the D=10 SUSY trans-
formations in (3.1), (3.2) to four dimensions. Let us first consider Eq. (3.2)
for δχˆ. The spinors δχˆ and ǫˆ have left and right chiralities, respectively, and
we therefore choose according to (3.22)
δχˆ = −1
2
e5φ/8
(
δχ
−iγ5 δχ
)
, ǫˆ = e−φ/8
(
ǫ
iγ5 ǫ
)
. (3.25)
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Inserting this into (3.2), using the ΓA’s from (3.4) and HˆABC from (2.22),
and also utilizing the identity
γαγ5 =
i
6
√−η εαβγδ γβγγγδ , (3.26)
Eq. (3.2) reduces to the following relation between δχ and ǫ:
δχ =
(
1√
2
γµ∂µφ− 1√
2s
e−2φγ5γ
µ∂µa
)
ǫ
+
1
2s
eφ
(
sF (1) − γ5F (2)
)
ǫ+
1
4s
e−φ
(
s g(1) − g(2)γ5
)
ǫ , (3.27)
with
F (σ) = 1
2g(σ)
η
(σ)
ab γ
αγβ F
(σ)a
αβ α
(σ)b . (3.28)
We note that this relation is compatible with the Majorana condition (3.23)
for the spinors δχ and ǫ. Specifically, taking the Majorana conjugate of (3.27)
and using (3.18), the whole expression reproduces itself.
Consider now the equation for δψˆM in (3.1). The procedure in this case
is somewhat more involved. The first step is to compute the spinor covariant
derivatives in (3.3), and for this we need the spin-connection ωˆAB,M . This
can be obtained as
ωˆAB,C =
1
2
(CB,AC + CC,AB − CA,BC) , (3.29)
where CA,BC = ηˆADC
D
BC are determined by the commutation relations for
the basis vectors of the vielbein (2.20),
[EˆA, EˆB] = C
C
AB EˆC . (3.30)
The result is
ωˆαβ,γ = e
3φ/4
(
ωαβ,γ +
3
4
(ηβγ e
µ
α − ηαγ e µβ ) ∂µφ
)
,
ωˆ
(σ)
αβ,a = ωˆ
(σ)
αa,β = −
1√
2g(σ)
e7φ/4 η
(σ)
ab F
(σ)b
αβ ,
ωˆ
(σ)
αa,b = −
1
4
e3φ/4 ηab e
µ
α ∂µφ , ωˆ
(σ)
ab,α = −e3φ/4 εabcA(σ)cα ,
ωˆ
(σ)
ab,c =
g(σ)
2
√
2
e−φ/4 εabc , (3.31)
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where ωαβ,γ is the spin-connection for the tetrad eα.
Using these expressions together with (3.4) and (2.22) we first consider
that part of the SUSY variation δψˆM for which the index runs over the
internal coordinates, M=m. Utilizing the identity
ΓˆABCD HˆABC = (−ΓˆDΓˆABC + 3δAD ΓˆBC) HˆABC , (3.32)
a straightforward computation gives the relation for the D=10 spinors,
δψˆa +
1
2
√
2
Γˆa δχˆ = −g(a)√
2
e−φ/4 e˜ma
∂
∂zm
ǫˆ , (3.33)
where g(a) is defined after Eqs. (2.21) (one has δψˆm = Θˆ
A
mδψˆA = Θˆ
a
mδψˆa).
Notice the following important fact: the expression on the right contains
the partial and not the covariant derivative. Specifically, when simplifying
the expression on the left the spin connection arises twice, and a careful
examination reveals that the two terms cancel each other. As a result, the
expression in (3.33) appears to be not covariant under local rotations of the
internal basis e˜a. This, however, is simply a consequence of the fact that the
whole theory under consideration does not allow for such rotations. Indeed,
the crucial assumption is that the basis e˜a consists of invariant vector fields,
for which only global rotations are allowed. Under these, obviously, Eq.
(3.33) is covariant.
Consider now the four-dimensional part of the gravitino, δψˆµ. Since δψˆM
has positive chirality, we consider the linear combination [16, 11]
δψˆµ − 3
2
√
2
γµ δχˆ ≡ e5φ/8
(
δψµ
iγ5 δψµ
)
. (3.34)
Taking into account all the definitions above and making use of the identity
γαγβγ5 = − i
2
√−η εαβγδ γγγδ + ηαβγ5 , (3.35)
the remaining part of the SUSY variation in (3.1) reduces to the following
relation:
δψµ =

∂µ + 1
4
ωαβ,µγ
αγβ − 1
2
∑
(σ)=1,2
K
(σ)
ab α
(σ)aA(σ)bµ +
1
2s
e−2φγ5 ∂µa

 ǫ
+
1
2
√
2s
eφ
(
sF (1) + γ5F (2)
)
γµǫ+
1
4
√
2s
e−φ
(
s g(1) + g(2)γ5
)
γµǫ , (3.36)
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with the Cartan metric K
(σ)
ab from (2.15).
To recapitulate, Eqs. (3.25), (3.27), (3.33), (3.34), and (3.36) provide
an equivalent representation of the ten-dimensional SUSY variations δχˆ and
δψˆM , as no truncation of the fermionic degrees of freedom has been done so
far. Let us now assume that the parameter ǫ does not depend on the internal
coordinates
∂
∂zm
ǫ = 0 . (3.37)
This is consistent due to the appearance of the partial derivative in (3.33)
discussed above, and eventually due to the fact that the internal space is a
group manifold. In the case of dimensional reduction on general homogeneous
spaces the dependence of spinors on internal coordinates is usually more
complicated and is given in terms of Killing spinors on the internal space
[17].
Let us now suppose that δχ = δψµ = 0. Eq. (3.25) then implies that
δχˆ = 0, Eq. (3.34) shows that δψˆµ = 0, while Eq. (3.33) ensures in view
of (3.37) that δψˆm = 0. As a result, all components of the ten-dimensional
SUSY variations vanish, δχˆ = δψˆM = 0. This shows that we can restrict our
considerations to the four-dimensional SUSY variations δχ and δψµ given
by (3.27) and (3.36). The vanishing of these implies that the background
bosonic configuration is supersymmetric when lifted to ten dimensions.
We have completed our program of deriving the four-dimensional the-
ory from the ten-dimensional one. Summarizing, in addition to the bosonic
Lagrangian (2.30) we now have also the four-dimensional supersymmetry
transformations (3.27), (3.36). For s = i these exactly coincide with the
Lagrangian and linearized SUSY variations of the Freedman-Schwarz model
described in [12], up to a change of the overall sign of the metric:
gµν → −gµν , γµ → iγµ, γµ → −iγµ, γ5 → γ5 . (3.38)
For s = 1 Eqs. (2.30), (3.27), (3.36) give us the Lagrangian and SUSY
variations of the Euclidean Freedman-Schwarz model. This appears to be
the N=4 gauged SU(2)×SU(1,1) supergravity in four-dimensional Euclidean
space. Here N=4 is due to the fact that the spinor supersymmetry parameter
ǫ in (3.27), (3.36) is a multiplet of four Majorana spinors.
Having obtained the theory, we shall now proceed with studying its vac-
uum structure. Since we have a gauged supergravity, we shall mainly be
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interested in solutions with non-Abelian gauge fields. In particular, we still
need to explain the relation g(2) → ig(2) between the two models, as this ap-
parently does not hold at the level of the full D=4 theories, which are rather
related via s→ is.
4 Vacua
A supersymmetric vacuum is an on-shell bosonic configuration which is in-
variant under some or all of the SUSY transformations. This manifests in
the existence of non-trivial spinor parameters ǫ for which the fermion SUSY
variations vanish. Such ǫ’s are called supersymmetry Killing spinors. In an
N=4 supergravity a vacuum can have at most 16 Killing spinors, which is the
number of the real components of ǫ, and such a vacuum is called maximally
supersymmetric.
The Freedman-Schwarz model has no maximally supersymmetric vacua.
This is because the latter are expected to respect the maximal number of
spacetime isometries, while the model does not admit solutions with maxi-
mal symmetry. In view of the relation to ten dimensional supergravity, this
is guaranteed by the “ten into four won’t go” theorem: N=1, D=10 su-
pergravity does not admit solutions of the form M × S3 × S3, where M is
a maximal symmetry space (Minkowski, de Sitter, or AdS) [18]. One can
also see directly that Eqs. (2.23)–(2.28) for s = i do not admit maximally
symmetric solutions, since the dilaton potential in (2.24) has no stationary
points. However, there are vacua in the model which are of the type of a
direct product of the two maximally symmetric spaces, AdS2×E2, and these
solutions preserve half of the supersymmetries [19]. The model also admits
domain-wall-type vacua with half of the supersymmetries preserved [20, 21],
as well as other vacuum solutions which can be of various types and typically
preserve less then half of the supersymmetries [21, 22]. When lifted to ten
dimensions, some of the known FS vacua can be interpreted as the near-
horizon geometries of certain intersecting brane solutions [23, 24]. Almost
all known FS vacua are characterized by the gauge fields belonging to the
Cartan subalgebra of the Lie algebra of SU(2)×SU(2). Only one solution is
known whose gauge field is truly non-Abelian, this is of regular monopole
type [10, 11], it preserves 1/4 of the supersymmetries and will be briefly
discussed below.
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Let us now turn to the Euclidean Freedman-Schwarz model. In this case
we can get rid of the dilaton potential by choosing g(1) = g(2). This allows
us to set in Eqs. (2.23)–(2.28) the vector fields to zero and scalar fields to
constant values. The non-trivial bosonic equations then reduce to
Rµν = 0 , (4.1)
whose solution can be any gravitational instantonM4. The conditions δχ =
δψµ = 0 read
∇µ ǫ = 0 ,
g(1) (1− γ5) ǫ = 0 , (4.2)
with ∇µ being the geometrical covariant derivative, which requires that M4
should admit chiral geometrical Killing spinors (remember that the Euclidean
Majorana condition for ǫ is compatible with the Weyl condition). This gives
the simplest vacua in the EFS model, and these can be uplifted to D=10 with
the use of Eqs. (2.6) and (2.22) leading to solutions of the form M4 × S3 ×
AdS3, the radii of the internal manifolds being 1/g(1). The D=10 dilaton is
constant, while the antisymmetric tensor field coincides up to g2(1) with the
direct sum of the volume forms on the internal three-spaces.
The EFS vacua described above include the flat instanton E4, which
is maximally symmetric. In view of the chirality condition in (4.2) this
has only eight Killing spinors and thus is not maximally supersymmetric.
The reason for this is clear from the ten-dimensional point of view, since
E4 × S3 × AdS3 is not maximally symmetric. For g(1) → 0 the second
condition in (4.2) disappears and the number of supersymmetries doubles,
while the ten-dimensional configuration reduces to the flat metric.
One can also study more complex EFS vacua, in particular those with
non-trivial scalars and gauge fields. Such solutions are probably relatively
easy to obtain in the case where the gauge fields belong to the Cartan sub-
algebra. However, since we have a gauged supergravity, our primary interest
will be in configurations with essentially non-Abelian structures, and we shall
explicitly present such solutions below. Our strategy will be as follows. First,
we shall further reduce the theory from D=4 to D=3 and recover in this case
the relation between the FS and EFS models via g(2) → ig(2), which has been
the main motivation for the present work. Next, we shall impose spherical
symmetry and give a complete derivation of the supersymmetry constraints
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and the Bogomol’nyi equations. Finally we shall describe the known non-
Abelian solutions of the Bogomol’nyi equations and their interpretation.
4.1 Reduction to D=3
We wish to further reduce the four-dimensional theory specified by (2.30),
(3.27), (3.36) to D=3. In order to maintain consistency of the procedure we
shall again work at the level of equations of motion and, as usual, keep both
values of the parameter s. In brief, our dimensional reduction ansatz is
∂
∂x0
= 0, A(2)aµ = 0, A
(1)a
0 = 0, a = 0. (4.3)
The first condition here means that ∂/∂x0 is a Killing vector, and thus there
is a gauge where all variables depend only on the spatial coordinates xi (we
shall denote the spatial base space and tangent space indices by bold-faced
letters i,k = 1, 2, 3 and a,b = 1, 2, 3, respectively). Next, the bosonic field
equations (2.23)–(2.28) show that one can consistently set the second gauge
field to zero, A(2)aµ = 0. However, we keep at the same time g(2) 6= 0. This
leaves us with only one gauge field, Aaµ ≡ A(1)aµ , whose gauge group is SU(2).
Without loss of generality we can assume that g(1) = 1. Next, we require that
Aa0 = 0, and this implies that the ∗FF invariant of the gauge field vanishes.
It follows then from Eq. (2.28) that one can consistently set the axion to
zero, a = 0. Finally, we assume that the Killing vector ∂/∂x0 is hypersurface
orthogonal, in which case the metric can be chosen as
ds2 = s2e2V dt2 + hik dx
idxk . (4.4)
As a result, we are now left with only the metric amplitude V , the three-
metric hik, the dilaton φ, and the three-dimensional gauge field A
a
i . In the
Lorentzian case (s = i) our truncation corresponds to the static and purely
magnetic sector of the FS model with the second gauge field set to zero. In
the Euclidean (s = 1) domain the notions ‘static’ and ’purely magnetic’ do
not have an invariant meaning. It will be convenient to use together with the
three-metric hik also its conformally rescaled version, gik, the ‘spatial’ line
element being
dl2 = hikdx
idxk = e−2V gikdx
idxk = δabθ
aθb , (4.5)
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where θa are the basis one-forms, which are dual to the triad ea.
One can verify that under the conditions in (4.3) and (4.4) the D=4 field
equations (2.23)–(2.28) consistently reduce to the Lagrangian equations for
the action
S3 =
∫
L3√g3 d3x , (4.6)
with g3 ≡ det(gik) and
L3 = 1
4
(3)
R −1
2
∂iφ ∂
iφ− 1
2
∂iV ∂
iV
− 1
4
e2φ+2V F aikF
aik +
1
8
(1− ξ2) e−2φ−2V . (4.7)
Here Fik = ∂iAk − ∂kAi + εabcAbiAck is the gauge field tensor,
(3)
R is the Ricci-
scalar for gik, and ξ ≡ g(2)/s. Notice the following important fact: the
reduction above has been done for both values of s. At the same time, the
s-dependence is now almost completely gone, and if we ignored the dilaton
potential then the field equations would be exactly the same in the Euclidean
and Lorentzian cases. This is because the system is ‘static’ and ‘purely
magnetic’. It is only the explicit dependence of the dilaton potential on s
that breaks the complete symmetry between the two cases.
The action (4.6) admits the global symmetry
φ→ φ+ a, V → V − a , (4.8)
and this implies that there is the Noether current, whose conservation law
reads
(3)
∇ i
(3)
∇ i(φ− V ) = 0 , (4.9)
where
(3)
∇ is the covariant derivative with respect to gik. As a result, we can
consistently set
V = φ− φ∞ , (4.10)
where φ∞ is the value of the dilaton at ‘spatial’ infinity.
Let us now consider the reduction of the D=4 SUSY variations in (3.27)
and (3.36) to D=3. Inserting (4.3), (4.4) into (3.27) and (3.36) the result is
δχ =
(
1√
2
γi∂iφ − 1
2
eφTaF
a
ikγ
iγk +
1
4
e−φ(1− γ5ξ)
)
ǫ ,
δψj = Djǫ+ 1
2
√
2
(
−eφTaF aikγiγk +
1
2
e−φ(1 + γ5ξ)
)
γjǫ . (4.11)
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Here the covariant derivative Dj ≡ ∂j + 14 ωab,jγaγa + TaAaj , where ωab,j is
the spin-connection for θa, and [Ta,Tb] = εabcTc are the SU(2) generators.
The γa’s are the four-dimensional gamma matrices for the spatial values of
the index, γα = (γ0, γa), one has γaγb + γbγa = 2δab and γi = e ia γ
a.
The temporal component δψ0 obeys
δψ0 − 1√
2
γ0 δχ =
1
2
(
γ0γ
k∂k(V − φ)
)
ǫ = 0 , (4.12)
where the last equality on the right is due to (4.10). This shows that δψ0
is not independent and vanishes whenever other SUSY variations vanish,
provided that the condition (4.10) holds, the latter thus being one of the
supersymmetry conditions.
We have completed the reduction to D=3. The bosonic sector of the
resulting theory is described by Eqs. (4.6), (4.7) together with the constraint
in (4.10), while the fermion SUSY transformations are given by (4.11). We
now make the following observation. All expressions above depend on s only
via the ratio ξ = g(2)/s. For real values of ξ we obtain the EFS model, while
choosing ξ imaginary gives the FS model. This shows that starting from the
static, purely magnetic sector of the Freedman-Schwarz supergravity and
making the formal replacement g(2) → i g(2) gives the ‘static’ and ‘purely
magnetic’ sector of the Euclidean Freedman-Schwarz theory. This explains
the empirical observation made in Ref.[14] that a formal analytic continuation
in the supergravity equations gives a meaningful result – because we obtain
in this way another consistent supergravity model.
The D=3 field equations in (4.6), (4.7), (4.10) allow one to study the
static solutions. As there is little hope to directly solve the equations for the
bosonic action (4.6), one can start from the equations for the supersymmetry
Killing spinors ǫ obtained from (4.10) by setting δχ = δψj = 0. The consis-
tency conditions for these equations can be formulated as a set of first order
Bogomol’nyi equations for the underlying bosonic configuration. The Bogo-
mol’nyi equations are compatible with the second order field equations and
their solutions automatically give supersymmetric vacua. So far, however,
the corresponding construction has been carried out only for the spherically
symmetric fields. These will be considered below.
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4.2 Spherical symmetry
Let us consider the reduction of the D=3 theory described by Eqs. (4.6), (4.7)
and (4.10) to the spherically symmetric sector. The most general spherically
symmetric 3-metric is
dl2 = e2λ dr2 + e2τ dΩ2 , (4.13)
where dΩ2 = dθ2 + sin2 θ dϕ2 is the line element of the unit sphere. The
spherically symmetric and purely magnetic Yang-Mills field is given by
A = w (−T2 dθ +T1 sin θ dϕ) +T3 cos θ dϕ. (4.14)
Here λ, τ , w as well as the dilaton φ depend only on the radial coordinate r,
and the reparameterization invariance r → r˜(r) implies that one coordinate
condition can be imposed on the four amplitudes. Taking the condition in
(4.10) into account, the 4-metric reads
ds2 = s2e2(φ−φ∞) dt2 + dl2 . (4.15)
The complete set of the field equations for the bosonic action (4.6) is
e2τ (τ ′2 + 2τ ′φ′) = e2τ φ′2 + 2e2φ w′2 + e2λ
(
1− e2φ−2τ (w2 − 1)2
)
+
1
4
(1− ξ2) e2λ−2φ+2τ ,
(
eφ−λ+2τ τ ′
)′
= eφ+λ
(
1− e2φ−2τ (w2 − 1)2
)
+
1
4
(1− ξ2) eλ−φ+2τ ,
(
eφ−λ+2τ φ′
)′
= 2e3φ−λ w′2 + e3φ+λ−2τ (w2 − 1)2 + 1
4
(1− ξ2) eλ−φ+2τ ,(
e3φ−λw′
)′
= e3φ+λ−2τ w(w2 − 1) , (4.16)
with ′ := d
dr
. The same equations can be obtained by varying the four
dimensional action (2.30) and using Eq. (4.10).
The supersymmetric vacua that we shall be considering are solutions to
these equations for which there are non-trivial ǫ’s such that δχ = δψj = 0. Of
course, it is very difficult to directly solve the non-linear equations in (4.16)
(apart from some trivial cases). For this reason we shall start from the equa-
tions δχ = δψj = 0 for the Killing spinors ǫ. These equations are sometimes
called supersymmetry constraints, and they are generically inconsistent. One
can analyze the consistency conditions under which non-trivial solutions for
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the ǫ’s exist. These conditions can be given in the form of a set of nonlinear
first order differential equations for the underlying bosonic configuration –
usually called Bogomol’nyi equations. The Bogomol’nyi equations are com-
patible with the second order field equations, and their solutions therefore
describe supersymmetric vacua.
Following this strategy, our procedure will be to analyze the supersym-
metry constraints δχ = δψj = 0 obtained from Eqs. (4.11) in the case of
spherical symmetry.
4.2.1 The supersymmetry constraints
It is convenient to choose the isotropic gauge in the line element (4.15),
reλ = eτ , and then to pass to the Cartesian coordinates xi with r =
√
δikxixk.
The three-metric reads
dl2 = e2λ (dr2 + r2 dΩ2) = e2λδikdx
idxk . (4.17)
The triad vectors and one-forms are ea = e
−λ∂a and θ
a = eλdxa, respectively.
The spin-connection is
ωab,c = λ
′ e−λ(nbδac − naδbc). (4.18)
Here and below xa ≡ δakxk, ∂a ≡ ∂/∂xa, and na ≡ xa/r. The triad compo-
nents of the gauge field (4.14) read
Aaa = e
−λ 1− w
r
εaab n
b , (4.19)
and the gauge field strength is
F aab = e
−2λεabc (f1 δ
ac + f2 n
anc) , (4.20)
with
f1 =
w′
r
, f2 =
w2 − 1
r2
− w
′
r
. (4.21)
Here we handle the triad and internal indices with the metric tensors δab and
δab and allow for objects with mixed indices like εaab and δaa.
Let us now introduce four different spinor two-spaces and denote the
corresponding Pauli matrices by σa, σa, τa, τa, respectively. We choose the
gamma matrices and group generators as
γa = σ2 ⊗ σa, γ5 = σ3 ⊗ 1l2 , Ta = 1
2i
τa ⊗ 1l2 . (4.22)
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Here 1l2 acts in the τ
a space. In what follows we shall not write down
explicitly the direct product sign and the unit operators. Taking into account
all the definitions above, the SUSY variations in (4.11) assume the form
δχ =
1√
2
e−λφ′ σ2(~n~σ) ǫ− 1
2
eφ−2λ
(
f1 (~σ~τ) + f2 (~n~σ) (~n~τ )
)
ǫ
+
1
4
e−φ(1− ξ σ3) ǫ ,
δψa = e
−λ
(
∂a +
i
2
λ′ εabc n
bσc +
i
2
w − 1
r
εabc n
bτ c
)
ǫ
− 1
2
√
2
eφ−2λσ2
(
f1 (~σ~τ) + f2 (~n~σ) (~n~τ )
)
σa ǫ
+
1
4
√
2
e−φ(σ2 − iξ σ1) σa ǫ . (4.23)
Here (~n~σ) = δabn
aσb, also (~n~τ ) = δabn
aτ b, and (~σ~τ ) = δabσ
aτ b.
Let us recall that ǫ is a 16-component spinor subject to the Majorana
condition
(ǫ)∗ = σ2 τ 2 τ 1 ǫ (4.24)
for real ξ (Euclidean theory), and
(ǫ)∗ = σ2 σ2 τ 2 τ 2 ǫ (4.25)
for imaginary ξ (Lorentzian theory). Now, since we are considering spheri-
cally symmetric backgrounds, it is natural to choose ǫ to be an eigenstate of
the total angular momentum. Let us first study the sector with zero angular
momentum, J = 0; the case of J > 0 will be discussed later. We choose
ǫ = ǫq ≡
(
Ψ(+)q ψq +Ψ
(−)
q σ
2ψ
q
(~n~σ)
)(
ψ+ χ− − ψ− χ+
)
χ . (4.26)
Here q = ±1, Ψ(±)q are functions of r, while ψq, ψ±, χ±, and χ are constant
two-component spinors from the four different spinor spaces in which the
operators σa, σa, τa, τa, respectively, act. One has σ3ψ
q
= qψ
q
, σ3ψ± =
±ψ±, and τ 3χ± = ±χ±. Notice that the ansatz for ǫ in (4.26) is the most
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general expression annihilated by the total (orbital plus spin plus isospin)
angular momentum operator,(
−iεabcxb∂c + 1
2
σa +
1
2
τa
)
ǫ = 0 . (4.27)
Let us insert the ansatz (4.26) into (4.23) and set the left-hand sides to zero.
After some spinor algebra the angular dependence decouples and we obtain
a system of equations for Ψ(±)q :(
d
dr
− φ
′
2
)
Ψ(±)q ±
√
2eφ−λ
w′
r
Ψ(∓)q = 0 , (4.28)(
λ′
2
+
1∓ w
2r
)
Ψ(±)q +
(
eφ−λ
2
√
2
1− w2
r2
+
eλ−φ
4
√
2
(1± qξ)
)
Ψ(∓)q = 0 , (4.29)
φ′√
2
Ψ(±)q +
(
eφ−λ(
w2 − 1
2r2
∓ w
′
r
) +
eλ−φ
4
(1± qξ)
)
Ψ(∓)q = 0 . (4.30)
These are the supersymmetry constraints we are interested in.
4.2.2 The Bogomol’nyi equations
It is not difficult to find the consistency conditions for Eqs. (4.28)–(4.30).
Consider, for example, Eq. (4.30). This is in fact a system of two ho-
mogeneous algebraic equations, which has a non-trivial solution only if the
determinant of the coefficient matrix vanishes. The same is true with (4.29).
In addition, the solutions obtained from (4.29) and (4.30) should agree. As a
result, we obtain three algebraic conditions for the coefficients in Eqs. (4.29)
and (4.30), which can be expressed in the form
1 + r
dλ
dr
=
√
w2 +
1
8
e2(λ+ln r−φ) ((B − 1)2 − q2ξ2) ≡ ν ,
Ar
dw
dr
= 2qξ wν + q2ξ2(w2 − 1)− 2w2(B + 1) ,
Ar
dφ
dr
= −(B + 1)(qξν + w(B − 1)) , (4.31)
with A ≡ 8wν e2(φ−λ−ln r) + qξ (B − 1) and B ≡ 2e2(φ−λ−ln r)(w2 − 1). Under
these conditions Eqs. (4.29) and (4.30) specify the algebraic relation between
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Ψ(+)q and Ψ
(−)
q . Next, this relation should be consistent with the remaining
differential constraints in (4.28). A direct calculation shows that the required
consistency holds by virtue of Eqs. (4.31). The differential constraints (4.28)
then fix the solution for Ψ(±)q uniquely – up to a normalization constant,
Ψ(+)q + iΨ
(−)
q = exp
(
i
√
2
∫ r
r0
eφ−λ
w′
r
dr
)
. (4.32)
As a result, the equations in (4.31) constitute a complete set of consistency
conditions under which the supersymmetry Killing spinors exist. These first
order Bogomol’nyi equations are compatible (for q = ±1) with the second
order field equations in (4.16). In orther words, they are first integrals for
the field equations. Although this fact is expected, its direct verification is
not at all trivial and provides a very good check of the consistency of the
whole procedure. Any solution of the Bogomol’nyi equations hence fulfills
the field equations and admits non-trivial supersymmetry Killing spinors,
thus describing a supersymmetric vacuum.
Before we pass to studying the Bogomol’nyi equations, let us count the
number of supersymmetry Killing spinors obtained from (4.26), (4.28)–(4.30).
Consider first the EFS case, where ξ is real. Then all coefficients in Eqs.
(4.28)–(4.30) are real and the solution for Ψ(±)q in (4.32) can be chosen to be
real as well. As was mentioned above, this solution is specified uniquely. We
do not obtain solutions for both values of q, since the Bogomol’nyi equations
for ξ 6= 0 are not invariant under q → −q, but only under
q → −q, w → −w . (4.33)
Thus, unless w ≡ 0, the value of q is fixed by the background configuration
and there is only one solution for the Ψ(±)q . Notice however that Eq. (4.26)
contains an additional degeneracy due to the arbitrary constant spinor χ.
The Majorana condition imposes the restrictions
ψ
q
=
(
ψ
q
)∗
, τ 1χ = −
(
χ
)∗
. (4.34)
There are two independent solutions to these conditions for a given q. This
finally gives two supersymmetry Killing spinors. For ξ = 0 the number of
supersymmetries doubles, since the Bogomol’nyi equations are then invariant
under q → −q and both values of q are allowed in (4.26) and (4.34).
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Consider now the FS case, where ξ is imaginary. Then ξ = 0 is the only
allowed value, since otherwise the Bogomol’nyi equations contain imaginary
coefficients and their solutions are not real. The solution for ǫ is given by
(4.26), where one can take both values of q, and again there is an additional
degeneracy due to χ. In order to fulfill the Majorana condition in this case
one should take linear combinations of solutions with different q. Omitting
the index q of ψ
q
, the Majorana condition in (4.25) reduces to
(σ2ψ) (τ 2χ) = −
(
ψ χ
)∗
, (4.35)
and this has four independent solutions.
To recapitulate, supersymmetric vacua exist in the EFS model for ar-
bitrary real ξ, and in the FS case for ξ = 0 only. For ξ 6= 0 the vacua
preserve two supersymmetries. For ξ = 0, when one of the two gauge cou-
pling constants vanishes and the theory is ‘half-gauged’, the vacuum admits
four supersymmetry Killing spinors and fulfills the equations of both FS and
EFS models.
It is worth noting that the above analysis uses only the Killing spinors
from the sector with zero angular momentum, J = 0. At the same time, there
could be additional Killing spinors for J > 0, even though the background
is spherically symmetric. Indeed, as was mentioned above, the E4 instanton
solution, which is given by λ = φ = 0 and w = ξ = 1, has eight Killing
spinors. Of these only two are recovered in the system (4.28)–(4.30), and
the remaining six must therefore reside in sectors with J > 0. These sectors
therefore should also be taken into consideration. Now, one can show that
any additional Killing spinors can only exist for J = 1. In this case the whole
procedure described above can be repeated, which leads to a system of seven
non-linear Bogomol’nyi equations for the three amplitudes w, φ, and λ. The
E4 instanton fulfills these new equations, which accounts for its additional
six Killing spinors. However, since the equations are overdetermined, it is
unclear whether they admit any other solutions. We shall not concentrate
on this here but rather pass to considering the solutions of the Bogomol’nyi
equations (4.31). For these solutions one can show that all their Killing
spinors live in the J = 0 sector.
29
4.2.3 Vacuum solutions for ξ = 0. Supersymmetric monopoles
It is not difficult to see that the Bogomol’nyi equations in (4.31) can be made
autonomous, in which case the system essentially reduces to one first order
differential equation. This equation turns out to be rather complicated, but
it can be analyzed for special values of ξ. Let us consider the value ξ = 0,
in which case the solutions will have N=1 supersymmetry. Denoting x ≡ w2
and R ≡ 1
2
e2(λ+ln r−φ), Eqs. (4.31) give [10, 11]
x(R + x− 1)dR
dx
+ (x+ 1)R + (x− 1)2 = 0 . (4.36)
The two remaining Bogomol’nyi equations are solved by quadratures as soon
as the solution R(x) is obtained. After the substitution [10]
x = ρ2 ey(ρ), R = −ρdy(ρ)
dρ
− ρ2 ey(ρ) − 1, (4.37)
the Abel equation (4.36) reduces to the Liouville equation
d2y
dρ2
= 2 ey, (4.38)
which is integrable. This gives a globally regular solution described by
ds2 = 2 e2φ
(
s2dt2 + dρ2 +RdΩ2
)
, (4.39)
R = 2ρ coth ρ− ρ
2
sinh2 ρ
− 1, w = ± ρ
sinh ρ
, e2φ =
sinh ρ√
R
, (4.40)
where the scaling symmetry (4.8) has been used to set φ(0) = 0. The new
result we obtain here as compared to that of [10] is that this solution turns
out to be the vacuum of both the FS and EFS models, preserving in each case
1/4 of the supersymmetries. Corresponding to this there is the parameter s
in the metric in (4.39).
For s = 1 the solution describes a globally regular Riemannian manifold
with an essentially non-Abelian gauge field. Since the configuration does not
depend on t, the action is infinite. Passing to the Lorentzian sector via choos-
ing s = i, the solution describes a globally regular magnetic monopole with
unit charge. This is geodesically complete and globally hyperbolic [10, 11].
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Figure 1: The numerical solution of the Bogomol’nyi equation (4.41).
Unfortunately, the ADM mass is infinite and the solution is not asymptoti-
cally flat – due to the dilaton potential. In view of its supersymmetry, it is
very plausible that the Lorentzian solution is stable, while for its Euclidean
counterpart the notion of dynamical stability makes no sense.
4.2.4 Vacuum solutions for ξ = 1. Supersymmetric sphalerons
For any ξ 6= 0 solutions of the Bogomol’nyi equations (4.31) will preserve
only 1/8 of the supersymmetries. Let us consider the value ξ = 1, in which
case the dilaton potential vanishes. After some transformations described in
[14] the Bogomol’nyi equations can be reduced to
1
2r
dw
dr
=
1− w2
4r2
− (w + 1)
3
8
+
(w − 1)3
8r4
, (4.41)
which is invariant under r → 1/r, w → −w. When the solution w(r) is
found, the whole configuration is reconstructed as follows. Computing the
combination
U =
r2(1 + w)2 + (1− w)2
r2(1 + w)2 − (1− w)2 , (4.42)
the metric function λ is obtained from
λ = ln(2) +
∫ r
0
(
U + w
2
− 1
)
dr
r
, (4.43)
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while the dilaton is given by
φ = λ+ ln(r) +
1
2
ln
(
(U + w)2 − 2w2 − 2
2 (w2 − 1)2
)
, (4.44)
which is normalized such that φ(0) = 0. The metric is
ds2 = e2(φ−φ∞) dt2 + e2λ
(
dr2 + r2dΩ2
)
. (4.45)
Unfortunately, analytical solutions to Eq. (4.41) are unknown (apart from
singular ones [14]). The numerical integration (see Fig.1) reveals the exis-
tence of a globally regular solution in the interval r ∈ [0,∞) which mono-
tonically interpolates between the values specified by the local asymptotic
solutions: w = 1 − 2
3
r2 + O(r4) for r → 0 and w = −1 + 2√2 r−1 + O(r−2)
as r →∞. This gives a globally regular supersymmetric Euclidean solution
with non-trivial Yang-Mills field and infinite action.
One can pass to the Lorentzian sector by changing the sign of dt2 in the
metric (4.45). The resulting configuration fulfills the equations of motion of
the Einstein-Yang-Mills-Dilaton (EYMD) model with the action
SEYMD =
∫ (1
4
R− 1
2
∂µφ ∂
µφ− 1
4
e2φ F aµνF
aµν
)√−g d4x . (4.46)
The static and purely magnetic sector of this model can be embedded into
the heterotic string theory. However, the solution is not supersymmetric
in this model, since it is not self-dual [3]. Nevertheless, this EYMD solu-
tion is interesting as it describes a regular particle-like object with finite
ADM mass M determined by the asymptotic behaviour of the metric in
(4.45), e2(φ−φ∞) = 1 − 2Me−λ(∞) r−1 + O(r−2) [14]. This EYMD particle
is static, spherically symmetric and neutral, but it has a non-trivial purely
magnetic gauge field that asymptotically vanishes like 1/r3. It turns out that
this solution resembles the well-known sphaleron solution of the Weinberg-
Salam theory [25]. Specifically, one can show that the solution relates to
the top of the potential barrier between the topological vacua of the EYMD
theory, which implies in particular that it is unstable. This suggests the
name ‘EYMD sphaleron’. One can argue that this solution is responsible for
fermion number non-conserving processes in heterotic string theory. Despite
its instability, it bears an imprint of supersymmetry as it fulfills the first order
32
Bogomol’nyi equations. Passing back to the Euclidean theory, the counter-
part of the EYMD sphaleron is a genuinely supersymmetric configuration,
and we call it ‘supersymmetric sphaleron’.
Historically, it was the EYMD sphaleron solution which was first obtained
by numerical integration of the second order field equations for the action
(4.46) [26, 27, 28]. Only later it was discovered in [14] that the solution fulfills
the first order Bogomol’nyi equation (4.41), and it was conjectured that the
configuration becomes supersymmetric upon continuation to the Euclidean
sector. The justification of this conjecture has been the main subject of the
present paper.
5 Conclusion
In this paper we have studied the dimensional reduction of the N=1, D=10
supergravity on S3 × AdS3. The resulting four-dimensional theory is Eu-
clidean N=4 gauged SU(2)×SU(1,1) supergravity with the bosonic Lagrangian
(2.30) and the fermion supersymmetry transformations specified by (3.27),
(3.36). An interesting feature of this model is that its dilaton potential U(φ)
can be positive, negative, or zero, depending on the values of the two gauge
coupling constants. This allows one to apply the model for generating vari-
ous solutions with gravitating Yang-Mills fields via solving the Bogomol’nyi
equations, which sometimes even gives solutions in a closed analytical form.
The two examples – monopole-type and sphaleron-type non-Abelian vacua
– were described above. In view of the relation to N=1, D=10 supergravity,
which is in turn related to D=11 supergravity [16], any solution of the theory
can be uplifted to become a vacuum of string or M theory.
It is worth noting that reductions on AdS×Sphere are often considered;
see for example [29]. In particular, gravity and string theory on AdS3 × S3
have been studied in detail [31, 30]. In our analysis, however, the emphasis is
quite different, since we are interested not in an effective Lorentzian theory
with an AdS ground state, but rather in a Euclidean theory admitting E4
as a vacuum. Let us also note that in most cases the dimensional reduc-
tion is performed only at the level of the Lagrangian, which raises the issue
of consistency; see [7, 8] for a recent discussion. Our results on the other
hand provide an example of a consistent reduction carried out at the level of
equations of motion.
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One can expect that the model described above admits interesting so-
lutions also beyond the static, spherically symmetric and purely magnetic
sector with U(φ) = 0. For U(φ) > 0 these could be, for example, compact in-
stantons, and possibly also non-compact, asymptotically flat configurations.
For U(φ) = 0 the theory probably admits non-compact instantons with finite
action. One can also study static multi-sphaleron solutions by deriving the
Bogomol’nyi equations from Eqs. (4.11). An interpretation of the Euclidean
solutions can sometimes be obtained by continuation to the Lorentzian sec-
tor – negative energy states will not arise if the SU(1,1) gauge field vanishes.
All solutions for gravitating Yang-Mills fields of this type are expected to
be relevant for string/M-theory and in the context of the general study of
non-linear phenomena in field theory.
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