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Computer simulations of the catalytic mechanism
of wild-type and mutant β-phosphoglucomutase†
Alexandre Barrozo,a Qinghua Liao, a Mauricio Esguerra, a Gaël Marloie,a
Jan Florián, b Nicholas H. Williams *c and Shina Caroline Lynn Kamerlin *a
β-Phosphoglucomutase (β-PGM) has served as an important model system for understanding biological
phosphoryl transfer. This enzyme catalyzes the isomerization of β-glucose-1-phosphate to β-glucose-6-
phosphate in a two-step process proceeding via a bisphosphate intermediate. The conventionally
accepted mechanism is that both steps are concerted processes involving acid–base catalysis from a
nearby aspartate (D10) side chain. This argument is supported by the observation that mutation of D10
leaves the enzyme with no detectable activity. However, computational studies have suggested that a
substrate-assisted mechanism is viable for many phosphotransferases. Therefore, we carried out empirical
valence bond (EVB) simulations to address the plausibility of this mechanistic alternative, including its role
in the abolished catalytic activity of the D10S, D10C and D10N point mutants of β-PGM. In addition, we
considered both of these mechanisms when performing EVB calculations of the catalysis of the wild type
(WT), H20A, H20Q, T16P, K76A, D170A and E169A/D170A protein variants. Our calculated activation free
energies conﬁrm that D10 is likely to serve as the general base/acid for the reaction catalyzed by the
WT enzyme and all its variants, in which D10 is not chemically altered. Our calculations also suggest that
D10 plays a dual role in structural organization and maintaining electrostatic balance in the active site. The
correct positioning of this residue in a catalytically competent conformation is provided by a functionally
important conformational change in this enzyme and by the extensive network of H-bonding interactions
that appear to be exquisitely preorganized for the transition state stabilization.
Introduction
β-Phosphoglucomutase (β-PGM) provides an important model
system for probing the mechanisms of enzyme-catalyzed phos-
phoryl transfer.1–13 This enzyme catalyzes the interconversion
between β-glucose-1-phosphate (β-G1P) and β-glucose-6-phos-
phate (β-G6P), providing a rate-acceleration of 1021-fold relative
to the corresponding uncatalyzed reaction in aqueous solu-
tion.14,15 This large rate acceleration makes this enzyme particu-
larly attractive as a model system for understanding biological
phosphoryl transfer, as well as enzyme catalysis in general.
Structurally, β-PGM is a member of the haloacid dehalogen-
ase superfamily, belonging to subclass I (c1).16 Members of
this superfamily are characterized by possessing a Rossmanoid
fold in their core, and a more flexible domain that can assume
open or closed conformations, working as a cap (Fig. 1). The
cap contains a four-helical bundle, while the core is composed
of a six parallel β-sheet hairpin motif surrounded by the
α-helices. This cap closure is crucial for the catalytic activity of
the enzyme, as it creates a tight hydrogen bonding network
that keeps the substrate and catalytic residues in the correct
position for eﬃcient catalysis.8
A comparison of kinetic data between the wild-type (WT)
and several mutant forms of the enzyme, as well as pH-rate
profiles and structural information, have led to the suggestion
of the catalytic mechanism shown in Fig. 2.6,8 This is a two-
step “ping-pong” mechanism, involving nucleophilic attack of
β-G1P on phosphorylated D8 to yield glucose-1,6-bisphosphate
(β-G1,6BP), followed by substrate release and rebinding in the
opposite orientation to facilitate the conversion of β-G1,6BP to
β-G6P. Mutational analysis has highlighted the importance of
both D8 (the initially phosphorylated aspartate) and a second
nearby aspartate, D10, in the catalytic cycle.6,8 In particular,
mutation of D10 to a range of residues appears to abolish the
catalytic activity of the enzyme, highlighting that this residue
is essential for the catalytic activity of the enzyme.8 This has
†Electronic supplementary information (ESI) available: Further simulation
details and all parameters necessary to reproduce our empirical valence bond
calculations. See DOI: 10.1039/c8ob00312b
aScience for Life Laboratory, Department of Cell and Molecular Biology, Uppsala
University, BMC Box 596, S-75124 Uppsala, Sweden. E-mail: kamerlin@icm.uu.se
bDepartment of Chemistry and Biochemistry, Loyola University Chicago, Chicago, IL,
60660, USA
cDepartment of Chemistry, Sheﬃeld University, Sheﬃeld, S3 7HF, UK.
E-mail: n.h.williams@sheﬃeld.ac.uk
2060 | Org. Biomol. Chem., 2018, 16, 2060–2073 This journal is © The Royal Society of Chemistry 2018
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 2
7 
Fe
br
ua
ry
 2
01
8.
 D
ow
nl
oa
de
d 
on
 2
1/
03
/2
01
8 
14
:3
0:
10
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n-
N
on
Co
m
m
er
ci
al
 3
.0
 U
np
or
te
d 
Li
ce
nc
e. View Article Online
View Journal  | View Issue
led to the suggestion that a deprotonated D10 initially acts as a
general base, activating the nucleophile to attack the phos-
phorylated D8 to yield β-G1,6BP, followed by a second phos-
phoryl transfer reaction from the 1-position of β-G1,6BP back
to D8, where D10 protonates the leaving group.6,8 However,
based on structural considerations, it has also been suggested
that D10 contributes to keeping β-PGM in its active, closed
conformation.1,6
In the present work, we complement these kinetic studies
by a systematic computational analysis of the catalysis of WT
Fig. 1 (A) Structure of the phosphorylated L. lactis β-PGM (PDB ID: 2WF8). The cap, represented in grey to the left, is composed of a four helical
bundle. The core, in yellow and red, is composed of six β-sheets located between four α-helices. (B) A representation of the active site from
the same crystal structure, with bound β-G1P, an Mg2+ ion, a phosphorylated aspartate (D8), and relevant residues forming a tight H-bonding
network. (C) Comparison of the cap-closed and cap-open conformations of the side chain of residue D10, as found in diﬀerent crystal structures10
of L. lactis β-PGM in complex with BeF3
−. The structure with the D10 side chain in a cap-closed conformation (PDB ID: 2WF8) forms a hydrogen
bond between the aspartate and the nucleophilic oxygen of the substrate (O–O distance of 2.58 Å), whereas in the structure with the D10 side chain
in a cap-open conformation (PDB ID: 2WF9), the side chain is twisted away from the reacting atoms (O–O distance of 4.39 Å) and points out of the
active site.
Fig. 2 The two mechanisms studied in this work. (A) The D10-assisted mechanism, originally postulated in ref. 8, proposes that D10 acts as a
general acid/base and the proton, highlighted in red, is transferred to and from the nucleophilic hydroxyl of the glucose. (B) The substrate-assisted
mechanism has the phosphoryl group acting as the acid–base catalyst.
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β-PGM and its D10C, D10N, D10S, T16P, H20A, H20Q, K76A,
D170A point mutants, as well as the E169A/D170A double-
mutant,6,8 to unravel the structural and/or electrostatic role of
these residues in catalysis by this enzyme. To explore the ener-
getics of the two phosphoryl transfer steps in the conversion of
β-G1P into β-G6P for both wild-type β-PGM and a range of
mutant forms of the enzyme we have performed empirical
valence bond (EVB) calculations.17,18 This method allows us to
extensively sample the dynamics of each of these proteins in
aqueous solution, and consistently compare the corresponding
activation free energies with a single set of EVB parameters. We
demonstrate that, in line with the corresponding reaction in
aqueous solution,19 there is a strong energetic preference for
the D10-assisted pathway in the β-PGM active site. This mecha-
nism is also the only mechanism that quantitatively reproduces
changes in activity upon mutation of key active site residues.
Finally, examining the alternate structural and energetic roles
for D10 in greater depth in both wild-type and mutant enzymes
shows that in addition to its potential role in acid–base cataly-
sis, in both mechanisms, D10 is important for correct position-
ing of the reacting fragments as well for creating an optimal
electrostatic environment for the reaction to take place.
Methodology
Choice of methodology
In line with our recent work,20,21 our methodology of choice
for this study was the empirical valence bond (EVB)
approach.17,18 This approach combines standard molecular
dynamics (MD) simulations with free energy perturbation/
umbrella sampling (FEP/US) calculations to allow for the accu-
rate description of chemical reactivity within the framework of
valence bond theory (for a recent review, see ref. 22). This
approach is extremely fast, allowing us to perform the exten-
sive sampling required to obtain convergent free energy pro-
files and observe local structural rearrangements as the system
responds to the charge changes on the reacting atoms along
the reaction coordinate, while still providing a physically
meaningful description of the bond-making and bond-break-
ing processes involved. Here, we have performed extensive EVB
calculations of the chemical steps (Fig. 2) for the reaction cata-
lyzed by wild-type β-PGM and a range of experimentally charac-
terized mutant forms of the enzyme,6,8 considering diﬀerent
mechanisms for each reaction step, as well as the structural
and energetic consequences of each mutation.
Initial system setup for the simulations of the enzymatic
reaction
As shown in Fig. 2, the reaction catalyzed by β-PGM is a two-
step process, comprising first the conversion of β-G1P →
β-G1,6BP, followed by the independent conversion of β-G1,6P
→ β-G6P (after releasing β-G1,6BP so that it can re-bind in the
opposite orientation). We have considered two possible mecha-
nisms for these processes in our EVB calculations: a general-
base catalyzed mechanism in which the nucleophilic hydroxyl
group (position 6 of β-G1P) attacks the phosphorylated D8,
with its proton transferred to the D10, as seen in Fig. 2A
(“D10-assisted mechanism”), and a substrate-assisted mecha-
nism, where the same nucleophilic attack takes place, but the
hydroxyl group is deprotonated by one of the non-bridging
oxygens of the phosphate group, as seen in Fig. 2B (“substrate-
assisted mechanism”). To maintain microscopic reversibility,
this is followed by release and rebinding of either β-G1,6BP
with a dianionic phosphate group opposite a protonated D10,
or β-G1,6BP with a protonated monoanionic phosphate group
opposite an anionic D10. For both mechanisms, in the second
step, the group transfer is coupled to proton transfer to the
leaving group to yield β-G6P, and for both reaction steps, the
reaction was modeled as a two-state process, with phosphoryl
transfer and proton transfer being coupled in the same reac-
tion step.
For the first step of the reaction shown in Fig. 2 (the conver-
sion of β-G1P → β-G1,6BP), the initial structure used in the
simulations was taken from the Protein Data Bank (PDB ID
2WF810,23). This structure is of β-PGM in its closed confor-
mation, inhibited by β-G6P and BeF3
− as an analogue for the
phosphate group on D8. The metal fluoride was manually con-
verted back to a phosphate, and the β-G6P in this structure
was replaced with β-G1P, which was adjusted in the active site
so as to allow for optimal hydrogen bonding interactions and
with the OH group of the sugar oriented to be in line for nucleo-
philic attack on the phosphorylated Asp. Note that, as shown in
Fig. 1, there are numerous hydrogen bonding interactions
keeping the substrate in place (in particular interactions
between R49, K76 and the phosphate group in the 1-position),
and therefore, even when altering the starting position of the
substrate, it moved back to the same position after equili-
bration. In order to verify that the substrate positioning after
equilibration is not an artifact of having manually placed the
substrate in the active site, we also performed molecular
dynamics simulations of β-PGM in complex with a phosphonate
analogue of β-G1P (PDB ID 4C4R, converting the phosphonate
back to the phosphate by atom replacement)13 to verify that the
substrates equilibrate to similar positions in both cases.
To reduce computational cost, we divided the system into
three regions as is commonly performed in similar work:24,25 a
reactive region, containing all the reacting atoms taking part
in the EVB calculation, an active region, where all the atoms
within 24 Å of the transferring phosphorus atom were allowed
to move freely, and an external region, where all the remaining
atoms were constrained to their initial positions. The protona-
tion states for all histidines were inspected using MolProbity,26
as well as visual inspection, and protonation patterns (at the δ-
vs. the ε-positions) were assigned accordingly (for a full list of
ionized residues in our simulations, see Table S1†). All other
ionizable residues within 18 Å of the transferring phosphorus
were ionized, whereas residues outside this region were kept
neutral for system stability. Additionally, depending on the
mechanism being modeled, the proton in the attacking
hydroxyl group of β-G1P was placed in one of two positions:
pointing either towards a non-bridging oxygen of the phos-
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phate or towards the D10 side chain. The resulting hydrogen
bonding interaction kept the proton in place during all
subsequent equilibration runs.
A similar procedure was performed for the second step of
the reaction (the conversion of β-G1,6P → β-G6P), using the
structure of Allen and co-workers (PDB ID: 1O031). In this
case, the substrate was kept in the position presented in the
crystal structure and the MgF3
− was converted to a phosphoryl
group and allowed to relax to a tetrahedral phosphate bound
to the substrate. In the case of the mutant forms of β-PGM, all
mutants were generated using the mutagenesis tool
implemented in PyMol.27 The rotamers yielding the smallest
strain force and largest number of hydrogen bonds were
chosen for the subsequent simulations. In the case of the
H20Q rotamer, the side chain conformation of Q20 that kept
the same hydrogen bonding pattern as the original histidine
was chosen for subsequent simulations.
As with previous work,20,21 we modeled the catalytic Mg2+
using an octahedral cationic dummy model,28–30 which
describes the metal center using a set of dummy atoms as
shown in Fig. S1.† These dummy particles are tightly bonded
to each other and to the central atom, but not to the surround-
ing ligands. Therefore, the entire dummy model is allowed to
freely rotate around its frame, allowing for flexibility in ligand
binding while simultaneously maintaining a stable coordi-
nation geometry and providing a reliable description of the
electrostatics involved (see ref. 28 and 29 for further details).
The parameters used to describe the dummy model were pre-
sented in ref. 29.
Finally, the full system was solvated in a spherical droplet
of TIP3P water molecules31 of 24 Å radius, centered on the
phosphorus atom of the transferred phosphoryl group. This
droplet was subjected to a 10 kcal mol−1 Å−2 surface restraint
on its outer layer (the outer 15% or 3.6 Å of the sphere) to keep
it stable, in line with the surface constrained all atom solvent
model32 to describe the boundary conditions. This droplet was
large enough to encompass nearly all the enzyme, and all
atoms that fell outside the sphere were subjected to a 200 kcal
mol−1 Å−2 positional restraint to keep them at their crystallo-
graphic positions, in line with our previous work21 and similar
QM/MM studies of enzymatic reactions.24 As outlined above,
only residues within the inner layer (i.e. the active region) of
the droplet were ionized, in order to maintain system stability.
Initial molecular dynamics equilibration of the system
To equilibrate the wild-type and mutant enzymes in prepa-
ration for EVB simulations, each system was gradually heated
from 1 K to 300 K over 80 ps of simulation time, while apply-
ing a 200 kcal mol−1 Å−2 harmonic force constant on the
solute atoms to restrain them to their crystallographic posi-
tions. This allowed the solvent molecules to equilibrate around
the protein and the removal of any initial bad contacts. The
system was then cooled down to 5 K for another 10 ps, and
then gradually heated to 300 K for 90 ps of simulation time,
while the force constants of the harmonic restraint were gradu-
ally decreased from 200 to 0.5 kcal mol−1 Å−2. Finally, a 10 ns
equilibration was performed at 300 K for all enzyme simu-
lations using a 0.5 kcal mol−1 Å−2 position restraint on the
substrate atoms, the carboxylic group of the nucleophile, and
the side chain of the D10, to keep the reacting atoms in place.
The RMSD of the mobile region of the system to equilibrate, as
shown in Fig. S2 and S3.† The use of a shorter equilibration
time allows us to run a larger number of independent EVB tra-
jectories, as outlined below.
An angle restraint of 10 kcal mol−1 rad−2 with an equili-
brium angle 180° was introduced between the center of the
Mg2+ dummy model and the side chain of D8 (Mg2+–Ometal–
Ofree, where Ometal corresponds to the oxygen atom closest to
the Mg2+, and Ofree the oxygen not coordinated to it). We have
discussed the challenges with classical simulations of metal
ions at length in ref. 29, and refer interested readers to that
work for further information. Finally, following the initial
equilibration step, we performed an additional 500 ps of mole-
cular dynamics simulations on each structure, during which
time ten snapshots of the system were taken (one every 50 ps)
to be used as starting points for ten subsequent EVB simu-
lations of each system.
Empirical valence bond calculations
All EVB calculations were performed using the standard free
energy perturbation/umbrella sampling (EVB-FEP/US) pro-
cedure outlined in ref. 18. The key feature of the EVB approach
is that the reacting atoms use Morse instead of harmonic
potentials to describe bonds that are changing during the reac-
tion, allowing bond forming and breaking processes to be
described by classical simulations. All standard MD and EVB
simulations were performed using the OPLS-AA/M force
field33–35 as implemented in the Q simulation package
(Version 5.0.636). OPLS-AA/M parameters for atoms included in
the EVB region (Fig. S4 and S5†) were generated with
Macromodel 9.137 (version 2001, Schrödinger LLC), and partial
charges for the phosphorylated aspartate and the substrates
were calculated at the HF/6-31G* level of theory, using
Gaussian 09 rev. D0138 and the standard RESP procedure.39 All
EVB parameters used in this work are described in the ESI.†
For each simulation, all atoms in the system were subjected to
a 30 Å cutoﬀ for their non-bonded interactions, except for the
EVB atoms, which were subjected to a 99 Å cutoﬀ (i.e. essen-
tially no cutoﬀ ). Long-range interactions were treated using
the local reaction field (LRF) approach.40 All standard MD and
EVB simulations used 1 fs time steps, and the temperature of
the system was regulated using the Berendsen thermostat,41
with a 100 fs bath relaxation time. Finally, all EVB-FEP/US
simulations of the enzymatic reaction were performed at
300 K, using 51 EVB-FEP/US windows of 200 ps length per
window for the enzymatic runs, running ten replicates from
diﬀerent starting structures for each system. Therefore, each
individual EVB trajectory was 10.2 ns in length, leading to 102
ns sampling for each system, and ∼5 μs sampling in total for
all enzymatic reactions considered in this work, considering
all mutants, diﬀerent proton donors/acceptors, and diﬀerent
reaction steps.
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Calibration of the EVB parameters
The EVB approach relies on the calibration of a set of empiri-
cal parameters to describe the energetics of a reaction of
interest17,18 by specifically describing the coupling between
diﬀerent valence bond (VB) states, as well as the position of
the corresponding VB parabolas relative to each other. These
parameters are obtained by parameter fitting to a well-defined
reference state based on either experimental data or high-level
quantum chemical calculations. Once the reference state has
been calibrated, all parameters are kept unchanged when
moving to subsequent systems. A suitable reference state could
be, for example, either the corresponding uncatalyzed reaction
in aqueous solution or the wild-type enzyme when comparing
a series of mutants. Note here that rigorous theoretical con-
siderations have shown the coupling parameter between the
diﬀerent VB states to be phase-independent,42 which greatly
reduces computational complexity and allows for direct com-
parison of the same reaction with the same parameters in
diﬀerent reaction environments.
In the case of the present study, the background uncata-
lyzed reaction, i.e. acetyl phosphate hydrolysis, is a well-
studied reaction, for which there exist extensive kinetic
measurements,43,44 making it straightforward to perform our
EVB fitting. For both substrate- and solvent-assisted pathways,
the uncatalyzed reaction was modeled using a truncated
system by capping the EVB atoms shown in Fig. 3 with methyl
groups, so that the same reacting atoms are involved in our
modeling of both the enzymatic reaction and the corres-
ponding background reaction in aqueous solution. Note that
for simplicity of the calibration, the Mg2+ ion was not included
in the corresponding uncatalyzed reaction.
The observed first order rate constant for acetyl phosphate
hydrolysis in aqueous solution at 25 °C is 1 × 10−5 s−1 (ref. 45),
corresponding to an activation free energy (ΔG‡) of
23.9 kcal mol−1 and the reaction rate appears to be insensitive
to either nucleophilic or general base catalysis.44 The reaction
free energy of acetyl phosphate hydrolysis in aqueous solution
has been measured to be −10.3 kcal mol−1 (ref. 46). Detailed
quantum chemical calculations of the hydrolysis of a range of
phosphate esters, including acetyl phosphate, strongly suggest
that this corresponds to a more dissociative solvent-assisted
pathway rather than a more associative substrate-assisted
pathway.19,47,48 In particular, in the case of acetyl phosphate hydro-
lysis, two diﬀerent functionals both suggested that the substrate-
assisted pathway is between 7–9 kcal mol−1 higher in energy than
the solvent-assisted pathway,19 a trend we also observed in
quantum chemical calculations of the hydrolysis of both methyl
triphosphate19 and also phosphate monoester dianions with
good leaving groups.48 Therefore, for the first step of the reaction,
we fit our background reaction in aqueous solution to activation
and reaction free energies of 23.9 and −10.3 kcal mol−1 respect-
ively for the D10-assisted pathway, and in the case of the sub-
strate-assisted pathway, we fit the activation free energy to an
8 kcal mol−1 higher value, in line with the quantum chemical
calculations of ref. 19.
Metadynamics simulations of the conformational change of
the D10 side chain
Metadynamics49 is a method in which sampling is enhanced
by introducing an additional bias potential acting on a
selected number of degrees of freedom, often called as collec-
tive variables (CVs). Metadynamics is currently becoming a
Fig. 3 The two valence bond states corresponding to the ﬁrst step for the two mechanisms studied in this work. For the second step, the valence
bond states are inverted, with the reacting atoms from the substrate being connected to the position 1 instead of position 6 (see Fig. 2). The reacting
atoms used for the EVB calculations are represented in red. The atoms shown in black were not included as explicit reacting atoms when setting up
our EVB system.
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powerful enhanced sampling algorithm for the eﬃcient and
rapid computation of multidimensional free energy
surfaces.50–52 In order to confirm which of the D10-confor-
mations shown in Fig. 1C is energetically preferred, well-tem-
pered metadynamics (WT-MetaD53) simulations were per-
formed to determine the relative free energies of the two D10
conformations, and the associated barrier to the side chain
rotation. The simulations were performed with GROMACS
v.5.1.454–56 interfaced with the PLUMED plugin (v2.3.057), in
combination with the OPLS-AA force field33,35 for compatibility
with our EVB simulations. The starting structure was taken
from β-PGM in complex with β-G1,6P and Mg2+ at the ground
state (PDB ID: 1O031), in which D10 is present in the “cap-
closed” conformation. The same β-G1,6P and Mg2+ force field
parameters as in the EVB calculation were used in the
WT-MetaD simulations (see the ESI† for parameters). The pro-
tonation states of His were treated the same as in the EVB
simulations, as listed in Table S1,† and all other ionized resi-
dues (Asp, Glu, Arg and Lys) were modeled with standard
states at physiological conditions, i.e. Asp and Glu are nega-
tively charged while Arg and Lys are positively charged (as the
full system is now being considered in these simulations
unlike the truncated system in the EVB simulations). The
resulting complex was put in the center of an octahedral box
filled with TIP3P water molecules,31 with at least 10 Å distance
between the surface of the complex and the edge of the box. 10
Na+ ions were added to neutralize the system. After the system
setup was complete, a 5000-step minimization was performed
using the steepest descent and conjugate gradient methods,
followed by the heating up of the solvated system from 0 to
300 K over a 500 ps MD simulation in an NVT ensemble, using
the velocity rescaling thermostat58 with a time constant of
1.0 ps for the bath coupling. This was again followed by a
further 500 ps of simulation in an NPT ensemble at 300 K and
1 atm, controlled by the same thermostat and a Parrinello–
Rahman barostat59 with a time constant of 2.0 ps. Positional
restraints of 1000 kJ mol−1 nm−2 were applied on every heavy
atom in each of the xyz directions for the first two steps of
equilibration. Afterwards, the positional restraints were gradu-
ally reduced to 100 kJ mol−1 nm−2 over five 500 ps steps of the
NPT equilibration. The last configuration was then used as the
starting conformation of the WT-MetaD simulations. For the
WT-MetaD sampling, the Gaussian-shape biasing potentials
were added on the dihedral of the D10 side chain
(C-CA-CB-CG). The biasing potentials were added every 1 ps
with an initial height of 0.3 kcal mol−1, decreased gradually on
the basis of adaptive biasing with a bias factor of 16. The
width of the Gaussians was set at 0.3 radians. Three indepen-
dent 1200 ns WT-MetaD simulations were performed in an
NPT ensemble at 300 K and 1 atm, using a velocity rescaling
thermostat with a time constant of 1.0 ps and a Parrinello–
Rahman barostat59 with a time constant of 2.0 ps. For all the
simulations, the LINCS algorithm60,61 was applied to constrain
all the bonds, using a 2 fs time step. The results obtained from
the three independent runs were averaged to determine the
relative free energies of the two diﬀerent states.
Results and discussion
Comparing the alternative catalytic mechanisms
The mechanisms considered in this work (Fig. 2) are both con-
certed ANDN reactions, diﬀering only in the identity of the
proton donor/acceptor (D10 vs. the substrate itself ). For the
first step of the reaction (conversion of β-G1P → β-G1,6BP), we
equilibrated the system with the proton on the nucleophile OH
group pointing towards D10. To model the second reaction
step, two initial protonation patterns were considered in order
to maintain microscopic reversibility: (1) the binding of a
dianion opposite a protonated D10 and (2) the binding of a
phosphate monoanion opposite a deprotonated D10. The
resulting energetics are shown in Table 1.
Table 1 Calculated and observeda activation (ΔG‡) and reaction free energies (ΔG°) for the two reaction steps involved in the isomerization of
β-G1P into β-G6P for the wild-type and mutant variants of L. lactis β-PGM. All energies are given in kcal·mol−1
System
D10-assisted mechanism Substrate-assisted mechanism
Rate-limiting step
Step I
(β-G1P→ β-G1,6P)
Step II
(β-G1,6P→ β-G6P)
Step I
(β-G1P→ β-G1,6P)
Step II
(β-G1,6P→ β-G6P)
ΔG
‡
calc ΔG
°
calc ΔG
‡
calc ΔG
°
calc ΔG
‡
calc ΔG
°
calc ΔG
‡
calc ΔG
°
calc ΔG
‡
exp
a
WT 11.8 ± 1.7 −5.6 ± 2.1 14.4 ± 0.6 −1.3 ± 0.7 16.9 ± 2.9 −18.0 ± 4.0 21.2 ± 0.9 −20.3 ± 1.5 14.8
D10C n.d.b n.d.b n.d.b n.d.b 17.1 ± 1.0 −12.9 ± 2.4 32.9 ± 3.6 −9.5 ± 2.5 >21.7
D10N n.d.b n.d.b n.d.b n.d.b 19.0 ± 1.8 −16.1 ± 3.0 31.8 ± 3.2 −11.0 ± 3.1 >21.7
D10S n.d.b n.d.b n.d.b n.d.b 18.7 ± 1.6 −10.1 ± 2.3 33.1 ± 3.4 −11.8 ± 3.5 >21.7
T16P 12.9 ± 2.3 −6.3 ± 3.9 16.3 ± 1.1 1.3 ± 2.6 15.6 ± 3.1 −19.0 ± 3.4 21.3 ± 3.6 −17.5 ± 3.9 19.6
H20A 14.1 ± 2.1 −3.6 ± 1.3 16.1 ± 1.0 2.1 ± 1.5 16.2 ± 1.4 −16.4 ± 2.3 21.4 ± 3.2 −17.5 ± 3.6 19.6
H20Q 14.9 ± 2.9 −4.0 ± 2.2 15.7 ± 1.1 −0.6 ± 1.5 14.1 ± 1.9 −19.5 ± 2.9 20.4 ± 1.4 −17.6 ± 2.4 15.6
K76A 11.9 ± 1.1 −6.7 ± 1.9 17.4 ± 1.5 3.3 ± 1.9 18.7 ± 2.5 −17.9 ± 3.1 22.8 ± 0.7 −18.0 ± 1.7 17.2
D170A 11.1 ± 0.4 −8.8 ± 1.2 18.8 ± 1.2 4.6 ± 1.3 17.7 ± 3.2 −22.5 ± 3.1 24.8 ± 1.1 −11.9 ± 2.6 20.8
E169A/D170A 8.0 ± 0.9 −13.8 ± 1.9 25.3 ± 1.3 14.3 ± 1.3 19.5 ± 2.8 −19.5 ± 4.6 26.6 ± 3.3 −14.4 ± 3.3 21.5
a Experimental values obtained from ref. 6 and 8. Experimental measurements were made at pH 7.0 and 25 °C. Note that the calculated ΔG°
values denote the free energy diﬀerence between bound reactant and product states, rather than the free substrate/free product, which is why
this value changes depending on the specific variant. bNot determined.
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In our previous quantum chemical studies of the uncata-
lyzed hydrolysis of acetyl phosphate in aqueous solution,19 we
predicted that a solvent-assisted pathway would be preferred
over a substrate-assisted pathway by ∼7–9 kcal mol−1, depend-
ing on the functional used to model the reaction. In the case
of the enzyme catalyzed reaction (Table 1), we obtain a dis-
crimination of 5.1 kcal mol−1 in the first reaction step (β-G1P
→ β-G1,6BP), and 4.3 kcal mol−1 in the second reaction step,
in favor of the D10-assisted pathway (β-G1,6BP → β-G6P). In
the case of the D10-assisted pathway, the second reaction step
is rate-limiting, with a calculated activation free energy of
14.4 kcal mol−1, which is in good agreement with the experi-
mental value of 14.8 kcal mol−1 (ref. 6 and 8, although this
value provides only a maximum limit for the activation free
energy if bond-breaking is not rate-limiting, and the real
experimental value could be lower than this). In contrast, the
substrate-assisted pathway is substantially higher in energy,
with an activation free energy of 21.2 kcal mol−1.
Interestingly, a distance comparison of the relevant P–O
and O–H distances during the second step of the reaction
(Fig. 4) shows that while the proton and phosphoryl
transfer processes are fairly synchronous in the D10-assisted
pathway, they are decoupled in the substrate-assisted pathway.
In the latter case, deprotonation of the nucleophile precedes
nucleophilic attack in the first reaction step, and protonation
of the leaving group happens after the phosphoryl group has
begun to transfer. Therefore, in the substrate-assisted pathway
this protonation is not a driving force for formation of
the transition state for the energetically expensive conversion
of β-G1,6BP → β-G6P (in contrast to the first step where it
precedes phosphoryl group transfer). Rather, the presence of
the proton on the monoanionic phosphate assists in reducing
the electrostatic repulsion between the nucleophile and the
phosphoryl group during the reaction. Protonation of the
leaving group is ultimately required in the second reaction
step as it aﬀects the stability of the product state, where a
less stable deprotonated product state would increase the
barrier to the corresponding transition state by shifting the VB
parabola. Therefore, even in the substrate-assisted pathway,
the D10 side chain contributes to the reduction of the
activation barrier by helping position the reacting fragments
for more facile proton transfer to the leaving group at some
point along the reaction coordinate, although this contri-
bution is not large enough to overcome how energetically un-
favorable this pathway is in the corresponding uncatalyzed
reaction.19
Fig. 4 Average P–O and H–O distances (in Å) along the reaction coordinate λ (0 corresponds to the reactant state, and 1 is product state) for both
mechanisms in the active site of wild-type β-PGM. Standard deviations of the measured distances are between 0.01 and 0.15 Å (decreasing as the
bond is formed and thus the reacting fragments are better kept in place). Here, ‘Onuc’ represents the nucleophilic oxygen, ‘Olg’ the oxygen where the
leaving group is formed, and ‘Od/a’ represents the proton donor/acceptor for the diﬀerent steps (see Fig. 2). The vertical dashed line indicates the
transition state. The D10-assisted mechanism is a synchronous process for both the phosphoryl group and proton transfers, whereas in the sub-
strate-assisted mechanism the proton is transferred to the phosphate before the phosphoryl transfer in the Step I, and after the transfer of the phos-
phoryl group in the Step II.
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Probing the structural and catalytic role of the D10 side chain
An examination of all available crystal structures of β-PGM in
the Protein Data Bank23 shows that in the cap-closed confor-
mation of the enzyme, the D10 side chain points into the
active site and forms hydrogen bonding interactions with T16
and H20. On the other hand, in the cap-open conformation
the D10 side chain has lost its interactions with T16 and H20
and points out of the active site. The only exception to this is a
1.4 Å crystal structure of β-PGM in complex with G6P and
BeF3
− (PDB ID: 2WF910), where the D10 side chain can be
found in the same position as it typically occupies in the
cap-open conformation of the enzyme (referred to henceforth
as “cap-closed” and “cap-open” conformations of D10 respect-
ively). However, even in this complex, as D10 has moved into
its “cap-open” position, the cap has started to open compared
to a fully cap-closed position, reinforcing the additional struc-
tural role of D10.
Thus, having characterized the fundamental structural and
energetic changes involved in the substrate- vs. D10-assisted
pathways in the reaction catalyzed by wild-type β-PGM, an
interesting follow-up question is the potential role of D10 in
keeping the β-PGM cap closed, as was suggested by ref. 8,
versus any role it may play in acid–base catalysis. An overlay of
the structures of β-PGM in its fully-closed and fully-open con-
formations can be seen in Fig. 5, which illustrates that the cap
of the enzyme undergoes a substantial displacement (RMSD of
5.14 Å) upon ligand binding (Fig. 5A). A comparison of the key
residues lining the binding pocket in the open and closed con-
formations (Fig. 5B) shows that there is a substantial displace-
ment in three key residues, specifically the side chains of D10,
T16 and H20. These three residues are very far apart in the
open conformation (D10 and H20 are more than 7 Å apart),
but move within hydrogen bonding distances of each other
upon cap closure. To better illustrate this, we have created
simple animations of the cap-closure using the “Morph”
module implemented in Chimera,62 which are provided as
ESI† to the manuscript. These animations were created from a
simple linear interpolation between the two structures, and
therefore have limited physical meaning (for example, in the
case of the close-up of the active site, it can be seen that at one
point the D10 and T16 side chains come extremely close to
each other, beyond what would be physically reasonable).
However, the animations can still provide an easier overview of
how the protein has to change shape to facilitate the cap
closure than can be obtained from just comparing the two
static structures to each other. From the close-up animation of
the active site residues, it can be seen that the side chains of
both D10 and H20 flip during the cap closure to come into
hydrogen bonding distance with each other, and that the
shifted D10 is further stabilized by a hydrogen bonding inter-
action with the hydroxyl group of the T16 side chain. These
interactions presumably help keep the cap in a closed confor-
mation, although it is of course equally possible that the cap
closure and associated movement of T16 and H20 play a role
in positioning D10.
The overall importance of cap closure and positioning of
D10 to the β-PGM catalyzed reaction can also be deduced from
the approximate rate for the competing hydrolysis of the phos-
phorylated D8 side chain from a cap-open conformation of the
enzyme (2.6 × 10−2 s−1 at 25 °C (ref. 63)), corresponding to an
activation free energy of 19.7 kcal mol−1. This is ∼1000-fold
faster than the rate of the corresponding uncatalyzed hydro-
lysis of acetyl phosphate (2.3 × 10−5 s−1, ref. 45), but still sig-
nificantly slower than the rate of the enzyme-catalyzed reac-
tion.6,8 This is most likely due to a loss of key interactions
involved in transition state stabilization, the suboptimal posi-
tioning of the D10 side chain in the cap-open conformation
(Fig. 1) as well as increased solvent-accessibility to the active
site with D10 in the cap-open conformation (PDB ID: 2WF9).
Fig. 5 Overlay of open (in yellow, PDB ID: 2WFA) and closed (in grey, PDB ID 2WF8) conformations of wild-type L. lactis β-PGM. (A) The overall con-
formational change between the open and closed forms, where the core domain of both conformers was aligned. (B) A close-up of the active site,
showing the repositioning of key active site residues upon the conformational change. A movie showing the movement of the whole system between
the open and closed conformations as well as the changes in key interaction distances upon the conformational change can be found as ESI.†
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There is a possibility that the “cap-open” conformation of
the D10 side chain is actually the preferred ground state for
β-PGM, and that there is a free energy penalty associated with
bringing it into the catalytically active “cap-closed” confor-
mation where the D10 side chain points into the active site
(assuming that D10-movement is decoupled from the overall
conformational change of the enzyme). Therefore, we have
performed metadynamics simulations of the rotation of the
D10 side chain from its cap-closed to the cap-open confor-
mation (see the Methodology section) in the closed form of
the enzyme. These calculations indicated that there is a free
energy diﬀerence of 0.8 ± 0.9 kcal mol−1 between the two
states (in favor of the “cap-open” conformation), and an acti-
vation barrier of 3.1 ± 0.6 kcal mol−1 for the conformational
transition between the two states (Fig. 6). However, the free-
energy diﬀerence between the two states is within the error of
the calculations, and thus both states are eﬀectively equally
viable, with at most a negligible energetic penalty involved in
placing the D10 side chain in a catalytically favorable “cap-
closed” conformation. Once positioned in this conformation,
this side chain, in turn, contributes to maintaining the
solvent-excluded cap-closed conformation of the enzyme
through an intricate network of hydrogen bonds that keep the
catalytic residues in place during the reaction.
Finally, we note that a detailed examination of all β-PGM
structures available in the Protein Data Bank shows a strong
correlation between the position of the β-PGM cap and
whether D10 is pointing into or out of the active site, and,
most importantly, even in the closed structures with metal-
fluoride phosphate analogues (e.g. PDB IDs: 2WFA, 2WF8 and
2WF9 with BeF3
−, in their active sites1,10,13), D10 is able to
adopt its “cap-closed” conformation suggesting that charge
repulsion alone will not push it out of the active site. These
experimental structural data corroborate our computational
structural and energetic analysis in that the D10 side chain
contributes to a stabilization of a cap-closed desolvated active
site and positioning the reacting fragments in the correct posi-
tion for eﬃcient nucleophilic attack.
Probing key active site mutations
By performing linear response approximation (LRA) analysis
on the ensemble of Michaelis complex and transition states
structures obtained from our EVB simulations, it is possible to
compare the electrostatic contributions of diﬀerent amino acid
side chains to the calculated activation barriers (see e.g. ref. 64
and 65). As the two reaction steps are mirror images of each
other, these contributions are also qualitatively mirror images
of each other (Fig. 7).
Our LRA results allow for the prediction of the residues that
make the largest contributions to the calculated activation bar-
riers, and the results independently highlight as being impor-
tant several key point mutations that have already been
studied experimentally.6,8 The more rigorous EVB activation
Fig. 6 Free energy proﬁle (kcal mol−1) for the transition between the
“cap-open” and “cap-closed” conformations of the D10 side chain,
obtained as described in the Methodology section. For a schematic of
the two side chain conformations, see Fig. 1. Shown here is an average
over the three independent metadynamics simulations (with the shaded
area showing the standard deviation at each point), and the corres-
ponding calculated energies relative to the respective free energy
minima.
Fig. 7 Electrostatic contributions of individual amino acid side chains
to the calculated activation barrier for both steps of the D10- and sub-
strate-assisted mechanisms. The residue contributions were calculated
using the linear response approximation, as described in ref. 64 and 65.
The error bars indicate standard deviations over ten independent trajec-
tories. Positive and negative values indicate destabilizing and stabilizing
contributions, respectively. Only residues that give signiﬁcant contri-
butions of >1.0 kcal mol−1 for at least one of the mechanisms are high-
lighted here.
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free energies of these mutants, which consider both the D10-
and substrate-assisted mechanisms, are compared to experi-
mental values obtained from first-order rate constants6,8 in
Fig. 8 and Table 1. In the case of the D10-assisted pathway, we
obtain reasonable activation free energies for all β-PGM var-
iants with the exception of the E169A/D170A variant, where we
significantly overestimate the activation free energies (taking
into account the caveat that the experimental values are
maximum activation free energies only, should bond-breaking
not be rate limiting). This is most likely due to the fact that the
simultaneous mutation of two metal binding residues signifi-
cantly disrupts the structure compared to the wild-type
enzyme, making it challenging to make meaningful compu-
tational predictions in the absence of a crystal structure of this
protein variant.
In the case of the substrate-assisted pathway, the first reac-
tion step appears to be fairly insensitive to truncation of D10.
Interestingly, the second reaction step appears to be highly
sensitive to truncation of D10, thus causing significant
increases in the (already high) activation free energies for this
step. We note that for these variants, the reactions were so
slow that experimentally it was only possible to estimate an
upper limit for the rate of this reaction (kcat < 10
−3 s−1 (ref. 8)).
This would in turn provide a lower limit of ca. 21.7 kcal mol−1
for the corresponding activation barrier, highlighting the
importance of D10 to the observed catalytic activity of this
enzyme. In all variants, the substrate-assisted pathway is ener-
getically unfavorable and unlikely to appear as a competitor to
the D10-assisted pathway.
All β-PGM variants presented in Table 1 and Fig. 8 involve
the substitution of a residue that interacts with D10 either
directly or via an intervening residue. The eﬀect of each
mutation considered is described in detail below.
D10S, D10C and D10N. As soon as D10 is replaced by either
serine, cysteine or asparagine, the proton to be transferred
always forms a hydrogen bond to either one of the non-brid-
ging phosphate oxygens of the phosphorylated D8 (Step I) or
to the carboxylate group of the D8 side chain (Step II). Thus,
for the reaction to occur in Step II, the hydrogen atom needs
to rotate back to the leaving group oxygen rather than interact-
ing with the D8 side chain. Among the three D10 mutants
being considered in this work, S10 changed the original inter-
action network within the active site the least. In particular,
this variant retained the WT H-bonding interactions to the
side chain of T16 for both steps of the reaction (see Fig. 1 for
an overview of the relative positions of these side chains). In
contrast, the simulations of the D10N mutant showed the
largest structural perturbations compared to the WT and other
D10 mutants.
Interestingly, the reactions involving the D10 mutants are
much more endergonic in the second reaction step than for
the wild-type reactions (Table 1). These diﬀerences are quite
large and can be explained in terms of changes in charge–
charge interactions in the active site. That is, as soon as D10 is
mutated to a non-charged residue, the electrostatic repulsion
between the phosphate group and the carboxylic side chain of
D10 in the Michaelis complex of the wild-type enzyme is
removed. This leads to a significant reduction in energy of the
Michaelis complex compared to the product complex, where
either D10 would be protonated (and thus non-charged) in the
wild-type or there would be a non-charged residue to start with
at this position in the mutants.
T16P. T16 was shown to be an essential component of the
hinge that opens and closes the cap and core domains in
L. lactis β-PGM.8 Its mutation to proline would reduce the
ability of the cap to open and close, as proline has a limited
range of possible dihedral angles that its backbone can
assume. Moreover, in the wild-type enzyme, the T16 side chain
forms a hydrogen bond with the carboxylic group of D10 and
is thus important for positioning the D10 side chain. To test
this hypothesis, we performed a 10 ns molecular dynamics
simulation on the closed conformation of this mutant and saw
no significant conformational changes in the backbone
(RMSD below 1.0 Å, as shown in Fig. S2 and S3†) on the time-
scale of our simulations. Despite removal of an important
interaction that would hold D10 in place, the H-bonds
between D10 and both H20 and Y80 were maintained, holding
the D10 side chain close to the cap-closed conformation found
in the wild-type enzyme. As can be seen in Table 1, this variant
does not alter the enzyme’s catalytic eﬃciency. Thus, it is poss-
ible that the loss in eﬃciency for this mutant is associated
with the reduced ability of the enzyme to undergo confor-
mational change upon substrate binding.66 This is also the
case for the H20A variant, which we shall discuss next.
H20A and H20Q. H20 is a residue in the cap domain that
stays parallel to the sugar ring once the substrate is bound. It
is part of a hydrogen bonding network involving also D10 and
K76, which presumably helps maintain D10 in its cap-closed
conformation during the chemical reaction, as well as working
Fig. 8 A comparison between calculated and experimental activation
free energies for wild-type β-PGM and a series of active site mutants.
The calculated values correspond to the activation barrier obtained for
the second step, which is the rate-limiting step. The individual ener-
getics for both reaction steps are shown in Table 1. All values are
averages over ten independent simulations from diﬀerent starting struc-
tures, and the error bars represent the standard deviations over the ten
simulations. Note that the D10-variants have not been included in this
ﬁgure as this form of the enzyme is inactive (see Table 1).
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cooperatively with the side chains of R49 and K76 to position
the substrate through interactions with the non-reactive phos-
phate group of the substrate. Of all the mutants studied in this
work, H20Q was the one that least aﬀected the catalytic profi-
ciency of β-PGM. That is, the Q20 side chain also fulfills the
positioning role of H20, and this mutation does not cause any
abrupt changes to the H-bonding network that links D10 to
K76 in the wild-type, nor on the stability of the D10 position.
In the case of the H20A, this mutation breaks the H-bond
network between D10 and K76, and has been proposed to aﬀect
the ability of the enzyme to reach a closed conformation.66
Additionally, although the interaction between D10 and H20
present in the wild-type is lost during the second step of the
reaction, the remaining H-bond interactions (from the substrate,
T16 and Y80) still keep D10 in its cap-closed conformation.
Finally, β-G1,6BP and D8 remain in a very similar position when
compared to the wild-type enzyme, with the distances between
the phosphorus atom of the transferred phosphoryl group and
the nucleophilic oxygen of D8 remaining nearly the same for
both enzyme variants. As with T16P, our calculations suggest
that this mutation does not aﬀect catalysis once the enzyme is in
its cap-closed conformation. This suggests that the loss of cata-
lytic eﬃciency could be associated with the cap closure, as it has
been previously speculated,66 and the 19.6 kcal mol−1 barrier
observed experimentally for T16P and H20A could be associated
with the conformational change of the enzyme in the rate-limit-
ing step once the substrate is bound.
K76A. K76 is a cap domain residue taking part in an essen-
tial H-bonding network that extends all the way to the hinge
residue T16, passing through H20 and D10. Although too far
from the non-reacting phosphoryl group to create a direct
H-bonding interaction with the substrate (3.85 Å between the
N of the amino group of K76 and the closest non-bridging
oxygen of the phosphoryl group of the substrate after MD equi-
libration), the positive charge of its side chain still makes a sig-
nificant electrostatic contribution to the binding of the non-
reactive phosphoryl group and also the overall reactivity. In
fact, Fig. 7 shows that K76 has a contribution of ∼1 kcal mol−1
to reducing the activation barrier of the second step of the
reaction, and its removal could therefore aﬀect the catalytic
proficiency of the enzyme. As would be expected, the K76A
mutation aﬀects the H-bonding network formed by D10 and
H20 already after only 10 ns of equilibration. Particularly, loss
of the interaction with the K76 side chain made the H20 side
chain become more flexible, oscillating more around its initial
position (RMSF of 0.48 Å, compared to 0.34 Å for the wild-
type). This in turn aﬀects the H-bonding interaction with D10,
although D10 itself is not significantly displaced from the cap-
closed conformation for the second step. Neither is the reac-
tive phosphate or the sugar ring (compared to the wild-type),
and only the non-reactive phosphate group is slightly dis-
placed (note that this phosphate group is primarily kept in
place by interaction with R49).
D170A and E169A/D170A. Of all mutants considered in this
work, D170A and the E169A/D170A double mutant were the
most challenging to model, as D170 is a metal coordinating
residue. Therefore, unsurprisingly, its truncation to alanine
makes the Mg2+ ion less stable in the active site when com-
pared to the wild-type enzyme. Surprisingly, however, both var-
iants conserve most of the H-bond network present in the
wild-type after 10 ns of equilibration for each step. In terms of
energetics, Fig. 7 shows that both E169 and D170 contribute
stabilizing interactions to the calculated activation barrier for
the second step of the reaction of the wild-type enzyme for
both mechanisms (∼2 kcal mol−1 for both residues for the sub-
strate-assisted pathways, while ∼8 kcal mol−1 for E169A and
5 kcal mol−1 for D170A for the D10-assisted pathway). Thus,
unsurprisingly, removing these residues increases the acti-
vation barrier for this step. Interestingly, the truncation of
both residues to alanine aﬀects the second step of the D10-
assisted pathway much more than it does the substrate-
assisted pathway, with a diﬀerence of 15.2 kcal mol−1 between
the two pathways, which is in a similar range as the sum of the
electrostatic contributions attributed to these residues when
comparing the diﬀerent mechanisms (Fig. 7). Therefore, the
E169A/D170A double mutant could be an experimental indi-
cator of discrimination between the two pathways, which in
this case would indicate a preference for a substrate- rather
than a D10-assisted pathway.
Finally despite the changes in activity across this series of
β-PGM variants, as can be seen from Table S2† these changes
do not have a significant eﬀect on the transition state geome-
tries for the diﬀerent reaction steps. This is in good agreement
with our recent comparative studies of diﬀerent members of
the alkaline phosphatase superfamily,21,67 which showed that
electrostatic flexibility and cooperativity of the diﬀerent active
site residues was more important than the precise details of
the transition state geometry. Such considerations are impor-
tant to take into account when attempting to design suitable
metal fluoride transition state analogues as structural and
electrostatic probes of the binding of the actual transition
state.11,12 Interestingly, with the exception of the D10 mutants,
all other mutants studied in this work show significant barrier
reductions compared to the uncatalyzed reaction, and this
even holds in the case of the E169A/D170A double mutant,
which involves the removal of two metal-coordinating charged
residues directly next to the reacting center. Moreover, although
some residues like T16 and H20 do not contribute directly to
transition state stabilization, as they do not have any direct
interactions with the reacting atoms, their removal significantly
aﬀects the activity of the enzyme. This is due to the disruption
of the tight H-bonding network shown in Fig. 1B, and the pres-
ence of D10 as a central residue, which is fundamental to
keeping all the reacting fragments in their optimal position for
the reaction to occur. Therefore, even when the eﬀect of the
mutations on the activity is only indirect, e.g. by disruption of
the position of D10, this residue remains an electrostatically
fundamental piece of the active site.
Following from this, there has been considerable interest in
the role of active site plasticity in enzyme promiscuity and
evolution.68–70 In particular, we have demonstrated the impor-
tance of electrostatically flexible active sites in facilitating
Paper Organic & Biomolecular Chemistry
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evolution in the highly promiscuous members of the alkaline
phosphatase superfamily.21,71,72 There have also been recent
studies of the evolution of β-lactamases, which argued that
these enzymes became increasingly rigid along their evolution-
ary trajectory from generalists to specialists.68 Our present
observations further corroborate the trend from flexibility to
rigidity with enzyme specialization, as in the current case, we
are studying instead a highly specific enzyme (from a super-
family with many promiscuous members73) that appears to
need to maintain a very tight and finely tuned network of
active site interactions to facilitate eﬃcient catalysis.
Conclusions
In the present work, we have performed a detailed EVB study
of WT β-PGM and its mutants to probe the role of D10 and
other active site residues in the enormous catalytic activity of
this enzyme. Previous computational and experimental studies
have assumed that the D10 side chain acts as an acid–base
catalyst in this reaction.4,7,9 However, as it has been suggested
that substrate-assisted pathways may occur in enzyme-cata-
lyzed phosphoryl transfer reactions,67,74–76 we have considered
whether such a mechanism is also viable in the present case,
which would assign a more indirect catalytic role to D10. We
have previously suggested that the large energy diﬀerence
between the two pathways makes it less likely that such a
mechanism will operate in biological phosphoryl transfer reac-
tions (at least for the hydrolysis of phosphate esters with good
leaving groups19), and our present calculations demonstrate
that, at least in the case of β-PGM, the enzyme strongly dis-
criminates between the two pathways. Interestingly, our ana-
lysis shows that every amino acid that makes a significant
electrostatic contribution (>1.0 kcal mol−1) to the calculated
activation free energies appears to interact diﬀerently with the
transition states for each of the two diﬀerent pathways (Fig. 7).
Most strikingly, there is a large contribution from the K145
side chain to the activation free energy for group transfer via a
D10-assisted mechanism, which vanishes almost in the sub-
strate-assisted mechanism. Therefore, we suggest that trunca-
tion of this residue would provide a direct experimental test of
the discrimination between the two pathways.
Our results also point to significant structural importance
of D10 in addition to its obvious role in acid base catalysis.
The most obvious structural role for this residue is assisting in
keeping the cap closed, as also pointed out by Dai and co-
workers.8 This is facilitated by the extended H-bonding
network to H20, K76 and finally the hinge residue T16, sub-
strate positioning through H-bonding interactions with the
nucleophilic OH group of β-G1P and the reactive phosphate of
the bisphosphate, and an extended H-bonding network invol-
ving T16 and D10. In addition to this, the negative charge of
D10, which is in close proximity to both nucleophile and sub-
strate, creates charge–charge repulsion between this side chain
and the reactive phosphate group of the bisphosphate, which
both destabilizes the bisphosphate formed in the first step,
thus assisting release of the bisphosphate in the active site,
and also destabilizes the ground state in the energetically
costly second step of the reaction, assisting in reduction of the
activation barrier. This is evidenced by the fact that removal of
this charge–charge repulsion in the D10 mutants counter
intuitively increases the activation barrier, and variants of such
ground state destabilization have recently been suggested to be
important for phosphoryl transfer enzymes.77 However, we
note that while there does appear to be a contribution from
ground-state destabilization, the PGM active site is particularly
well preorganized for transition state stabilization, with an
extensive network of H-bonding interactions keeping the tran-
sition state in place (Fig. 1B), and this will still be the domi-
nant factor for the observed barrier reduction compared to
aqueous solution. Therefore, the role of D10 is multi-faceted
and shows the importance of structural organization for
eﬃcient transition state stabilization in biological phosphoryl
transfer reactions, as manifested through the positioning of a
single residue in the active site.
Finally, there has been considerable interest in the role of
active site plasticity in enzyme promiscuity and evolution.68–70
In particular, we have demonstrated the importance of electro-
statically flexible active sites in facilitating evolution in the
highly promiscuous members of the alkaline phosphatase
superfamily.21,71,72 There have also been recent studies of the
evolution of β-lactamases, which argued that these enzymes
became increasingly rigid along their evolutionary trajectory
from generalists to specialists.68 Our present observations
further corroborate the trend from flexibility to rigidity with
enzyme specialization, as in the current case, we are studying
instead a highly specific enzyme (from a superfamily with
many promiscuous members73), that appears to need to main-
tain a very tight and finely tuned network of active site inter-
actions to facilitate eﬃcient catalysis.
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