Abstract: Sanitary sewer overflows ͑SSOs͒ are a major environmental issue. One of the major factors causing SSOs is the rain-derived inflow and infiltration ͑RDII͒ to a separate sanitary sewer system. If a wastewater collection system is not well maintained, cumulative system-wide RDII could easily cause the wastewater conveyance and treatment capacity to be overwhelmed, and thus lead to SSOs. Monitoring system condition is a key component in system management. The industry's standard approaches to system monitoring include the practice of collecting and analyzing continuous rainfall and flow data at certain key locations in the system to estimate the level of RDII. However, the writer is of the opinion that the current standard analytical methodologies of the industry can be significantly improved. This paper introduces a basic regression approach with autoregressive errors to support statistical inferences with respect to the level of RDII.
Introduction
Wastewater collection and treatment systems are major capital investments in the infrastructure of municipalities across the U.S. The proper performances of these systems are vital to enabling citizens and those conducting business in the municipalities to go about their daily lives. However, these systems do, at times, malfunction. When that happens, it could pose significant risks to public health and the environment, and thus adversely impact the overall quality of life. Sanitary sewer overflow ͑SSO͒ is one major form of system malfunction. A SSO is defined as a discharge of untreated or partially treated wastewater from a sanitary sewer system.
Controlling SSO is a challenge to many municipal agencies. SSOs are caused by many factors. Readers are referred to Samples and Zhang ͑2000͒ for a comprehensive discussion on the SSO factors. One of these factors is rainfall, a portion of which gets into a sewer system in the form of inflow or infiltration and becomes excess flow in the system. This excess flow can contribute to SSOs to streets, buildings, public and private property, and surface waters, and to elevated wet weather peak flows and wastewater volumes arriving at a treatment facility. This condition is undesirable because it increases operating costs and often requires that facilities be built with capacities greater than otherwise would be required. Building new and maintaining existing capacity in a sanitary sewer system are both costly undertakings. Municipal resources must be utilized efficiently. The first step in efficiently allocating resources to sewer maintenance and operation is to correctly evaluate the current condition of a system, and the degree of rain-derived inflow and infiltration ͑RDII͒ is an important measure in such an evaluation.
The most commonly used measure for the magnitude of RDII is probably the ratio ͑or proportion͒ of total rainfall that becomes RDII, often referred to as the inflow/infiltration ratio ͑I/I ratio͒ ͑or R value͒ in related literature. The I/I ratio is an important measure. Several key management decisions are closely tied to the knowledge of the I/I ratio. 1. As a performance measure, it directly indicates the condition of a system or a section of a system. The decision whether to rehabilitate a system at a particular location is largely based on the estimated I/I ratio. Estimated periodically, the I/I ratio reflects how fast the system deteriorates, and in turn reflects how well the system is maintained in time. 2. Estimated I/I ratios before and after a rehabilitation project at a same location help to judge the result of the project. Rehabilitation projects are costly. Quality assurance is an acute issue. 3. Knowledge of the system-wide I/I ratio helps to predict peak flow to wastewater treatment plants under certain storm conditions. Such a prediction plays a crucial role in SSO prevention at treatment plants. 4. Knowledge of the system-wide I/I ratio helps to gauge the financial need to maintain the entire system at a desired level of capacity. 5. Recent U. S. Environmental Protection Agency ͑U. S. EPA͒ regulations ͑Capacity, Management, Operation, and Maintenance Program͒ require municipalities to manage their wastewater collection systems as capital assets. Knowledge of the I/I ratio helps to determine the value of the system. Engineers have long been engaged in the task of estimating the I/I ratio, and many methodologies have been developed to produce estimates. However, in recent years, the ability of data collection has been greatly enhanced by new technologies. Automatic flow monitors installed in sewer pipes almost continuously record the flow behavior for months at a time. The enhanced ability gives us a new opportunity to extract useful information on a much finer scale. The methodologies that are based on highly aggregated data can be improved or replaced by more sophisticated models supported by more detailed data.
Bennett et al. ͑1999͒ offers an excellent review of the methodologies used by engineers in estimating RDII. Most of these methodologies are ad hoc in nature giving little or no consideration to their statistical validity. It is well known by empirical evidence in the industry that the I/I ratio estimates are unstable, e.g., estimated RDII ratios at a same location and under similar rain conditions are vastly different. It is therefore difficult to give statistically valid measures for reliability. There are at least three major shortcomings in the current practice. 1. A main problem with most of the existing methodologies in estimating the I/I ratio is in the stability of the reference base. A typical methodology would set a "typical dry weather flow" and then compare a flow during a rain event to the baseline. The difference is then taken as the excess flow due to the rainfall. However, it should be recognized that the daily flow itself is a volatile measure. Even without a rain event, the daily flow fluctuates considerably. If one compares the flow during a rain event to the average daily dry weather flow, it can only be expected that the resulting estimates are highly unstable. 2. An estimated I/I ratio is usually calculated for each rain event. For a period of a few months, the data are divided into several subsets each of which is to support the calculation for one rain event. At the end of the analysis, one has as many I/I ratio estimates as there have been rain events during the period. These estimates vary considerably. Furthermore, each of the estimates is based on data of different length since rain events have different durations. Which estimate is the right one to be reported? Whatever one does now, there is little hope to provide a reasonable reliability measure to the estimate. There is strong evidence that the flow data collected in time have a serial correlation. For an example, readers are referred to O'Leary et al. ͑2003͒. With arbitrary ways of data division and aggregation, the inherited stochastic structure in the observed data is hopelessly destroyed. 3. With the current ad hoc methodologies, many of the finer data complexities cannot be readily handled. For one example, a flow monitor-a photometric device-has its detection limits. In particular, when the flow exceeds a certain velocity in the pipe, the readings become unreliable. Other complications, such as missing values, error in measurement, serial correlation, and heteroscedasticity, are commonly encountered. These complexities could significantly influence the analysis results. The complexities, however, can be readily handled if the flow data are properly modeled. The main purpose of this paper is to put forth a basic model structure that rises above the ad hoc methods and analyzes flow data in the realm of standard statistical methodologies. The following are some of the advantages of the new model. 1. It models the observed flow data directly without any data manipulation. The stochastic structure of the data, such as the serial correlation, is captured and therefore valid statistical inferences can be made. 2. Provided the model assumptions are correct, the estimates are most efficient in their limiting forms-they are maximum likelihood estimates. 3. Other covariates, such as groundwater level, day of a week, hour of a day, wetness index of soil, are easily incorporated into the model. 4. If needed, adjustments on the procedure for various data complexities, such as censoring, truncation, missing values, are theoretically supported by rich statistical literature. It is hoped that this paper will provide a reference for future efforts in improving accuracy of the I/I ratio estimation using sound statistical technologies.
In the next section, the proposed model is explicitly defined. Then, a real example from the Charlotte-Mecklenburg Utility of Charlotte, North Carolina was analyzed for illustration purposes. The paper ends with several relevant remarks.
Basic Model
Let us first introduce some notation that is necessary in defining the model. The following is a list of observable quantities. 1. Let t be a point in time when a reading by the flow monitor is recorded. In fact, since the flow data are taken in discrete times separated by intervals of equal length, one may assume that t takes on values in the set of all integer numbers. Flow data are recorded with various time intervals in different settings. For ease of writing, let us assume that the time interval is 15-min in duration. 2. Let y͑t͒ be the amount of flow recorded by the monitor during the 15-min interval ending at time t. 3. Let weekday 1 , weekday 2 , . . . , weekday 7 be the indicators of a particular day of a week on which the observation y͑t͒ is taken. For example, if y͑t͒ is taken on a Monday, then weekday 1 = 1 otherwise weekday 1 =0. If y͑t͒ is taken on a Tuesday, then weekday 2 = 1 otherwise weekday 2 = 0. Similarly, weekday 3 is an indicator for Wednesdays, weekday 4 is an indicator for Thursdays, weekday 5 is an indicator for Fridays, weekday 6 is an indicator for Saturdays, and weekday 7 is an indicator for Sundays. One only needs six of these indicators to completely specify the days of a week. The vector ͑weekday 1 , weekday 2 , weekday 3 , weekday 4 , weekday 5 , weekday 6 ͒ has at most one "1" and the rest are all "0"s. ͑1, 0, 0, 0, 0, 0͒ indicates a Monday, ͑0, 1, 0, 0, 0, 0͒ indicates a Tuesday, and so on. An all zero vector ͑0, 0, 0, 0, 0, 0͒ indicates a Sunday. These indicators are often referred to as "dummy variables" in the statistical literature and used throughout this paper. 4. There are 96 15-min periods during a day. The first 15 min of a day from one second after midnight to 00:15 a.m. is Period 1. The next 15 min is Period 2, and so on. The last period, Period 96, is the 15 min ending at midnight. Let period 1 ͑t͒ be the indicator of Period 1, i.e., if y͑t͒ is taken during Period 1, then period 1 = 1 otherwise period 1 = 0. Similarly, period 2 through period 96 can be defined. However for any given observation y͑t͒, only one of these indicators takes 1 and the others take 0. Again, only 95 of these indicators are needed. If period 1 = period 2 =¯= period 95 = 0, it simply means that the observation is taken during Period 96. 5. At moment t, let r͑t −0͒ be the amount of rainfall recorded during the 15-min time interval ending at t ͑i.e., now͒, let r͑t −1͒ be the amount of rainfall recorded during the 15-min time interval ending at t −1 ͑i.e., 15 min ago͒, let r͑t −2͒ be the amount of rainfall recorded during the 15-min time interval ending at t −2 ͑i.e., 30 min ago͒, and so on. At last, let r͑t − N͒ be the amount of rainfall recorded during the 15-min time interval ending at t − N ͑i.e., 15ϫ N minutes ago͒, where N is a predetermined positive integer. This array of quantities represents the rainfall history going back in time N periods. These rainfall data can be obtained from a nearby rainfall meter. The next list provides several quantities that are useful but not observable. 1. Let be an unknown constant. 2. Let be an unknown constant. 3. Let ␥ 1 , ␥ 2 , . . . ,␥ 6 be six unknown constants. 4. Let ␤ 1 , ␤ 2 , . . . ,␤ 95 be 95 unknown constants. 5. Let 1 , 2 , . . . , N be N unknown constants. 6. Let 1 , 2 , . . . , K be K unknown constants, where K is also a predetermined positive integer. 7. Let e t , t =−K ,−K + 1 , . . . ,n, be independently and identically distributed random variables with distribution N͑0, 2 ͒, where n is the total number of y͑t͒ observed, and is a positive constant. 8. Let t , t = 0 , . . . ,n be possibly dependent normal random variables with a zero mean and a constant variance. Now let us consider the components of the observed flow y͑t͒. 1. The flow fluctuates around a baseline, . 2. In addition to a constant base flow , the flow has a daily pattern. Let ␤ i , i = 1 , . . . , 95, be the effect of the ith period. For any given y͑t͒, only one of the terms, ␤ 1 ϫ period 1 ͑t͒ , . . . ,␤ 95 ϫ period 95 is nonzero. Therefore,
captures the daily flow pattern. The 96th period effect is captured by the baseline constant. 3. The flow also has a weekly pattern. Let ␥ j , j =1, ... ,6, be the effect of jth day of a week.
␥ j ϫ weekday j captures the weekly pattern. The seventh weekday effect is captured by the baseline constant. 4. Will groundwater level be a factor in the flow fluctuation? It might. In order to take that possible factor into consideration, one must first collect groundwater data in a nearby well which may not be as readily available as rainfall. However, the groundwater level changes in time at a much slower pace. In a typical time window of 1 or 2 months, its effect, if any, could very reasonably be surrogated by a linear term in t. In fact, a linear term in t not only surrogates the effect of slow change in the groundwater level, it does the same for all other slow changing seasonal factors combined. Therefore, a linear term of t could explain some of the flow fluctuation. Let be the magnitude of the effect brought upon by a unit change in t. The term t should also be included in the model. Of course, a linear form in t could be overly simplistic in some situations. Many parametric or nonparametric forms of ͑t͒ as functions of t could be possible candidates here. 5. The amount of rainfall recorded during the 15-min interval immediately prior to time t is r͑t −0͒. A certain percentage ͑ 0 ͒ of that immediately gets into the system and is reflected in the flow recorded at time t, y͑t͒. That amount is 0 r͑t −0͒. Similarly, for the rainfall recorded k periods ago, r͑t − k͒, a certain percentage ͑ k ͒ of that is only now reflected at time t in y͑t͒. It is well known that RDII lingers for a considerable length of time after the rainfall is recorded. Let us assume that empirical knowledge suggests that after N 15-min periods, the RDII of a recorded rainfall becomes negligible. Then, the total RDII from all rainfall recorded during the window of N periods into the history is
6. Finally, all the unexplained fluctuation is attributed to an error term ͑t͒. However, to allow for the possibility of serial correlation among the observed flow data, ͑t͒ is assumed to be related to the error terms of the prior observed flow, ͑t −1͒ , . . ., ͑t − K͒ by the following equation, also known as the Kth-order autoregressive error model
The complete study model is therefore
The total number of parameters in the model is: N + K + 104. The large number of parameters in this model suggests that the flow data must be taken over a considerable length of time. Of these parameters, the N +1 s are of special importance. The values can actually be interpreted somewhat differently from the way they are defined. For a k between 1 and N, k is defined to be the percent of rainfall recorded k periods ago that just gets into the system at the current time. If one thinks forward, k is the percent of current rainfall that will get into the system k periods in the future. For any amount of rainfall recorded at current time, 0 ϫ 100% of it gets in the system immediately, 1 ϫ 100% of it gets in the system in 15 min, and so on. The total cumulative inflow and infiltration ratio can therefore be defined as
There are several popular methodologies for estimating the model parameters. The two most commonly used are the YuleWalker and maximum likelihood estimation ͑MLE͒. A quick review of the topic will clarify the advantages and the disadvantages of the competing methods, e.g., Shumway and Stoffer ͑2000͒. SAS/ETS User's Guide also offers a concise description of the autoregressive error model and the related methodologies ͑SAS Institute Inc. 2000͒.
Denote ⌰ = ͑ 0 , 1 , . . . , N ͒Ј, and let ⌰ be the estimating vector of ⌰. By either the Yule-Walker or MLE methodology, ⌰ has an approximate distribution that is normal with mean ⌰ and covariance matrix V, an ͑N +1͒ ϫ ͑N +1͒ matrix. Let the estimate of V be denoted as V , which can be obtained by either methodology. The estimated variance of is
where ᐉ = ͑N +1͒ ϫ 1 column vector of 1 s; and = ͚ k=0 N k . Leary et al. (2003) . Based on the approximate distribution of , a ͑1−␣͒ ϫ 100% confidence interval for the true value of I/I ratio, , is
where z ␣/2 = ͑1−␣ /2͒ ϫ 100th percentile of the standard normal distribution. For testing H 0 : There is no RDII, the test statistic is z = / s, and the p value is P͑Z Ͼ / s͒, where Z is the standard normal random variable.
Remark 2. It is theoretically possible that the above confidence interval may extend outside of (0,1
Suppose there are two flow data series, y 1 ͑t͒ and y 2 ͑t͒, taken before and after a rehabilitation project at a same location. Then, similar analysis can be carried out for both series, and therefore two estimated I/I ratios are obtained. Let the two estimates be 1 and 2 , and let the two corresponding standard errors be s 1 and s 2 . Assuming that the two series are independent ͑which is a reasonable assumption if the two series are separated by the duration of the rehabilitation project͒, then the reduction in I/I ratio, d = 1 − 2 , is estimated by d = 1 − 2 with estimated standard error s d = ͱ s 1 2 + s 2 2 . A ͑1−␣͒ ϫ 100% confidence interval for the effect of the rehabilitation project, as measured by the reduction in I/I ratio, is 
Example
In the spring of 1994, Charlotte-Mecklenburg Utility ͑CMU͒ of Charlotte, North Carolina monitored the flow at the exit of a subsystem covering an area of about 72.2 acres of land. The CMU code for the location is CC12. The observed flow ͑Series 1, According to the test by Durbin ͑1967͒ and Vinod ͑1973͒, a reasonable value for K is 7. In the process of data analysis, two model elements were modified. First, the data suggested that the major weekly pattern is really the difference between weekdays and weekends. Therefore, instead of using six indicators for days of a week, we define w = 1 to indicate a day on the weekend and w = 0 a day during a week. Thus, there needs only to be one ␥ parameter, instead of six in the basic model. Second, it is realized that the difference between weekday flow and weekend flow is likely to be beyond a simple constant shift. Therefore, we introduce the interaction terms between w and period i , I i = w ϫ period i . Let the corresponding parameter be i , i = 1 , . . . , 95, the basic model becomes
We note that the total number of location parameters in the above model is 476.
Using the MLE methodology, the following are some of the results. 1. For the ith period during a week day ͑at time zero͒, the average flow is estimated by + ␤ i . For the i period during a weekend day ͑at time zero͒, the average flow is estimated by + ␥ + ␤ i + i . The estimated average dry weather flow patterns for a weekday and a weekend day are graphically represented in Fig. 2 . The upper boundary curve of the areas with solid black zebra lines and the lower boundary curve of the areas with white zebra lines represent a typical weekday dry weather 24-h flow. The other boundary curve represents a typical weekend dry weather 24-h flow. The vertical zebra lines between the two indicate the difference. It is quite clear that the two curves are rather similar in most places, except a period from about 6:00 a.m. to 10:00 a.m. and a period from 7:00 p.m. to 8:00 p.m. when flow is lower on the weekends. This could lead to some interesting interpretations. For example, the drop in flow on the weekends from 6:00 a.m. to 10:00 a.m. could be a result of people sleeping late and possibly skipping morning showers. The drop from 7:00 p.m. to 8:00 p.m. could be a result of eating out. For more detailed interpretation of the daily flow pattern, one may refer to Butler ͑1993͒. 2. The I/I ratio is estimated to be = 0.01615 or 1.615%. Since this model allows separate estimates for the lagging rain effects for various periods after the a rain event, readers may appreciate the gradual deterioration of cumulative RDII as represented by the top curve in Fig. 3 . 3. The standard error for the estimated I/I ratio is s = 0.003619.
A 95% confidence interval for the true value of I/I ratio, of the subsystem in question and at the time data were collected The model is again used to study this data set. This time the value of N seems to be 75, much smaller than that in 1994. The estimated I/I ratio is = 0.009949 or nearly 1%. The standard error is s = 0.001825. Therefore, a 95% confidence interval for the true value of I/I ratio in 1999 is 0.01± 0.003577 or ͑0.006,0.014͒. Note that the standard error in the 1999 case study is one-half of that in the 1994 case. This is partially due to the larger sample size in 1999.
How much reduction of the I/I ratio did the rehabilitation bring to that particular subsystem? Naturally, the reduction is estimated to be d = 1.615% -0.9949% = 0.62% in value. Engineers often like to put this reduction in percentage, i.e., 0.62% / 1.615% = 38.4%. However a 95% confidence interval for the true value of d is ͑0.0062± 0.0079͒ or ͑−0.0017, 0.0141͒. The fact that this interval just includes zero suggests that the statistical evidence in the data supporting a positive reduction, d, is not very strong. In fact, for the hypotheses H 0 : d = 0 versus H a : d Ͼ 0, the test statistic z = 1.53 and the p value is 0.063, a marginally strong value to reject H 0 . A visual inspection of the graphical cumulative I/I ratios for 1994 and 1999 in Fig. 3 also seems to support a reduction. Note that the top curve is the estimated cumulative RDII ratio in time before the rehabilitation and the bottom curve is that after the rehabilitation.
Remarks
This paper suggests that the problem of estimating I/I ratio by flow data can be scientifically and conveniently tackled using a regression model with autoregressive errors. The model is of a basic form, which can be further developed in many directions. As the task of estimating I/I ratio is a complex one in reality, it should be expected that different versions of the model would be developed and found useful. Fortunately, the literature supporting this model is rich. Many of the complex issues could be solved objectively and scientifically. It is hoped that the methodology introduced in this paper will serve as a reference to future discussion on the issue of flow data modeling.
We close the paper with the following remarks. 1. Data size. Sample size dictates the statistical strength of analysis results. If one desires to make a convincing argument, a sufficiently large sample size is necessary. What then is the necessary sample size to support a statement such as "There is strong evidence to believe that the rehab project had achieved an I/I reduction in CC12"? First of all, for independent observations, by rule of thumb, for every location parameter in a regression analysis, there should be more than ten observations collected ͓see Mendenhall and Sincich ͑1996͔͒. Models with autocorrelation should require more. The basic model in has roughly 400 parameters. This number could change as the model evolves. Therefore, 4,000 observations are needed at the minimum. That is approximately 41 days if observations are taken 15 min apart. Furthermore, it is evident that the above analysis of the 1999 data pro- Fig. 3 . Estimated inflow/infiltration ratios duced a much smaller standard error for I/I ratio estimate. In fact, if the standard error in the 1994 case was as small as that in 1999, the reduction of I/I ratio would have been much better supported statistically ͑if the ratio estimates remained the same͒. All things considered, it is recommended that, if resources allow, flow data at one location should be collected consecutively for at least about two to three months. Experience suggests that an ideal data series at one location should contain three to six months data, with at least five or six rain events that clearly elevate the flow. 2. Time for data collection. It is a common practice in industry to gauge the effect of a rehabilitation project by the I/I ratio before and after the project. Using the proposed methodology, a reduction can be detected without needing another similar control system in a nearby neighborhood, something that does not always exist. However, common sense would suggest that keeping experimental conditions as identical as possible, except of course the one in which a difference is sought, is a crucial element in a scientific experiment. It is therefore wise to collect flow data during similar seasons. Suppose that before the rehabilitation, flow data were recorded in the spring, then it is best to collect flow data after the rehabilitation during the spring of next year. Incidentally, spring, typically with many rain activities, is a good season to collect flow data for comparative studies. Another point in collecting flow data is that to effectively evaluate the result of a rehabilitation project, data should be collected immediately before and after the project. Any excessive time between two data collections could confound the rehabilitation effect with system deterioration in time. For example, the data collected by CMU were five years apart, from 1994 to 1999. Much could have happened during that period of time to invalidate the reference frame supporting a comparative study. 3. Wetness index. Even at an intuitive level, it is clear that wetness affects the duration, if not the magnitude of RDII. In fact, Jeng and Bagstad ͑1995͒ conducted a study indicating that if rain duration and wetness are not considered, the RDII tends to be overestimated. The models take the wetness issue into consideration in the form of overlapping lagging rain effects in time. It might be interesting to point out here that the locations identified for rehabilitation in CMU are those judged to have an I/I ratio of at least 2%. However according to the methodology presented above, the estimated I/I ratio is 1.615%, not quite 2%. This could partially be a result of the overestimation suggested by Jeng and Bagstad ͑1995͒. The reason is that, if one only looks at a window covering a current rain event, the moisture in the ground by previous rain events can be mistakenly attributed to the current rain event, which in turn leads to overestimation. Another possible reason for overestimation is the positive serial correlation in y͑t͒. 4. Groundwater level. Groundwater level is a good condition indicator. However groundwater data are not as readily available as rainfall data. Active groundwater wells are far fewer than rain meters. Fortunately, the groundwater level is a more seasonal indicator, and it does not vary greatly during a period of a few months, particularly in the mild spring seasons. If groundwater data are available, they should be included in the study model. If not, a linear term in time is sufficient. 5. Nonconstant s. One of the possible directions for future investigation is to eliminate the assumption that the s are constant. It is quite reasonable to assume that the I/I ratio may be more or less dependent on the intensity of a rainfall. Therefore, the s could themselves be functions of the rainfall, r͑t͒. This will present many interesting challenges. 6. Nonconstant . In the models of this paper, the error component, e͑t͒, is assumed to have a constant variance, 2 . There is some evidence that when the flow is high it also fluctuates more. This could be a part of the flow nature or a result of the flow monitor. In any case, a more general structure could and should be considered allowing to vary according to the flow magnitude.
