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1. Introduction
In the late 1980s Siler and Hill deﬁned a matricial inner product [7,8] which they exploited to get a
cone-generating theorem. It was used in the development of a lattice of pointed cones in the ambient
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space of hermitian-preserving linear transformations [1,4]. Further work by Skoug et al. gave more
information on the lattice [10].
Over the last 20 years only one of the original problems remained unsolved. Was the containment
of K3 in K4 proper or were these cones equal? (See the deﬁnitions below.) Potter resolved the problem
to be equality in the n = 2 case [5]; subsequently he also resolved the n = 3 case with the same result
[6]. This paper gives the same result for general n.
Throughout thepaper, letnbeapositive integer,n 2. LetMn(C)be the setofn × nmatricesoverC,
and let Hn be the set of n × n hermitian matrices. If H ∈ Hn is positive deﬁnite (positive semideﬁnite),
wewill writeH > 0 (H  0). The set of positive semideﬁnitematricesH ∈ Hn will be denoted by PSDn.
Let L(Mn(C), Mn(C)) be the set of linear maps T : Mn(C) → Mn(C). We will say that T is
hermitian-preserving iff for every H ∈ Hn, T(H) is also hermitian, and that T is PSD-preserving
iff for every H  0, T(H) 0 also. We will denote the set of hermitian-preserving linear maps in
L(Mn(C), Mn(C)) by HPn, and the set of PSD-preserving linear maps by π(PSDn). It is easy to see
that π(PSDn) ⊆ HPn.
We will study two cones in HPn which were deﬁned by Siler [7]:
Kn3 = {T ∈ HPn : PT(P) ∈ PSDn for every P ∈ PSDn};
Kn4 = {T ∈ HPn : PT(P) + T(P)P ∈ PSDn for every P ∈ PSDn}.
Since for every P  0, if PT(P) 0, PT(P) + T(P)P = 2PT(P) 0, Kn3 ⊆ Kn4 . Our principal result is
that actually Kn3 = Kn4 for all n 2.
We note that Kn4 ⊆ π(PSDn). To see this, observe that for T ∈ Kn4 , T(P) 0 for P > 0 follows from
Lemma 2 of [2]. Then T(P) 0 for all P  0 follows by continuity since, for P  0, P + tI > 0 for all
t > 0.
However, Kn4 /= π(PSDn). Take T(A) = At ∈ π(PSDn). For n = 2,
A =
(
2 i
−i .5
)
∈ PSD2; AT(A) + T(A)A =
(
6 0
0 −1.5
)
/∈ PSD2.
For n > 2, take A = diag
((
2 i
−i .5
)
, 0
)
.
For a special class of linear maps T , we have T ∈ Kn4 if and only if T ∈ π(PSDn). For W ∈ Hn, let
λmin(W) be the minimal eigenvalue ofW .
Proposition 1.1. Suppose that for some W ∈ Hn and some a ∈ R, we deﬁne T = TW,a ∈ HPn by
T(A) = tr(WA)I + aA, A ∈ Mn(C).
Then the following are equivalent:
(1) W  0 and λmin(W) + a 0.
(2) T ∈ Kn3 .
(3) T ∈ Kn4 .
(4) T ∈ π(PSDn).
Proof. As we have already discussed, that (2) ⇒ (3) ⇒ (4) holds for all T ∈ HPn.
Suppose that (4) holds. Let W = UDU∗ for unitary U and D = diag(λj), where the λj are the
eigenvalues of W . Then for H ∈ Hn, tr(WH) = tr(UDU∗H) = tr(DU∗HU). For j = 1, . . . , n, let Hj =
UEjjU
∗  0. Then U∗HjU = Ejj and tr(WHj) = tr(DEjj) = λj . Then T(Hj) = λjI + aUEjjU∗  0, and
U∗T(Hj)U = λjI + aEjj =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
λj
. . .
λj + a
. . .
λj
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
 0
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so that λj  0, j = 1, . . . , n, i.e., W  0, and λj + a 0, j = 1, . . . , n, so that λmin(W) + a 0, i.e., (1)
holds.
Suppose that (1) holds so thatW  0 and λmin(W) + a 0. Suppose P  0. Then for some μ1, . . . ,
μn  0 and v1, . . . , vn ∈ Cn, v∗j vk = δjk , j, k = 1, . . . , n, and P =
∑n
j=1 μjvjv∗j . We have
tr(Wvjv
∗
j ) = tr(v∗j Wvj) λmin(W) and vjv∗j  I, j = 1, . . . , n,
and, since μ1, . . . ,μn  0,
T(P) = tr
⎛
⎝W
n∑
j=1
μjvjv
∗
j
⎞
⎠ I + a
n∑
j=1
μjvjv
∗
j
=
n∑
j=1
μjtr(Wvjv
∗
j )I + a
n∑
j=1
μjvjv
∗
j

n∑
j=1
μjλmin(W)vjv
∗
j + a
n∑
j=1
μjvjv
∗
j
= (λmin(W) + a)
⎛
⎝ n∑
j=1
μjvjv
∗
j
⎞
⎠ 0.
Thus, T ∈ π(PSDn).
To show that T ∈ Kn3 , suppose again that P  0. Then P and T(P) = tr(WP)I + aP commute, and
PT(P) is hermitian. Since P  0 and T(P) 0, then (cf. [3, Corollary 2.3]) PT(P) 0. Thus, T ∈ Kn3 , and
(2) holds. 
2. Preliminary results
For j, k = 1, 2, . . . , n, let Ejk ∈ Mn(C) be the matrix with (j, k) entry one and all other entries zero.
Recall that EghErs = δhrEgs. For j, k = 1, 2, . . . , n and T ∈ L(Mn(C), Mn(C)), let
T(Ejk) =
⎛
⎜⎝
t
jk
11 . . . t
jk
1n
. . .
t
jk
n1 . . . t
jk
nn
⎞
⎟⎠ =
n∑
r,s=1
tjkrsErs.
Thematrix of T relative to the basis {Ejk, j, k = 1, 2, . . . , n} ofMn(C) is 〈T〉 =
(
t
jk
rs
)
, with rows indexed
byorderedpairs (r, s), and columns indexedbyorderedpairs (j, k), both ordered anti-lexicographically.
Lemma 2.1. Let H = (hrs) ∈ Hn, and suppose that EjjH + HEjj  0. Then the off-diagonal entries in the
jth row and column of H are zero. In particular, if T ∈ K24 , T(Ejj) is diagonal, j = 1, 2.
Proof. We have
0 Ejj
⎛
⎝ n∑
r,s=1
hrsErs
⎞
⎠+
⎛
⎝ n∑
r,s=1
hrsErs
⎞
⎠ Ejj = 2hjjEjj +
n∑
s=1,s /=j
(
hjsEjs + hsjEsj) .
Since for s = 1, 2, . . . , n, s /= j, the coefﬁcient of Ess in this matrix is zero, we have hjs = hsj = 0,
s = 1, 2, . . . , n, s /= j. 
Lemma 2.2. Let T ∈ L(Mn(C), Mn(C)). Then T ∈ HPn iff for every A ∈ Mn(C), T(A∗) = T(A)∗. In
particular, if T ∈ HPn, then T(Ekj) = T(Ejk)∗.
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Proof. Suppose T ∈ HPn and A ∈ Mn(C). We can write A = G + iH, where G = 12 (A + A∗) and
H = 1
2i
(A − A∗)arehermitian.ThenT(A)∗ = (T(G) + iT(H))∗ = T(G)∗ − iT(H)∗ = T(G) − iT(H) =
T(G − iH) = T(A∗). The converse is obvious. 
Let Dn be the set of diagonal matrices inMn(C), and let Un be the set of unitary matrices inMn(C).
Lemma 2.3. Suppose T ∈ Kn4 . Then T(Ejj) ∈ Dn, j = 1, 2, . . . , n. More generally, if D ∈ Dn, then so is
T(D). If also D ∈ Hn, then also T(D) ∈ Hn.
Proof. For j, k = 1, 2, . . . , n, let Mjk = EjjT(Ekk) + T(Ekk)Ejj . For j = 1, 2, . . . , n, as Ejj  0 we have
Mjj  0. Thus, by Lemma 2.1,
T(Ejj) = tjjjj Ejj +
n∑
r,s=1,r,s /=j
tjjrsErs
andMjj = 2tjjjj Ejj .
Next, for j, k = 1, 2, . . . , n, j /= k,
Mjk = 2tkkjj Ejj +
n∑
s=1,s /=j,k
tkkjs Ejs +
n∑
s=1,s /=j,k
tkksj Esj.
Let Njk = (Ejj + Ekk)T(Ejj + Ekk) + T(Ejj + Ekk)(Ejj + Ekk) 0. Then
Njk = Mjj + Mkk + Mjk + Mkj
= 2
(
t
jj
jj + tkkjj
)
Ejj + 2
(
tkkkk + tjjkk
)
Ekk
+
n∑
s=1,s /=j,k
(tkkjs Ejs + tjjksEks) +
n∑
s=1,s /=j,k
(tkksj Esj + tjjskEsk).
For s = 1, 2, . . . , n, s /= j, k, the coefﬁcient of Ess in Njk is zero, so that tjiks = tjisk = tkkjs = tkksj = 0.
Now, for any distinct j, k, s for which k /= j and s /= j, k, the above shows that tjjks = 0, s /= k, that is,
T(Ejj) = ∑nk=1 tjjkkEkk ∈ D.
IfD ∈ Dn, then it is a linear combination of the Ejj, j = 1, 2, . . . , n, and T(D) is a linear combination
of the diagonal matrices T(Ejj), j = 1, 2, . . . , n. If D is real, then, as T ∈ HPn, T(D) is also real. 
Next, let T ∈ L(Mn(C), Mn(C)), and let U ∈ Un. Deﬁne TU ∈ L(Mn(C), Mn(C)) by TU(A) =
UT(U∗AU)U∗, A ∈ Mn(C).
Lemma 2.4. For every T ∈ HPn and every U ∈ Un, T ∈ Kn4 iff TU ∈ Kn4 .
Proof. Suppose T ∈ Kn4 . If P  0, then UPU∗  0, and Q = U∗PUT(U∗PU) + T(U∗PU)U∗PU  0. Thus,
PTU(P) + TU(P)P = UQU∗  0, and TU ∈ Kn4 .
Since U∗ is also unitary and T = (TU)U∗ , if TU ∈ Kn4 , also T ∈ Kn4 . 
Lemma 2.5. Suppose T ∈ Kn4 . If P ∈ U∗DnU for some U ∈ Un, then T(P) ∈ U∗DnU.
Proof. Suppose T ∈ Kn4 and P = U∗DU for some U ∈ Un and D ∈ Dn. Then D = UPU∗ and by Lemmas
2.3 and 2.4, TU(D) = UT(P)U∗ ∈ Dn, that is, T(P) ∈ U∗DnU. 
Corollary 2.5.1. Suppose T ∈ Kn4 . Then T(I) = aI for some a ∈ R.
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Proof. As I ∈ U∗DnU for every U ∈ Un, by Lemma 2.5, T(I) ∈ U∗DnU for every U ∈ Un. From this it
follows easily that T(I) ∈ Dn, and in fact that all diagonal entries of T(I) must be equal. 
3. The equality of Kn3 and K
n
4
Theorem 3.1. Suppose T ∈ HPn. Then the following are equivalent:
(1) For some W ∈ Hn and a ∈ R with W  0 and λmin(W) + a 0, T = TW,a.
(2) T ∈ Kn3 .
(3) T ∈ Kn4 .
Proof. By the proposition, (1) ⇒ (2). As we have discussed, for all T ∈ Hn, (2) ⇒ (3).
Suppose that (3) holds, viz., T ∈ Kn4 . By the proposition, to show that (1) holds, it will be sufﬁcient
to show that for someW ∈ Hn and a ∈ R, T = TW,a.
Let P ∈ Mn(C) be a projection, by which we will mean a non-trivial hermitian projection: P2 = P,
P∗ = P, P /∈ {0, I}. Then for someW ∈ Un,
P = W∗
(
I1 0
0 02
)
W,
where I1 ∈ Mk(C) and 02 ∈ Mn−k(C) for some k, 1 < k < n. Let U ∈ Un be any matrix of the form
U =
(
U1 0
0 U2
)
W,
where U1 ∈ Uk , U2 ∈ Un−k . Then
UPU∗ =
(
Ik 0
0 0n−k
)
∈ Dn,
so that P ∈ U∗DnU. By Lemma 2.5, T(P) ∈ U∗DnU, so that for some D1 ∈ Dk, D2 ∈ Dn−k (which
depend on U11 and U22),
WT(P)W∗ =
(
U∗1 0
0 U∗2
)(
D1 0
0 D2
)(
U1 0
0 U2
)
.
Let
WT(P)W∗ =
(
T11 T12
T21 T22
)
.
Thus (
D1 0
0 D2
)
=
(
U∗1 0
0 U∗2
)(
T11 T12
T21 T22
)(
U1 0
0 U2
)
=
(
U∗1 T11U1 U∗1 T12U2
U∗2 T21U1 U∗2 T22U2
)
for every U1 ∈ Uk and every U2 ∈ Un−k . Clearly T12 = 0 and T21 = 0. As U∗2 T22U2 ∈ Dn−k for every
U2 ∈ Un−k , by Corollary 2.5.1, T22 = bpIn−k for some bp ∈ R. Similarly, for some ap ∈ R, T11 = (ap +
bp)Ik .
If P1, . . . , Pn are any orthogonal rank one projections inMn(C), then I = P1 + · · · + Pn and
T(I) = T(P1) + · · · + T(Pn) = aP1P1 + · · · + aPnPn + (bP1 + · · · + bPn)I,
and hence for some a ∈ R,
aP1P1 + · · · + aPnPn = aI.
Thus
aP1 = · · · = aPn = a.
If n 3, and if P, Q are any two projections of rank one, then there is a projection R of rank one
orthogonal to both P and Q . Hence aP = aR = aQ . It follows that there exists an a ∈ R such that
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T(P) = aP + bPI
for every projection P of rank one.
By linearity,
T(A) = aA + f (A)I, A ∈ Mn(C)
for some linear functional f : Mn(C) → C. Of course,
f (A) = tr(WA), A ∈ Mn(C)
for some W ∈ Mn(C). As T ∈ HPn, W ∈ Hn and f (A) ∈ R for every A ∈ Hn. This completes the proof
for n 3.
Suppose now that n = 2. As E11, E22 are orthogonal rank one projections, for some a11, b11, b22 ∈ R,
T(E11)=a11E11 + b11I = (a11 + b11)E11 + b11E22
T(E22)=a11E22 + b22I = b22E11 + (a11 + b22)E22 and
T(I)=(a11 + b11 + b22)I.
Also,
F1 = .5
(
1 1
1 1
)
, Fi = .5
(
1 i
−i 1
)
are rank one projections (which are not orthogonal). Thus for some a1, b1, ai, bi ∈ R,
T
(
.5
(
1 1
1 1
))
=a1
(
.5
(
1 1
1 1
))
+ b1I
T
(
.5
(
1 i
−i 1
))
=ai
(
.5
(
1 i
−i 1
))
+ biI.
Also,
1
3
(
2 1 + i
1 − i 1
)
= 2
3
{
.5
(
1 1
1 1
)
+ .5
(
1 i
−i 1
)
− .5
(
0 0
0 1
)}
is a rank one projection, so that
T
(
1
3
(
2 1 + i
1 − i 1
))
=a
(
1
3
(
2 1 + i
1 − i 1
))
+ bI
= 1
3
((
a1 + ai a1 + iai
a1 − iai a1 + ai − a11
))
+
(
b1 + bi − 1
3
b22
)
I.
It follows that a1 = ai = a11 = a and b = 13 (2b1 + 2bi − b22). As {E11, E22, F1, Fi} is a basis ofM2(C),
for every A ∈ M2(C) there exists a bA ∈ C for which
T(A) = aA + bAI.
Now, by linearity,
T(A) = aA + f (A)I, A ∈ Mn(C)
for some linear functional f : Mn(C) → C. The rest of the proof for n = 2 is the same as for n 3. 
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