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Introduction
The use of chemical inputs such as fertilizer and pesticides has contributed to an unprecedented growth in agricultural production and productivity. At the same time, the impact of environmental and health risks associated with intensified use of chemicals has increased as well. The available empirical evidence from medical and (eco-)toxicological studies documents the prevalence of nonnegligible hazards to human health and to the quality of aquatic and terrestrial ecosystems. Pesticides can, for instance, contaminate drinking water and food crops, and high-dosage pesticide usage in the production of fruits and vegetables can potentially induce serious health hazards to consumers (Pimentel et al., 1992) . Poisoning of farmers due to field exposure to pesticides occurs frequently, especially in developing countries (Sivayoganathan et al., 2000) . Pesticides belong to the most frequently detected chemicals in water, particularly in groundwater (Funari et al., 1995) , and pesticide usage affects the quality and quantity of the flora (Pimentel and Greiner, 1997) , mammalian species (Mason et al., 1986) , insects (Murray, 1985) , and birds (Luhdholm, 1987) .
The consumers' awareness for food safety and the social preference to improve the environmental sustainability of agriculture culminate in the design and application of new policy instruments. One such policy instrument is eco-labelling of fresh produce (Govindasamy et al., 1998; Blend and Ravenswaay, 1999) , but rules and regulations for the proper use of pesticides and (optimal) pesticide taxes have been designed as well (Swanson, 1998; Mourato et al., 2000; Pearce and Seccombe-Hett, 2000) . The availability of detailed and disaggregated monetary estimates of the individual's willingness to pay for pesticide risk reductions is, however, pivotal for a successful implementation of such policies. In the case of eco-labelling, WTP information provides a basis for price differentiation according to the type and severity of pesticide risks involved in the production of produce. In the case of an ecological tax, economic theory shows that a Pigouvian tax requires the eco-tax to be set equal to the marginal value of the negative externalities associated with pesticide usage.
The multidimensionality of pesticide risks implies that potential tradeoffs exist in correcting for different types of impacts. The relative importance of each pesticide risk, as measured by the individuals' WTP for declined risk exposure, is therefore crucial in the price setting and tax determining behaviour of producers and the government. 1 In this paper, we present a statistical summary of WTP estimates for reduced pesticide risk exposure taken from the empirical economic literature. We use meta-analysis as a statistical tool to analyse the variation in the estimated WTPs associated with the impacts of pesticide risk on human health and the environment. Meta-analysis is a form of research synthesis in which previously documented empirical results are combined or reanalysed in order to increase the power of statistical hypothesis testing. Some proponents maintain that meta-analysis can be viewed as quantitative literature review. Others assert that meta-analysis can be used to pinpoint aspects critical to the future development of theory (Stanley, 2001) . This paper is organized as follows. In Section 2, we discuss the theoretical underpinnings of risk valuation and review the food safety and environmental benefits literature. We also introduce a taxonomy of WTP measures according to different types of risks. In Section 3, we present an exploratory assessment of empirical WTP values for different pesticide risk impacts. Section 4 gives an overview of potential determinants for differences in WTP values, where the differences are related to theory, behavioural aspects and/or the research design of the underlying studies. In Section 5, we analyse the empirical WTP estimates by means of a meta-regression in order to account for potential differences in a multivariate framework. Section 6 provides conclusions.
Valuation of pesticide risks
The implicit value of pesticide risk should reflect preferences of the economic actors exposed to the risk. These actors include producers applying pesticides in production processes, and consumers of products that have been produced using pesticides, as well as the more general group of consumers of use and non-use 'services' from the environment. The monetary value of a decrease in pesticide usage and the associated hazards can be expressed as the aggregate individuals' willingness to pay for pesticide risk reduction or, alternatively, the willingness to accept (WTA) a compensation for exposure to increased pesticide risk levels. WTP (and WTA) values hence reflect preferences, perceptions and attitudes toward risk of the economic actors affected by the decision to lower 1 Note that a Pigouvian tax equals the aggregate marginal damage only if evaluated at the efficient pollution level. We also implicitly assume that a first-best world is considered.
prevailing levels of pesticide usage, implying that the WTP for a risk decrease can differ among different hazardous situations (Sjoberg, 1998 (Sjoberg, , 2000 .
The risk valuation literature typically assumes that preferences can be represented by continuous and smooth utility functions, and that the total WTP is a strictly increasing concave function of the level of risk reduction (Grossman, 1972; Jones-Lee, 1976) . There is strong empirical support for these assumptions, although they are occasionally refuted as well (see, e.g. Smith and Desvouges, 1987) . The downward-sloped relationship between the marginal WTP and the risk of experiencing a situation with detrimental effects of pesticides usage can conveniently be interpreted as a demand function for health or environmental quality. The impacts of pesticide usage can be interpreted in terms of health risks and/or the risk of environmental degradation due to, for instance, increased contamination of soil and water resources, reduction in farmland biodiversity, and loss of natural habitats. Obviously, the WTP estimate depends on both the initial risk level and the change in the level of pesticide risk at stake. de observe that the dependence of the marginal WTP on the initial risk level and the level of risk reduction has often been disregarded in the empirical risk valuation literature. The latter is, however, only warranted if the demand function is close to horizontal at low risk levels.
The WTP (or WTA) concept can be empirically measured using stated or revealed preference techniques. Both stated and revealed preference approaches have their pros and cons. The analysis of revealed preference data is often hampered by lack of data on the choice-set considered by the actor, and the actor's perception of risks. Moreover, econometric difficulties, such as multicollinearity, can severely hamper the estimation of trade-offs between money outlays and health improvements. These problems can be circumvented by the use of stated preference techniques, although the answers of respondents can then depend rather strongly on the way in which contextual information is presented.
Moreover, non-use values of pesticide risk reduction can only be captured by stated preference techniques. A more general issue, relevant to both techniques, is that many respondents may have cognitive difficulties handling information about uncertainty, because real-life risk changes tend to be very small in magnitude. An advantage of the stated preference approach is that the information provided during the interview can help guiding the respondent to a proper understanding of the 'good' being valued, and of the breadth of the implied health improvement (Slovic, 1987). 2 Over the last two decades, an extensive empirical economic literature on pesticide risk valuation has emerged. The WTP estimates available in this literature typically refer to negative side effects on human health, and to damage to environmental agro-ecosystems. Historically, the literature has been driven by the interest in human rather than environmental effects of pesticide risk management, and the literature therefore focuses primarily on the valuation of health effects on consumers and farmers (see, e.g. Roosen et al., 1998; Blend and Ravenswaay, 1999; Fu and Hammitt, 1999; . Considerably fewer studies address the ecological dimension of pesticide risk (see, e.g. Higley and Wintersteen, 1992; Mullen et al., 1997; Lohr and Higley, 1999; Foster and Mourato, 2000; Brethour and Weersink, 2001; Cuyno et al., 2001) .
The food safety literature centres on the valuation of human health risks associated with the presence of pesticide residues in food, typically using stated preference approaches. Most studies refer to the US, given the importance of food safety policy there (see, e.g. Misra et al., 1991; Ravenswaay and Hoehn, 1991a,b; Baker and Crosbie, 1993; Buzby et al., 1995; Roosen et al., 1998) . Occasionally, the valuation concerns a cost-benefit analysis of the reduction or ban of a specific pesticide compound (Bubzy et al., 1995; Roosen et al., 1998) . Alternatively, the valuation is more marketing-oriented and focuses on consumers' WTP for certified residues-free produce or fresh products certified for integrated pest management (see, e.g. Misra et al., 1991; Ravenswaay and Hoehn, 1991a; Ott, 1990; Baker and Crosbie, 1993; Blend and Ravenswaay, 1999) .
More recently, the study of pesticide risks extends to pesticide health risks for farmers . Higley and Wintersteen (1992) , Mullen et al. (1997) , and Brethour and Weersink (2001) extend the focus of the pesticide risk literature by including the valuation of changes in integrated pesticide risk management on the environment in addition to considering acute and chronic human toxicity for farmers. 3 Their environmental categories include ground and surface water, aquatic species, avian species, mammals, and arthropods. Cuyno et al. (2001) improve on this approach in order to avoid double counting by distinguishing fewer environmental categories corresponding to non-target organisms at risk. Finally, Foster and Mourato (2000) and Schou et al. (2002) combine the analysis of human health effects and the environment by employing contingent ranking techniques to determine the WTP for the reduction of human health effects, and loss of farmland biodiversity.
Human health deterioration and environmental degradation caused by pesticide usage are intrinsically heterogeneous because targets, exposure mechanisms, and endpoints vary. In order to facilitate the interpretation of the empirical results in the literature, we use a taxonomy of available WTPs for pesticide risk reduction. Figure 1 provides a schematic overview in which we increase the detail of the classification up to the definition of sub-sets of risk reduction benefits with analogous targets and endpoints.
< Figure 1 about here >
In Figure 1 , the class referring to environmental degradation includes WTPs of pesticide risk reduction with respect to various non-target ecosystems. The term non-target ecosystems is used to indicate all living organisms that can be reached and spoiled by pesticides, with the exception of pests specifically intended to be destroyed by the pesticide applications. We distinguish two different targets, aquatic and terrestrial ecosystems, and within those ecosystems, several different types of non-target organisms.
WTP estimates concerning the reduction of pesticide hazards for human health refer either to direct effects on farmers, or to effects on consumers due to the ingestion of produce that contains pesticide residues. Pesticide hazards for farmers are typically related to direct contact with pesticide compounds or to field exposure, whereas detrimental health effects on consumers may be caused by pesticide residue in produce, specifically in fresh fruits and vegetables. In both cases, WTPs can be related to either acute or chronic health effects, caused by pesticide poisoning and long-lasting exposure to low concentrations of pesticides, respectively. The risk of developing cancer is considered explicitly in some studies, although with different specifications. Cancer hazard associated with ingestion of pesticide residues is frequently directly evaluated (that is, it is explicitly mentioned in the valuation question), whereas the hazard related to field exposure is oftentimes analysed indirectly by characterising chronic risks using information deduced from cancerogenity and teratogenesis tests.
Exploratory meta-analysis
Meta-analysis is essentially the 'analysis of analyses' (Hunter and Schmidt, 1990) and has a long tradition in experimental medicine, biomedicine and experimental behavioural sciences, specifically in education and psychology. Its use in the experimental sciences has evoked a growing literature on appropriate statistical techniques (see Cooper and Hedges, 1994 , for a review), geared towards the combination of effect sizes across studies in order to increase statistical power of hypothesis testing.
Effect sizes are statistical summary indicators such as standardised differences in means of experimental and control groups, correlations, and odds-ratios.
These types of effect sizes are rather different from the typical quantitative measures used in economic research. Although substantial parts of economics are quasi-experimental rather than experimental, and meta-analysis was initially developed for experimental disciplines, economists increasingly start using meta-analysis in quasi-or non-experimental contexts (Stanley, 2001) . Metaanalysis constitutes a systematic framework for the synthesis and comparison of previous studies, because it systematically exploits existing empirical results to produce more general results by focussing on a joint kernel of previously undertaken research . The use of metaanalysis in economics originated in environmental economics, and was to a considerable extent driven by the need to attain clarity about WTP estimates for non-marketed environmental goods, and the associated differences in valuation techniques (see Smith and Pattanayak, 2002) . By now, there is a considerable meta-analysis literature in environmental economics, and the technique proliferates to other areas, such as labour economics, industrial organisation, and macroeconomics (Florax, 2002a) .
Apart from Nijkamp and Pepping (1998) , who focus on the effectiveness of pesticide price policies, no meta-analysis on pesticide usage exists. 4 Most meta-analyses in economics employ metaregression. 5 In our case, the meta-regression analysis centres on identifying the relationship between the WTP for a decline in pesticide threats, and theoretical and behavioural differences towards pesticide risk as well as differences in the research design of the underlying studies. Typical moderator variables therefore include the baseline risk level, risk attitudes and perceptions of respondents, the source and nature of the risk data, and research design characteristics.
Meta-analysis can, however, also be used to combine effect sizes. We therefore first focus on deriving a combined WTP estimate for the different types of risks distinguished in Figure 1 , and we assess whether the WTP estimates can be viewed as a homogeneous or heterogeneous sample by means of meta-regression analysis. In the remainder of this section we discuss the literature retrieval process, and we explore the meta-dataset. Subsequent sections discuss the prime determinants of WTP values for reduced pesticide risk exposure, and provide the results of the meta-regression analysis.
The literature retrieval process comprises checking several economic databases (among others EconLit), reference chasing, and approaching key scholars in the field. Several keywords, such as 'willingness to pay', 'pesticide', 'food-safety', 'environmental risk', and 'human health risk' were used in order to cover the multidimensionality of pesticide risks. This resulted in a set of slightly more than 60 studies, a subset of 27 of which contains monetary estimates. Several of these studies do, however, not provide usable WTP estimates. Specifically, in some studies the estimates are expressed as a probability of WTP (see, e.g. Owens et al., 1997; Thompson and Kidwell, 1998; Huang, 1993) . Others use the cost of illness approach (see Crissman et al., 1994; Pingali et al., 1994) , or they use a hedonic approach to estimate shadow values and only report the mean elasticity for various impacts of herbicides (see Beach and Carlson, 1993; Söderqvist, 1998) . As a result, the metaanalysis is concerned with only 15 studies, from which we derive 331 observations.
< A listing of the studies and their main characteristics is presented in Table 1 . The studies have been published during the 1990s and early 2000s, and predominantly deal with the US. Most observations (> 230) refer to human health, of which approximately one-fifth is concerned with farmers and the rest with consumers, in particular with the unspecified general health hazard.
Approximately one-third of all observations refer to detrimental effects on ecosystems, with slightly more observations pertaining to aquatic as compared to terrestrial ecosystems. Table 1 shows that comparing effect sizes for different target types, countries and time-periods comes with operational problems, because the effect sizes have to be transformed to a common measurement unit, and a common currency in prices of a given year. The latter two transformations are straightforward, but the transformation to a common measurement unit necessitates the use of approximations. The standardised effect size T is derived from the original effect size reported in the primary study as The top graph in Figure 2 shows that the number of WTP estimates drawn from the studies varies between 1 and 115. Within studies, the distribution of estimates is as a rule rather even, except for the study by , which has a very skewed distribution (the median is substantially smaller than the mean). This also carries over to the overall distribution of estimated WTP values for all studies. The mean WTP for reduced pesticide risk exposure is US$ 122 per person, per year (in prices of the year 2000), and the median is US$ 16, but the overall standard deviation is rather high at US$ 208. The mean WTP value may not necessarily be a meaningful indicator because it assumes that no significant differences in means exist across different target types. In addition, it ignores the conceptual difference in targets and endpoints as described in the taxonomy of pesticide risks (see Figure 1 ).
We therefore graphically present the range of estimates for human health and environmental risks, categorised according to the taxonomy in target types, in the bottom graph of Figure 2 . It is obvious that the distributions for the different target types are sometimes rather skewed. However, the most striking result is that the mean WTP for impacts on aquatic and terrestrial ecosystems, and for health effects of farmers seem to be very similar, with the exception of the valuation of increased biodiversity through a reduced pesticide risk exposure. The mean WTPs for the impact of reduced pesticide risk exposure on consumer health are substantially smaller, but at the same time, these distributions are very skewed.
In sum, the exploratory analysis indicates that the WTPs for pesticide risk reduction are rather homogeneous. The mean WTP for a reduction in pesticide risk exposure is very similar for health effects for farmers (US$ 262), and the impact on aquatic (US$ 289) and terrestrial ecosystems (US$ 246) excluding biodiversity (US$ 14). The latter seems to constitute a separate category. Similarly, the mean WTP for a reduction in negative health effects for consumers (US$ 42) is very different.
One should note, however, that it is not necessarily meaningful to compare mean WTPs per target type, because such a comparison ignores differences in, for instance, research design, the initial risk level, the change in the risk level, and income. Moreover, the WTP values vary greatly about the mean, and they have been measured with varying precision.
Potential determinants of WTP variation
The meta-analysis therefore focuses on explaining the variation in WTP estimates by means of a multivariate meta-regression. In the meta-regression the standardised WTP measure is the dependent variable, and variables related to theoretically expected differences, methodological issues, and differences in the study setting are used as explanatory variables. In the next section we discuss the relevant econometric issues, and present the empirical results. This section provides an overview of potentially important explanatory factors that can be derived either from sample information or from outside data sources.
The dependent variable in the analysis is the standardised WTP estimate for the reduction and prevention of pesticide risk exposure, which ranges from -26 to 1375 US$ per person, per year. 6 In total, there are 331 observations, of which 15 (taken from are negative. Because the negative values are theoretically implausible and the heteroscedasticity inherent in a meta-analysis is generally mitigated by a semilog specification, we exclude the negative values. The meta-analysis is therefore based on 316 positive observations, with a mean and median of US$ 136 and 17, respectively.
Potentially relevant explanatory factors, usually called moderator variables (Sutton et al., 2000) , can be derived from three different sources. Theoretical models of individual rationality suggest WTP-risk tradeoffs, and factors related to the study design process pertaining either to methodological issues or to the specific study setting (time period considered, geographical location, etc.) may induce systematic variation. We briefly discuss the relevant variables and operationalizations.
The main distinction among target types in the taxonomy provided in Figure 1 refers to human health deterioration and degradation of the environment. This distinction can also be interpreted as distinguishing between private and public effects of reduced pesticide risk exposure. Microeconomic choice theory underlying WTP estimation predicts the WTP for private goods to be relatively higher, because of free-riding behaviour inherent in collective welfare improvements (Johannesson et al., 1996) . In the empirical analysis, we use dummy variables to assess and control for heterogeneity according to target types.
A simple expected utility framework can be used to describe how individuals are willing to trade wealth for increases or decreases of health risks, under the conventional assumption that the estimated marginal valuation of a risk decline increases with an increase in the baseline risk level, with the absolute size of the risk reduction, and with the baseline income (Grossman, 1972; Jones-Lee, 1976; Hammitt, 2000) . Previous meta-analyses on the valuation of health hazards have found significant and positive correlations between the risk level and income, and a negative correlation with risk decline (Miller, 2000; Mrozek and Taylor, 2002; de Blaeij et al., 2003) . In our metaanalysis, the heterogeneity in classifying risk as well as the different varieties of risk considered in the primary studies require a careful operationalization of the abovementioned concepts. First, in order to make the studies comparable, the information on the baseline risk has to be expressed in a discrete three-step variable (ultimately transformed into three different dummy variables) identifying a low, medium and high baseline risk. Second, in virtually all studies the risk reduction equals the change from the baseline risk level to zero, and it can hence not be identified separately. 7 Finally, due to the lack of a complete data series on the baseline income level for all the original studies, we include this determinant in the analysis using exogenous information on GDP per capita levels for countries (World Bank, 2002 ).
An important methodological difference between the studies concerns the valuation technique.
Approximately 40 The only studies for which precise continuous information on the baseline risk and the risk decline is available are the studies on the relation between pesticide exposure and cancer Fu et al., 1999) . A detailed explanation of the operationalization of the baseline risk level is given in the Appendix. events with a low probability of occurrence. Individuals also find it hard to accurately perceive actual risks on the basis of expert information or news coverage (Viscusi and O'Connor, 1984; Slovic, 1987) . The individual's perception of risk is therefore influenced by the nature and quality of the available risk information, and the degree to which subjective perception problems occur. In the meta-analysis we can assess the importance of some of these perception difficulties, although only for stated preference studies. We experiment by including dummy variables controlling for the type of risk information provided to respondents in the valuation surveys. Specifically, we can control for differences in the type of risk scenario presented to the respondents (i.e., an actual, potential or implicit scenario), differences in the source of pesticide risk (one specific pesticide or pesticides in general), the health risk vehicle (one specific fresh food, or fresh food in general), and differences in the type of safety enhancing measure proposed (adoption of Integrated Pest Management versus ecocertification of food commodities or a ban on particular pesticide compounds). In addition, we can include information regarding the type of payment vehicle (price premium, separate billing, or yield loss), which type of interview was performed (mail versus face-to-face), and whether pre-tests and controls for biases were adopted. Finally, with respect to all types of studies we can potentially distinguish ex ante from ex post risk and general risk.
It is also well known that the respondent's socio-demographic characteristics are important with respect to risk perception and willingness-to-pay attitude (Huang, 1993; Govindasamy et al., 1998; Sjoberg, 2000) . Complete socio-demographic profiles can however not be derived from the information available in the primary studies. We therefore experiment including dummy variables indicating which stakeholders were interviewed in the valuation survey (farmers, consumers, or both), and include dummy variables referring to the geographical location of the study.
Meta-regression variants and estimation results
The number of potentially relevant control variables determined in the preceding section is too large to be useful because, given the operationalization of most variables as dummy variables, prohibitive multicollinearity results. We therefore use a somewhat restricted set of control variables in the metaregression analysis.
The initial step in the meta-regression is to assess the heterogeneity of effect sizes with respect to the different target types, controlling for differences in the risk level and the hypothesised risk change. 8 We use an F-test to assess how much heterogeneity among target types needs to be taken into account using a weighted least squares (WLS) estimator. A meta-analysis is intrinsically heteroscedastic because the effect sizes are commonly taken from studies with differing numbers of observation. As a result the estimated standard errors are different. Unfortunately, estimated standard errors are only available for a small part of the dataset (89 observations). We therefore use the number of observations of the underlying studies as a proxy to account for the precision with which the effect sizes have been estimated (see also Dalhuisen et al., 2003) . The sample size of the primary studies ranges between 21 and 1157 observations. 9
We start with a simple specification in which the log of the estimated standardised WTP is modelled as a linear additive function of the usual constant term, the different target types (with general health effects for consumers as the omitted category), the baseline risk level (with low risk as the omitted category), and the log of per capita income as explanatory variables.
< Table 2 about here > Table 2 shows, taking into account differences in the associated risk level (which is equivalent to the hypothesised change in the risk level) and per capita income, that the different target types can be grouped into two larger groups in addition to cancer risk and loss of biodiversity. The first group containing acute and chronic health effects on farmers as well as effects on the aquatic and terrestrial ecosystems, the latter excluding loss of biodiversity, has a significantly higher WTP as compared to the omitted category (that is, general health effects on consumers). The second group of target types exhibits a WTP that is not significantly different from general health effects on consumers, and comprises general health effects on farmers, and acute and chronic effects on consumers. The inbetween WTPs for two individual target types, specifically for cancer risk and loss of biodiversity, are significantly higher than for general health effects on consumers. An F-test on these combined restrictions on the parameters across the different target types, resulting in four aggregate target types,
shows that the restrictions cannot be rejected. Table 2 also shows that the WTP for reduced exposure to pesticide risk is significantly positively correlated with the baseline risk level. The estimated income elasticity is approximately 0.63, but the elasticity is significantly different from zero only in the restricted specification.
Before we continue with more elaborate fixed effects models, we perform a meta-regression in which we assume that unobserved heterogeneity can be modelled using random effects. The strict assumption underlying the meta-model of Table 2 , amounting to the population effect size varies only for different baseline risk levels, the four target types, and according to income, can then be relaxed.
From a multitude of specifications with random effects for different characteristics (see Rosenberger and Loomis, 2000) , we choose three obvious candidates. In one specification we assume unobserved heterogeneity between studies, and in the others between target types and between different estimation methods used in the underlying studies (CVM, choice experiments, and revealed preferences). The random effects model is an attractive specification because it assumes that the population effect sizes for different studies (or target types, or methods, for that matter) are randomly drawn from a normal distribution. The results are therefore easier to generalize to the larger population, and the specification is such that substantially higher degrees of freedom are left. Finally, as result of the incorporation of random study effects (or, alternatively, target type and method effects), the error variance-covariance matrix has a block-diagonal structure with non-zero covariances, which is very similar to a specification that allows for dependence between measurements sampled from the same primary study -or, alternatively, from the same target type, or using the same method (see Florax, 2002b) . The results, again weighted for the precision with which the WTP has been measured in the underlying studies, are presented in Table 3 .
< Table 3 about here > Table 3 shows that for all specifications, the corresponding Lagrange Multiplier (LM) tests indicate preference for a fixed or random effects specification over a specification without such effects. The Hausman test results point to preference for the random over the fixed effects specification when the random effects refer to studies or methods, but the fixed effects model is preferable for the specification with random target types. The marginal effects for changes in the baseline risk level are by and large comparable in size to the WLS results in Table 2 , except for the random effects model based on different target types, in which they are higher. The correlation with income is comparable to the earlier results for the model with random method effects. For the model with random study effects, the income elasticity is negative -which is implausible, and for the model with random target types the income elasticity is lower than for the WLS results in Table 2 .
Although the random effects model is based on an attractive estimator because of its less restrictive assumptions, the downside is that the estimator leads to bias in the coefficient estimates if the random effects are correlated with the other regressors. 10 This is actually very likely in this case because studies, target types, and methods are correlated with the risk levels and/or the level of GDP per capita. For this reason, and because the Hausman test for the model with target types points to the fixed effects model as the preferred specification, we return to the linear, additive specification using fixed effects to characterise differences between studies. From the large set of potential moderator variables presented in Section 4, we typically use those variables that provide information on the survey design of stated preference studies and on socio-demographic characteristics, at the same time avoiding undue multicollinearity.
< Table 4 about here > 10 There has been an extensive discussion on whether fixed or random effects models are the most appropriate for meta-analysis (see Sutton et al., 2000) , although it should be noted that the meaning of the terms 'random' and 'fixed' is slightly different in the methodological meta-analysis literature as compared to the standard econometric terminology of economists (see Florax, 2002b) .
The specifications presented in Table 4 distinguish between different target types, baseline risk levels, and income, as before. In addition, we include dummy variables related to geographical location (non-US countries versus the US), the valuation method (revealed vs stated preferences), the type survey (face-to-face vs a mail-in survey, stratified sampling vs sampling of either consumers or farmers, and a quality check labelled 'Bias control'), risk perception (general vs ex ante or ex post risk, and a potential scenario vs an actual or implicit scenario), the payment vehicle (yield loss vs separate billing or a price premium), and the type safety device (integrated pest management and a ban on specific pesticides, with eco-labelling as the omitted category).
The results are weighted least squares estimates, and the different specifications pertain to different groupings of the target type dummies. In specification I, we use a very broad level of aggregation into four target types: the aquatic ecosystem, the terrestrial ecosystem, health effects on farmers, and health effects on consumers (omitted category). Specification II is based on an initial regression with 14 different target types, and the subsequent re-estimation in which target types with a similar-sized coefficient are aggregated and treated as one group, labelled 'other targets'. 11 Table 4 raises a number of interesting issues. As far as differences between target types are concerned, the large standard errors for these variables show that target types and study characteristics are strongly correlated. This (multi)collinearity makes that the extent to which fixed study effects can be added is limited, implying that much more primary research is still needed, with subsequent pay-offs for the effectiveness of meta-analysis. Notwithstanding this practical constraint, we see, however, that the marginal effects of increasing the baseline risk level are largely unaffected by the different specifications. Going from low to medium and high risk levels increases the WTP by approximately 15 and 80%, respectively. The income elasticity is substantially higher as compared to the results in Tables 2 and 3, and it is greater than one and statistically significant. Even with the correction for income differences, the WTP for reduced pesticide exposure is higher in countries outside the US than within the US. The table also shows that important characteristics of the survey design in stated preference studies have an impact on the WTP. In our sample, revealed preference studies do not lead to substantially lower valuations. Finally, although risk perception and the type of payment vehicle do not have a significant influence, the results show that integrated pest management is valued higher than eco-labelling or pesticide bans.
Conclusion
The unprecedented growth of productivity in agriculture is closely related to the increased use of chemical inputs such as fertilizer and pesticides. As an important side-effect chemical inputs in agricultural production evoke non-negligible hazards for human health and the quality of aquatic and terrestrial ecosystems. Food safety and environmental sustainability of agriculture have been promoted using policy instruments such as eco-labelling, pesticide bans, integrated pest management, and pesticide taxes. Preferably, such policy measures should be related to the individuals' willingness to pay for reduced pesticide risk exposure.
We review the pesticide risk valuation literature, and show that substantial information on individual's WTP for reduced pesticide risk exposure is available. The literature is, however, very diverse. It provides WTP estimates not only for various human health risks, but also for the risk of environmental degradation. We develop a taxonomy of the different effects of pesticide risk exposure, distinguishing effects on farmers, consumers, the aquatic and the terrestrial ecosystem, including more detailed target types per category.
Subsequently, we retrieve over 60 studies dealing with pesticide risk exposure, eventually leading to 316 usable individual WTP assessments sampled from 15 studies containing monetary estimates. The studies are predominantly concerned with general health effects on consumers, to a considerable extent addressing the situation in the US, although approximately one-third of the studies deal with environmental degradation, and health effects for farmers are covered as well. We present mean and median effects of the different pesticide risks, both by target type and by study.
We use a meta-regression framework to account for inherent differences in the WTP values for reduced risk exposure. We find strong evidence for the WTP for reduced risk exposure to increase with approximately 15% and 80% in going from low to medium and high risk-exposure levels, respectively. The results for the income elasticity of the WTP for reduced risk exposure vary across specifications, but seem to indicate that the income elasticity is positive and the relationship is elastic.
Finally, the results also show that differences across studies, in terms of geographical location and pivotal characteristics of the research design (specifically, the type survey and type safety device), are important drivers of the valuation results.
The results of our meta-analysis also reveal that it is still too early for a meta-analysis to be able to provide a consistent and robust picture of the large range of WTP assessments across different (1) m 1 = d/h, where h is the average household size in a specific country and year, and d a conversion factor for a given time period to the per-year basis, (2) m 2 = c/w, where c is the average annual per capita consumption of the produce concerned, and w a conversion factor from the weight unit concerned to the weight unit of c, and (3) m 3 = s/r, where s is the average annual number of pesticide treatments for the crops concerned, and r the rural density of the country concerned, defined as the ratio of the rural population over the total acreage of land area.
The transformation factor t refers to the conversion of current prices to 2000, and is in fact a GDP deflator. The conversion of local currencies to US dollars of 2000 is implemented using the 2000 Purchasing Power Parity (PPP). Both the GDP deflators and the PPPs are taken from World Development Indicators (World Bank, 2002) . The same procedure is applied to standardise GDPs used as proxy of the baseline income level. Further details are available upon request.
Baseline risk level
The baseline risk levels reported in the original studies can be classified into a three-level risk scale, discriminating among low, medium and high-risk. Some studies already use this classification. Studies concerning environmental and farmers risk by Higley and Wintersteen (1992) , Lohr et al. (1999) , Mullen et al. (1997) , Brethour and Weersink (2001) , and Cuyno et al. (2001) estimate the initial risk level (for each of the environmental targets analysed) by considering analogous toxicological endpoints and classify these endpoints according to the aforementioned three-level risk scale. For some other studies the baseline risk levels have to be transformed into the three-level risk scale. We used the following adjustments, based on expert advice of (eco)toxicologists. Further details are again available upon request. Foster and Mourato (2000) measure negative pesticide impacts on consumers and farmland bird biodiversity using damage estimates. They set the baseline level of human health risk to 100 cases of pesticide intoxication per year, while the number of endangered bird species is set at 9. We classify the risk levels for human health and bird biodiversity as medium and high, respectively. does not report the baseline risk level; nevertheless, useful information on the pesticide risk for human health in Sri Lanka is taken from Sivayoganathan et al. (2000) . We classify the human health risks reported in Sivayoganathan et al. (2000) as high. Bubzy et al. (1995) , , Fu et al. (1999) , and Ravenswaay and Hoehn (1991b) estimate WTPs for reducing cancer risk and measure the initial risk level as the number of cases per 10,000 or per 100,000 people. We classify these cancer risks as low, medium or high if the actual risk is lower than 5 cases, between 5 and 12 cases, and higher than 12 cases per 10,000 persons.
Finally, Ravenswaay and Hoehn (1991a) , Misra et al. (1991) , Roosen et al. (1998 , and Baker and Crosbie (1993) estimate consumers' preferences for a decrease in the health effects due to pesticide residues in fresh food. None of these studies provides the baseline risk level. As a proxy we use the percentage of products in violation of national pesticide residue regulation, as found during the national annual monitoring campaigns, and characterise residues risk as low, medium or high if the percentage of products found to be in violation of national limits is lower or equal to 0.5, between 0.5 and 2, and higher than 2, respectively. Figure 1 for the mnemonics referring to the different target types. b Six observations in Higley and Wintersteen (1992) , and four in Lohr et al. (1999) are excluded from the meta-sample because they refer to more than one target type simultaneously. The 32 observations from Lohr et al. (1999) are computed using additional information provided in Higley and Wintersteen (1992, 1997) , starting from the four observations referring to environmental and human health risks simultaneously. 229.89 *** F(9,322)-test on restrictions 0.40 a The weights are determined as the number of observations in the underlying studies used to determine the risk value. White-adjusted standard errors are given in parentheses, and significance is indicated by ***, ** and * for the 1, 5, and 10 percent level, respectively. b The omitted target type is general health risk for consumers. The restrictions refer to the different target types. The first group has an additional label †, the second group ‡, and cancer risk and biodiversity are unrestricted. c Because of the restrictions, the adjusted R 2 is not bound to the usual interval. 3.42 53.39 *** 0.63 a The variables are weighted using the number of observations in the underlying studies as weights. Significance is indicated by ***, ** and * for the 1, 5, and 10 percent level, respectively. The omitted category is low risk. b For reasons of identification the single result of Misra et al. (1991) is omitted in this specification. ENVIRONMENT (99) Aquatic ecosystem (41) A1 Surface water (15) A2 Ground water (13) A3 Aquatic organisms (13) Terrestrial system (58) A4 Mammals (15) A5 Birds (15) A6 Biodiversity (13) A7 Beneficial insects (15) HUMAN (232) Health effects farmers (46) B1 Acute effects (13) B2 Chronic effects (13) B3 General (20) Health effects consumers (186) B4 Acute effects (23) 
