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Residual analysis is extremely important in regressionmodelling. Residuals are used
to graphically and numerically check the overall goodness-of-fit of a model, to dis-
cover the direction for improving the model, and to identify outlier observations.
Cox-Snell residuals, which are transformed from survival probabilities (SPs), are typ-
ically used for checking survival regression models for failure times. Survival prob-
abilities are uniformly distributed under the true model when there is no censored
failure time. However, the SPs for censored failure times are no longer uniformly
distributed. Several non-random methods have been proposed to modify CS resid-
uals or SPs in the literature. However, their sampling distributions under the true
model arenot characterized, resulting in a lackof referencedistributions for analysis
with these modified residuals. In this paper, we propose to use randomized survival
probabilities (RSP) to define residuals for censored data. We will show that RSPs al-
ways have the uniform distribution under the true model even with censored times.
Therefore, they can be transformed into residuals with the normal quantile function.
We call such residuals by normally-transformed RSP (NRSP) residuals. We conduct
extensive simulation studies to demonstrate that NRSP residuals are normally dis-
tributed when the fitted model is correctly specified. Consequently, the GOF test
method by applying Shapiro-Wilk normality test to NRSP residuals (NRSP-SW) is
well-calibrated. Our simulation studies also show the great power of the NRSP-SW
method in detecting three kinds of model discrepancies. We also demonstrate the
effectiveness of NRSP residuals in assessing three AFT models for a breast-cancer
recurrent-free failure times dataset.
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1 INTRODUCTION
Model checking is a crucial step in model building to ensure the validity of the statistical inference. Residual analysis is a
conventional tool formodel checking and diagnostics. Residuals of amodel are used to graphically and numerically check
the overall goodness-of-fit (GOF) of a model, to discover the direction for improving themodel, and to identify outlier
observations. Cox-Snell (CS) residuals [1] are widely used for checking survival regressionmodels for failure times. CS
residuals are transformed from the survival probabilities with the quantile function of the exponential distribution.
When failure times are not censored and the postulatedmodel is the truemodel for them, the survival probabilities
are uniformly distributed, hence, CS residuals are exponentially distributed. This reference distribution is the basis
for model checking with CS residuals. To assess the model fit, the cumulative hazard function of the Kaplan-Meier
(KM) survival function of CS residuals is commonly plotted and compared to the straight line with unit slope and zero
intercept. A good alignment of these two lines indicates that the CS residuals are exponentially distributed, hence,
the postulatedmodel for the original failure times is appropriate. We can also employ some quantitative tests such as
Kolmogorov-Smirnov (KS) test [2, 3, 4] to check the exponentiality of CS residuals.
Unfortunately, when there are censored failure times, the survival probabilities are no longer uniformly distributed.
Correspondingly, CS residuals are no longer exponentially distribution. Indeed, CS residuals are censored observations
from a distribution. An empirical survival function of CS residuals can still be estimated with the Kaplan-Meier method,
which can consider the censoring. Inspecting visually the shape of the empirical survival function is still a valid graphical
method for model checking. However, this graphical checking for the overall GOF is insufficient for practical model
diagnostics. We also want to perform conventional residual analysis for identifying the nature of model departure
(such as non-linearity), for quantitatively testing the GOF, as well as for identifying outliers. A number of non-random
methods have been proposed to modify CS residuals [5], including the methods of adding CS residuals for censored
times with a constant (e.g. 1), themartingale residuals [6], the deviance residuals, andmany others [7]. However, the
sampling distributions of these modified residuals under the true model are not characterized, resulting in a lack of
reference distributions for residual analysis.
In this paper, we propose to perform residual analysis with normally-transformed randomized survival probabilities
(RSP). The key idea of RSP is to replace the survival probability of a censored failure time by a uniform random number
between 0 and the survival probability of the censored time. Wewill show that RSPs always have the uniform distri-
bution on (0, 1) under the true model. Therefore, RSPs can be transformed into normally-distributed residuals with
the normal quantile function. Wewill call such residuals by normally-transformed RSP (NRSP) residuals. We conduct
extensive simulation studies in three data generating scenarios to demonstrate that NRSP residuals are normally
distributed when the fittedmodel is correctly specified; consequently, the Shapiro-Wilk normality test applied to NRSP
residuals is well-calibrated for checking the GOF. Our simulation studies also show that NRSP residuals are versatile,
that is, they can be used to detect many kinds of model mis-specifications, includingmis-specified distribution family,
mis-specified functional form of covariates, and violation of proportional-hazard (PH) assumption. We also demonstrate
the effectiveness of NRSP residuals in assessing threemodels for a breast-cancer survival time dataset.
The rest of this paper is organized as follows. Section 2 reviews the existing residuals with an emphasis on clarifying
their connections to survival probabilities. In this section, we also demonstrate the non-uniformity of survival probabili-
ties when there are censored failure times with a simple example. In Section 3we present the definition of randomized
survival probabilities and illustrate that randomized survival probabilities are uniformly distributed under the true
model evenwhen there are censored failure times with the same example used in Section 2. In Section 4, we conduct
simulation studies with three data generating schemes to investigate the performances of NRSP residuals, particularly,
the percentage of model rejections under the true andmis-specifiedmodels. We compare the performances of NRSP
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residuals with those of two other residuals. Section 5 presents the results of applying the NRSP residual to a breast
cancer survival time dataset. The article is concluded in Section 6.
2 SURVIVAL PROBABILITIES AND EXISTING RESIDUALS
In this section, wewill review some existing residuals used in survival analysis. A central concept in these residuals is
the survival probability. SupposeT ∗
i
is the true failure time of the i th individual, which we assume to be a continuous
random variable in this article. Let t ∗
i
denote the realization ofT ∗
i
. In many practical problems, wemay not be able to
observe t ∗
i
exactly, but we can observe thatT ∗
i
is greater than a valueCi . This is called right-censoring. Since wewill
consider only the right-censoring in this article, wewill use the word “censoring” tomean the “right-censoring”.
Wefirst consider the situationwithout censoring. The survival function ofT ∗
i
based on a postulatedmodel is defined
as Si (t ∗i ) = P (T ∗i > t ∗i ), where the subscript i indicates that the probability may depend on a set of covariate variables
associatedwith the i th individual. Using a simple probability argument, one can prove that the survival probabilities
Si (T ∗i ) are uniformly distributed when Si (·) is the survival function of the truemodel forT ∗i . Let us emphasize that the
uniformity of survival probabilities under the truemodel holds universally for all absolutely continuous Si (·) regardless
of its specific form. Due to the uniformity, survival probabilities can be transformed into random variables with the
quantile function of the desired distribution. For example, the widely used Cox-Snell (CS) residual is defined as:
r ci (T ∗i ) = − log(Si (T ∗i )). (1)
CS residuals are a transformation of Si (T ∗i ) with the quantile function of the distribution exp(1); hence, they are
exponentially distributed under the true model. The problem of checking the GOF of Si (·) forT ∗i is then converted
to the problem of checking the exponentiality of CS residuals using various methods. For example, we can visually
inspect the shape of the cumulative hazard function (estimated by Kaplan-Meier method) of CS residuals, which is
expected to be a straight line with unit slope and zero intercept; we can also apply numerical GOF testing methods such
as Kolmogorov-Smirnov test [4] to CS residuals. Transforming survival probabilities into exponentially-distributed CS
residuals is only one option amongmany others. For example, one can also transform survival probabilities with the
quantile of standard normal distribution [8], defined as
r ni (T ∗i ) = Φ−1(Si (T ∗i )). (2)
Then the checking of the GOF of Si (·) can be converted to the checking of the normality of r ni (T ∗i ).
We will provide a simple example to illustrate the uniformity of survival probabilities. We generate 100 failure
times,T ∗
i
, as follows: log(T ∗
i
) = 2 + xi + i , where i is generated from the extreme-value distribution with a shape
parameter γ set as 1.784, and xi is generated as a Bernoulli random variable with a success rate of 0.5. This model is
calledWeibull accelerated failure time (Weibull AFT) model [5, 9, 10]. We fit the truemodel, theWeibull AFTmodel,
to the simulated dataset. Fig. 1a depicts the survival probabilities along with the two fitted survival function curves
corresponding to xi = 0 and xi = 1 respectively, with their histogram shown in Fig. 1d. We can see clearly that the
survival probabilities are distributed uniformly between 0 and 1.
Now we turn to the situation with censored data. Let Ci denote a continuous random variable that represents
the censoring time for the i th individual. We cannot observe the true failure timeT ∗
i
whenT ∗
i
> Ci . Instead, we only
observe thatT ∗
i
> Ci . The observed failure times are realizations of the random variables defined asTi = min(T ∗i ,Ci ).
To indicate the censoring status, theTi is accompanied with a censoring status indicator variable di = I (T ∗i < Ci ), which
is equal to 1 ifTi is not censored and equal to 0 otherwise. When there are censored failure times, the unmodified
survival probabilities (USPs) calculated with Si (Ti )without accounting for the censoring effect are no longer uniformly
distributed under the truemodel. This is because that a censored failure time,Ti = Ci , is smaller than the true failure
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F IGURE 1 Illustration of the non-uniformity of the survival probabilities when there are censored failure times. The first row
shows the definitions of different survival probabilities and the second row shows the histograms of different survival probabil-
ities. The first column shows the survival probabilities (SP) evaluated at uncensored failure times. The second column shows
the unmodified survival probabilities (USPs) evaluated at censored and uncensored failure times without distinction. The third
column shows a version of modified survival probabilities (MSP) with∆ = 1.
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time T ∗
i
; hence, the survival probability Si (Ti ) is larger than Si (T ∗i ). As a result, the distribution of USPs has more
probability on the values near 1 than on the values near 0. As an illustration, for the failure times simulated from a
Weibull AFTmodel and used in Figure 1, we generate a set of censoring timesCi from the exponential distribution with
a rate parameter of θ = 0.08, which is chosen to yield a censoring percentage c ≈ 50%. We then setTi = min(T ∗i ,Ci ). Fig.
1b depicts the USPs along the two fitted survival curves, with their histogram shown in Fig. 1e. From the histogram, we
can see clearly that the USPs are not uniformly distributed between 0 and 1; indeed the density of USPs increases from
0 to 1.
Since USPs are not uniformly distributed, CS residuals transformed fromUSPs are not exponentially distributed
either. A number of methods have been proposed tomodify USPs and CS residuals. The USPs for the censored failure
times (Ti ) are larger than the actual survival probabilities of the true failure times (T ∗i ) if they are observed. Therefore, a
modificationmethod is to shrink the USPs of the censored failure times by a factor of η ∈ (0, 1):
S ′i (Ti , di , η) =
{
Si (Ti ), ifTi is uncensored, i.e., di = 1,
η Si (Ti ), ifTi is censored, i.e., di = 0. (3)
Wewill call the above shrunken survival probabilities bymodified survival probabilities, shortened byMSPs. Trans-
forming theMSPs with the quantile of exp(1) results in themodified CS residuals with a constant∆ = − log(η) added to
the CS residuals of censored failure times, which are defined as follows:
r ci
′(Ti , di ,∆) = − log(S ′i (Ti , di , η))) =
{
r c
i
(Ti ) = − log(Si (Ti )), if di = 1,
r c
i
(Ti ) + ∆ = − log(Si (Ti )) + ∆, if di = 0. (4)
There aremany different choices for the shrinkage factor η or∆ in the literature based on different arguments; see [5, 7].
∆ = 1 is often chosen for convenience, which corresponds to η = 1/e ≈ 0.368. With∆ = 1, r c
i
′(Ti , di ,∆) for a censored
Ti is themean of r ci (T ∗i ) conditional onT ∗ > Ti under the truemodel. To see this, we use thememoryless property of
exponential distribution, which says that, if X ∼ exp(1), then X − c |X > c ∼ exp(1); hence, E (X − c |X > c) = 1. One
can also choose η = 0.5 (correspondingly, ∆ = log(2) ≈ 0.693). With η = 0.5, S ′
i
(Ti , di , η) for a censoredTi is the mean
of Si (T ∗i ) conditional onT ∗i > Ti under the truemodel. Transforming theMSPswith the quantile of exp(1) is only one
option. One can also transform theMSPs using the quantile of normal distribution [8], defined as follows:
r nmsp
i
(Ti , di , η) = Φ−1(S ′i (Ti , di , η)). (5)
Wewill call the above residuals byNMSP residuals in this article. Wewill investigate the performance ofNMSP residuals
with η = 1/e (∆ = 1) in comparisonwith the new residuals presented in Section 3. There are othermethods to define
residuals with a similar method as shrinking the UPS. For example, Nardi and Schemper [8] proposed to use themean of
r n (T ∗
i
) = Φ−1(Si (T ∗i )) conditional onT ∗i > Ti to define a residual for a censoredTi ; the formula is given in [8].
From the above review, we see that there could be numerousmethods to define residuals for censored times by
modifying the UPS or a transformation of the UPS to their meanswith respect to the conditional distribution ofT ∗
i
given
T ∗
i
> Ti [11]. However, a common drawback for thesemodified residuals is that their sampling distributions are very
complicated due to the censoring and cannot be characterized clearly with a known distribution or probability table.
Therefore, there is a lack of reference distributions for us to check the GOF and identify outliers. As an illustration, the
third column of Figure 1 displays themodified survival probabilities (MSPs) with η = 1/e on the top and the histogram of
themodified survival probabilities at the bottom, for the same dataset used for explaining the USPs. We see that the
modified survival probabilities with a fixed shrinkage factor are not uniformly distributed between 0 and 1 although the
over-large USPs of the censored times are shrunken to smaller values. However, there is an anomaly concentration of
values in the region around 0.4 due to censoring. There is not a unifiedmethod to characterize the distribution of the
USPs under the truemodel because this distribution depends on the distribution of the censoring timesCi , which varies
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for different datasets. The same problem occurs to transformedUSPs.
Other residuals or residual analysis tools have also been proposed for regression with censored data; see [5, 6, 7,
11, 12, 13, 14, 15, 16, 17, 18, 19] and the references therein. We review two of them. Martingale residual [6] is defined
as rM
i
(Ti , di ) = di − r ci (Ti ). Clearly we see that rMi (Ti , di ) = 1 − r ci ′(Ti , di ,∆)with ∆ = 1. A purpose of introducing the
martingale residual is to centralize CS residuals such that they havemean 0. This is clearly true for uncensored times
but not for censored times. Althoughmartingale residuals havemean 0 for uncensored times, they are not symmetric
about 0 because they are exponentially distributed. The deviance residuals was introduced by Therneau et al. [6] by
following the definition of the deviance residual for generalized linear models [20]. Deviance residuals are viewed as a
transformation of martingale residuals such that they are more symmetric around 0 [7, 21, 22]. However, the exact
distributions of these residuals under the truemodel are still unknown.
Due to the lack of reference distributions for the aforementioned residuals, the most widely used tool for checking
survival models for censored data is still to visually inspect the shape of the KM cumulative hazard function estimated
based on the unmodified CS residuals:
r ci (Ti ) = − log(Si (Ti )), (6)
and the censoring status indicator di . In estimating the cumulative hazard function, the unmodified CS residuals are
regarded as censored data from a distribution, which is exp(1) under the truemodel. KMmethod estimates the survival
function of this distribution by treating censored and uncensored observations differently. Therefore, the survival
function estimated by KMmethod based on the unmodified CS residuals and the censoring status indicator di is still a
theoretically justified estimate of the survival function of the original CS residuals, ie, r c
i
(T ∗
i
). We can still check the
alignment of the cumulative hazard function of CS residuals against the straight line with the unity slope and zero
intercept. However, this graphical checking for the overall GOF is insufficient for practical model diagnostics. We also
want to perform conventional residual analysis for answering these questions: (1) checking the GOFwith a numerical
test, (2) identifying the nature of model discrepancies, such as non-linear covariate effects and mis-specification of
distribution family (3) identifying outlier failure times.
3 RANDOMIZED SURVIVAL PROBABILITIES
3.1 Definition of Randomized Survival Probabilities
Wewill propose a new residual analysis tool. The key idea in defining the new residual is to randomize the survival
probabilities of censored times into a uniform random number between 0 and Si (Ti ) for censoredTi . In other words, the
fixed shrinkage factor η in themodified survival probabilities is replaced by a random numberUi uniformly distributed
on (0, 1). The randomized survival probability (RSP) forTi is defined as:
SRi (Ti , di ,Ui ) =
{
Si (Ti ), ifTi is uncensored, i.e., di = 1,
Ui Si (Ti ), ifTi is censored, i.e., di = 0. (7)
whereUi is a uniform random number on (0, 1], and Si (Ti ) is the unmodified survival probability. Wewill show that the
randomized survival probabilities, SR
i
(Ti , di ,Ui ), are uniformly distributed on (0, 1) under the true model. Therefore,
they can be transformed into residuals with any desired distribution. We prefer to transforming themwith the normal
quantile function as follows:
r nrsp
i
(Ti , di ,Ui ) = Φ−1(SRi (Ti , di ,Ui )) (8)
where Φ−1(x ) is the quantile function of standard normal distribution. We will call the residuals in (8) by normally-
transformed randomized survival probability residuals, shortened byNRSP residuals. Due to the universal normality of
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NMSP residuals under the truemodel, we can conduct residual analysis with NMSP residuals for censored data in the
sameway as conducting residual analysis for normal regression. There are a few advantages of transforming RSPs into
NRSPs. First, themethods and tools for checking the normality of normal regression residuals are familiarized bymost
statisticians and rich in the literature. These tools can be exploited directly to check the normality of NRSP residuals
for identifying a variety of violations of normality, such as skewness, over-dispersion, and lack of independence [23].
Second, transforming RSPs into normal deviates facilitate the identification of extreme survival probabilities, such as
10−5 or 1 − 10−5. The frequency of such small survival probabilities may be small compared to the total sample size,
hence, it is hard to identify them by looking at survival probabilities directly through their histogram (because of the
small frequency) or scatterplot (because of the bounds at 0 and 1). However, the presence of such extreme survival
probabilities (even very few) is a strong evidence of model mis-specifications—either the distribution tail (ie, the error
component) is too light or the link function to covariates (ie, the signal component) is mis-specified. After the normal
quantile transformation, such extreme survival probabilities will have largemagnitude to be easily identified.
3.2 Proof of the Uniformity of RSP
Wewill prove that the randomized survival probabilities, SR
i
(Ti , di ,Ui ), are uniformly distributed on (0, 1)when Si (·) is
the true survival function forT ∗
i
, whichTi is based on. We first show that the survival probability, Si (T ∗i ), for the original
failure time,T ∗
i
, is uniformly distributed on (0, 1). This fact can be proved by calculating the probability P (Si (T ∗i ) ≤ x )
for x ∈ (0, 1) as follows: P (Si (T ∗i ) ≤ x ) = P (T ∗i ≥ S−1i (x )) = Si (S−1i (x )) = x , where S−1i (·) is the inverse function of
Si (·). When Si (·) is not strictly invertible, the proof involvesmore subtle details. However, the uniformity of Si (T ∗i ) is
universally true as long as Si (·) is continuous. The uniformity of of Si (T ∗i ) implies that the conditional distribution of
Si (T ∗i ) givenT ∗i ∈ (a, b) is uniformly distributed on the interval (Si (b), Si (a)) for any a < b . The conditional distribution
of Si (T ∗i ) givenT ∗i is greater or less than a value c will be used next.
To ease the proof, wewill rewrite SR
i
(Ti , di ,Ui ) as a function of the original failure timeT ∗i , the censoring timeCi ,
and the random numberUi as follows:
SR
′
i (T ∗i ,Ci ,Ui ) =
{
Si (T ∗i ), ifT ∗i ≤ Ci
Ui Si (Ci ), ifT ∗i > Ci .
(9)
We will show that the conditional distribution of SR ′
i
(T ∗
i
,Ci ,Ui ) given Ci = c is uniform on (0, 1). To proceed, we will
assume thatT ∗
i
andCi are independent, that is, the censoring times are non-informative to the original failure times. Based
on this assumption, the distribution of Si (T ∗i ) is unchanged by conditioning onCi = c . Hence, givenT ∗i ≤ c andCi = c ,
the RSP is equal to Si (T ∗i ), and it is uniformly distributed on (Si (c), 1). And, givenT ∗i > c and Ci = c , the RSP is equal
toUi Si (c) and is uniformly distributed on (0, Si (c)) due to the uniformity ofUi . In addition, the probability ofT ∗i > c
givenCi = c is Si (c). Let λ(B) be the length of an interval B on (0, 1). Using the total probability rule, we can derive the
following equations:
P (SR ′i (T ∗i ,Ci ,Ui ) ∈ B | Ci = c) (10)
= P (Si (T ∗i ) ∈ B | Ci = c,T ∗i ≤ c) × P (T ∗i ≤ c) + (11)
P (Ui Si (c) ∈ B | Ci = c,T ∗i > c) × P (T ∗i > c) (12)
=
λ(B ∩ (Si (c), 1))
1 − Si (c) × (1 − Si (c)) +
λ(B ∩ (0, Si (c)))
Si (c) × Si (c) (13)
= λ(B ∩ (Si (c), 1)) + λ(B ∩ (0, Si (c))) = λ(B) (14)
Since the conditional distribution of SR ′
i
(T ∗
i
,Ci ,Ui ) given Ci = c is uniform on (0, 1), the marginal distribution of
SR
′
i
(T ∗
i
,Ci ,Ui ) is uniform on (0, 1) too after theCi is marginalized away by applying the total probability rule again. The
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proof that the randomized survival probabilities are uniformly distributed on (0, 1) is completed.
In the above proof, we assume that the postulatedmodel Si (·) is the truemodel forT ∗i . In practice, the Si (·) needs
to be estimatedwith sample data. For example, we often assume a parametric model for Si (·), such as an AFTmodel,
and then estimate the parameters in Si (·)with sample data. When the same dataset,Ti , i = 1, . . . , n , is used to estimate
themodel parameters and used to check the estimatedmodel, there is a conservatism problem due to the double use of
the dataset. Specifically, survival probabilities are more concentrated around 0.5 than the uniform distribution on (0,1).
Correspondingly, NRSP residuals may bemore concentrated around 0 than exactly distributed as N (0, 1). However, this
conservatism is believed to be very small when the sample size n is much larger than the number of parameters. In this
article, we focus on illustrating the concept of NRSP residuals using relatively simplemodels for which this conservatism
is minor. Furthermore, our empirical results show that the Shapiro-Wilk normality test applied to NRSP residuals is
more resistant to the conservatism than the KS test. However, when a very complex model (for example with many
covariates) is fitted to a small number of failure times, it is necessary to apply cross-validation methods to compute
NRSP residuals.
3.3 Illustration of the Uniformity of RSP
We illustrate the uniformity of RSPswith the same dataset as used in Figure 1. Figure 2a depicts the RSPs alongwith the
two fitted survival curves when the truemodel (Weibull AFT) is fitted to the dataset. We see that for the uncensored
times the survival probabilities are calculatedwith the survival functions and for each censored timeTi , the survival
probability evaluated at observedTi is replaced by a random number between 0 and Si (Ti ). The histogram of the RSPs
in Fig. 2b shows clearly that the RSPs are uniformly distributed on (0, 1). As a comparison, we also fitted the log-normal
AFT as a wrongmodel for this dataset. Figure 2c and 2d display the RSPs and their histogram. We see that due to the
mis-specified distribution family, the RSPs are not uniformly distributed, withmore probability on the interval (0.1, 0.7)
than the region near 0 or 1.
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F IGURE 2 Illustration of the uniformity of RSPs under the truemodel.
4 SIMULATION STUDIES
In this section, we conduct extensive simulations to investigate the performances of NRSP residuals in detecting three
kinds of model mis-specifications: (1) mis-specified distribution family, (2) mis-specified functional form of covariates
(3) violation of the PH assumption. For each simulation setting, we compare the performances of the NRSP residuals
with the NMSP and deviance residuals as follows. First, we compare the residual plots and QQ plots with a single
dataset. Then we estimate the percentages of model rejections by applying Shapiro-Wilk (SW) test to check the
normality of the three kinds of residuals with 1000 datasets simulated from the truemodel. We also investigate the
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performance of applying KS test to NRSP residuals as an overall GOF test. Ideally, a good GOF test method should have
uniformly distributed p-values under the truemodel, hence, the percentage of rejecting the truemodel are close to a
nominal significance level (say 0.05), which is called well-calibration. When a test is well-calibrated, we also desire high
percentages of model rejections under a wrongmodel, which is called power.
4.1 Detection of theMis-specification of Distribution Family
In this simulation setting, we generated datasets with the sameway as the illustrative example presented in Section 2
and Section 3. In particular, we generated original failure times from aWeibull AFTmodel with log(T ∗
i
) = 2 + xi + i ,
with i generated from the extreme-value distribution with a shape parameter of 1.784, and the censoring times Ci
were generated from exp(θ). We set three different values of θ to obtain three different censoring percentages (c):
20%, 50%, and 80%. We generated datasets with varying sample size n ranging from 100 to 1000. We then examined
the performances of various residuals after we fitted the true model (Weibull AFT) and a wrong model (log-normal
AFT) with the same linear link function, log(T ∗
i
) = β0 + β1xi + i , to these datasets. The shape parameter of theWeibull
distribution was estimatedwith sample data.
We first look at the performance of NRSP residuals on a single dataset with the sample size n = 800 and θ = 0.08,
which induce a censoring percentage c ≈ 50%. Figure 3 displays the NRSP residuals against the fitted values and
their normal QQ plots under the true and thewrongmodels. Under the truemodel, the NRSP residuals are randomly
scatteredwithout exhibiting any pattern and they aremostly within the interval (-3, 3). Conversely, under the wrong
model, there aremore NRSP residuals with an absolute value greater than 2; especially we see that some residuals are
greater than 4. The difference of the residual plots under the true and thewrongmodel is not very sharp from visual
inspection. However, theQQplots can reveal the non-normality of the NRSP residuals under the wrongmodel. The
QQplot of the NRSP residuals under the truemodel (Fig. 3b) aligns nearly perfectly with the straight line with unity
slope and zero intercept. However, under the wrong model, the QQ plot (Fig. 3d) deviates from the straight line in
both the upper and lower tails. Fig. 3a also shows that the NRSP residuals of only the observed failure times (green
triangles) are not normally distributed in that they are skewed to the right, which is caused by the censoring. Therefore,
the randomization for the censored failure times is necessary to restore the normality for the NRSP residuals. The
corresponding residual plots andQQ plots of the NMSP and deviance residuals are given in Figure S1 to S4 respectively.
We see that the distributions of the NMSP and deviance residuals under the truemodel are far from the normal.
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE 3 Performance of using the NRSP residuals as a graphical tool for detecting mis-specification of distribution family.
The dataset has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the NRSP residuals and their QQ
plot from fitting the true model: Weibull AFT. (c) and (d) present the NRSP residuals and their QQ plot from fitting the wrong
model: log-normal AFT. The green triangles correspond to the uncensored times and the red circles correspond to the censored
times.
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The overall GOF can be further checked quantitatively by applying normality tests to the NRSP residuals. We
simulated 1000 datasets using the same way as generating the dataset used in Figure 3 (n = 800 and censoring
percentage ≈ 50%). For each dataset, we check the normality of the NRSP, NMSP, and deviance residuals using SW
method. These GOF testingmethods are denoted by NRSP-SW, NMSP-SW, andDev-SW.We also check the normality
of NRSP residuals with KSmethod (denoted byNRSP-KS) as a comparison. Figure 4 presents the histograms of 1000
SWandKS p-values for the NRSP residuals under the true andwrongmodels. We see that the p-values of the NRSP-SW
test under the truemodel are uniformly distributed, indicating the well-calibration of this overall GOF test. In contrast,
under the wrongmodel, the p-values of the NRSP-SW test are all near 0, implying that the wrongmodel will be rejected
most of the time at a small nominal threshold, such as 0.05. Thus, the overall GOF test via the SW test for the NRSP
residuals has great power in detecting the wrongmodel. From Fig 4c, we see that the p-values of applying the KS test to
the NRSP residuals from the truemodel are not uniformly distributed. There are fewer KS p-values near 0 than near 1.
This indicates that KS test cannot handle well the conservatism in the NRSPs due to the double use of the sample data.
This means that the KS test for the NRSPs is not well-calibrated. The conservatism of this overall GOF test with KS test
will make it lose power in detectingmodel discrepancy.
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F IGURE 4 Performance of the normality tests based on the NRSP residuals in detecting the mis-specification of distribution
family. 1000 datasets with sample size n = 800 and censoring percentage c ≈ 50%were simulated. The plots show the histograms
of the 1000 SW or KS p-values from checking the normality of the NRSP residuals from fitting the true model (Weibull AFT) or
the wrongmodel (log-normal AFT), using SWor KS normality tests.
Wehave investigated the performance of the NRSP residuals with datasets of varying sample sizes and censoring
percentage. Wegenerated1000datasets for each combinationof a sample size n in the set of {100, 200, 400, 600, 800, 1000}
and a censoring percentage c in the set of {20%, 50%, 80%}with theWeibull AFTmodel. The censoring percentage is
controlled by varying themean, θ, of exponential censoring times. Using the 1000 datasets generated under each setting
of n and c , we estimated the probability of model rejections with the cutoff 0.05 for normality test p-values. Table 1
displays the percentages of model rejections for each combination of n and c for the four GOF testing methods. We see
that the percentages of model rejections under the truemodel (called false-positive rates for short) of the NRSP-SW
method are close to the nominal level 0.05 for all scenarios, demonstrating the well-calibration of the NRSP-SW test. In
contrast, the false-positive rates of other methods are far from 0.05. The false-positive rates of NRSP-KS are generally
smaller than 0.05, indicating the conservatism of this test. The false-positive rates of the NMSP-SWandDev-SW are
near 1 formost scenarios and all are significantly above 0.05. These results confirm that the NMSP and the deviance
residuals are not normally distributed under the truemodel. Table 1 also shows that the percentages ofmodel rejections
under the wrongmodel (called true-positive rates for short). We see that the true-positive rates of the NRSP-SW test
are very good evenwhen the censoring percentage is 80%provided that n > 100. The true-positive rates of NRSP-KS
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TABLE 1 Comparison of the percentages ofmodel rejectionswithNRSP,NMSP, and deviance residuals. The response variable
is simulated from aWeibull AFTmodel with varying sample size and censoring percentage. We consider fitting a log-normal AFT
model with the same linear link function as a wrongmodel.
Under the truemodel Under the wrongmodel
n 100c NRSP-SW NRSP-KS NMSP-SW Dev-SW NRSP-SW NRSP-KS NMSP-SW Dev-SW
100 20 3.60 0.00 31.00 10.70 77.30 4.40 98.40 83.80
200 20 5.40 0.00 72.80 27.60 96.30 18.90 100.00 99.20
400 20 3.90 0.20 69.30 21.00 100.00 68.40 100.00 100.00
600 20 5.20 0.20 98.90 59.90 100.00 85.20 100.00 100.00
800 20 5.60 0.20 99.80 75.40 100.00 96.80 100.00 100.00
1000 20 5.70 0.00 100.00 77.00 100.00 99.60 100.00 100.00
100 50 3.72 0.40 99.90 93.07 39.10 1.91 100.00 99.20
200 50 4.61 0.30 100.00 99.60 74.72 6.72 100.00 100.00
400 50 4.42 0.60 100.00 100.00 95.28 16.77 100.00 100.00
600 50 4.81 0.50 100.00 100.00 98.80 30.49 100.00 100.00
800 50 5.61 0.60 100.00 100.00 100.00 45.99 100.00 100.00
1000 50 5.72 0.80 100.00 100.00 100.00 58.87 100.00 100.00
100 80 4.74 4.14 100.00 100.00 6.46 3.23 100.00 100.00
200 80 3.71 1.20 100.00 100.00 26.95 3.41 100.00 100.00
400 80 4.60 3.00 100.00 100.00 29.70 3.20 100.00 100.00
600 80 4.20 2.30 100.00 100.00 56.00 3.80 100.00 100.00
800 80 4.70 2.80 100.00 100.00 69.57 5.41 100.00 100.00
1000 80 3.60 2.40 100.00 100.00 83.88 7.31 100.00 100.00
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is lower than those of NRSP-SW, due to the conservatism of NRSP-KS. The true-positive rates of the NMSP-SWand
Dev-SWmethods are very high. However, these high true-positive rates do not imply that they are powerful because
they have very high false-positive rates.
4.2 Detection ofMis-specified Functional Form of Covariate
In this section, we demonstrate the effectiveness of the NRSP residuals in detecting non-linear covariate effects in
the data. The response variable is simulated from a Weibull AFT regression model with a non-linear link function:
log(T ∗
i
) = 2 + 5 sin(2xi ) + i . The shape parameter of theWeibull distributionwas set as 1.8, and the censoring times
Ci were generated from exp(θ). We set three different values of θ to obtain three different censoring percentages
approximately equal to 20%, 50%, and 80%. We generated datasets with varying sample size n ranging from 100 to 1000.
The covariate xi was generated from (0, 3pi2 ). We consideredfitting aWeibull AFTmodel assuming log(T ∗i ) = β0+β1xi +i
as a wrongmodel, and fitting aWeibull AFTmodel assuming log(T ∗
i
) = β0 + β1 sin(2xi ) + i as the truemodel. The shape
parameter of theWeibull distribution was estimatedwith sample data.
We first look at the performance of the NRSP residuals on a single dataset with the sample size n = 800 and θ = 2.6,
which induce a censoring percentage c ≈ 50%. Figure 5 displays the NRSP residuals against the covariate and their
normal QQ plots under the true and the wrong models. Under the true model, the residual plot is mostly bounded
between -3 and 3 as standard normal deviates without any visible pattern. Under the wrongmodel, a non-linear pattern
in the NRSP residuals is very clear. Figure 5b and 5d present theQQ plots of the NRSP residuals under the true and
wrongmodels. Under the truemodel, theQQplot almost perfectly alignswith the diagonal linewith unity slope and zero
intercept; but under the wrongmodel, the QQ plot deviates from the diagonal line in the upper tail. The corresponding
scatterplots andQQplots of the NMSP and deviance residuals are given in Figure S5 to S8. TheNMSP and deviance
residual plots can reveal the non-linearity when thewrongmodel is fitted. However, we see that their residual plots
under the truemodel are far from the normal due to the anomaly concentration in the region around 0.5.
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE 5 Performance of theNRSP residuals as a graphical tool for detectingmis-specified functional formof covariate. The
dataset has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the NRSP residuals and their QQ plot
from fitting the truemodel: aWeibull AFT regressionmodel log(T ∗i ) = β0 + β1 sin(2xi ) + i . (c) and (d) present the NRSP residuals
and their QQ plot from fitting the wrong model: a Weibull AFT regression model log(T ∗i ) = β0 + β1xi + i . The green triangles
correspond to the uncensored times and the red circles correspond to the censored times.
We have also simulated 1000 datasets using the same way as generating the dataset used in Figure 5 (n = 800
and censoring percentage ≈ 50%). The histograms of 1000 SWand KS p-values for testing the normality of the NRSP
residuals under the true andwrongmodels are displayed in Figure 6. The NRSP-SW test p-values under the truemodel
(Fig. 6a) are nearly uniformly distributed, whereas the p-values of the NRSP-SW test under the wrongmodel (Fig. 6b)
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are all near 0. We also see that the density of the NRSP-KS p-values under the truemodel increases from 0 to 1.
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(a) NRSP-SWp-values,TrueMode
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(b) NRSP-SWp-values,WrongModel
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(c) NRSP-KS p-values,TrueMode
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(d) NRSP-KS p-values,WrongModel
F IGURE 6 Performance of the normality tests based on the NRSP residuals in detecting the mis-specified functional form
of covariate. 1000 datasets with sample size n = 800 and censoring percentage c ≈ 50% were simulated. The plots show the
histograms of the 1000 SWorKS p-values from checking the normality of theNRSP residuals from fitting the truemodel (Weibull
AFT: log(T ∗i ) = β0 + β1 sin(2xi ) + i ) or the wrongmodel (Weibull AFT: log(T ∗i ) = β0 + β1xi + i ), using SWor KS normality tests.
To further evaluate the performance the GOF test with NRSP residuals, we generated 1000 datasets for each
combination of a sample size n in the set of {100, 200, 400, 600, 800, 1000} and a censoring percentage c in the set of
{20%, 50%, 80%} with the true model. Table 2 shows the percentages of model rejections for each combination of n
and c by thresholding normality test p-values at 0.05. The false-positive rates of the NRSP-SWmethod remain at the
nominal level 0.05 for all scenarios. The false-positive rates of the NMSP-SW andDev-SWmethods are substantially
higher than the 0.05 nominal level withmany near 1. The false-positive rates of NRSP-KS are generally smaller than
0.05, indicating the conservatism of this test. Table 2 also shows the true-positive rates of the NRSP-SW test are very
good, and the true-positive rates of NRSP-KS is lower than those ofNRSP-SWespecially when the censoring percentage
is at 80%. The true-positive rates of the NMSP-SW andDev-SWmethods are very high. However, the high true-positive
rates and the high false-positive rates indicates that the NMSP and deviance residuals always reject both thewrong
model and the truemodel all the time.
4.3 Detection of the Violation of PHAssumption
Finally, we investigate the performance of the NRSPs in detecting the violation of PH assumption. We first simulate
a response variable from log-normal AFT regression model log(T ∗
i
) = 2 + xi + i , with i generated from the normal
distribution. The censoring times Ci were generated from exp(θ). We set three different values of θ to obtain three
different censoring percentages approximately equal to c = 20%, 50%, and 80%. We generated datasets with varying
sample size n ranging from 100 to 1000. We fitted the Cox PHmodel with linear link function as a wrongmodel. We
also fit the log-normal AFTmodel as the truemodel for the datasets.
The performance of NRSP residuals was first evaluated on a single dataset with the sample size n = 800 and the
censoring percentage c ≈ 50%. Figure 7a and 7b display the residual plot and QQ plot of the NRSPs under the true
model. The results meet the ideal expectations under the true model: Residual plot is mostly bounded between -3
and 3 as standard normal variates without any unusual patterns; QQ plot aligns with the diagonal line. Figure 7c and
7d present the corresponding plots of the NRSP residuals from fitting the wrongmodel. Although there is not a clear
violation of the normality from the residual plot, we see that the NRSP residuals from fitting the Cox PHmodel are
slightly asymmetric in that they are skewed to lower values; in addition, the QQ plot shows observable deviations from
the diagonal line in the lower tail. Figure S9 to S12 display the NMSP and the deviance residuals plots andQQ plots.
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TABLE 2 Comparison of the percentages ofmodel rejectionswithNRSP,NMSP, and deviance residuals. The response variable
is simulated fromaWeibull AFTmodel log(T ∗i ) = 2+5 sin(2xi )+i with varying sample size and censoring percentage. Weconsider
fitting aWeibull AFT regressionmodel log(T ∗i ) = β0 + β1xi + i as a wrongmodel.
Under the truemodel Under the wrongmodel
n 100c NRSP-SW NRSP-KS NMSP-SW Dev-SW NRSP-SW NRSP-KS NMSP-SW Dev-SW
100 20 3.30 0.00 21.70 8.10 52.70 0.60 75.00 75.50
200 20 6.20 0.07 63.60 26.70 88.70 14.81 99.00 99.30
400 20 4.90 1.20 81.50 29.40 99.80 87.89 100.00 100.00
600 20 4.80 1.10 99.70 75.10 100.00 99.60 100.00 100.00
800 20 5.40 1.80 100.00 88.80 100.00 100.00 100.00 100.00
1000 20 5.80 1.40 100.00 83.70 100.00 100.00 100.00 100.00
100 50 4.70 1.00 100.00 98.40 40.80 0.20 99.90 100.00
200 50 4.00 1.00 100.00 100.00 79.10 3.50 100.00 100.00
400 50 3.50 0.50 100.00 100.00 99.30 48.35 100.00 100.00
600 50 4.50 1.20 100.00 100.00 100.00 92.99 100.00 100.00
800 50 5.50 0.90 100.00 100.00 100.00 97.80 100.00 100.00
1000 50 4.71 0.80 100.00 100.00 100.00 100.00 100.00 100.00
100 80 3.49 3.41 100.00 100.00 7.79 2.71 100.00 100.00
200 80 3.48 3.40 100.00 100.00 19.65 1.50 100.00 100.00
400 80 2.82 2.30 100.00 100.00 45.36 2.40 100.00 100.00
600 80 5.42 3.10 100.00 100.00 68.17 4.60 100.00 100.00
800 80 5.17 2.80 100.00 100.00 82.25 6.30 100.00 100.00
1000 80 4.45 3.50 100.00 100.00 96.69 36.00 100.00 100.00
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Under the truemodel, their distributions are far away from the normal.
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
l
l
l
l
l
lll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
ll
l
l
l
l
l
l
l
llll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
ll
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 200 400 600 800
−
3
−
2
−
1
0
1
2
3
Index
N
R
SP
(c) Residual plot,WrongModel
l
l
l
l
l
l
l
lll
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−3 −2 −1 0 1 2 3
−
3
−
2
−
1
0
1
2
3
Theoretical Quantiles
Sa
m
pl
e 
Qu
an
tile
s
(d) QQ plot,WrongModel
F IGURE 7 Performance of using NRSP residuals as a graphical tool for detecting incorrect PH assumption. The dataset has a
sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present theNRSP residuals and their QQ plot from fitting the
true model: log-normal AFT. (c) and (d) present the NRSP residuals and their QQ plot from fitting the wrong model: Cox-PH. The
green triangles correspond to the uncensored times and the red circles correspond to the censored times.
The p-values of SW test based on the 1000 simulated datasets (n = 800 and censoring percentage ≈ 50%) are
displayed in Figure 8. As we see before, the NRSP-SW testing p-values are nearly uniform under the truemodel but are
concentrated near 0 under the wrongmodel. However, we see that the power of the NRSP-SW test in this problem is
not as strong as in the previous two examples, with more large p-values. The density of the NRSP-KS p-values increases
from 0 and 1 under the truemodel, indicating that KS test is too conservative in rejectingmodels. The nearly uniform
shape of the histogram of NRSP-KS p-values under the wrong model shows that the NRSP-KS test lacks power in
detecting the violation of PH assumption, which is due to its conservatism.
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(a) NRSP-SWp-values, TrueModel
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(d) NRSP-KS p-values,WrongModel
F IGURE 8 Performance of the normality tests based onNRSP residuals in detecting incorrect PH assumption. 1000 datasets
with sample size n = 800 and censoring percentage c ≈ 50%were simulated. The plots show the histograms of the 1000 SWorKS
p-values for checking the normality of the NRSP residuals from fitting the true model (log-normal AFT) or the wrong model (Cox
PH).
For estimating the percentages of model rejections, we generated 1000 datasets with varying sample size n in
the set of {100, 200, 400, 600, 800, 1000} andwith different censoring percentages c in the set of {20%, 50%, 80%}. The
results are displayed in Table 3. Again, we see that the false-positive rates of the NRSP-SW method remain at the
nominal level 0.05 for all scenarios. The powers of the NRSP-SWmethod are pretty good when c is equal to 0.2 or
0.5. However, when c is 0.8, the power of the NRSP-SW is very weak. The percentages of model rejections with the
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NRSP-KSmethod are very low under both of the true andwrongmodels, indicating the conservatism and low power of
the NRSP-KS test. As seen previously, the percentages of model rejections with the NMSP-SW andDev-SWmethods
are very high under the true and the wrongmodels, due to their non-normality under both of these two situations.
TABLE 3 Comparison of the percentages ofmodel rejectionswithNRSP,NMSP, and deviance residuals. The response variable
is simulated froma log-normalAFTmodelwith varying sample size and censoring percentage. We considerfitting aCoxPHmodel
as a wrongmodel.
Under the truemodel Under the wrongmodel
n 100c NRSP-SW NRSP-KS NMSP-SW Dev-SW NRSP-SW NRSP-KS NMSP-SW Dev-SW
100 20 3.40 0.00 27.20 6.40 7.30 0.00 5.50 1.70
200 20 4.50 0.00 76.60 17.80 18.70 0.00 30.50 4.20
400 20 4.30 0.00 69.50 10.10 65.30 0.20 45.00 25.80
600 20 5.10 0.20 98.80 33.30 84.00 0.60 91.30 30.00
800 20 6.00 0.00 98.80 46.50 95.50 1.00 98.80 49.70
1000 20 4.80 0.00 100.00 46.40 98.80 5.60 99.30 72.20
100 50 2.90 0.80 99.90 89.10 5.20 0.40 99.80 71.00
200 50 4.50 0.40 100.00 98.00 9.40 0.40 100.00 85.40
400 50 4.10 0.50 100.00 100.00 24.80 0.70 100.00 99.60
600 50 4.10 0.70 100.00 100.00 40.90 2.30 100.00 100.00
800 50 5.40 1.00 100.00 100.00 57.90 3.60 100.00 100.00
1000 50 5.60 1.10 100.00 100.00 68.80 3.70 100.00 100.00
100 80 3.30 2.50 100.00 100.00 3.80 1.70 100.00 100.00
200 80 4.40 1.90 100.00 100.00 4.70 1.20 100.00 100.00
400 80 3.90 2.70 100.00 100.00 6.00 2.20 100.00 100.00
600 80 3.70 2.20 100.00 100.00 8.50 2.70 100.00 100.00
800 80 4.60 3.20 100.00 100.00 9.40 2.90 100.00 100.00
1000 80 3.60 1.70 100.00 100.00 13.70 2.80 100.00 100.00
5 A REAL DATA EXAMPLE
In this section, wewill demonstrate the effectiveness of the NRSPs in checking three AFTmodels for a recurrence-free
survival dataset on breast cancer patients [24, 25]. A cohort study of breast cancer in a large number of hospitals was
carried out by the German Breast Cancer Study Group to compare three cycles of chemotherapywith six cycles, and
also to investigate the effect of additional hormonal treatment consisting of a daily dose of 30mg of tamoxifen over two
years. The patients in the study had primary histologically proven non-metastatic node-positive breast cancer who had
been treated withmastectomy. The dataset is consolidated from 41 centres with a total of 686 patients. The censoring
percentage is 56.5%. The response variable of interest is the recurrence-free failure time, which is the time fromentry to
the study until a recurrence of the cancer or death. The covariates that we considered include the tamoxifen treatment
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indicator, patient age, menopausal status, size and grade of the tumour, number of positive lymph nodes, progesterone
and estrogen receptor status; more detailed descriptions of these variables can be found from [24].
We fittedWeibull, log-logistic and log-normal AFTmodelswith the available variables to the recurrence-free failure
times. Table S1 shows the estimated regression coefficients, the corresponding standard errors and p-values for the
covariates effects from fitting the three AFTmodels. We see that the inference results based on these threemodels
differ much. For example, the p-values for age are 0.304, 0.07 and 0.062 respectively under the three models. We
also see similar differences in the p-values for menopausal status. These differences show that the choice of model
distribution has a significant impact on inference results. We first present the results of checking the threemodels by
visually inspecting the shape of the cumulative hazard function of unmodified CS residuals, which is expected to be a
straight line of unity slope and zero intercept if the fittedmodel is appropriate. Figure 9 displays the three cumulative
hazard functions for the three AFTmodels. The lower parts of all of the three curves align pretty well with the straight
line, with the curve of the log-normal model being a straighter than those ofWeibull and log-normal models. However,
we also see that the upper tails of these curves deviate significantly from the straight line, which is caused by a few
large censored CS residuals. Therefore, it is hard to ascertain the agreements of the cumulative hazard functions with
the straight line by visual checking. Furthermore, this visual checking for the overall GOF is insufficient for practical
model diagnostics. We also want to perform conventional residual analysis for quantitatively measuring the GOF, for
identifying the nature of model departure, and for identifying outlier failure times.
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(b) log-normal AFTModel
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(c) log-logistic AFTModel
F IGURE 9 Cox-Snell residuals forWeibull, log-logistic, and log-normal models. The green triangles correspond to the uncen-
sored times and the red circles correspond to the censored times.
We applied the NRSP residual to check the GOF of the three AFTmodels. The panels in the first column of Figure
10 present the scatterplots of the NRSP residuals versus the fitted values for eachmodel. The NRSP residuals of the
log-normal model aremostly between -3 and 3 and do not exhibit a visible pattern, appearing as normal deviates. In
contrast, the NRSP residuals of theWeibull and log-logistic models skew slightly to the lower side with fewer values
within (2,3) thenwithin (-3,-2). Although the differences of the residual plots of these threemodels are not sharp, the
QQ plot of the NRSP residuals of the log-normal model aligns better with the straight line than those of theWeibull and
log-logistic models, showing that the log-normal model fit the dataset better than the log-logistic andWeibull models.
This conclusion agrees with the diagnostic result of inspecting the lower part of the cumulative hazard function of
unmodified CS residuals (Fig. 9). We have also evaluated the performance of the NMSP and deviance residuals for the
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(a) Residual plot,Weibull
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(b) QQ plot,Weibull
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(c) Replicated NRSP-SWp-values,Weilbull
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(d) Residual plot, log-normal
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−3 −2 −1 0 1 2 3
−
3
−
2
−
1
0
1
2
3
Theoretical Quantiles
Sa
m
pl
e 
Qu
an
tile
s
(e) QQ plot, log-normal
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(f) Replicated NRSP-SWp-values, log-normal
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(g) Residual plot, log-logistic
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(h) QQ plot, log-logistic
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(i) Replicated NRSP-SWp-values, log-logistic
F IGURE 10 NRSP residuals of the Weibull, log-logistic, and log-normal AFT models fitted to the breast cancer patients
dataset. (a), (d) and (g) present the NRSP residuals from fitting the three models. (b), (e) and (h) present the QQ plot from fit-
ting the three models. (c), (f) and (i) presents the histograms of the NRSP-SW p-values for 1000 replicated NRSP residuals. The
green triangles correspond to the uncensored times and the red circles correspond to the censored times.
WU, T., FENG, C., AND LI, L. 19
breast cancer data. Figure S13 and S14 display the residuals plots and theQQplots of the NMSP and deviance residuals.
We see that all of these residuals deviate from a normal distribution due to the censoring. Therefore, the NMSP and
deviance residuals fail to distinguish the three AFTmodels and fail to confirm the good fit of the log-normal model to
this dataset.
We further checked the GOFs of the three models for this dataset by applying the SW normality test to the
NRSP residuals. One concern for using the NRSP residual method is the fluctuation in the residuals, caused by the
randomization of the survival probabilities for the censored times. To remedy for the randomization, we generated
1000 realizations of theNRSP residuals for the same dataset, hence, 1000 replicatedNRSP-SWp-valueswere produced
for eachmodel. The panels in the third column of Figure 10 display the histograms of the1000 replicated p-values of
the NRSP-SW test. We see that most of the NRSP-SWp-values of the log-normal model are large. In contrast, most of
NRSP-SW p-values ofWeibull and log-logistic models are very small. To look at the NRSP-SW p-values more closely, we
calculated the percentages of replicated NRSP-SW p-values being ≥ 0.05 for eachmodel, with the results shown by
Table 4. We see that 92.2% of the NRSP-SWp-values of the log-normal model are ≥ 0.05. Therefore, we do not have
clear evidence to say that there is a discrepancy in the log-normal model for this dataset. By contrast, nearly 100% of
the NRSP-SWp-values of theWeibull and log-logistic models are ≤ 0.05, firmly suggesting the lack of fit of these two
models to the dataset.
TABLE 4 NRSP-SWP-values and AIC values for the breast cancer data.
Model Weibull log-normal log-logistic
%NRSP-SWp-values ≥ 0.05 0% 92.2% 0.7%
AIC 5182 5140 5154
We have also compared themodel checking results based on the NRSP residuals to themodel comparison results
based on AICs. First, wewant to clarify the difference betweenmodel checking andmodel comparison. AIC is ameasure
of the out-of-sample predictive performance of a model. None of a set of models may fit a dataset well, but one of them
has the best predictive performance among the set of candidatemodels. That is, all models may bewrong but some of
them are useful. Therefore, themodel comparison alone is insufficient for model evaluation. However, themodel with
better predictive performance is believed to fit the dataset better. Therefore, it is still meaningful to compare themodel
comparison results based on AICwith themodel checking results based on the NRSP residuals. Table 4 displays the
AIC values of the three fitted AFTmodels. We see that the log-normal model yields the lowest AIC. The results based
on checking the normality of the NRSP residuals also indicate that this model provides the best fit to the dataset. The
orderings of the threemodels based on the AICs and the percentages of NRSP-SWp-values ≥ 0.05 are also the same.
This demonstrates the effectiveness of themodel checking with the NRSP residuals.
6 CONCLUSIONS AND DISCUSSIONS
In this paper, we have proposed to use randomized survival probabilities (RSPs) to define residuals for regression
with censored data. We have proved that RSPs always have the uniform distribution on (0, 1) under the true model
even with censored times. Consequently, NRSP residuals are normally distributed under the true model. With this
unified reference distribution for NRSP residuals, we can perform residual analysis for regression with censored
data in the same way as checking normal regression with Pearson’s residuals, including drawing residual plots for
identifying themodel discrepancy nature, conducting quantitative GOF testing, and identifying outliers. In particular,
we have conducted extensive simulation studies to demonstrate that the Shapiro-Wilk normality test applied to NRSP
20 WU, T., FENG, C., AND LI, L.
residuals (called the NRSP-SWmethod) is well-calibrated and has great power in detectingmany kinds of model mis-
specifications, includingmis-specified distribution family, mis-specified functional form of covariates, and the violation
of PH assumption. Our simulation studies have shown that the choice of the SWnormality test is critical for achieving
the well-calibration and good power in the GOF test with NRSP residuals. We have also demonstrated the effectiveness
of NRSP residuals in checking the GOFs of three AFTmodels for a breast-cancer recurrent-free failure times dataset. In
conclusion, examining NRSP residuals is an excellent tool for checking regressionmodels fitted with censored data.
Although the NRSP-SWmethod has good power in the examples that we have considered, more powerful GOF
tests based onNRSP residuals can be developed in the future. The overall GOF test is only the first-line checking of a
model. Amodel may pass this first-line checking, but some discrepancies may still exist in themodel for the dataset. The
overall GOF test is only a pure significance test without considering a specific discrepancy. For example, looking at the
overall normality of NRSP residuals (with their relationship with the covariates being ignored) may fail to detect the
non-linearity in the covariate function if the residuals look like from a normal. For such situations, specialized GOF test
methods are needed, for example, checking the linearity (or other relationship) of NRSP residuals against covariates.
To increase the power of themodel checking, specialized GOF tests and graphical tools are demanded to check each
suspected discrepancy (eg, non-linear covariate effects, violation of PH assumption, and correlation structure in failure
times, etc). We believe that the efforts for developing specialized quantitative and graphical checking tools based on
RSPs will be more fruitful than based on unmodified or other modified survival probabilities because of the clearer
characterization of the distribution of RSPs under the truemodel.
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ONL INE SUPPLEMENTARY MATER IALS
A FIGURES FOR NMSP AND DEVIANCE RESIDUALS
A.1 Additional Figures for Section 4.1
A.1.1 Performance of the NMSP Residuals in Detecting Mis-specification of Distribution
Family
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE S1 Performance of using theNMSP residuals as a graphical tool for detectingmis-specification of distribution family.
The dataset has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the NMSP residuals and their QQ
plot from fitting the true model: Weibull AFT. (c) and (d) present the NMSP residuals and their QQ plot from fitting the wrong
model: log-normal AFT. The green triangles correspond to the uncensored times and the red circles correspond to the censored
times.
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(a) NMSP-SWp-values, TrueModel
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(b) NMSP-SWp-values,WrongModel
F IGURE S2 Performanceof thenormality tests basedon theNMSPresiduals in detecting themis-specificationof distribution
family. 1000 datasets with sample size n = 800 and censoring percentage c ≈ 50%were simulated. The plots show the histograms
of the 1000 SW p-values from checking the normality of the NMSP residuals from fitting the true model (Weibull AFT) or the
wrongmodel (log-normal AFT), using SWnormality tests.
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A.1.2 Performance of the Deviance Residuals in Detecting Mis-specification of Distribu-
tion Family
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE S3 Performance of using the deviance residuals as a graphical tool for detecting mis-specification of distribution
family. The dataset has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the deviance residuals and
their QQ plot from fitting the true model: Weibull AFT. (c) and (d) present the deviance residuals and their QQ plot from fitting
the wrongmodel: log-normal AFT. The green triangles correspond to the uncensored times and the red circles correspond to the
censored times.
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(a) Dev-SWp-values, TrueModel
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(b) Dev-SWp-values,WrongModel
F IGURE S4 Performance of the normality tests based on the deviance residuals in detecting the mis-specification of distri-
bution family. 1000 datasets with sample size n = 800 and censoring percentage c ≈ 50% were simulated. The plots show the
histograms of the 1000 SW p-values from checking the normality of the deviance residuals from fitting the true model (Weibull
AFT) or the wrongmodel (log-normal AFT), using SWnormality tests.
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A.2 Additional Figures for Section 4.2
A.2.1 Performance of the NMSP Residuals in DetectingMis-specified Functional Form of
Covariate
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE S5 Performance of the NMSP residuals as a graphical tool for detecting mis-specified functional form of covariate.
The dataset has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the NRSP residuals and their QQ
plot from fitting the true model: a Weibull AFT regression model log(T ∗i ) = β0 + β1 sin(2xi ) + i . (c) and (d) present the NRSP
residuals and their QQ plot from fitting the wrong model: a Weibull AFT regression model log(T ∗i ) = β0 + β1xi + i . The green
triangles correspond to the uncensored times and the red circles correspond to the censored times.
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(a) NMSP-SWp-values, TrueModel
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(b) NMSP-SWp-values,WrongModel
F IGURE S6 Performance of the normality tests based on the NMSP residuals in detecting the mis-specified functional form
of covariate. 1000 datasets with sample size n = 800 and censoring percentage c ≈ 50% were simulated. The plots show the
histograms of the 1000 SWp-values from checking the normality of theNMSP residuals from fitting the truemodel (Weibull AFT:
log(Ti ) = β0 + β1f (x ) + i ) or the wrongmodel (Weibull AFT: log(Ti ) = β0 + β1x + i ), using SWnormality tests.
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A.2.2 Performance of theDeviance Residuals in DetectingMis-specified Functional Form
of Covariate
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE S7 Performance of the deviance residuals as a graphical tool for detectingmis-specified functional formof covariate.
The dataset has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the NRSP residuals and their QQ
plot from fitting the true model: a Weibull AFT regression model log(T ∗i ) = β0 + β1 sin(2xi ) + i . (c) and (d) present the NRSP
residuals and their QQ plot from fitting the wrong model: a Weibull AFT regression model log(T ∗i ) = β0 + β1xi + i . The green
triangles correspond to the uncensored times and the red circles correspond to the censored times.
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(a) Dev-SWp-values, TrueModel
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(b) Dev-SWp-values,WrongModel
F IGURE S8 Performance of the normality tests based on the deviance residuals in detecting the mis-specified functional
form of covariate. 1000 datasets with sample size n = 800 and censoring percentage c ≈ 50%were simulated. The plots show the
histograms of the 1000 SW p-values from checking the normality of the deviance residuals from fitting the true model (Weibull
AFT: log(Ti ) = β0 + β1f (x ) + i ) or the wrongmodel (Weibull AFT: log(Ti ) = β0 + β1x + i ), using SWnormality tests.
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A.3 Additional Figures for Section 4.3
A.3.1 Performance of the NMSPResiduals in Detecting Incorrect PHAssumption
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE S9 Performance of using the NMSP residuals as a graphical tool for detecting incorrect PH assumption. The dataset
has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the NMSP residuals and their QQ plot from
fitting the true model: log-normal AFT. (c) and (d) present the NMSP residuals and their QQ plot from fitting the wrong model:
Cox-PH. The green triangles correspond to the uncensored times and the red circles correspond to the censored times.
p−value
Fr
eq
ue
nc
y
0.0 0.2 0.4 0.6 0.8 1.0
0
20
0
40
0
60
0
80
0
10
00
(a) NMSP-SWp-values, TrueModel
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(b) NMSP-SWp-values,WrongModel
F IGURE S10 Performance of the normality tests based on the MRSP residuals in detecting incorrect PH assumption. 1000
datasets with sample size n = 800 and censoring percentage c ≈ 50%were simulated. The plots show the histograms of the 1000
SWp-values from checking the normality of theNMSP residuals from fitting the truemodel (log-normal AFT) or thewrongmodel
(Cox-PH), using SWnormality tests.
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A.3.2 Performance of the Deviance Residuals in Detecting Incorrect PHAssumption
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(a) Residual plot, TrueModel
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(b) QQ plot, TrueModel
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(c) Residual plot,WrongModel
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(d) QQ plot,WrongModel
F IGURE S11 Performance of using the deviance residuals as a graphical tool for detecting incorrect PH assumption. The
dataset has a sample size n = 800 and a censoring percentage c ≈ 50%. (a) and (b) present the deviance residuals and their QQ
plot fromfitting the truemodel: log-normalAFT. (c) and (d) present thedeviance residuals and theirQQplot fromfitting thewrong
model: Cox-PH. The green triangles correspond to the uncensored times and the red circles correspond to the censored times.
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(a) Dev-SWp-values, TrueModel
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(b) Dev-SWp-values,WrongModel
F IGURE S12 Performanceof thenormality tests basedon thedeviance residuals in detecting incorrect PHassumption. 1000
datasets with sample size n = 800 and censoring percentage c ≈ 50%were simulated. The plots show the histograms of the 1000
SW p-values from checking the normality of the deviance residuals from fitting the true model (log-normal AFT) or the wrong
model (Cox-PH), using SWnormality tests.
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A.4 Additional Figures and Tables for Section 5
A.4.1 Parameter estimates
TABLE S1 Parameter estimates of theWeibull, log-normal and log-logistic models for the breast cancer dataset.
Weibull log-normal log-logistic
Covariates Estimate SE P-value Estimate SE P-value Estimate SE P-value
T r eat 0.261 0.093 0.005 0.309 0.097 0.002 0.321 0.097 0.001
Age 0.007 0.007 0.304 0.013 0.007 0.070 0.013 0.007 0.062
Men -0.202 0.131 0.123 -0.260 0.143 0.070 -0.289 0.143 0.043
Si ze -0.006 0.003 0.044 -0.006 0.003 0.052 -0.007 0.003 0.037
Gr ade -0.211 0.076 0.006 -0.256 0.082 0.002 -0.230 0.082 0.005
Nodes -0.039 0.005 <0.001 -0.051 0.008 <0.001 -0.052 0.008 <0.001
P r og 0.002 0.001 <0.001 0.001 <0.001 <0.001 0.002 <0.001 <0.001
Oest <0.001 <0.001 0.635 <0.001 <0.001 0.886 <0.001 <0.001 0.862
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A.4.2 Performance of the NMSP Residuals for Checking three AFTModels for the Breast
Cancer Data.
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(a) Residual plot,Weibull
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(b) QQ plot,Weibull
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(c) Residual plot, log-normal
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(d) QQ plot, log-normal
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(e) Residual plot, log-logistic
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(f) QQ plot, log-logistic
F IGURE S13 NMSP residuals for the Weibull, log-logistic, and log-normal AFT models fitted to the breast cancer patients
dataset. (a), (c) and (e) present the NMSP residuals from fitting the three models. (b), (d) and (f) present the QQ plot from fitting
the threemodels. The green triangles correspond to the uncensored times and the red circles correspond to the censored times.
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A.4.3 Performanceof theDevianceResiduals forChecking threeAFTModels for theBreast
Cancer Data.
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(a) Residual plot,Weibull
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(b) QQ plot,Weibull
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(c) Residual plot, log-normal
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(d) QQ plot, log-normal
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(e) Residual plot, log-logistic
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(f) QQ plot, log-logistic
F IGURE S14 Deviance residuals for theWeibull, log-logistic, and log-normal AFTmodels fitted to the breast cancer patients
dataset. (a), (c) and (e) present the deviance residuals from fitting the threemodels. (b), (d) and (f) present theQQplot from fitting
the threemodels. The green triangles correspond to the uncensored times and the red circles correspond to the censored times.
