When material is undergoing an exothermic chemical reaction which is sustained by the diffusion of a reactant, the steady-state regime is governed by a coupled pair of nonlinear elliptic partial differential equations with linear boundary conditions. In this paper we consider questions of existence of solutions to these equations. It is shown that, with the exception of the special case in which the mass-transfer is uninhibited on the boundary, a solution always exists, whereas in this special case a solution exists only for sufficiently low values of the exothermicity. Bounds are established for the solutions and the occurrence of minimal and maximal solutions is shown for some cases. Finally the behaviour of the solution set with respect to one of the parameters is studied.
Introduction
Consider a first-order exothermic reaction taking place within a porous medium where we assume that the concentration of just one diffusing reactant, together with temperature, controls the rate of reaction. Any convection effects, forced or natural, are neglected. Taking the Arrhenius reaction rate law, this system can be modelled by the coupled parabolic equations
C-. = <f>HAcexp(-E/RT) + kV 2 T, (la) dt -. = -Acexp(-E/RT) + Dv 2 T, (lb) 3/ [21
The reaction-diffusion equations. I 375 in the region fi and t > 0. Here i is time, c is the concentration of the diffusing reactant in pores, C p is the volumetric specific heat, E is the activation energy of the reaction, R is the universal gas constant, T is the local temperature, <j> is the porosity of the medium, H is the exothermicity per unit volume, A is a rate constant (frequency factor), k is the thermal conductivity and D is the diffusivity of the reactant c. We shall assume that all these quantities are constant except that c and T depend on position and t. Also we note that the values of C p , A, k are effective values with specific heat and thermal conductivity taking different values in the matrix and the fluid-occupied spaces, while the reaction occurs only on the interfaces between the solid matrix and the fluid. Equations of the form of (1) are derived in Aris [2, Chapter 1] . The reacting region Cl is assumed to be surrounded by an infinite reservoir containing a fixed concentration c a of the controlling reactant and which is maintained at a constant ambient temperature T a . The boundary conditions on the surface 3fi are g -o c ( r -7 ; ) or T=T a ,
g-<x (c -c a ) or c = c a .
Such a system arises from the diffusion of oxygen into a tightly packed material such as wool or coal, with c being the concentration of oxygen; or the diffusion of some nutrient with concentration c into a biological cell.
The systems of equations (1), (2) can be nondimensionalised to yield the approximate model
du/dn + fiu = 0 on 3S2, (4a) dv/dn + vv = 0 on 3S2.
The equations (3a), (3b) are approximations to the true model because of the Frank-Kamenetskii approximation is the Frank-Kamenetskii parameter, a = kRT^/HDEc a , /J is the heat-transfer coefficient (Biot number) on the boundary, v is the mass-transfer coefficient on the boundary, and fi is the region Cl in the nondimensional spatial coordinates. In this paper we shall assume that the constants X, a, ft, v are positive real numbers or satisfy the following special cases: (i) X = 0, that is, no heat produced (H = 0); (ii) a -0, that is, infinite diffusion of reactant (D = oo) in which case v = 0 and the system (3) reduces to just one equation, the classical case;
(iii) n-oo, that is, infinite surface heat-transfer in which case the boundary condition (4a) becomes the Dirichlet condition u -0;
(iv) v -oo, that is, infinite surface mass-transfer with the condition (4b) becoming v = 0.
Our purpose here is to investigate the steady-states of the system (3) and related systems (such as when e ¥= 0), that is, when du/dt = dv/dt = 0 in (3). We shall investigate conditions under which such steady-states exist and, if so, how many steady solutions do exist. These questions are related to the question of 'critical behaviour' of these systems where large discontinuous changes in the steady-state regime occur for small changes in the parameters. The steady system of (3) is
with the boundary conditions (4) holding on the boundary 9fi. A primary motivation of this study occurs from the special case of a = 0 in which case v = 0 and so (3) reduces to
with the condition (4a) on the boundary. It has been found previously (Keller and Cohen [6] , Fujita [4] ) that there exists a value of X, say X*, such that there is a steady solution of (6), (4a) for \ < X* but not for X > X*. (We then say (0, X*) is the spectrum of the problem.) Moreover for X < X* if the initial condition is small enough then u tends to one of the steady-state solutions (Fujita [5] , Sattinger [11] ), while for X > X*, u "blows-up", that is, u becomes infinite in either infinite or finite time (Fujita [4] , Lacey [7] ). It is clear that for, this special case at least, there is a "critical" value of X, namely X*. We shall consider the more general problem (4), (5) to determine if there is a similar number X*, that is, a value such that a solution to the equations exists if X < X*, but not for X > X*. It transpires that for a > 0 there is one special case of which a finite value of X* exists, but for all other cases a solution to equations (4), (5) exists for all values of X. Somewhat similar to the quantity X* is a value X cr (a critical value) of X at which there is a turning point in the ((«, v), X) bifurcation (5) is then replaced by the system
together with the same boundary conditions (4) on 9fl. The above case covers the situation when the Frank-Kamenetskii approximation is not made (e ¥= 0) in equations (3) and the exact formulation of equations (1) in dimensionless coordinates has
We shall frequently have occasion to use alternative formulations. In particular, if we let
and substitute for either u in terms of v and h or v in terms of u and h, we obtain We note that in these forms of the problem, (10) and (11) , the boundary conditions for h change if /i or c is infinite. In (10b) if n = oo > v we have h = au on 3fi; if v = oo > n we have h -v on 3J2; in both (10b) and (1 lb), and so h = 0 in fl.
Throughout this paper we shall take £2 as an open bounded subset R" (usually n = 3) with a smooth boundary 3Q. In particular we require that 3fi is an n -1 dimensional C 2+° manifold, where 0 < o < 1. This assumption gives the property that M G C*(Q) implies u G C*~I +/J (B), for any 0 < /? < 1.
We now proceed to the main results concerning existence of solutions.
Existence of solutions
We shall show in this section that if v < oo or if p. = v = oo, then solutions to the problem (4), (7) and of course (4), (5) exist for all values of X provided that a > 0. We shall use the theory of topological degree to prove this.
The following three results which are stated in Amann [1] and are proved in Ladyzhenskaya and Ural'tseva [8] (Proposition 1), and Lloyd [9] (Propositions 2, 3) will be used: 
(The solution operators K v are just the linear integral operators with kernel the Green's function for -V
2 with the appropriate boundary condition.) PROPOSITION 
Suppose X is a normed vector space and D is an open, bounded subset of X containing 0. Further, suppose T: D -» X is a compact map (that is, it is continuous and maps bounded sets into relatively compact sets) such that 0 £ ( / -T)(dD). Then an integer d(I -T, D, 0), called the degree of I -T at 0 on D, is defined and the following hold:
(
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000003751
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Suppose T and D are as in Proposition 2. (i) (Excision Property) If E C D is closedandO <£ (I -T)(E) then d(l -T, D,0) = d(I -T, D\E,0).
ii) There exists 8 > 0 (depending on TandD) such that if S is a compact map on D with (\fx £ D) \\T(x) -S(x)\\ < 8 then d(I -S, D,0) is defined and equals d(I-T,D,0).
We shall demonstrate the existence of a solution to the problem (4), (7) by showing the equivalence of solutions («, v) to (4), (7) and fixed points of a certain map T. We then use degree theory (Propositions 2,3) to show the existence of fixed points of T, and hence solutions to the system (4), (7) .
We define a map Ton C(fi) X C(fi) by
where K^, K v were defined in Proposition 1 and F(u, v) is the Nemystsky operator given by
We now establish the necessary properties of T which ensure it has a fixed point. PROPOSITION 4. T is a compact map from C(fl) X C(fl) into itself (using the supremum norm on C(fi)). We now relate the fixed points of the operator T to the solutions of equations (4), (7). PROPOSITION 
For any
(«, v) £ C(fi) X C(fi) and s £ [0,1] then (u, v) = sT(u,
v) if and only if{u, v) is a solution of the equations
V 2 !/ + \sf(u, v) = 0 in Q, du/dn + »u -0 on dQ,(12a)V 2 v-a\sf(u,v) = 0 inQ, dv/dn + vv = 0 on 3ft. (12b) PROOF. Suppose (u, v) £ C(Q) X C(fi) satisfies (u, v) = sT(u, v). Then u -XsK^F^u, v) and v --\a.sK v F{u, v). Now, u, v £ C(fi) and / £ C'(R 2 ), so F(M, V) £ C(fi). Then, by Proposition 1, K^Fiu, v), K v F(u, v) £ C°(S); so «, o £ C o (n). Therefore F(M, U) £ C°(ft), which gives, by Proposition 1, KpF(u, v), K v F{u, v) £ C 2+O (fi). Hence u, v £ C 2+O (
J2). Now it follows from the definition of K^ and A, (Proposition 1) that (M, «) satisfy (12).
The converse follows trivially from the definition of K^ and K v . Q.E.D.
We note here that Propositions 4 and 5 hold for the case ju < v = oo. We shall later have need of this fact.
We now proceed to show that T does indeed have fixed points. Our first step is to define a homotopy between / and I -T satisfying Proposition 2(iii). We do this as follows:
In order to show that H satisfies Proposition 2(iii) we need:
then (Vx £ ft) i> 0 =£ v(x) < 0, and
where v 0 is given in Section 1 (iii).
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Now, it follows from (12) that (u, h = au + v) satisfies (10) (with X replaced by Xs). Then, using the above bounds for v, we get
The maximum principle then show that
for p>/t (if /t = p = oo we note that h = 0). Since u -a'\h -v), we then get (where we also apply the maximum principle to (12a))
For convenience we denote
We are now in a position to prove: 
So, by Proposition 2(ii), there is some («, v) G B such that (u,v) = T(u,v).
Q.E.D.
COROLLARY 8. There exists a solution («, t>) to (4), (7).
This is a consequence of Proposition 5 and Theorem 7.
COROLLARY 9. {Of the proof) d(I-T,B,0)= 1.
In our method for showing the existence of solutions to (4), (7) it has been of importance to derive an a priori estimate for the solution h = au + v of 10(b),
For the parameter range not covered in this section, viz. fx < v = oo, we no longer have such a priori bounds for k. This is the reason that the argument given in this section fails for this case. It transpires that there may be no solution for certain values of X.
Non-existence and existence of solutions for p. < v = oo
In this section we shall investigate the question of existence of solutions to (4), (5), equivalently (10) , for the special case of v = oo with /x finite. Of course, we continue to examine the general case of a > 0.
In line with Section 2 we shall generally use formulation (10) of the problem (4), (5) . However, we firstly obtain a regularity property of a solution (u, v) to (4), (7) .
[io]
The reaction-diffusion equations. I 383 LEMMA 1. Suppose (U, V) satisfies (4), (7) for some X; then V G C 2+O (fl).
PROOF. Firstly, note that since U G C'(fi), U G C(fl). From the maximum principle, it follows that the equation (14) is unique when u = U and (U, V) satisfies (4), (7), it follows that V satisfies (14) and so V G C 2+O (fi).
Q. E. D.
The following argument requires us to find an explicit solution to v 2 t> + Ov = 0 in a sphere, with spherical symmetry. So the result (Theorem 2) is restricted to the cases n = 1,2,3. We give the proof for n = 3, and note that the result for n = 1,2 can be derived by imbedding the region in 3-dimensions.
Suppose now, that, for some value X, there is a solution («, t>) to (4), (5), and hence a solution (u, h) to (10) . Then Lemma 1 allows us to define the quantity Since v < 0 in the region fi, it follows that M s= 0. We now proceed to establish the following inequality:
(see below for the definition of p). Now, from (10), we have
Therefore, by the maximum principle, h > M/fi in £2. A similar result may be obtained for (4), (7) if e" is replaced by a function of w that grows faster than u 2 as u tends to infinity.
Next we shall show that (4), (7) does have a solution for some values of X-in particular, when X is sufficiently small. Again we consider a map T defined on C(fi) X C(fi) by
where K^, K x are as in Section 2, Proposition 1. As noted after Section 2, Proposition 5, we have: 
Q.E.D.
This result then leads to:
THEOREM 5. For X sufficiently small, (4), (7) has a solution.
PROOF. Choose some r > 0; then by Proposition 4, T is a contraction map from B to B for X sufficiently small. 5 is a closed subset of C(fi) X C(fi), hence it is use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0334270000003751 complete. It then follows from the contraction mapping theorem that T has a unique fixed point («, v) G B. Therefore, by the note after Section 2, Proposition 5, (u, v) is a solution to (4), (7) .
We have now shown that for X sufficiently small (4), (5) has a solution, but for X sufficiently large there is no solution to (4), (5) . In fact we have a stronger result which we give after the following theorem: THEOREM 6. / / there is a solution (M°, t>°) to (4), (7) for X = X° then there is a solution to (4), (7) 
PROOF. Since (M°, V°) is a solution to (4), (7), then (11) has a solution («°, h°) when X -X°. We then consider, for X < X°, the iteration scheme:
and
where Uj is the minimal solution to (19a) (which is known to exist by the work in Keller and Cohen [6] The results and proofs that we shall give are of a standard type; but for the sake of completeness we present them here.
For the first two results we can assume 0 < p, v ^ oo. Let
is a solution to (4), (7) 
The lemma now follows from the continuity and compactness of Q (Section 2, Proposition 4). Q. E. D.
We then get the general result: Theorem 2 does not tell us that any two points in 2 (or even F) can be joined by a path lying in 2 (that is a path of solutions to (4), (7)); but it does tell us that there is an unbounded subset of solutions, F, which contains the trivial solution u = 0, v = 0 and X -0 and for which it is impossible to find a ball in X of radius r, about the origin, which contains no elements of F on its boundary.
We are able to give a stronger result for a certain special case. Since we require Section 2, Corollary 9 we need to assume that n, v < oo; v < oo and jn < oo or H -v = oo. This result tells us that two solutions corresponding to values of X in / can indeed be connected by a path (in A') of solutions. In the second part of this paper we shall show that it is possible to find such an interval J.
Discussion
In this paper we have shown that, except for the extreme case of n < v = oo, there is a solution to the steady state system (4), (7) for all values of X. This suggests that other than for this special case, a solution to the initial value problem (3), (4), with u sufficiently small and v < 0 at t = 0, remains bounded and we do not obtain thermal runaway. It is plausible that this solution (M, V) either approaches one of the steady states (that is solutions to (4), (5)) or tends to a limit cycle (cf. Poore [10] for the corresponding "zero-dimensional case"-that is the homogeneous system).
For the special case of ju < v = oo in 1, 2 or 3 dimensions, we see that there is some X* such that there is no solution to (4), (5) for X > X*, that is there is no steady solution for the parabolic problem (3), (4) if the region S2 is too large (since X oz (radius of fl)
2 ). It can be seen this parameter range corresponds to free transfer of reactant through the surface 312 into fi, while the flow of heat out of fi through 3S2 is restricted (however, this seems to be a rather unrealistic case). Hence, it would appear the physical reason that there is no solution for large values of X is that heat is produced from the incoming reactant too rapidly to be lost through the surface. It then seems plausible that if X > X* then the solution to (3), (4) blows-up, with u becoming infinite in either infinite or finite time {cf. the case a = 0, v = 0 Fujita [4] , Fujita [5] , Lacey [7] ).
