We introduce the Fixed Cluster Repair System (FCRS) as a novel architecture for Distributed Storage Systems (DSS) that achieves a small repair bandwidth while guaranteeing a high availability. Specifically, we partition the set of servers in a DSS into s clusters and allow a failed server to choose any cluster other than its own as its repair group. Thereby, we guarantee an availability of s − 1. We characterize the repair bandwidth vs. storage trade-off for the FCRS under functional repair and show that the minimum repair bandwidth can be improved by an asymptotic multiplicative factor of 2/3 compared to the state of the art coding techniques that guarantee the same availability. Furthermore, we introduce cubic codes designed to minimize the repair bandwidth of the FCRS under the exact repair model. We prove an asymptotic multiplicative improvement of 0.79 in the minimum repair bandwidth compared to the existing exact repair coding techniques that achieve the same availability. We show that cubic codes are information-theoretically optimal for the FCRS with 2 and 3 complete clusters.
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I. INTRODUCTION
A Distributed Storage System (DSS) is a network consisting of several servers that collectively store a large content. A DSS is designed with two main criteria in mind. Firstly, as individual servers can fail at any given time, the data must be stored in a redundant manner. The objective is to avoid a permanent loss of the data even in the event of multiple simultaneous failures. Secondly, these failed servers must be replaced with new ones efficiently, that is, without generating too much traffic. The abstract model that is commonly used to capture these two aspects is as follows. Suppose we have a file M of size M and n servers each with a storage of size α. We require that any set of k servers can collectively recover the file M. This is referred to as the data recovery criterion. Put differently, the network must be resilient to failure of any set of n−k servers. As a server fails, a newcomer must replace it, by connecting to d other servers and downloading β units of data from each, thus occupying a repair bandwidth of γ = dβ. This is called the repair process and the set of d servers are called the repair group. The definition of repair can be rather ambiguous as there are several different repair models studied in the literature. We are interested in two of them here. "Exact repair", where the newcomer must be identical to the failed server; and "functional repair" where the newcomer has the same functionality as the failed server, meaning that it must be able to participate in future data recovery and repair processes of other servers. These definitions will be made more precise in the following sections.
Assuming that a failed server must be able to choose any set of d servers as its repair group, the trade-off between α and γ has been completely characterized in [1] under functional repair via a network information flow analysis. As for the exact repair model, explicit codes [2] , [3] and converse bounds [4] have been studied in depth. It is known [5] that a non-vanishing gap exists between the overall achievable (α, γ) region for the two repair models.
It was observed in [1] that as the size of the repair group, the parameter d, grows large the required repair bandwidth γ can be made smaller for a fixed storage size α. Setting d = n − 1, we achieve the best tradeoff between α and γ. However there are important downfalls to setting d very large. A coding scheme that is designed based on say, d = n−1 is not optimal for repairing multiple parallel failures. Furthermore, the servers involved in the repair process of one failed server may not be available to perform other tasks. More specifically, an architecture with large d is not suitable for applications that involve reading hot data [6] , [7] where multiple parallel reads of the same block might become necessary. Mainly in light of this latter issue, the parameter availability is defined in the literature. A server in a DSS is said to have (all-symbol) availability s − 1 if there are s − 1 disjoint sets of servers that can serve as its repair group. A DSS has availability s − 1 if all the servers in the DSS have availability s − 1. This parameter has been largely investigated in the context of locally repairable codes [8] , i.e. codes for which the size of the repair group can be made much smaller than k. The tradeoff between locality (size of the repair group) and availability has been extensively studied [6] , [7] , [9] . Nevertheless, in the context of locally repairable codes the parameter repair bandwidth is generally ignored (and sacrificed).
In this work we introduce the Fixed Cluster Repair System (FCRS) as a novel architecture which aims at achieving a high availability while maintaining a low repair bandwidth. The main idea is to partition the servers into s clusters of equal size. As a server in a cluster fails, we allow it to choose any of the remaining clusters as its repair group. This way, we achieve an availability of s − 1. This clustering is not relevant for the data recovery process, meaning that any set of k servers must be able to recover the file, regardless of which cluster they belong to. It is noteworthy that the model studied in [1] can also achieve an availability of s−1 for any s−1 ∈ [1 : n−1 k ]. While we emphasize that a comparison with the work in [1] is not in its entirety fair as the parameter availability has not been a driving motive there, we do find it instructive to demonstrate, through a comparative study, how clustering can help with achieving a low repair bandwidth and a high availability.
Our main objective in this paper is to thoroughly analyze the FCRS under both functional and exact repair models. We will follow a network information flow analysis to completely characterize the α vs γ trade-off for the FCRS with arbitrary parameters. By characterizing the entire (α, γ) region, we show that for small values of γ FCRS performs better than [1] . Whereas, on the other end of the spectrum, when α is small, [1] is superior. The improvements offered by the FCRS are most visible at the Minimum Bandwidth Regenerating (MBR) point (the point where the repair bandwidth is minimized), at which we prove an asymptotic multiplicative improvement of 2 3 over the repair bandwidth compared to [1] , as s, k and n grow large.
Our second contribution is to propose cubic codes for the FCRS which are designed to minimize the repair bandwidth under exact repair. Cubic codes are examples of Fractional Repetition codes [10] , codes that do not require any computation to perform the repair process. More specifically, they are subclasses of Affine Resolvable Designs and generalisations of Grid Codes both discussed in [11] . When the number of clusters is small (two or three complete clusters with no residual servers), we prove that cubic codes do minimize the repair bandwidth for the FCRS. While we do not generalize this proof of optimality to an arbitrary number of clusters, we prove that they achieve an asymptotic (again, as s, k and n grow large) multiplicative improvement of 0.79 over the repair bandwidth compared to the MBR codes in [1]- [3] .
II. MODEL DESCRIPTION
The FCRS is defined by three parameters n, k and s. Suppose the network consists of n = ds + s 0 servers where d = n s and s 0 = mod (n, s) and 2 ≤ s ≤ n k . We partition these servers into s + 1 clusters, s of which are of size d and the last of size s 0 . We have a file M of size H(M) = M . Each server i ∈ [1 : n] is equipped with a memory. We model each memory with a random variable where the server can store a function of M. Specifically the random variable X (i) j,t represents the content of the j'th server in the i'th cluster at
We restrict the size of each memory to be bounded by α, that is, H(X
The initial contents of the memories at t = 0 must be chosen in such a way that any set of k servers can collectively decode the file M, irrespective of their clusters. In other words, for any
The servers in the network are subject to failure. We assume that at the end of each time slot exactly one server fails. Suppose at the end of time slot t, the 'th server in the r'th cluster fails. At the beginning of the next time slot this server is replaced by a newcomer. A second cluster i will be chosen arbitrarily such that i / ∈ {r, s + 1}. We refer to this cluster as the repair group. The j'th server in the repair group transmits Y (r,i) ,j,t , a function of X (i) j,t to the newcomer. We limit the size of this message to satisfy H(Y (r,i)
,j,t ) ≤ β. Upon receiving these d messages the newcomer stores X
We refer to this process as one round of failure and repair. Due to this requirement, we can assume without loss of generality that
In other words, apart from the failed server, the remaining servers remain unchanged at time slot t. We will study two different repair models, both of which have been widely studied in the literature.
• Exact repair: Under the exact repair model the content of the newcomer must be identical to the failed server. Therefore, we must have
j,t+1 ∀ t, i, j. while studying this model we may omit the subscript t for simplicity and write X j,0,out with edges of capacity α. Suppose at the end of time slot t − 1 (where t ≥ 1) the j'th server from the i'th cluster fails. Assume the newcomer replacing this server is repaired by connecting to the r'th cluster. We represent this by d edges which connect X (r)
j,t,in . Each of these edges has a capacity of β. Furthermore, there will be an edge of capacity α from X i,2 fail respectively. These servers are repaired by connecting to clusters p, r and q, in that order. Finally a data collector connects to k servers at time slot t = 3 for recovering the file M. Note that some of these k servers are newcomers.
The goal is to find the minimum cut that separates any data collector from the source in this graph under all possible failure and repair patterns. This min-cut helps us characterize the smallest possible value of α for any choice of γ = dβ, such that any data collector can recover the file. Furthermore, the tradeoff (α, γ) established by this min-cut is achievable, for instance if we resort to random linear codes.
Consider a sequence of failures and repairs as follows. Only two clusters participate in the sequence. First, k 1 ≥ k 2 servers from the first cluster fail sequentially in time slots [1 : k 1 ]. All of these servers are repaired by connecting the second cluster. Next, k 2 = k − k 1 servers from the second cluster fail in time slots [k 1 +1 : k]. These servers are repaired by the first cluster. Assume a data collector connects to these k newcomers in order to recover the file M. A simple cut-set argument shows that we must have
It can be shown [12] that for any choice of the parameters α and dβ, there exists a k 1 ∈ [ k
2
: k] such that this is the smallest cut which separates any data collector from the source. Based on this observation, we can find the value of k 1 which minimizes the cut for a given (α, dβ). This gives us a bound on the largest possible file size. Turning this equation on its head, we can fix the file size M and characterize the minimum possible α as a function of dβ. This results in the following theorem the proof of which can be found in the extended version of the paper [12] .
Theorem 1: The tradeoff between α and γ = dβ in an FCRS with parameters n, k, s and d = n s can be characterized as
where
Let us denote by (α M BR,c , γ M BR,c ) the operating point at which the repair bandwidth of the FCRS is minimized. At this point we have
(2)
By plugging in this value in Equation (1) we find
Therefore,
A. Comparison with [1]
Although the parameter availability has not been a motivation behind the work in [1] , their scheme can achieve an availability of s − 1 for any s
On the other hand, random linear codes for FCRS with s complete and one incomplete clusters (n = ds + s 0 ) achieve an availability of s − 1 with d = d c = n s . In this section, we want to illustrate how FCRS can improve the tradeoff (α, γ) compared to [1] for the same availability and for certain range of parameters. To begin with, we find this comparison most interesting if neither system has any "residual servers", namely if s − 1|n − 1 and s|n. For instance let us select n = k 2 and s = k. For FCRS we will have k clusters each of size k and therefore d c = k. For [1] we have d o = n−1 s−1 = k + 1. By plugging in these values of d in Equation (1) and Equation (1) from [1] respectively, we can find the smallest value of α for any repair bandwidth γ. This is precisely what we have plotted in Figure 2 for a choice of n = 100 and k = 10 (both repair bandwidth and storage size are normalized by M ). The figure suggests that at small values of repair bandwidth FCRS has a superior performance, and that there is a threshold value of γ beyond which it is outperformed by [1] . The improvements offered by FCRS are most visible at the MBR point for which we will provide a theoretical result.
Proposition 1: Let s , k and s 0 be three positive integers such that 0 ≤ s 0 < min{k, s}. Let n = sk+s 0 , d c = n s = k and d o = n−1 s−1 , and define
As a result of this proposition we see that lim k→∞ f (s, k, s 0 ) ≤ ( 2 3 + ) · s+3 s+1 . If we further let s → ∞, we find that FCRS offers an asymptotic multiplicative improvement of 2/3 over the repair bandwidth for the same availability, compared to [1] . 
IV. THE EXACT REPAIR MODEL: ACHIEVABILITY RESULTS FOR MBR POINT
In this section we introduce cubic code as a coding scheme designed to minimize the repair bandwidth for the FCRS with s + 1 clusters where 2 ≤ s ≤ n k . Cubic Codes are examples of Affine Resolvable Designs [11] which themselves are subclasses of Fractional Repetition codes [10] . They can also be viewed as generalizations of grid codes discussed in [11] . Suppose as stated in Section II the network consists of n = ds + s 0 servers divided into s clusters of size d and one cluster of size s 0 < s. In this section we further assume that s 0 < d. If this is not true, we can increase s to s such that n = ds + s 0 where s 0 < min{d, s } and s ≤ n k . Also note that this condition is automatically satisfied if k 2 ≥ n. Assuming the file is large enough, we break it into m independent chunks M = {M 1 , . . . , M m } so that H(M i ) = M/m. We start by constructing a (d s+1 , m) MDS code over these m symbols and indexing the codewords by strings of s + 1 digits. Let 
This is akin to arranging the codewords of an MDS code in an s + 1-dimensional hyper-cube and requiring the servers within the i'th cluster to store hyperplanes parallel to the i'th axis. See Figure 3 for an illustration. One can also express this code in terms of its generator matrix. Let B be the generator matrix of any (d s+1 , m) MDS code. For any integer let φ s+1 ( ) . . . φ 1 ( ) be the s + 1-digit expansion of in base d, where φ s+1 (·) represents the most significant digit. For any The codewords of an MDS code (the small blocks) are arranged in a three dimensional cube. The j'th node in the i'th cluster stores the codewords that form that j'th plane parallel to the i'th axis.
Then we can write X , [1:d] , the newcomer is capable of reconstructing the failed server. Furthermore, the newcomer receives a total of d s codewords which shows that for cubic codes γ = α. It can be proved [12] that cubic codes achieve the following repair bandwidth.
Theorem 2: Suppose we have an FCRS with parameters n, k, s where n = ds + s 0 and s 0 < min{d, s}. The cubic codes achieve a repair bandwidth of
where s 1 = mod (k, s + 1) and s 2 = mod (k − s 0 , s).
The following corollary helps us bound this expression by a simpler one which is sufficiently tight for our purpose of analytical comparison in the next section. See [12] for a proof. Corollary 1: Let γ cc (n, k, s) be the repair bandwidth of cubic codes for an FCRS with parameters n, k, s where n = ds + s 0 and s 0 ≤ min{d, s}. Then
A. Comparison with Functional Repair and [3]
Let us start with a numerical comparison. Here we fix the number of servers n and let the availability grow gradually. For every fixed availability we compare the repair bandwidth for the three schemes: the MBR point for functional repair of FCRS in Section III, that is expression (2), the MBR codes proposed in [3] (which corresponds to the functional repair MBR point in [1] ) and finally the cubic codes, that is expression (3) . For this numerical analysis we set n = 400, k = 20, and we let s − 1 grow from 1 to 19. We normalize the repair bandwidth by the size of the file. As can be seen in Figure 4 , as s grows large cubic codes perform somewhere in between the functional repair points of FCRS and [1] . The multiplicative improvement over [1] can be measured around 0.79 at its peak, i.e. when s−1 = 19. This will be theoretically justified next. This proves that for the same availability of s − 1 = n k − 1, cubic codes achieve an asymptotic (as k, s, n → ∞) multiplicative improvement of 0.79 over the minimum repair bandwidth in comparison to MBR point in [1] .
B. Optimality of Cubic Codes
We provide an exact repair converse bound for the FCRS. The main purpose of this converse bound is to prove that the cubic codes minimize the repair bandwidth for the FCRS with two or three complete clusters and no residual servers. Unfortunately a straightforward generalization of the bound to more than three clusters is loose and is omitted for this reason.
Theorem 3: Consider the FCRS with 3 complete clusters, i.e., n = 3d. Let γ e be the repair bandwidth of an arbitrary code for this FCRS under the exact repair model. We have mod (k, 3) . This is the same expression as the achievable repair bandwidth of cubic codes specified by Equation (3), if we set s = 3 and s 0 = 0. As a result of this (and following a similar argument for s = 2) we have the following corollary.
Corollary 2: Cubic codes achieve the minimum repair bandwidth for the FCRS with 2 or 3 complete clusters, under the exact repair model.
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