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Abstract
In general, constructing a locally-optimal structure is a little harder than con-
structing an arbitrary structure, but significantly easier than constructing a
globally-optimal structure. A similar situation arises in listing. In counting,
most problems are #P-complete, but in approximate counting we observe an
interesting reversal of the pattern. Assuming that #BIS is not equivalent to
#SAT under AP-reductions, we show that counting maximal independent sets
in bipartite graphs is harder than counting maximum independent sets. Moti-
vated by this, we show that various counting problems involving minimal sep-
arators are #SAT-hard to approximate. These problems have applications for
constructing triangulations and phylogenetic trees.
1. Introduction
A locally-optimal structure is a combinatorial structure that cannot be im-
proved by certain (greedy) local moves, even though it may not be globally
optimal. An example is a maximal independent set in a graph. It is trivial to
construct an independent set in a graph (for example, the singleton set con-
taining any vertex is an independent set). It is easy to construct a maximal
independent set (the greedy algorithm can do this). However, it is NP-hard to
construct a globally-optimal independent set, which in this case means a maxi-
mum independent set. In the setting in which we work, this situation is typical.
Constructing a locally-optimal structure is somewhat more difficult than con-
structing an arbitrary structure, and constructing a globally-optimal structure
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is more difficult than constructing a locally-optimal structure. For example, in
bipartite graphs, it is trivial to construct an independent set, easy to (greedily)
construct a maximal independent set, and more difficult to construct a maxi-
mum independent set (even though this can be done in polynomial time). This
general phenomenon has been well-studied. In 1987, Johnson, Papadimitriou
and Yannakakis [22] defined the complexity class PLS (for “polynomial-time lo-
cal search”) that captures local optimisation problems where one iteration of the
local search algorithm takes polynomial time. As the authors point out, practi-
cally all empirical evidence leads to the conclusion that finding locally-optimal
solutions is much easier than solving NP-hard problems, and this is supported
by complexity-theoretic evidence, since a problem in PLS cannot be NP-hard
unless NP=co-NP. An example that illustrates this point is the graph parti-
tioning problem. For this problem it is trivial to find a valid partition, and it
is NP-hard to find a globally-optimal (minimum weight) partition but Scha¨ffer
and Yannakakis [27] showed that finding a locally-optimal solution (with re-
spect to a particular swapping-dynamics) is PLS-complete, so is presumably of
intermediate complexity.
For listing combinatorial structures, a similar pattern emerges. By self-
reducibility, there is a nearly-trivial polynomial-space polynomial-delay algo-
rithm for listing the independent sets of a graph [15]. A polynomial-space
polynomial-delay algorithm for listing the maximal independent sets exists, due
to Tsukiyama et al. [31], but it is more complicated. On the other hand, there
is no polynomial-space polynomial-delay algorithm for listing the maximum in-
dependent sets unless P=NP. There is a polynomial-space polynomial-delay
algorithm for listing the maximum independent sets of a bipartite graph [23],
but this is substantially more complicated than any of the previous algorithms.
When we move from constructing and listing to counting, these differences
become obscured because nearly everything is #P-complete. For example,
counting independent sets, maximal independent sets, and maximum indepen-
dent sets of a graph are all #P-complete problems, even if the graph is bipar-
tite [32]. Furthermore, even approximately counting independent sets, maxi-
mal independent sets, and maximum independent sets of a graph are all #P-
complete with respect to approximation-preserving reductions [10].
The purpose of this paper is to highlight an interesting situation that arises
in approximate counting where, contrary to the situations that we have just
discussed, approximately counting locally-optimal structures is apparently more
difficult than counting globally-optimal structures.
In order to explain the result, we first briefly summarise what is known about
the complexity of approximate counting within #P. This will be explained in
more detail in Section 2. There are three relevant complexity classes — the class
containing problems which admit a fully-polynomial randomised approximation
scheme (FPRAS), the class #RHΠ1, and #P itself. Dyer et al. [10] showed
that #BIS, the problem of counting independent sets in a bipartite graph, is
complete for #RHΠ1 with respect to approximation-preserving (AP) reductions
and that #IS, the problem of counting independent sets in a (general) graph is
#P-complete with respect to AP-reductions. It is generally believed that the
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#RHΠ1-complete problems are not FPRASable, but that they are of interme-
diate complexity, and are not as difficult to approximate as the problems which
are #P-complete with respect to AP-reductions. Many problems have subse-
quently been shown to be #RHΠ1-complete and #P-complete with respect to
AP-reductions. More examples will be given in Section 2.
We can now describe the interesting situation which emerges with respect
to independent sets in bipartite graphs. Dyer et al. [10] showed that approxi-
mately counting independent sets and approximately counting maximum inde-
pendent sets are both #RHΠ1-complete with respect to AP-reductions. Thus,
the pattern outlined above would suggest that approximately counting maxi-
mal independent sets in bipartite graphs ought to also be #RHΠ1-complete.
However, we show (Theorem 1, below) that approximately counting maximal
independent sets in bipartite graphs is actually #P-complete with respect to
AP-reductions. Thus, either #RHΠ1 and #P are equivalent in approximation
complexity (contrary to the picture that has been emerging in earlier papers),
or this is a scenario where approximately counting locally-optimal structures is
actually more difficult than approximately counting globally-optimal ones.
Motivated by the difficulty of approximately counting maximal independent
sets in bipartite graphs, we also study the problem of approximately counting
other locally-optimal structures that arise in algorithmic applications. First, the
problem of counting the minimal separators of a graph arises in diverse appli-
cations from triangulation theory to phylogeny construction in computational
biology. A minimal separator is a particular type of vertex separator. Defi-
nitions are given in Section 1.1. Algorithmic applications arise because fixed-
parameter-tractable algorithms are known whose running time is polynomial in
the number of minimal separators of a graph. These algorithms were originally
developed by Bouchitte´ and Todinca [5, 6] (and improved in [11]) to exactly
solve the so-called treewidth and minimum-fill problems. The former problem,
finding the exact treewidth of a graph, is widely studied due to its applicabil-
ity to a number of other NP-complete problems [4]. The technique has recently
been generalized [14] to cover problems including treecost [2] and treelength [26].
The algorithm can also be used to find a minimum-width tree-decomposition of
a graph, a key data structure that is used to solve a variety of NP-complete
problems in polynomial time when the width of the tree-decomposition is fixed
[4]. In recent years, much research has been dedicated to exact-exponential
algorithms for treewidth [3], the fastest of which [12] has running time closely
connected to the number of minimal separators in the graph. Indeed, there exist
polynomials pL and pU such that if the graph has n vertices and M minimal
separators, then the running time is at least pL(n)M and at most pU (n)M
2.
Bouchitte´ and Todinca’s approach has also recently been applied to solve
the perfect phylogeny problem and two of its variants [21]. In this problem, the
input is a set of phylogenetic characters, each of which may be viewed as a
partition of a subset of species. The goal is to find a phylogenetic tree such that
every character is convex on that tree — that is, the parts of each partition
form connected subtrees that do not overlap. Such a tree is called a perfect
phylogeny.
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In all of these applications, it would be useful to count the minimal vertex
separators of a graph, since this would give an a priori bound on the running
time of the algorithms. Thus, we consider the difficulty of this problem, whose
complexity was previously unresolved, even in terms of exact computation. The-
orem 2 shows that the problem of counting minimal separators is #P-complete,
both with respect to Turing reductions (for exact computation) and with re-
spect to AP-reductions. Thus, this problem is as difficult to approximate as
any problem in #P.
Motivated by applications to treewidth [11] and phylogeny [20, 21], we also
consider various heuristic approximations to the minimal separator problem.
The number of inclusion-minimal separators is a natural choice for a lower bound
on the number of minimal separators. Conversely, the number of (s, t)-minimal
separators, taken over all vertices s and t, is a natural choice for an upper
bound on the number of minimal separators. Theorem 2 shows that both of
these bounds are difficult to compute, either exactly or approximately. Finally,
the number and structure of 2-component minimal separators is important in
computational biology. 2-component minimal separators arise naturally in the
problem of determining whether a subset of “quartet phylogenies” can be as-
sembled uniquely [20]. Thus, we study the problem of counting such minimal
separators. Theorem 2 shows that they are complete for #P with respect to
exact and approximate computation.
Our new results about counting minimal vertex separators are obtained
by first considering the problem of counting minimal edge separators. These
locally-optimal structures are also known as bonds or minimal cuts, and are
well-studied in other contexts — see e.g. Diestel [9]. Theorem 3 gives the first
hardness result for counting these structures, either exactly or approximately.
In addition to studying maximal independent sets and minimal vertex and
edge separators, we study two other locally-optimal structures related to maxi-
mal independent sets in bipartite graphs. A maximal independent set is precisely
an independent set in a graph which is also a dominating set. Theorem 4 shows
that counting dominating sets in bipartite graphs is #P-hard with respect to
AP-reductions. It is already known to be #P-hard to compute exactly [24].
Finally, in Theorems 5 and 6 we show that maximal independent sets in bi-
partite graphs can be represented as unions of sets, so a set union problem
#SetUnions is also #P-hard with respect to AP-reductions, and so is its inverse
#UnionReps.
1.1. Detailed Results
We now give formal definitions of the problems that we study, and state our
results precisely. Note that all problems are indexed for reference at the end of
the paper. Our first result is that counting maximal independent sets in a bipar-
tite graph is #P-complete with respect to AP-reductions (even though counting
maximum independent sets in bipartite graphs is only #RHΠ1-complete with re-
spect to these reductions). For readers that are unfamiliar with AP-reductions,
details are given in Section 2.
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Definition 1. Let G be a graph. We say that an independent set X ⊆ V (G)
of G is maximal if no proper superset of X is an independent set of G.
Problem 1. #MaximalBIS.
Input: A bipartite graph G.
Output: The number of maximal independent sets of G.
The following theorem is proved in Section 3.
Theorem 1. #MaximalBIS ≡AP #SAT.
Next we state our results relating to counting minimal separators. In the
following definitions, G = (V,E) is a graph, s and t are distinct vertices of G,
and X ⊆ V is a set of vertices.
Definition 2. X is an (s, t)-separator of G if s and t lie in different components
of G−X. If, in addition, no proper subset of X is an (s, t)-separator of G, then
we say that X is a minimal (s, t)-separator of G.
Definition 3. X is a minimal separator of G if it is a minimal (s, t)-separator
for some s, t ∈ V .
For example, let G = (V,E) be the graph defined by
V = {1, 2, 3, 4, 5}, and E = {{1, 2}, {2, 3}, {3, 4}, {4, 1}, {1, 5}}.
G is a four-edge cycle with a pendant vertex. Then {1, 3} is a minimal separator
of G since it is a minimal (2, 4)-separator.
We have already seen that algorithms for counting and approximately count-
ing minimal separators are useful in algorithmic applications. There is also lots
of existing work on listing minimal separators. Given a graph G, let n be the
number of vertices and let m be the number of edges. Kloks and Kratsch,
and independently, Sheng and Liang, showed how to compute all (s, t)-minimal
separators in O(n3) time per (s, t)-minimal separator [25, 28]. Computing all
minimal separators by computing (s, t)-minimal separators for each possible
vertex pair in this way leads to an O(n5) time per minimal separator listing
algorithm. Berry, Bordat, and Cogis [1] improved this approach, computing
all minimal separators in O(n3) time per minimal separator. Each of these
algorithms require storing minimal separators in an adequate data structure.
Takata’s algorithm [30] generates the set of minimal separators in O(n3m) time
per minimal separator but linear space. A graph has at most O(1.6181n) mini-
mal separators [13]. We study the following computational problems, based on
our desire to count and to approximately count minimal separators.
Problem 2. #(s, t)-BiMinimalSeps.
Input: A bipartite graph G and two vertices s, t ∈ V (G).
Output: The number of minimal (s, t)-separators of G, which we denote by
MS(G, s, t).
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Problem 3. #BiMinimalSeps.
Input: A bipartite graph G.
Output: The number of minimal separators of G, which we denote by MS(G).
Theorem 2 below shows that both problems are #P-complete to solve exactly
and are complete for #P with respect to approximation-preserving reductions.
Motivated by applications to phylogeny [20] we also consider various heuristic
approximations to the minimal separator problem. We start by defining the
notion of an inclusion-minimal separator, since the number of these is a natural
lower bound for the number of minimal separators.
Definition 4. Let G be a graph. A minimal separator X of G is said to be an
inclusion-minimal separator if no proper subset of X is a minimal separator.
In the five-vertex example above, the minimal separator {1, 3} is not an
inclusion-minimal separator since {1} ⊂ {1, 3} is a minimal (5, 4)-separator.
However {1} is an inclusion-minimal separator. We consider the following com-
putational problem.
Problem 4. #BiInclusionMinimalSeps.
Input: A bipartite graph G.
Output: The number of inclusion-minimal separators of G, which we denote
by IMS(G).
We also consider the problem of counting 2-component minimal separators
since these arise in phylogenetic assembly.
Problem 5. #(s, t)-BiConnMinimalSeps.
Input: A bipartite graph G and two vertices s, t ∈ V (G).
Output: The number of minimal (s, t)-separators X of G such that G−X has
exactly two connected components.
Problem 6. #BiConnMinimalSeps.
Input: A bipartite graph G.
Output: The number of minimal separators X of G such that G−X has exactly
two connected components.
Finally, our main theorem about minimal separators shows that all of these
problems are #P-complete and are also complete for #P with respect to AP-
reductions.
Theorem 2. The problems #(s, t)-BiMinimalSeps, #BiMinimalSeps, #(s, t)-
BiConnMinimalSeps, #BiConnMinimalSeps and #BiInclusionMinimalSeps are
#P-complete and are equivalent to #SAT under AP-reduction.
Theorem 2 is proved in Section 4. In order to prove it, we first study al-
gorithmic problems related to other natural locally-optimal structures, namely
minimal edge-separators. These problems are interesting for their own sake,
but they are also used in the proof of Theorem 2. In the following definitions,
G = (V,E) is again a graph, and s and t are distinct vertices of G. F ⊆ E is a
set of edges of G.
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Definition 5. F is an (s, t)-edge separator of G if s and t lie in different
components of G − F . If in addition no proper subset of F is an (s, t)-edge
separator of G then we say that F is a minimal (s, t)-edge separator of G.
Definition 6. F is a minimal edge separator of G if it is a minimal (s, t)-edge
separator for some s, t ∈ V .
As the following proposition shows, there is no need to define inclusion-
minimal edge separators, since these would be the same as minimal edge sepa-
rators.
Proposition 7. Let G = (V,E) be a connected graph. An edge separator F ⊆ E
of G is minimal if and only if no proper subset of F is an edge separator of G.
Proof. This is immediate from a slightly more general proposition, Proposi-
tion 12, which in turn is a result of Whitney [33].
We study the following problems, showing that they are both #P-complete
with respect to AP-reductions and #P-complete to compute exactly.
Problem 7. #(s, t)-BiMinimalEdgeSeps.
Input: A bipartite graph G and two vertices s, t ∈ V (G).
Output: The number of minimal (s, t)-edge separators of G, which we denote
by MES(G, s, t).
Problem 8. #BiMinimalEdgeSeps.
Input: A bipartite graph G.
Output: The number of minimal edge separators of G, which we denote by
MES(G).
Theorem 3. The problems #BiMinimalEdgeSeps and #(s, t)-BiMinimalEdge-
Seps are #P-complete and are equivalent to #SAT under AP-reduction.
In addition to studying maximal independent sets and minimal vertex and
edge separators, we study two other structures related to maximal independent
sets in bipartite graphs.
Definition 8. Let G be a graph. We say that a set X ⊆ V (G) is a dominating
set in G if every vertex in V (G) \X sends an edge into X.
We consider the following computational problem.
Problem 9. #BiDomSets.
Input: A bipartite graph G.
Output: The number of dominating sets in G.
It is already known [24] that exactly counting dominating sets in bipartite
graphs is #P-complete. We show that that approximately counting them is also
complete for #P with respect to AP-reductions.
Theorem 4. #BiDomSets ≡AP #SAT.
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Finally, we show that maximal independent sets in bipartite graphs can be
represented as unions of sets, so a natural set union problem is also #P-hard
with respect to AP-reductions, and so is its inverse. To describe the problem,
we use the following notation. Throughout the paper, we write N for the set
{1, 2, . . .} of natural numbers. For all n ∈ N, we write [n] = {1, 2, . . . , n}.
Definition 9. Let F ⊆ 2[n]. We define ∪F =
⋃
F∈F F , U(F) = {∪F
′ | F ′ ⊆
F}, and U−1F (F ) = {F
′ ⊆ F | ∪F ′ = F}.
For example, taking F = {{1}, {1, 2}, {3, 4}}, we have
∪F = [4],
U(F) = {{1}, {1, 2}, {3, 4}, {1, 3, 4}, {1, 2, 3, 4}},
U−1F ([4]) = {{{1, 2}, {3, 4}}, {{1}, {1, 2}, {3, 4}}}.
Note in particular that we may have U−1F (F ) = ∅.
The following theorems are proved in Section 5.
Problem 10. #SetUnions.
Input: An integer n ∈ N and a family of sets F ⊆ 2[n].
Output: |U(F)|.
Theorem 5. #SetUnions ≡AP #SAT.
Note that the connection between the two problems driving Theorem 5 was
already known in the context of the union-closed sets conjecture — see Bruhn,
Charbit, Schaudt and Telle [7]. We give an explicit proof for clarity.
Problem 11. #UnionReps.
Input: An integer n ∈ N and a family of sets F ⊆ 2[n].
Output: |U−1F ([n])|.
Theorem 6. #UnionReps ≡AP #SAT.
2. Preliminaries
Let X and Y be sets. Then we write X ⊆ Y if X is a subset of Y , and
X ⊂ Y if X is a proper subset of Y . We write 2X for the power set of X . For
t ∈ N, we write X(t) for the set of subsets of X of cardinality t.
Let X and Y be multisets. We write X ⊎ Y for the disjoint union of X and
Y . We also adopt the convention that elements of a multiset with the same
name are nevertheless distinguishable.
We require our graphs to be simple, i.e. to have no loops or multiple edges.
We require our multigraphs to have no loops. Let G = (V,E) be a multigraph.
For all v ∈ V , we write N(v) = {w ∈ V : {v, w} ∈ E}. For all S ⊆ V , we write
N(S) =
⋃
v∈S N(v). We define the underlying graph of G to be the graph with
vertex set V and edge set {e : e ∈ E}.
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Let G = (V,E) be a graph. If F ⊆ E, we write G−F for the graph (V,E\F ).
If X ⊆ V , we write G−X for the graph G[V \X ] induced by G on V \X .
The following definitions are standard in the field, and have been taken
largely from [19]. We require our problem inputs to be given as finite binary
strings, and write Σ∗ for the set of all such strings. A randomised approximation
scheme is an algorithm for approximately computing the value of a function
f : Σ∗ → N. The approximation scheme has a parameter ε ∈ (0, 1) which
specifies the error tolerance. A randomised approximation scheme for f is a
randomised algorithm that takes as input an instance x ∈ Σ∗ (e.g. an encoding
of the graph G in an instance of #MaximalBIS) and a rational error tolerance
ε ∈ (0, 1), and outputs a rational number z (a random variable depending
on the “coin tosses” made by the algorithm) such that, for every instance x,
P(e−εf(x) ≤ z ≤ eεf(x)) ≥ 34 . The randomised approximation scheme is said
to be a fully polynomial randomised approximation scheme, or FPRAS, if it runs
in time bounded by a polynomial in |x| and ε−1.
Our main tool for understanding the relative difficulty of approximation
counting problems is approximation-preserving reductions. We use the notion
of AP-reduction from Dyer et al. [10]. Suppose that f and g are functions from
Σ∗ to N. An AP-reduction from f to g gives a way to turn an FPRAS for g
into an FPRAS for f . An approximation-preserving reduction or AP-reduction
from f to g is a randomised algorithm A for computing f using an oracle for
g. The algorithm A takes as input a pair (x, ε) ∈ Σ∗ × (0, 1), and satisfies
the following three conditions: (i) every oracle call made by A is of the form
(w, δ), where w ∈ Σ∗ is an instance of g, and δ ∈ (0, 1) is an error bound
satisfying δ−1 ≤ poly(|x|, ε−1); (ii) the algorithm A meets the specification for
being a randomised approximation scheme for f (as described above) whenever
the oracle meets the specification for being a randomised approximation scheme
for g; and (iii) the run-time of A is polynomial in |x| and ε−1 and the bit-size
of the values returned by the oracle.
If an AP-reduction from f to g exists we write f ≤AP g, and say that
f is AP-reducible to g. Note that if f ≤AP g and g has an FPRAS then
f has an FPRAS. (The definition of AP-reduction was chosen to make this
true.) If f ≤AP g and g ≤AP f then we say that f and g are equivalent
under AP-reduction, and write f ≡AP g. A word of warning about terminology:
the notation ≤AP has been used (see e.g. [8]) to denote a different type of
approximation-preserving reduction which applies to optimisation problems. We
will not study optimisation problems in this paper, so hopefully this will not
cause confusion.
Dyer et al. [10] studied counting problems in #P and identified three classes
of counting problems that are interreducible under AP-reductions. The first
class, containing the problems that have an FPRAS, are trivially equivalent
under AP-reduction since all the work can be embedded into the reduction
(which declines to use the oracle). The second class is the set of problems that
are equivalent to #SAT, the problem of counting satisfying assignments to a
Boolean formula in CNF, under AP-reduction. These problems are complete
for #P with respect to AP-reductions. Zuckerman [34] has shown that #SAT
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cannot have an FPRAS unless RP = NP. The same is obviously true of any
problem to which #SAT is AP-reducible.
The third class appears to be of intermediate complexity. It contains all
of the counting problems expressible in a certain logically-defined complexity
class, #RHΠ1. Typical complete problems include counting the downsets in a
partially ordered set [10], computing the partition function of the ferromagnetic
Ising model with local external magnetic fields [17], and counting the indepen-
dent sets in a bipartite graph, which is formally defined as follows.
Problem 12. #BIS.
Input: A bipartite graph G.
Output: The number of independent sets in G, which we denote by IS(G).
In [10] it was shown that #BIS is complete for the logically-defined com-
plexity class #RHΠ1 with respect to AP-reductions. Goldberg and Jerrum [18]
have conjectured that there is no FPRAS for #BIS. Early indications point to
the fact that it may be of intermediate complexity, between the FPRASable
problems and those that are complete for #P with respect to AP-reductions.
3. Hardness of #MaximalBIS
We first prove that #MaximalBIS is complete for #P with respect to AP-
reductions. We reduce from the well-known problem of counting independent
sets in an arbitrary graph.
Problem 13. #IS.
Input: A graph G.
Output: The number of independent sets in G.
Note that #IS is complete for #P with respect to AP-reductions — in-
deed, the following appears as Theorem 3 of Dyer, Goldberg, Greenhill and
Jerrum [10].
Theorem 7. (DGGJ) #IS ≡AP #SAT.
We can now prove Theorem 1.
Theorem 1. #MaximalBIS ≡AP #SAT.
Proof. Since #MaximalBIS is in #P, #MaximalBIS ≤AP #SAT follows from
[10]. To go the other direction, we will show #IS ≤AP #MaximalBIS. Let
MIS(G) denote the number of maximal independent sets in a graph G. Let
G = (V,E) be an instance of #IS. Without loss of generality let V = [n] for
some n ∈ N, let m = |E|, and let t = n+ 2. We shall construct an instance G′
of #MaximalBIS with the property that IS(G) ≤ MIS(G′)/2tm ≤ IS(G) + 14 ,
which will be sufficient for the reduction. See Figure 1 for an example.
Informally, we obtain a bipartite graph G′ (an instance of #MaximalBIS)
from G by first t-thickening and then 4-stretching each of G’s edges and by also
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1 2
34
1 2
34
v1 v2
v3v4
G G′
Figure 1: An example of the reduction from an instance G of #IS to an instance G′ of
#MaximalBIS used in the proof of Theorem 1. The boxes around vertices indicate a non-
maximal independent set in G and one of its maximal counterparts in G′. Note in particular
how the presence of v4 ensures that vertex 4 has an occupied neighbour in G′.
adding a bristle to each of G’s vertices. Formally, we define G′ as follows. For
each e ∈ E let Xe, Ye and Ze be sets of t vertices. We require all of these
sets to be disjoint from each other and from [n]. Write Xe = {xke | k ∈ [t]},
Ye = {yke | k ∈ [t]}, and Ze = {z
k
e | k ∈ [t]}. Also, let W =
⋃
e∈E Xe ∪ Ye ∪ Ze.
Let V ∗ = {v1, . . . , vn} be a set of distinct vertices which is disjoint from [n]∪W .
Then we define
V (G′) = [n] ∪ V ∗ ∪W,
E(G′) = {{i, vi} | i ∈ [n]} ∪
⋃
e={i,j}∈E
i<j
k∈[t]
{{i, xke}, {x
k
e , y
k
e }, {y
k
e , z
k
e }, {z
k
e , j}}.
Let S ⊆ [n] be an arbitrary set. We shall determine the number MISS(G
′)
of maximal independent sets T ⊆ V (G′) with T ∩ [n] = S, and thereby bound
MIS(G′).
First, note that for every S ⊆ [n], the set S ∪ {vi ∈ V ∗ | i 6∈ S} ∪
⋃
e Ye
is a maximal independent set of G′, so MISS(G
′) is non-zero. Also, if T is a
maximal independent set of G′ and T ∩ [n] = S then T ∩V ∗ = {vi ∈ V ∗ | i 6∈ S}.
In particular, this implies that every unoccupied vertex in [n] has an occupied
neighbour in V ∗.
Consider an edge e = {i, j} ∈ E, where i < j, and a value k ∈ [t]. If T is a
maximal independent set of G′ containing both i and j then T ∩ {xke , y
k
e , z
k
e } =
11
{yke}. On the other hand, if T is a maximal independent set of G
′ containing i
but not j then T ∩ {xke , y
k
e , z
k
e } can either be {y
k
e} or {z
k
e}. This choice can be
made independently for each k ∈ [t]. Similarly, if T is a maximal independent
set of G′ containing neither of i and j then T∩{xke , y
k
e , z
k
e } can either be {x
k
e , z
k
e },
or {yke}.
Given S ⊆ [n], let µ(S) be the number of edges ofG with both endpoints in S.
We conclude from the previous observations that MISS(G
′) = 2(m−µ(S))t so
MIS(G′) =
∑
S⊆[n] 2
(m−µ(S))t. Since each independent set S of G has µ(S) = 0,
MIS(G′) ≥ IS(G)2mt. Furthermore, since there are at most 2n sets S ⊆ [n] that
are not independent sets of G, and each of these has µ(S) ≥ 1, we have
IS(G) ≤
MIS(G′)
2tm
≤ IS(G) + 2n2−t = IS(G) +
1
4
. (1)
Equation (1) implies that there is an AP-reduction from #IS to #MaximalBIS.
The details of the reduction showing how to tune the accuracy parameter in
the oracle call for approximating MIS(G′) in order to get a sufficiently good
approximation to IS(G) are exactly as in the proof of Theorem 3 of [10].
4. Minimal separator problems
4.1. Two intermediate problems
In this section, we shall present hardness proofs for two intermediate prob-
lems. We will then subsequently use these problems as reduction targets in our
proofs of Theorems 2 and 3. We first explicitly generalise Definitions 5 and 6
to multigraphs in the natural way. We avoided doing so in the introduction be-
cause the graph separator problems that we have previously defined are trivially
equivalent to their multigraph variants — we will only use these definitions for
intermediate problems.
Definition 10. Let G = (V,E) be a multigraph, and let s, t ∈ V (G). A multiset
F ⊆ E is an (s, t)-edge separator of G if s and t lie in different components of
G−F . We say F is a minimal (s, t)-edge separator if no proper submultiset of
F is an (s, t)-edge separator, and write MES(G, s, t) for the number of minimal
(s, t)-edge separators of G.
Definition 11. Let G = (V,E) be a multigraph, and let F ⊆ E. We say F is a
minimal edge separator if it is a minimal (s, t)-edge separator for some s, t ∈ V ,
and write MES(G) for the number of minimal edge separators of G.
We now define our two intermediate problems.
Problem 14. #LargeMinimalEdgeSeps.
Input: A multigraph G and the maximum cardinality x of any minimal edge
separator in G.
Output: The number of minimal edge separators of G with maximum cardinal-
ity, which we denote by LMES(G).
12
Problem 15. #(s, t)-LargeMinimalEdgeSeps.
Input: A multigraph G, two distinct vertices s, t ∈ V , and the maximum car-
dinality y of any minimal (s, t)-edge separator in G.
Output: The number of minimal (s, t)-edge separators of G with maximum
cardinality, which we denote by LMES(G, s, t).
Note that the input restrictions in the definitions of #LargeMinimalEdge-
Seps and #(s, t)-LargeMinimalEdgeSeps are motivated purely by their uses as
intermediate problems in reductions. When we use them, we will be able to
prove that their respective promises are satisfied. As the next proposition shows,
both #LargeMinimalEdgeSeps and #(s, t)-LargeMinimalEdgeSeps can be ex-
pressed in terms of vertex cuts. It is a widely known result and was first proved
by Whitney [33] — we give a proof here for completeness.
Proposition 12. Let G = (V,E) be a connected multigraph. Then a multiset
F ⊆ E is a minimal edge separator of G if and only if G − F has exactly two
non-empty components, and F is the multiset of edges between them.
Proof. For any non-empty set S ⊂ V such that G[S] and G[V \S] are connected,
taking an arbitrary s ∈ S and t ∈ V \ S, it is immediate that the multiset of
edges between S and V \S is a minimal (s, t)-edge separator and hence a minimal
edge separator.
Conversely, let F ⊆ E(G) be a minimal (s, t)-edge separator for some s, t ∈
V . Suppose G−F has (at least) three components C1, C2 and C3. Without loss
of generality, suppose s ∈ C1 and t ∈ C2. Then since G is connected, F must
contain an edge e from C1 ∪ C2 to C3. But then F \ {e} is still an (s, t)-edge
separator, contradicting minimality. Hence G−F has only two components, as
required.
Thus we may view counting maximum minimal edge separators as count-
ing maximum vertex cuts subject to the requirement that each part of the
vertex cut is connected. We shall therefore prove hardness for #LargeMinimal-
EdgeSeps and #(s, t)-LargeMinimalEdgeSeps by adapting a folklore proof that
MAX-CUT is NP-complete (see e.g. Exercise 7.25 of Sipser [29]). The original
proof works by reduction from 3-NAE-SAT – we shall instead reduce from the
following variant of the problem.
Definition 13. We define NAE to be a logical clause as follows. Let x1, x2
and x3 be literals, and let σ : {x1, x2, x3} → {0, 1} be a truth assignment. Then
under σ,
NAE(x1, x2, x3) =
{
0 if σ(x1) = σ(x2) = σ(x3)
1 otherwise.
Definition 14. We define a monotone 3-NAE formula φ to be any logical
formula of the form
∧
i∈[k] Ci, where k ∈ N and C1, . . . , Ck are NAE clauses
containing three distinct and un-negated literals, e.g. three distinct variables.
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Problem 16. #MonotonePromise-3-NAE-SAT.
Input: A satisfiable monotone 3-NAE formula φ.
Output: The number of satisfying assignments of φ.
We first prove hardness for #MonotonePromise-3-NAE-SAT by reduction
from #IS.
Lemma 15. #MonotonePromise-3-NAE-SAT is #SAT-hard to approximate
and is #P-complete.
Proof. For every instance φ of #MonotonePromise-3-NAE-SAT, let SAT(φ) be
the number of satisfying assignments of φ. Since #MonotonePromise-3-NAE-
SAT is in #P, we have #MonotonePromise-3-NAE-SAT ≤AP #SAT by [10].
Let G = (V,E) be an instance of #IS, which is hard by Theorem 7. We shall
construct an instance φ of #MonotonePromise-3-NAE-SAT with the property
that SAT(φ) = 2 · IS(G), from which the result follows immediately.
We identify V with a set of logical variables. Let x be a new variable distinct
from the variables in V . Then we define
φ =
∧
{i,j}∈E
NAE(i, j, x).
Note that φ is satisfiable by setting x to 1 and all other variables to 0, so φ is
an instance of #MonotonePromise-3-NAE-SAT.
Suppose σ : V ∪ {x} → {0, 1} is a satisfying assignment of φ. Then we may
define an independent set S as follows.
S = {v ∈ V | σ(v) = σ(x)}.
Since σ is a satisfying assignment, we cannot have σ(i) = σ(j) = σ(x) for any
{i, j} ∈ E, and so S is an independent set.
Conversely, suppose S is an independent set of G and let 1S be the indicator
function of S. Then S corresponds to two satisfying assignments σ0, σ1 : V ∪
{x} → {0, 1} of φ. Indeed, let σ1(x) = 1, and let σ1(v) = 1S(v) for all v ∈ V .
Then σ1 satisfies every clause NAE(i, j, x) of φ, since σ1(x) = 1 and at most one
of i and j lies in S. We then define σ0 = 1−σ1, which is a satisfying assigmnent
since σ1 is a satisfying assignment.
Thus each satisfying assignment of φ corresponds to a unique independent
set of G, and each independent set of G corresponds to exactly two satisfying
assignments of φ. The result therefore follows.
We now reduce #MonotonePromise-3-NAE-SAT to #LargeMinimalEdge-
Seps and #(s, t)-LargeMinimalEdgeSeps.
Lemma 16. #LargeMinimalEdgeSeps and #(s, t)-LargeMinimalEdgeSeps are
#SAT-hard to approximate and are #P-complete.
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NAE(x1,x2,x3) ∧NAE(x3,x4,x5)
1 1 0 0 1 0
0 0 1 1 0 1
σS :
σS :
x1 x2 x3 x4 x5
x1 x2 x3 x4 x5
S
S
φ G
Figure 2: An example of the reduction from an instance φ of #MonotonePromise-3-NAE-SAT
to an instance (G, k) of #LargeMinimalEdgeSeps used in the proof of Lemma 16. The thin
blue edges of G are elements of F1, the thick red edges are elements of F2, and the very thick
grey edges are elements of F3. In this example we have k = 5+ 4+ 5 · 5 = 34, and a minimal
edge separator is maximum if and only if it contains all edges of F1 and 4 edges of F2.
Proof. Since #LargeMinimalEdgeSeps and #(s, t)-LargeMinimalEdgeSeps are
in #P, it follows that #LargeMinimalEdgeSeps ≤AP #SAT and #(s, t)-Large-
MinimalEdgeSeps ≤AP #SAT by [10]. We will first prove the result for #Large-
MinimalEdgeSeps. Let φ be an instance of #MonotonePromise-3-NAE-SAT,
which is hard by Lemma 15. Let x1, . . . , xn be the variables of φ, and let
C1, . . . , Cm be the clauses of φ. We shall construct an instance (G, k) of #Large-
MinimalEdgeSeps with the property that SAT(φ) = 2 · LMES(G), from which
the result follows immediately. See Figure 2 for an example.
We define G = (V,E) as follows. Let
V = {xi | i ∈ [n]} ∪ {xi | i ∈ [n]}.
Let Ci ⊆ V be the set of variables appearing in clause Ci. We now define sets
of edges
F1 = {{xi, xi} | i ∈ [n]},
F2 =
⊎
i∈[m]
C
(2)
i ,
F3 = V
(2).
We then define E = F1 ⊎ F2 ⊎ F3. Finally, let k = n+ 2m+ n2.
Suppose that F is a minimal edge separator of G. By Proposition 12, G−F
has exactly two components S and V \S. We claim that |F | ≤ k, with equality
if and only if the following properties hold.
(i) For all i ∈ [n], |{xi, xi} ∩ S| = 1.
(ii) For all i ∈ [m], |F ∩ C
(2)
i | = 2.
First, note that |F ∩ F1| ≤ n with equality if and only if (i) holds. Second,
note that for all i ∈ [m], we have |F ∩ C
(2)
i | ≤ 2 with equality for all i if and
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only if (ii) holds. Finally, note that
|F ∩ F3| = |S|(2n− |S|) = n
2 − (n− |S|)2 ≤ n2
with equality if and only if |S| = n (which is implied by (i)). Hence
|F | = |F ∩ F1|+
∑
i∈[m]
|F ∩ C
(2)
i |+ |F ∩ F3| ≤ k,
with equality if and only if (i) and (ii) hold. We will soon see that satisfying
assignments of φ correspond to minimal edge separators satisfying (i) and (ii).
Since φ is satisfiable, this will imply in particular that (G, k) is an instance of
#LargeMinimalEdgeSeps.
We now define a two-to-one correspondence between satisfying assignments
of φ and minimal edge separators of G of cardinality k. Given a satisfying
assignment σ : {x1, . . . , xn} → {0, 1}, let S = {xi | σ(xi) = 1}∪{xi | σ(xi) = 0}
and let f(σ) be the multiset of edges from S to V \ S. Note that since G
contains a spanning clique it is immediate that f(σ) is a minimal (x1, x1)-
edge separator, and hence a minimal edge separator. Moreover, since σ is a
satisfying assignment, f(σ) satisfies (i) and (ii) and therefore has cardinality k.
It is immediate that f is a two-to-one map, with f(σ) = f(1 − σ). It remains
only to prove that f is surjective.
Let F be a minimal edge separator ofG of cardinality k, let S be a component
of G− F , and let σS : {x1, . . . , xn} → {0, 1} be given by
σS(xi) =
{
1 if xi ∈ S,
0 if xi ∈ S.
By property (i), σS is well-defined. Let Ci be a clause of φ. Then Ci ∩ S is the
set of literals in Ci which are true under σS , and so σS satisfies Ci by property
(ii). Hence σS is a satisfying assignment of φ, and so SAT(φ) = 2 ·LMES(G) as
required.
Note that any maximum minimal edge separator in G is a maximum min-
imal (x1, x1)-edge separator and vice versa, and so we also have SAT(φ) =
2 ·LMES(G, x1, x1). The result therefore follows for #(s, t)-LargeMinimalEdge-
Seps as well.
4.2. Hardness of minimal separator problems
The remaining reductions necessary to prove Theorems 2 and 3 are all quite
similar. For convenience, we combine them into the following two lemmas. The
first lemma will be used to prove Theorem 3.
Lemma 17. Let G = (V,E) be a connected multigraph, writing n = |V | and
m = |E|. Suppose (G, x) is an instance of #LargeMinimalEdgeSeps, and
(G, s, t, y) is an instance of #(s, t)-LargeMinimalEdgeSeps. Let k = ⌈m +
log2(m) + 10⌉. Then there exists a graph G
′ such that the following properties
hold.
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(i) G′ is bipartite, V ⊆ V (G′), and |V (G′)| ≤ |E|k + |V |.
(ii) LMES(G) ≤MES(G′)/2kx ≤ LMES(G) + 14 .
(iii) LMES(G, s, t) ≤MES(G′, s, t)/2ky ≤ LMES(G, s, t) + 14 .
Proof. Informally, we form G′ by first k-thickening and then 2-stretching each
edge of G. Formally, we define G′ as follows. For each e ∈ E let Xe be a
set of k vertices, disjoint from V , where Xe ∩ Xf = ∅ whenever e 6= f . Let
X =
⋃
e∈E Xe. Then we define
V (G′) = V ∪X,
E(G′) =
⋃
e={u,v}∈E
{{u,w}, {w, v} | w ∈ Xe}.
Thus G′ satisfies property (i). For each e = {u, v} ∈ E, let P e1 , . . . , P
e
k be the
internally vertex-disjoint paths in G′ of the form uwv with w ∈ Xe.
We say a minimal edge separator F ′ of G′ is good if it is not of the form
E(P ei ) for some e ∈ E, i ∈ [k]. Note that every good minimal edge separator
F ′ of G′ satisfies the following properties.
(a) |F ′ ∩ E(P ei )| ≤ 1 for all e ∈ E, i ∈ [k].
(b) If |F ′ ∩ E(P ei )| = 1 for some e ∈ E, i ∈ [k], then |F
′ ∩ E(P ej )| = 1 for all
j ∈ [k].
For a good minimal edge separator F ′ of G′, write
pi(F ′) = {e ∈ E | F ′ ∩ E(P ei ) 6= ∅ for some i ∈ [k]}.
We say that a minimal edge separator F of G corresponds to a good minimal
edge separator F ′ ofG′ when F = pi(F ′). By properties (a) and (b), any minimal
edge separator F ofG corresponds to exactly 2k|F | good minimal edge separators
of G′. Conversely, any good minimal edge separator of G′ corresponds to a single
minimal edge separator of G. Finally, there are exactly mk non-good minimal
edge separators of G′. Hence, writing MESi(G) for the number of minimal edge
separators of G with cardinality i, we have
MES(G′) =
x∑
i=1
MESi(G) · 2
ki +mk.
It follows immediately that MES(G′)/2kx ≥ LMES(G). Moreover, we have
MES(G′)/2kx = LMES(G) +
x−1∑
i=1
MESi(G) · 2
k(i−x) +mk · 2−kx
≤ LMES(G) +m · 2m · 2−k + k2 · 2−k
≤ LMES(G) +
1
8
+
1
8
= LMES(G) +
1
4
.
(In the penultimate inequality, we use the fact that G is connected and so x ≥ 1.
In the final inequality, we use the fact that k ≥ 10 and hence k2 · 2−k ≤ 1/8.)
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Hence G′ satisfies property (ii). Moreover, minimal (s, t)-edge separators of G
correspond only to good minimal (s, t)-edge separators of G′ and vice versa, and
so G′ satisfies property (iii) by the same argument.
We can now prove Theorem 3.
Theorem 3. The problems #BiMinimalEdgeSeps and #(s, t)-BiMinimalEdge-
Seps are #P-complete and are equivalent to #SAT under AP-reduction.
Proof. Both problems are in #P, and hence AP-reducible to #SAT by [10]. As
in the proof of Theorem 1, Lemma 17 implies that
#LargeMinimalEdgeSeps ≤AP #BiMinimalEdgeSeps,
#(s, t)-LargeMinimalEdgeSeps ≤AP #(s, t)-BiMinimalEdgeSeps.
Moreover, since LMES(G) and LMES(G, s, t) are integers for all G, s and t,
Lemma 17 also yields exact Turing reductions. The result therefore follows by
Lemma 16.
The second lemma will be used to prove Theorem 2.
Lemma 18. Let G = (V,E) be a connected multigraph, writing n = |V | and
m = |E|. Suppose (G, x) is an instance of #LargeMinimalEdgeSeps, and
(G, s, t, y) is an instance of #(s, t)-LargeMinimalEdgeSeps. Let k = ⌈m+ n+
log3(n
2) + 16⌉. Then there exists a graph G′ such that the following properties
hold.
(i) G′ is bipartite, V ⊆ V (G′), and |V (G′)| ≤ 3|E|k + |V |.
(ii) LMES(G) ≤MS(G′)/3kx ≤ LMES(G) + 14 .
(iii) LMES(G, s, t) ≤MS(G′, s, t)/3ky ≤ LMES(G, s, t) + 14 .
(iv) LMES(G) ≤ IMS(G′)/3kx ≤ LMES(G) + 14 .
Proof. Informally, we form G′ by first k-thickening and then 4-stretching each
edge of G. Formally, for each e ∈ E, let Xe, Y e and Ze be sets of k vertices.
We require all of these sets to be disjoint from each other and from V . For
each e ∈ E, write Xe = {xe1, . . . , x
e
k}, Y
e = {ye1, . . . , y
e
k} and Z
e = {ze1, . . . , z
e
k}.
Write W e = Xe ∪ Y e ∪ Ze, and W =
⋃
e∈EW
e. Arbitrarily labelling e’s
endpoints as u and v, for each i ∈ [k] let P ei be the path ux
e
iy
e
i z
e
i v. Thus the
paths P e1 , . . . , P
e
k are k internally vertex-disjoint paths of length 4 between e’s
endpoints with V (P ei ) = {u, x
e
i , y
e
i , z
e
i , v}. Then we define
V (G′) = V ∪W,
E(G′) =
⋃
e∈E
i∈[k]
E(P ei ).
It is immediate that G′ satisfies property (i).
We will be able to associate minimal separators of G′ with minimal edge
separators of G in much the same way as in the proof of Lemma 17, but the
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correspondence will be messier since a minimal separator of G′ may contain
vertices of V . Indeed, there may be exponentially many such separators in k.
We define our correspondence as follows. If X is a minimal separator of G′,
we write
pi(X) = {e ∈ E | X ∩W e 6= ∅}.
We say a minimal separator X of G′ is z-good, where z ∈ N, if it satisfies the
following conditions.
(a) We have |X ∩ V (P ei )| ≤ 1 for all e ∈ E, i ∈ [k].
(b) Whenever |X ∩ V (P ei )| = 1 for some e ∈ E and i ∈ [k], we have |X ∩
V (P ej )| = 1 for all j ∈ [k].
(c) We have X ∩ V = ∅.
(d) We have |pi(X)| = z.
We say that X is good if it is z-good for some z ∈ N.
Claim 1. All but at most 3kx/4 minimal separators of G′ are x-good, and all
but at most 3ky/4 minimal (s, t)-separators of G′ are y-good.
We shall defer the proof of Claim 1 for the moment. We say that each good
minimal separator X of G′ corresponds to the multiset pi(X) ⊆ E. Note that
any minimal edge separator F of G corresponds to exactly 3k|F | good minimal
separators of G′, all of which are |F |-good by the definition of z-goodness.
Conversely each z-good minimal separator of G′ corresponds to a single multiset
F ⊆ E, which is a minimal edge separator of G with cardinality z. Hence by
Claim 1,
LMES(G) · 3kx ≤ MS(G′) ≤ LMES(G) · 3kx +
3kx
4
.
Hence (ii) is satisfied. Moreover, good minimal (s, t)-separators ofG′ correspond
to minimal (s, t)-edge separators of G and vice versa, so (iii) is likewise satisfied
by Claim 1.
Finally, we claim that the following holds.
Every good minimal separator X of G′ separates G′ −X
into exactly two components.
(2)
Indeed, pi(X) is a minimal edge separator of G, and so by Proposition 12 G −
pi(X) has exactly two components. Since X is good, it follows that G′ −X has
exactly two components also. Hence (2) holds. In particular, this implies that
every good minimal separator of G′ is inclusion-minimal, and so (iv) is satisfied.
It remains only to prove Claim 1. We shall first prove that most minimal
separators of G′ are minimal (b, c)-separators for some b, c ∈ V (see Subclaim 1).
We shall then prove that most such minimal separatorsX of G′ maximise |pi(X)|
(see Subclaim 2). Finally, we shall prove that if X does maximise |pi(X)| then
X is good (see Subclaim 3). The first part of Claim 1 will therefore follow easily.
Moreover, Subclaims 2 and 3 will imply the second part of Claim 1 in a similar
fashion.
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Subclaim 1. There are at most 25mk minimal separators in G′ which are not
minimal (b, c)-separators for some b, c ∈ V .
Proof of Subclaim 1: Let X be a minimal (b, c)-separator in G′ for some
b, c ∈ V (G′). We say X is trivial if X ⊆ V (P ei ) for some e ∈ E, i ∈ [k]. We
claim that if X is not a (b′, c′)-separator for some b′, c′ ∈ V then X is trivial,
from which the result follows.
Suppose without loss of generality that b is an internal vertex of P ei for some
e ∈ E, i ∈ [k]. Suppose that the component of G′−X containing b is a subset of
W e. Then X∩V (P ei ) is already a (b, c)-separator, and so by minimality we have
X ⊆ V (P ei ). Hence X is trivial. We may therefore assume that the component
of G′ −X containing b also contains some endpoint b′ ∈ V of e.
If c ∈ V then X is a minimal (b′, c)-separator and we are done. If c is an
internal vertex of V (P fj ) for some f ∈ E, j ∈ [k], then by the same argument
either X is trivial or there exists c′ ∈ V such that c′ and c lie in the same
component of G′ −X . Thus X is either trivial or a minimal (b′, c′)-separator,
as required. We have therefore proved Subclaim 1.
Subclaim 2. Let a ∈ N, and let b, c ∈ V be distinct. There are at most
2m+n3k(a−1) minimal (b, c)-separators X of G′ with |pi(X)| < a.
Proof of Subclaim 2: We may choose any minimal (b, c)-separatorX of G′ by
choosing first X ∩ V , then pi(X), then X ∩W e for each e ∈ pi(X). There are at
most 2n ways of choosingX∩V and at most 2m ways of choosing pi(X). For each
e ∈ pi(X), since b, c ∈ V , X must contain exactly one vertex internal to each
P ei and so there are exactly 3
k ways of choosing X ∩W e. Since |pi(X)| ≤ a− 1,
Subclaim 2 follows.
Subclaim 3. Let b, c ∈ V be distinct, and let z be the maximum cardinality of
any minimal (b, c)-edge separator of G. If X is a minimal (b, c)-separator of G′
with |pi(X)| ≥ z, then X is z-good.
Proof of Subclaim 3: Note that since b, c ∈ V , if X ∩W e 6= ∅ for some e ∈ E
then |X ∩ {xei , y
e
i , z
e
i }| = 1 for all i ∈ [k]. In particular, if X satisfies (c) then X
satisfies (a) and (b). To prove that X satisfies (c) and (d), we shall exhibit a
minimal (b, c)-edge separator F of G with cardinality at least |pi(X)|+ |X ∩ V |.
Thus (c) and (d) will follow from the definition of z and the fact that |pi(X)| ≥ z.
See Figure 3 for an example.
We say a pair (Y,D) with Y ⊆ V and D ⊆ E is a hybrid minimal (b, c)-
separator of G if it satisfies the following properties.
(P1) b and c lie in separate components of (G−D)− Y .
(P2) For all Y ′ ⊂ Y , b and c lie in the same component of (G−D)− Y ′.
(P3) For all D′ ⊂ D, b and c lie in the same component of (G−D′)− Y .
Thus (X ∩ V, pi(X)) is a hybrid minimal (b, c)-separator of G, since X is a
minimal (b, c)-separator of G′.
Let C be the component of (G − pi(X)) − (X ∩ V ) containing b. For each
v ∈ X ∩ V , let Fv ⊆ E be the multiset of edges between v and C in G. Let
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Fu
FvC
Figure 3: An example of the minimal (b, c)-edge separator F of G formed in the proof of
Subclaim 3. The grey vertices and edges are elements of the hybrid minimal (b, c)-separator
of G corresponding to X. Thus F consists of the grey edges of G together with the edges in
Fu and Fv.
F = pi(X) ∪
⋃
v∈X∩V Fv. We claim that F is the required minimal (b, c)-edge
separator of G.
Note that Fu ∩ Fv = ∅ for all distinct u, v ∈ X ∩ V . For all v ∈ X ∩ V ,
we must have Fv 6= ∅ or (P2) would be violated on taking Y ′ = (X ∩ V ) \ {v}.
Moreover, we must have Fv ∩ pi(X) = ∅ or (P3) would be violated on taking
D′ = pi(X) \ Fv. Hence |F | ≥ |pi(X)|+ |X ∩ V | as required.
It is immediate from (P1) that F is a (b, c)-edge separator of G. Finally,
note that F is minimal — (P2) implies that no edge in any Fv can be removed
from F , and (P3) implies that no edge in pi(X) can be removed from F . Thus
F is a minimal (b, c)-edge separator of cardinality at least |pi(X)|+ |X ∩V |, and
so Subclaim 3 follows.
We now prove the first part of Claim 1. By Subclaim 1, all but at most
25mk minimal separators of G′ are minimal (b, c)-separators for some b, c ∈ V .
Moreover, by Subclaim 2, there are at most n2 · 2m+n3k(x−1) such separators X
with |pi(X)| < x. Finally, by Subclaim 3 and the definition of x, if |pi(X)| ≥ x
then X is x-good. It follows that all but at most 25mk+n22m+n3k(x−1) minimal
separators of G′ are x-good. We have
25mk ≤ 25k2 ≤ 2k+5 ≤ 3
2
3
(k+5) ≤ 3k−2 ≤
3kx
8
and
n22m+n3k(x−1) ≤ 3k−163k(x−1) ≤
3kx
8
,
so all but at most 3kx/4 minimal separators of G′ are x-good as required.
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The second part of Claim 1 follows more easily. By Subclaim 2, all but
at most 2m+n3k(y−1) minimal (s, t)-separators X of G′ satisfy |pi(X)| ≥ y. It
therefore follows from Subclaim 3 that all but at most
2m+n3k(y−1) ≤
3ky
4
minimal (s, t)-separators of G′ are y-good as required. Thus Claim 1 follows, as
does the result.
We can now prove Theorem 2.
Theorem 2. The problems #(s, t)-BiMinimalSeps, #BiMinimalSeps, #(s, t)-
BiConnMinimalSeps, #BiConnMinimalSeps and #BiInclusionMinimalSeps are
#P-complete and are equivalent to #SAT under AP-reduction.
Proof. All five problems are in #P, and hence AP-reducible to #SAT by [10].
As in the proof of Theorem 1, Lemma 18 implies that
#LargeMinimalEdgeSeps ≤AP #BiMinimalSeps,
#LargeMinimalEdgeSeps ≤AP #BiInclusionMinimalSeps,
#(s, t)-LargeMinimalEdgeSeps ≤AP #(s, t)-BiMinimalEdgeSeps.
Moreover, since LMES(G) and LMES(G, s, t) are integers for all G, s and t,
Lemma 18 also yields exact Turing reductions. Finally, note that in the proof of
Lemma 18, all good minimal separators of G′ separate G′ into two components
(see (2)). Analogues of Lemma 18(ii)–(iv) for #(s, t)-BiConnMinimalSeps and
#BiConnMinimalSeps therefore follow instantly. The result now follows by
Lemma 16.
5. Problems related to #MaximalBIS
5.1. Hardness of #BiDomSets
Recall that #MaximalBIS can be viewed as counting the number of inde-
pendent dominating sets in a bipartite graph — a combination of #BIS and
#BiDomSets. We shall now prove that #BiDomSets is #SAT-hard. We shall
reduce from the following problem, which is well-known to be #SAT-hard in
the guise of #IS (see Theorem 7).
Definition 19. Let G = (V,E) be a graph. A set S ⊆ V is a vertex cover of
G if e ∩ S 6= ∅ for all e ∈ E. We write VC(G) for the number of vertex covers
of G.
Problem 17. #VertexCovers.
Input: A graph G.
Output: The number of vertex covers of G, which we denote by VC(G).
We can now prove Theorem 4.
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Figure 4: An example of the reduction from an instance G of #VertexCovers to an instance G′
of #BiDomSets used in the proof of Theorem 4. The boxes around vertices indicate a vertex
cover in G and a corresponding dominating set in G′. Note in particular how the presence of
s ensures that vertices 1, 2 and 3 are dominated in G′.
Theorem 4. #BiDomSets ≡AP #SAT.
Proof. For every instance G′ of #BiDomSets, let DS(G′) be the number of
dominating sets in G′. Since #BiDomSets is in #P, #BiDomSets ≤AP #SAT
follows from [10]. We will show #VertexCovers ≤AP #BiDomSets. Let G =
(V,E) be an instance of #VertexCovers. Without loss of generality, let V = [n]
for some n ∈ N, let m = |E|, and let t = ⌈n + log2(m + 1) + 3⌉. We shall
construct an instance G′ of #BiDomSets with the property that VC(G) ≤
DS(G′)/2(m+1)t ≤ VC(G) + 14 , which will be sufficient for the reduction as in
the proof of Theorem 1. See Figure 4 for an example.
Informally, we obtain a bipartite graphG′ (an instance of #BiDomSets) from
G by first thickening and then 2-stretching each edge, then adding a gadget to
G’s vertices which will allow us to ignore their domination constraints. Formally,
we define G′ as follows. For each e ∈ E let Xe be a set of t vertices, disjoint
from [n], where Xe ∩ Xf = ∅ whenever e 6= f . Let W =
⋃
e∈E Xe. Let Y be
a set of t vertices disjoint from [n] ∪W , and let s be a vertex not contained in
[n] ∪W ∪ Y . Then we define
V (G′) = Y ∪ {s} ∪ [n] ∪W,
E(G′) = {{y, s} | y ∈ Y } ∪ {{s, i} | i ∈ [n]} ∪
⋃
e={i,j}∈E
{{i, x}, {x, j} | x ∈ Xe}.
We say a dominating set S ⊆ V (G′) is good if the following conditions hold.
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(i) s ∈ S.
(ii) For all e ∈ E, we have e ∩ S 6= ∅.
We will show that good dominating sets in G′ correspond to vertex covers in G,
and that almost all dominating sets in G′ are good.
First note that there are exactly 2(m+1)t ways of extending any vertex cover
X of G into a good dominating set of G′. Indeed, a set S satisfyingX∩[n] = S is
a good dominating set of G′ if and only if s ∈ S. Hence there are 2(m+1)tVC(G)
good dominating sets of G′, and in particular DS(G′)/2(m+1)t ≥ VC(G).
Moreover, suppose that S is a dominating set of G′ which is not good.
Then either s /∈ S or e ∩ S = ∅ for some e ∈ E. If s /∈ S, then Y ⊆ S. If
e ∩ S = ∅ for some e ∈ E, then Xe ⊆ S. Note that n+ log2(m+ 1) + 2 ≤ t, so
2mt+n+log2(m+1) ≤ 2(m+1)t−2. Hence there are at most
(m+ 1)2|V (G
′)|−t = (m+ 1)2mt+n+1 ≤
2(m+1)t
4
dominating sets of G′ which are not good. In particular, we have
DS(G′)
2(m+1)t
≤ VC(G) +
1
4
.
The result therefore follows.
5.2. Hardness of #SetUnions
We shall now prove that #SetUnions is #SAT-hard by a reduction from
#MaximalBIS.
Theorem 5. #SetUnions ≡AP #SAT.
Proof. Since #SetUnions is in #P, #SetUnions ≤AP #SAT follows from [10].
We will show #MaximalBIS ≤AP #SetUnions. Let G = (V,E) be an instance
of #MaximalBIS with vertex classes A and B. Note that #MaximalBIS is
hard by Theorem 1. Without loss of generality, let A = [n] for some n ∈ N.
We shall construct an instance (n,F) of #SetUnions with the property that
MIS(G) = |U(F)|, from which the result follows immediately. See Figure 5 for
an example.
Let F = {N(v) | v ∈ B}, so that
U(F) = {N(S) | S ⊆ B}. (3)
Given S ⊆ [n], write S = [n]\S. Similarly, given S ⊆ B, write S = B\S. Given
S ⊆ [n], write MISS(G) for the number of maximal independent sets X ⊆ V
with X ∩ [n] = S. We shall prove that
MISS(G) =
{
1 if S ∈ U(F),
0 otherwise.
(4)
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Figure 5: An example of the reduction from an instance G of #MaximalBIS to an instance
(n,F) of #SetUnions used in the proof of Theorem 5. The boxes around vertices indicate a
maximal independent set in G and the corresponding union of sets in F .
It will follow immediately that the map X 7→ X ∩ [n] is a bijection from the set
of maximal independent sets of G to U(F).
Take S ⊆ [n]. Note that MISS(G) ∈ {0, 1} — any maximal independent set
X ⊆ V is uniquely determined by its intersection with [n]. It therefore suffices
to prove that MISS(G) > 0 if and only if S ∈ U(F).
First suppose S ∈ U(F). Let T ⊆ B be a maximal set such that S = N(T ).
Then it is immediate that there are no edges between S and T . Moreover,
T ⊆ N(S) by maximality of T . Hence S ∪ T is a maximal independent set in
G, and MISS(G) = 1.
Now suppose S /∈ U(F), and suppose X ⊆ V (G) is a maximal independent
set of G with X ∩ [n] = S. Then by independence we have N(S) ∩ X = ∅,
and by maximality we have N(S) ⊆ X . Thus X = S ∪ N(S). By maximality,
it follows that S ⊆ N(N(S)) — otherwise an element of S could be added to
X . But N(N(S)) ∩ S = ∅ since N(S) is precisely the set of vertices in B with
no edges to S, so N(N(S)) ⊆ S and hence S = N(N(S)). But this implies
S ∈ U(F) by equation (3), which is a contradiction. Hence MISS(G) = 0, and
we have proved equation (4). It follows that MIS(G) = |U(F)|, as required.
5.3. Hardness of #UnionReps
We shall now prove that #UnionReps is #SAT-hard by reducing from #Ver-
texCovers.
Theorem 6. #UnionReps ≡AP #SAT.
Proof. Since #UnionReps is in #P, #UnionReps ≤AP #SAT follows from [10].
We will show #VertexCovers ≤AP #UnionReps. Let G = (V,E) be an instance
of #VertexCovers, which is hard by Theorem 7. Without loss of generality let
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V = [n] for some n ∈ N, and let m = |E|. We shall construct an instance (m,F)
of #UnionReps with the property that |U−1F ([m])| = VC(G), from which the
result follows immediately.
For each i ∈ [n], let Si be the set of edges incident to i in G. Let F =
{Si | i ∈ [n]}. Thus on identifying E with [m], (m,F) becomes an instance of
#UnionReps. Given a set X ⊆ [n], let X ′ = {Si : i ∈ X}. Then X is a vertex
cover of G if and only if ∪X ′ = E. Thus there is a bijection between U−1F (E)
and vertex covers of G, and so |U−1F (E)| = VC(G) as required.
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