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Abstract
Today, network operators still lack functional network models able to make accu-
rate predictions of end-to-end Key Performance Indicators (e.g., delay or jitter)
at limited cost. RouteNet is a Graph Neural Network that aims to provide this
lacking functionality which models network schemes and is able to predict the
key performance indicators. Thanks to its GNN architecture that operates over
graph-structured data, RouteNet reveals an unprecedented ability to learn and
model the complex relationships among topology, routing and input traffic in
networks.
In previous related works it was proved that RouteNet was able to general-
ize multiple computer networks by training the model with various topologies
of different sizes. This thesis aims to prove how RouteNet is able to model a
computer network, but also, and more importantly, wants to provide the ground
work for routing sampling creation, which allows to create enough routing com-
binations to provide a representative sample from which RouteNet would be
able to be trained by only simulating a single topology. Finally myself and the
research team of RouteNet would like to present the benchmark for computer
network modeling using graph neural networks in the form of RouteNet (the
model) and the datasets used.
Proving the two first objective would permit future research to be done much
faster, since simulation and training of multiple topologies is a time costly pro-
cedure. It would also allow us to model any other network by only using the
routing samples from one simulated network.
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Nomenclature
d Delay of a link or a path.
hl State of a link in a computer network.
hp State of a path in a computer network.
lk A link in a computer network.
N Computer network.
pk A path in a computer network.
R Routing scheme.
xl Properties of a link in a computer network.
xp Properties of a path in a computer network.

1 INTRODUCTION
1 Introduction
1.1 Motivation
Graph Neural Networks have been a hot topic in the recent months, with the
first publication in my knowledge of the Graph Neural Network released on 9
December 2008. Yet a more recent paper by the Deep Mind team at Google
[1], the use of graph neural networks to solve problems that had a deep relation
with structured data, mainly graphs, has escalated greatly. Before the publi-
cation of the mentioned before paper, the modeling of systems which rallied in
structured forms of data was problematic, eg: routing network systems, optimal
traffic routing for cars, or chemical reactions prediction.
With the introduction of systems such as Software Define Networks (SDN) [2],
and more importantly Knowledge Define Networking KDN [3], the paradigm
of routing optimization has been made easier thanks to the simplification pro-
vided by these systems to observe and control the network, which allows traffic
engineers to make better and faster decisions regarding the state of the network
by using machine learning concepts to model a computer network which would
allow to predict the Key Performance Metrics (KPI ) (ej: delay and jitter), of
the network. Knowledge of these metrics before setting a routing policy would
have a profound impact on traffic engineering.
Therefor research on using machine learning concepts to model networking rout-
ing has been and interesting topic for many researches and companies. With
this interest in mind, development towards the creation of a model that can be
used to optimize or automate traffic engineering has made significant progress.
These kinds of optimization’s are really interesting for big companies in the
market since it would mean that the burden of network and traffic engineering
is to no longer relay to solely on persons but the algorithms can be the ones to
decide the different combinations of options or at least can help the engineers
to achieve better solutions.
The aim of this thesis will be outlined in the objectives section, but as a quick ex-
planation the thesis objectives are to introduce a Graph Neural Network model
benchmark to the problem of network routing optimization. Routing optimiza-
tion as been one of the important topics for computer network engineers. A
good routing policy can increase significantly the performance of any network
system, and has been a deeply researched by different institutions [4] [5]. Since
it is not an easy topic and there is no perfect solution for this kinds of problems
due to the changing nature of internet traffic networks, specialized personnel is
needed in order to create optimized routing in the networks and configure the
different devices that live in the internet network appropriately.
The objective is also to prove how the creation of alternative routing combi-
nations helps generalize any kind of topology, meaning that we do not need to
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train a model with multiple topologies in order to achieve a good model perfor-
mance. It also aims to provide a solution for creating a representative sample
of routing schemes for a given topology which can be used to train and test the
model.
1.2 Related Work
In a previous paper presented in the SIGNCOMM conference [6] myself and the
research team I work with introduced a paper with the aim to challenge the
generalization capabilities of Graph Neural Networks. In the mentioned paper
out research team demonstrated that a Graph Neural Network is able to predict
the delay of any kind of network provided that the training data comes from big
enough representative sample with the network size. Yet this research was done
on the basis that in order to be able to generalize a computer network, multiple
topologies from different sizes were needed as training data, which then would
allow to generalize any network of similar size to the training topologies size.
SIGCOMM, hosted in Beijing, China, is one of the most, if not the most,
important conferences related to computer networks that exists, which is known
to have an extremely low rate of acceptance ( 10%), the said paper has been
submitted and accepted to be presented at said conference.
1.3 Key Concepts
During this thesis I will refer to a few concepts that I believe need a bit more ex-
planation for those who are not familiar to the computer networks field. Mainly
I will refer to the following concepts: topology, routing, and traffic matrix.
A topology is the graph representation of a computer network, meaning that
each node is indeed a node in a network (ej: a router, server, home computer...)
while the links connecting the different nodes are the physical cables connecting
the computers/routers. A routing is the path taken by internet packets from
one node to another node, while the traffic matrix is the bandwidth of the edge
between two nodes.
4 1
2
3
0.10.3
0.6
0.2
The graph above shows an small example of a network topology, in which
the Graph itself is the topology, the values in each weight represent the traffic
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matrix and the marked red edges represent a routing between two nodes in the
topology.
1.4 Objectives
The aim of this thesis is to prove the usefulness of Graph Neural Networks to
accurately predict the delay of a computer network, more over instead of using
a technique similar to the one done in the previous work, the paper presented
in the SIGCOMM conference, which involved training the model with multiple
topologies with different sizes, this thesis hypothesizes that this is not necessary,
but instead only a representative sample of routing is needed to provide training
data for a model to be able to train a Graph Neural Network that is capable
to correctly generalize any kind of computer network regardless of size. To sum
up, the objectives are the following:
• Create an algorithm that is able to produce a representative sample of
routings from a given topology.
• Prove that in order to obtain a good model it is not needed to use different
topologies sizes as train data, but only a representative sample of routings
from one topology.
• Providing a benchmark for Graph Neural Networks for Computer Network
Modeling.
If the thesis objectives proves satisfactory, it would mean that we are able
to produce a model which is able to generalize any kind of network without the
need to simulate a multitude of different sized networks, which is time consum-
ing just to simulate, and even more time consuming in order to train a new
model. This would mean that with one topology thoroughly explored we could
be able to model any network no matter the size. Yet I would like to remark
that the bigger the node size of the network topology, the better, since it allows
for a greater exploration of the routings, as well as better generalization, since
I hypothesize that our model is able to generalize any network with a lower or
equal amount of nodes as the node size of the training topology.
Not only that, but it would also mean that we are able to generate a huge
amount of different routings that are able to explore the different possible com-
binations that any network could have.
The results of this thesis will also be provided in the form of a benchmark
similar to the imagenet benchmark [7].
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1.5 Document Structure
This document will be structured in the following way: it will begin by ex-
plaining the state of the art model, which will show the theoretical point of
view for RouteNet, then it will follow the methodology, which will explain the
dataset (generation, features, and statistics) as well as the Routing Creation
algorithm which is essential for the thesis, after the technical explanation of
RouteNet architecture will be described.
With the technical and theoretical model explained, the fifth section will look
at the results of the model evaluation and will explain them in detail.
Finally I will end the document with the conclusions of the thesis as well as
some future work that this thesis opens up.
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2 State of the Art
The proposed model is an state of the art Graph Neural Network, calledRouteNet
[8], which is able to understand the complex characteristics of a network model
by interpreting it as a graph. The model is able to understand the inner struc-
ture of a network, in which the total delay of an IP packet depends on the state
of the links in the network. As such, the computation of the delay has to take
into account all the other packets in the links that the routing uses by calculat-
ing the state of the links and the paths of the graph.
The figure below shows the schematic representation of how the RouteNet sys-
tem works, by taking as parameters the topology of the network, the routings,
and the traffic matrix. The output will be the desired source-destination KPI
(metrics), which is usually the delay.
Figure 1: Schematic representation of RouteNet
2.1 Notation
A computer network is represented by a set of links N = {li}j , and a routing
scheme is composed by a number of different paths R = pk. Each path pk is
formed by a set of links pk = (lk1 , lk2 , ...., lk(|pk|)).The properties of the paths
and links are denoted xpi and xli . The state of a path is called hpi , and the
state of a link is stated as hli . d is understood as the delay of a link or a path.
During the course of the explanations I will use both the terms graph and
computer network indistinctly, since they are representatives of the same thing
in the terms of the architecture of the Graph Neural Network.
2.1.1 Recurrent Neural Networks
I will do an small introduction to the concept of Recurrent Neural Networks
due to their importance in the creation and understanding of Graph Neural
Networks.
Recurrent Neural Networks have been extensively used for multiple task which
require contextual information in order to understand the current input of the
Neural Network, some of the examples of RNN usage are: text processing,
handwriting recognition or speech recognition [9] [10]. Graph Neural Networks
use RNN due to the fact that they are able to retain information from previous
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states in order to update the current state of the hidden neuron, this mechanism
allows to carry a bias for locality in the sequence via their Markovian structure.
2.2 Graph Neural Networks
Graph Neural Networks (GNN) are a recently introduced concept in the Neural
Network paradigm. GNN work by comprehending the architecture of a graph,
and the deep relationship that exists between nodes, as such GNN are able to
understand the explicit representations of nodes and edges and also find rules
for computing such relations. Graph Neural Networks have been previously
successfully used to perform computations for Quantum Chemistry in order to
predict quantum properties for organic molecules, using a GNN is able to re-
duce dramatically the calculation time of this kinds of really computer intensive
calculations [11].
Figure 2: Molecules have a deep relationship between the atoms that compose
them, and are a clear example of Graph with explicit relationship between nodes.
[1]
Due to the explained deep relation between the different nodes that conform
a graph, GNN take into consideration these relationships in the form of message
passing m between the different connected nodes in a graph. The sequence of
events that a GNN uses to work with the mentioned relationship between nodes
is the following:
1. A node vi in a graph will send a message m to another adjacent node v
′
i
2. The node v′i will then update its value using its current value, and the
value from mi, i ∈ (1, 2, ....., adj(v′i)).
3. Once the update of the nodes in the graph has been performed, update
the variable for the global attribute of the graph.
2.3 RouteNet characteristics
Our state of the art model differs from one standard GNN, as explained before a
normal GNN updates the state of a node using the state of the adjacent nodes.
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Figure 3: A message m is
from vi to v
′
i.
Figure 4: v′i updates
its state using the val-
ues received from adjacent
nodes.
Figure 5: The Graph
updates its state.
Unlike this approach, in our case what we need is a model that has two main
characteristics, paths and links. The links are the edges between two nodes
in a graph, the paths are the set of links that make up a routing between a
source node and a destination node. As such our model is implemented with
the idea that in order to understand the network model the links, which would
be the edges in normal graph, become the nodes in said graph (the theoretical
graph that the neural network creates), since the links are the ones that carry
the delay information.
So, in order to know the state of a link hli we need to know the state of the
paths hp1..n that use hli , and in order to know the state of a path hp it is needed
to know the state of the links hl that form that path. to sum up:
• hp depends on the hl1,...,k(|pk|) of the path.
• hl depends on the hp that contain that link.
These two principals can also be expressed in a more mathematical form:
hpk = g(hlk1 , hlk2 , ....., hlk(|pk|)) (1)
hli = f(hp1 , ....., hpj ), li ∈ pk, k = 1, 2, ....j (2)
Where f and g are a nonlinear system of equations, where the states are
hidden variables, each function depends on the routing used, and the dimen-
sionality of each function is is incredibly large.
Moreover the order on which the links are evaluated is essential in order to
have a good performing model. If a link is lossy (produces drop packets) this
will impact on the state of the coming links. As such a path is composed from
a set of ordered links pk = (l0, l1, ...., ln), and the delay of a path is indeed the
sum of delays on every link of the path,
∑
i=1 d(lki), where d(lki) is the sum of
the delays on every link. The order from which the paths are calculated is not
relevant.
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2.4 RouteNet
The presented architecture is able to provide a routing invariant model, which
at the same time is able to understand how a routing in a computer network
behaves. RouteNet is able to overcome the problems raised by equations (1) and
(2), by creating a GNN based on message passing between the links and paths,
and updating the states of paths and links (hp, hl) using said message passing
architecture. The algorithm below explains the architecture of RouteNet.
Data: xp, xl. R
Result: hp, hl.yp
1 for p ∈ R do
2 hp = [xp,0, 0, ..., 0];
3 end
4 for l ∈ N do
5 hl = [xl,0, 0, ..., 0];
6 end
7 for t from [0, 1, ..., T] do
8 for p ∈ R do
9 for l ∈ p do
10 htp = RNNt(h
t
p, h
t
l);
11 mt+1p,l = h
t
p;
12 end
13 htp + 1 = h
t
p;
14 end
15 for l ∈ N do
16 mt+1l =
∑
p:l∈pm
t+1
p,l ;
17 ht+1l = Ut(h
t
l ,m
t+1
l );
18 end
19 end
20 y = Fp(hp)
The algorithm begins by initializing the states of both the paths and the
links to 0, then proceeds to iterate T times, in order to achieve convergence,
over the state vectors hp, and hl. This allows to reach a fixed point of a function
from the initial states, which solves the problem of defining implicit functions.
In order to overcome the second issue with routing invariance, the proposed
model allows to perform message passing which unites topology and state vec-
tors representation. This is done through the message passing solution, which
are stated in lines 11 and 16, that allows links and paths to exchange informa-
tion.
The message sent from the paths is the information of the current state hp
extracted by the Recurrent Neural Network (RNN ), which used the current
state of the path and the state of the links that the path uses (defined in line 9).
The use of the RNN is because there exists a sequential dependence between
the links on a path, which allows to propagate the information about the losses
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in a path. While the message from the links is the sum of hp that go through
that link, we can use a simple summation in this case due to the order of the
paths not being important, finally the state of the links for the next step is
extracted from using another RNN from the current hl and the received sum
of the path messages, as stated in line 17.
Finally, the calculation of the predicted variable yp is a function of the link
and path features xl, xp, the predicted variable is extracted with a neural net-
work.
In the figure below we can see a more graphical representation of the inner
workings of the neural network.
Figure 6: RouteNet Architecture.
In the figure it begins with the addition of the states hp being added for
each link that contains them, then the state of the link hl is calculated using
an RNN, with the value of hl from the output of the RNN, it we proceed to
calculate the hp suing another RNN. The output of the hp is directly the value
of the message from that path.
RouteNet has already been successfully used to model one computer network [2],
and recently to prove that it can generalize any computer network by training
the model with multiple topologies.
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3 Methodology
3.1 Introduction
The thesis tackles an standard problem of supervised machine learning [12] [13],
meaning that we are on a problem in which a learning function (in this case
RouteNet as a whole) maps the input features to an output based on a set of
examples input-output pairs. A supervised learning algorithm is able to infer a
function from the analysis of the training dataset which can be used to predict
the output of unseen data in a reasonable way, the assumptions that the algo-
rithm takes in order to predict the output of unseen examples is also know as
Inductive bias [14]
We are also using a hold-out test set, which means that we are splitting our
training dataset between train and evaluation (test). The split is done in 80% -
20% capacity and using an stratified sampling approach. The variable used to
stratify is not the target attribute as it usually is, but instead is a parameter
called λ which I will explain later on.
3.2 Dataset
3.2.1 Data Generation - Simulations
In order to obtain the dataset to train with RouteNet it is first needed to
simulate a real network environment, to do so the simulation tool Omnet++ [15]
is used to simulate networks and produce the desired dataset. Each simulation
is done in a given routing by four different traffic intensities λ, each simulation
is repeated 500 times in order to achieve a proper mean value for the delays
in each path. In our case all nodes are connected to all the others nodes in
the network with different routings. More over each simulation (meaning one
sample) used to take 16050 seconds. As you can imagine this meant that the
simulations took a long time to complete, to the point where it was impossible
to finish the creation of a proper dataset due to the time needed exceeding 1
year.
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Figure 7: Evolution of delay over time
for 50 nodes for each traffic intensity λ.
Figure 8: Evolution of delay over time
for 100 nodes for each traffic intensity
λ.
It became quite clear for us (myself and the research team) that we were
simulating way more time than what was necessary in order to achieve an stable
value of a given delay, as such it was decided to cut the simulation time in order
to achieve a more reasonable time for the simulations.
Once the simulation time was reduced to a reasonable amount of time, around
400 seconds per sample, to perform correct simulations, we were able to get the
necessary data to create the model.
3.2.2 Dataset
In order to create a sizable data sample simulations were performed on three
different network graphs, with different sizes, each with 14, 24, and 50 nodes.
In the figures below we have the different topologies.
Figure 9: Network graph with 14
nodes. Figure 10: Network graph with 24
nodes.
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Figure 11: Network graph with 50 nodes.
These three topologies are synthetic (meaning that they do not come from
real networks but instead are computer made) [16] [17] [18], but the 14 nodes
and 24 nodes topology are based on real networks. For each topology shortest
path routings algorithms where performed for every pair of nodes, meaning that
on e given node in a network graph of N has a total of N − 1 routings, since no
self loops are allowed. The reason why no self loops are allowed is because in a
network environment they make no sense. This means that a network topology
has a total of N ∗ (N − 1) routings in total. In the following table we can see
how many routings have each of the network topologies that we are using in
this research. This means that we in theory have 3 different datasets, one for
each topology type.
14 Nodes 24 Nodes 50 Nodes
Routings 182 552 2450
Table 1: Number of routings per topology
3.3 Routing Creation
A central point of the thesis is the ability to create an extensive amount of rout-
ings which can be used as a representative sample for training RouteNet. Since
RouteNet should not care about the network size, the creation of a multitude of
routings from which the nodes of the GNN can infer a function to predict unseen
examples is of great importance. In the end, RouteNet will try to predict the
delay of a path by using the data from the nodes which it has been trained with,
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this means that the real important factor is that the nodes from the training
dataset have as many possible combinations of routings going through them as
possible.
In order to perform the routing creation algorithm a Deep-first search strat-
egy, which was presented by Charles Pierre Tre´maux as an strategy for solving
mazes, has been implemented.
The version of the algorithm used is the one explained in the book Introduction
to algorithms [19], which establishes a cutoff value in order to keep the algo-
rithm to a reasonable time performance. The idea is to use the algorithm to
search all the possible paths shorter than the cutoff value, from one source to
a destination. The cutoff value has always a base value of the shortest path
distance between the two nodes The algorithm works in the following manner:
Data: The topology as G, s as a vertex of origin, and d as the
destination, cut as the cutoff value
Result: Routings for source - destination pairs
1 Function DSF(G, s, d, cut) is
2 let S be a stack of all the adjacent nodes to S;
3 let V be the visited nodes;
4 while S is not empty do
5 v = S.pop();
6 neighbour = Adjacent nodes of v
7 if c is empty then
8 S.pop();
9 V.pop();
10 end
11 else if length V ¡ cut then
12 if neighbour is the d then
13 return V + d;
14 end
15 else if neighbour not in V then
16 V.push(neighbour);
17 S.push(Adjacent nodes of neighbour);
18 end
19 end
20 else cutoff value reached
21 S.pop();
22 V.pop();
23 end
24 end
25 end
This algorithm is able to generate a full valid routing for the whole network
topology (in this case the 50 nodes topology) in under 1.5 seconds, which means
that we are able to generate quite a big amount of routings in a short span
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of time. The procedure described above is repeated 10 times for each source -
destination pair, in order to have a sizable pool of different paths for each pair
of nodes.
When I refer to a valid routing it means a routing that does not have loops
in the routing procedure. It is important to understand that in networking
routing policy is usually destination only, meaning that the source node does
not have any impact on the route to use, in other words, when a IP packet
arrives on a network node, it only takes into consideration the destination of
the packet and forwards it to the node port specified in the IP table. This can
lead to loops in the network, for example:
Figure 12: Example of routing with loops.
Here we have an small topology consisting of 5 nodes, lets say we have 2
routing, one having the source node as node 0, and destination node as node
4, and the other routing with source 2 and destination 4. The path for each
routing are:
R1 : Node0− > Node1− > Node3− > Node4
R2 : Node2− > Node3− > Node1− > Node4
In this case we have a loop, since the nodes only care for the destination of
the packet, in R1 once the packets gets to node 1, it will be sent to node 3,
but due to R2 establishing that packets that arrive to Node 3 with destination
Node 4 have to go to Node 1, the packets will be sent once again to Node 1,
which in turn will send it once again to Node 3, thus creating a loop.
Moreover the algorithm take a parameter which we will call α, that indicates
the algorithm how it should attempt to place the paths on the graph. At the
moment the α parameter takes three possible values, easy, normal, and hard.
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Routing placement
easy Sparse placement
normal Random placement
hard Overlapping placement
The algorithm works by assigning weights on each link, depending on the α
chosen the algorithm will choose paths that contain the links with less, more, or
random weight. This allows us to generate a representative sample of routing
scheme, with different values of delay for each path. The aim is to create enough
routings of different length to have a representative sample of paths, which can
be used to train a model to generalize any network.
The figures below show the routing placement for each algorithm, the red
lines indicate the routing placements, the thicker the line, the more routings go
through that link.
Figure 13: Random placement of rout-
ings.
Figure 14: Sparse placement of rout-
ings
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Figure 15: Overlapping placement of routings, we can see how the thickness of
the red lines is much bigger than for the other two figures.
In the case of the hard placement the average weight of the links used is
around 144, while in the case of the easy placement, is around 116. This means
that indeed the hard placement method uses a single link more times than the
easy placement. The idea is that the algorithm aims to explore as much as
possible the routing schemes possibilities that the topology offers.
I want to remark that it is nearly impossible to fully explore a network topology
the size of 50 nodes, since the number of possible combinations is in practical
terms infinite. As such even if the algorithm is able to generate less than 1% of
the total possibilities the generated routing schemes would probably be enough.
With this algorithm we are able to generate a multitude of routing schemes
that explore the topology in a bigger number of ways than an standard shortest
path algorithm would, thus creating the basis for the main objective of this
thesis, the theory is that in order to be able to predict the delay of any model
the number of nodes on the topology is irrelevant, but instead the data should
be a sample representative enough of routings.
Due to time constrains, we were not able to implement the proper simula-
tion policy, which works with a source-destination model, for implementing the
routing algorithm. This causes that the algorithm is only able to create com-
binations of shortest path, which is not ideal, but is enough to create an small
representative sample.
The algorithm has been implemented using the Python programming language
[20] with the help of the networkx package [21]. This package offers methods to
ease the working with graphs data structures.
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Once the routing have been created, each is simulated for different values
of traffic intensities, called λ, these λ represent the amount of traffic that is
produced by each source destination pair. In Table 2 .
λ 8 9 10 12 15 Total
14 Nodes 156 174 91 174 595 aprox 3.8GB
24 Nodes 174 170 172 174 693 aprox 13.3GB
50 Nodes 200 200 200 600 aprox 42.8GB
50 Nodes Alternative 139 138 138 414 aprox 36.3 GB
Table 2: Simulations per lambda and nodes
The difference between 50 Nodes and 50 Nodes Alternative are the way the
routing are created. The routing for 14, 24, and 50 Nodes are standard Shortest
Path routing, while the ones created for 50 Nodes Alternative are the ones we
aim to prove our theory in the thesis, which is creating a representative sample
enough of routings in order to be able to predict any other routing regardless of
the topology size. Moreover the 50 Nodes dataset has an scaling factor applied
on it which will be explained later on.
Each combination of routing per λ is then simulated 500 times for the 14, 24,
and 50 Nodes, and 300 times for the 50 Nodes alternative. In the end the total
amount of samples for each topology is the the total number of routings, mul-
tiplied by the total number of λ, multiplied by the total amount of simulations
performed for each combination of routing and λ.
14 Nodes 24 Nodes 50 Nodes 50 Nodes Alternative
Samples 297.500 346.500 300.000 124.200
Table 3: Total amount of samples per each routing.
3.4 Training and Evaluation
As explained in the methodology the split between training and evaluation is
done through and stratified sampling using the λ as the parameter to create the
subpopulations from. The split for train and evaluation is 80% and 20 %.
The Model is only trained using the 50 Nodes Alternative data. The other
datasets are used as evaluation only. The table below shows the split in sample
numbers for training and evaluation.
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Training Evaluation
Samples 99.360 24.840
Table 4: Training and evaluation split.
All the data is normalized during the pre processing phase, the normalization
of the target feature (delay) is done by calculating the mean and the standard
deviation of a representative sample of the data and proceeding to calculate the
standard score for each sample.
3.5 Data Features and Statistics
The dataset is composed of quite a large number of features. A single sample
is a whole topology with all the delays for each source destination pair routing,
meaning that, for example, a Routing with N = 50, has a total amount of 49∗50
delays, bandwidth, jitter, links, Number of packets, drops..
• Delays: Target feature. It’s a continuous variable containing the delay of
each path in the network.
• Bandwidth: Also known as a traffic matrix, a continuous variable which
is the set of bandwidth that each path has.
• Jitter: Variation of the delay. Can also be the target variable, in the case
it is not the target, it is not used.
• Drops: Continuous variable. Number of packets lost for each source
destination combination.
• Number of packets: Continuous variable. Number of packets sent be-
tween source and destination.
• Links: Number of hops that the path takes from source to destination.
(Calculated at runtime)
3.5.1 50 Nodes Alternative
The figures below indicate some of the statistics of the dataset for 50 Nodes
Alternative, which is the dataset used for the training of the model. The figures
do not use all the data in the dataset, but only use 1800 samples due to size
constrains of the dataset. Figures 16, 17, 18, 19 show the distribution of values
for the bandwidth, delay, packets, and drop packets.
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Figure 16: Histogram of bandwidth distribution
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Figure 17: Histogram of delay distribution
This is an important figure, delay is indeed the target variable, so the distri-
bution of values that our dataset has is quite important in order to know which
range of values RouteNet is able to predict, values outside the range shown in
the histogram will be hard to predict for the model.
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Figure 18: Histogram of packets distri-
bution
Figure 19: Histogram of drops distri-
bution
Figure 20: Delay vs Bandwidth Figure 21: Delay vs Drops
Figure 19 indicates that we are losing a few packets during the network trans-
missions. Figure 20 shows the relation between the delay and the bandwidth,
we can see how the delay is not affected much as the bandwidth increases. If we
look at Figure 21, we can see how the delay is indeed affected by the number of
drops in the network. The data seems to show that the delay vs drops packages
follows a logarithmic function.
The Table below 5 shows the pearson correlation between each feature. We
can see how the bandwidth, number of packets, and dropped packets all have
some degree of correlation to the delay. And as expected by looking at the
figures above, the dropped packets is the most correlated feature to the delay.
There are datasets where no dropped packets exist, in those cases the bandwidth
is the most correlated feature to the delay.
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BW # Packets Drops Delay
BW 1.0000000 0.9982516 0.6240850 0.1521073
# Packets 0.9982516 1.0000000 0.6251060 0.1488149
Drops 0.6240850 0.6251060 1.0000000 0.3540376
Delay 0.1521073 0.1488149 0.3540376 1.0000000
Table 5: Correlation between features for the 50 Nodes Alternative dataset
Finally the figure below shows some statistics for the dataset.
Figure 22: Dataset Summary for 50 Nodes Alternative
3.5.2 50 Nodes
Although the dataset from 50 Nodes and 50 Nodes alternative might seem sim-
ilar at first glance, the reality is that the only thing that both datasets share is
the same topology. The difference between the two is that the data for the 50
Nodes dataset has been scaled by a factor that takes into consideration the size
of the network. This procedure reduces drastically the traffic in the network,
but it also produces no packets dropped, which ends up with less delay on the
network, but also with a lower value of bandwidth. This factor has been ap-
plied due to the 50 Nodes Alternative dataset having some high values of delay
which are not considered acceptable from a networking point of view. Thus
this correction factor allows to produce traffic which creates acceptable levels of
delay.
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Figure 23: Distribution of the band-
width for dataset with 50 nodes.
Figure 24: Distribution of the delay for
dataset with 50 nodes
If we compare the bandwidth histogram for 50 Nodes Alternative dataset in
Figure 16 and the one for the current dataset in Figure 23 we can clearly
see how the bandwidth for the current dataset is approximately a magnitude 10
times smaller than the one for the 50 Nodes Alternative dataset.
Figure 25: Distribution of the packets
for dataset with 50 nodes.
Figure 26: Delay vs Bandwidth for 50
Nodes
If we compare again the number of packets in the network Figures 18 25 it is
also clear how there are much more packets in the dataset 50 Nodes Alternative
than the 50 Nodes dataset. This clearly shows that there is less traffic in the
network.
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3.5.3 24 Nodes
The below figures are the statistics for the topology with 24 nodes, as with the
data from the 50 nodes alternative dataset, we are not using all the data samples,
but are only part of it. Also, the dataset of the topology for 24 nodes does not
contain the same information as the other topologies due to a change in the data
format that occurred at the end of the thesis period, the main difference is that
there is not attribute for the total amount of packets from source - destination.
Figure 27: Distribution of the delay for
dataset with 24 nodes.
Figure 28: Distribution of the band-
width for dataset with 24 nodes
The main difference that we find in this subpart of the dataset compared to
the figures from the training data is the values that the delay achieves, if we
look at Figure 17 and compare it to Figure 27, it is clear that the topology of
24 nodes achieves lower rates of delay compared to the ones from the 50 Nodes.
This is believed to be a cause of more traffic going through each link in the
topology of 50 nodes, since we have way more routings, also, the fact that more
hops are needed due to the diameter of the graph being higher is also a cause
of higher delay in the network.
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Figure 29: Delay vs Bandwidth for dataset with 24 nodes.
With the delay vs bandwidth plot there seems to be no clear relation between
the two, but it seems like the delay increases a bit as the bandwidth goes up.
The drop vs bandwidth plot is not shown due to there not being any packets
drops in the computer network.
3.5.4 14 Nodes
Finally the topology with 14 Nodes, due to this being the topology with the
least amount of nodes, it is also the topology with the lower amount of delay in
the system. The delay vs bandwidth 31 also seems to indicate an small increase
of the delay when the bandwidth increases. Figure 30 also indicates how the
delay spikes when the dropped packets increase.
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Figure 30: Distribution of the band-
width for dataset with 14 nodes.
Figure 31: Distribution of the delay for
dataset with 14 nodes
Figure 32: Delay vs Bandwidth for
dataset with 14 nodes.
Figure 33: Delay vs Drop for dataset
with 14 nodes in cases where there are
dropped packets.
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4 Technical Details
4.1 Introduction
In the dataset section I will go through how the data is gathered, simulations
are performed, which different techniques have been used to generate the data,
an statistical analysis of the datasets, and how this data generation impacts the
model.
4.2 Architecture
RouteNet is implemented using the Tensorflow and Keras library. Tensorflow is,
as described by Tensorflow creators, ”An end-to-end open source platform for
machine learning. It has a comprehensive, flexible ecosystem of tools, libraries
and community resources that lets researchers push the state-of-the-art in ML
and developers easily build and deploy ML powered applications” [22].
Tensorflow eases the creation of machine learning models, by providing efficient
and custom model creation, implements performance metrics, and provides with
an easy to use tool to check the results of the models created in the form of
tensorboard [23].
Keras is a high level neural network API which is capable of running of top
of Tensorflow [24]. Keras is used due to the more friendly interface for coding
than Tensorflow.
4.2.1 Gated Recurrent Unit
The RNN are used one for the path and the other for the links, the RNN gating
mechanism chosen for this implementation are Gated Recurrent Units (GRU)
[25], the use of GRU over other mechanisms such as Long Short Term Memory
(LSTM), is mainly due to achieving similar performance while using less param-
eters and thus being simpler than an LSTM gate [26] [27]. The need for using
these kinds of gates is due the whats called vanishing gradients problem, this
occurs when a gradient shrinks as the back propagation mechanism proceeds, if
a gradient value becomes small after some training, the model stops learning,
and due to how the back propagation mechanism works, small gradients usually
appear in the beginning layers of the Neural Network, thus, stopping all learning
of the model. Figure 34 shows an example of vanishing gradients.
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Figure 34: Gradient vanishing problem
In the Figure below (35) we can see the inner structure of a GRU gate.
Figure 35: Gated Recurrent Unit [28]
Both the reset gate and the update reset gates are both sigmoid functions,
which squish the value that go through it between 0 and 1, this allows the neu-
ral network to keep or forget data, a value which is converted to 0 is forgotten,
while the others value become more or less relevant as time goes on. This mech-
anism allows the gate to keep or forget important and unimportant data. The
tanh activation function is used to regulate the flow of data in the network, the
output of the tanh function are the values squished between -1 and 1.
A quick summary of what each gates does, the update gate helps the network
how much of the past information needs to be passed along to the next steps.
Similarly the reset gate is used how much of the past information will be for-
gotten.
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4.2.2 Readout function
The readout function is an standard neural network with two hidden layers
which uses a Scaled Exponential Linear Units or SELU for short, the main
characteristic of SELUs are the internal normalization [29] and also solving
the vanishing gradients problem. The readout neural network also uses an L1
regularization, also know as Lasso regularization, which is useful not only as
a regularization procedure in order to reduce the weights of the features that
are not important, but also as a feature selection procedure in case there is a
feature that is not interesting for the model. Choosing an L1 regularization is
due to mostly not performing a feature selection beforehand, and as such it is
performed implicitly on the model [30].
The readout functions are mixed with two dropout layers, in the training phase,
they prevent overfitting, while during the inference, they are used for Bayesian
posterior approximation [31]. This is an important feature of the model as it
allows us to asses the confidence of network prediction, what this means is that
when a Neural Network is trained and optimized for an specific output, the
solution of the optimization can be for which a network is too optimistic, mean-
ing that a normal neural network without the dropout layers does not take into
consideration the uncertainty that another Bayesian model could achieve, which
is difficult to implement due to the infeasibility due to the computational power
required to train such model.
During the training phase half of the neurons of a given layer will be deac-
tivated, forcing the layer to learn with different neurons the same concept.
Quoting [31] “Using a dropout layer allows to extract the necessary information
from the model that has been thrown away so far. This mitigates the problem
of representing uncertainty in deep learning without sacrificing either computa-
tional complexity or test accuracy.”
Repeating inference multiple times with dropout layers being active gives a
distribution of results. The spread of this distribution is a measure of network
confidence about the prediction and the optimal point.
Over all, the use of a dropout layer allows the neural network to trade training
performance for better generalization of the model.
An other important item to choose is the algorithm used in order to minimize
the loss function. The loss function is the metric that is going to be used as the
performance metric for the model to know if the back-propagation algorithm
is working or not, meaning that if the loss function increases, the model is not
working properly, but if instead decreases, it means that the weights computed
by the back-propagation algorithm are going in the right direction.
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4.2.3 Loss minimization function
The algorithm used in order to minimize the loss is the Adam Optimizer [32].
Adam is defined by its creator as a combination of both RMSprop and Stochastic
Gradient Descent with momentum, both of which are also used as optimizer for
neural networks. The attractiveness for using Adam Optimizer are the following
[33]:
• Straightforward to implement.
• Computationally efficient.
• Little memory requirements.
• Invariant to diagonal rescale of the gradients.
• Well suited for problems that are large in terms of data and/or parameters.
• Appropriate for non-stationary objectives.
• Appropriate for problems with very noisy/or sparse gradients.
• Hyper-parameters have intuitive interpretation and typically require little
tuning.
All of these characteristics are the reasons why Adam Optimizer was chosen
over other kinds of optimizers. Adam Optimizers maintains a learning rate that
improves performance on problems with sparse gradients and also are adapted
based on the average of recent magnitudes of the gradients for the weight.
Figure 36: Adam performance compared to other models as described in [32],
the lower the better.
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4.2.4 Performance Metrics
With the model created it is needed to define some performance metrics, not
only to use during the evaluation process but to also define which should be the
metric that the algorithm should try to optimize, also called the loss, and to
choose which method should be used in order to optimize it.
The metric implemented are:
• Mean Absolute Error: which measures the difference between two contin-
uous variables.
MAE =
1
n
n∑
j=1
|yj − yˆj |
• ρ: which is a Pearson correlation, which indicates the extent to which two
linear variables are correlated.
ρ =
∑n
i=1(xi − x¯)(yi − y¯)√∑n
i=1(xi − x¯)2
√∑n
i=1(yi − y¯)2
n is the sample size, xi, yi are the samples, x¯ is the mean
• Mean Relative Error: which is a measure of the uncertainty of measure-
ment compared to the size of the measurement.
MRE =
1
n
n∑
j=1
yj − yˆj
yj
• R2: which is the standard metric to evaluate the goodness of a model.
R2 = 1−
∑
i(yi − yˆi)2∑
i(yi − y¯)2
In our model we have chosen the Mean Absolute Error as the loss metric,
meaning that this is the metric that RouteNet Adam optimizer will try to
minimize, the other metrics will be used as evaluation.
Besides the metrics mentioned there will also be used as metrics for the goodness
of the fit the True delay vs predicted delay scatter plot, one per each routing,
it also contains the distribution of points as an histogram. There will also the
cumulative distribution function of the mean relative error.
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5 Evaluation
5.1 Introduction
In this section I will explain the results of our experiments and check if the
hypothesis stated in the objectives of this thesis are achieved. We will do this
by showing the results of the metrics explained in the previous section. I will
also evaluate the performance of the model.
5.2 Metrics
5.2.1 50 Nodes Alternative
In this section I will discus the metrics results for our model. I will begin by
showing the evolution of the different metrics for the training and evaluation
dataset over time, commenting the results. Finally I will show the results for
the other topologies.
Figure 37 shows the evolution of the loss (Mean squared error) metric, which is
the metric that the model tries to minimize.
Figure 37: Loss (MSE) for training and evaluation data. The blue line indicates
the evolution of the training data, the grey line indicates the evolution of the
evaluation data.
Although it may seem strange that the validation error is lower than the train-
ing error, this is due to the use of the dropout regularization layer in the neural
network and the L1 weight regularization mechanism. In the Keras documenta-
tion (which is the library used to create the neural network) its stated “A Keras
model has two modes: training and testing. Regularization mechanisms, such
as Dropout and L1/L2 weight regularization, are turned off at testing time.“
[34]. This makes it so the evaluation function is more smooth than the training,
and thus providing better results.
The training line starts later than the evolution due to tensorflow only stor-
ing the past 30K steps for training. The loss for the training has a final value
of 0.01063 .
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Figure 38: R2 for training and evaluation data.
The drops seen in the evolution are due to the training not being done all
at once, but instead training it for a number of steps, and then restarting the
training. The following plots show the evolution of the performance metrics for
the evaluation dataset. All the results below are for the part of the evaluation
data for the dataset called 50 Nodes Alternative.
Figure 39: MRE for training and evaluation data.
Figure 40: MAE for training and evaluation data.
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Figure 41: ρ for training and evaluation data.
R2 ρ MAE MRE MSE
Evaluation 0.9944 0.9985 0.02685 -0.0786 0.00289
Table 6: Table of results for evaluation dataset
It is clear that we are achieving a really good model for our first dataset,
50 Nodes Alternative, all metric indicate a low error, the ρ metric shows that
there is indeed a great linear correlation between the predicted delay values and
the true delay. The model also has a really high R2 value, showing that our
model explains a great amount of variation of the response variable (delay) is
explained by our model. Finally RouteNet achieves a low amount of error of
the predictions (mre, mae, mse).
Finally we can use a simple plot of True delay vs Predicted delay for a more vi-
sual representation of the accuracy of the results and the model. The histograms
on the side of the plots indicate the distribution of the samples.
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Figure 42: True delay vs Predicted for 50 nodes Alternative.
The model predicts nearly perfectly the values of the delays, the only ex-
ception seems to be for really high values of delay, which are not realistic in a
computer network.
More True delay vs Predicted scatter plots can be seen in the appendix 8,
All these results above are for the dataset for 50 Nodes Alternative, below I will
show the results for the rest of the datasets.
5.2.2 50 Nodes
The dataset for 50 Nodes is similar to the one used for training, but as explained
before, there is less traffic in the network, this leads to lower values of delay but
also way lower values of bandwidth.
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R2 ρ MSE MRE MAE
50 Nodes 0.86 0.96 0.00414 -0.0377 0.047
Table 7: Metric results for 50 Nodes.
The metrics provide good results, we achieve a lower value of R2 than on
the original dataset, but that to be expected. The error values are also quite
low, which si another indicator of the good performance of the model.
Figure 43: True delay vs Predicted for 50 nodes.
The model seems to predict delays to be somewhat higher than their actual
value. Yet, overall the results seem quite good, there are no values which seem
far off of the regression line. It appears that RouteNet tends to predict values
with higher delay value than the real delay. We can say that the model is able
to predict correctly the values for this particular topology.
5.2.3 24 Nodes
The 24 Nodes topology is the first dataset which has a different topology model
than the training dataset, so this is the first test to check if our hypothesis stated
in the objectives, which says that RouteNet trained with routing fro only one
topology is able to model any other network independently of the size, holds or
not.
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R2 ρ MAE MRE MSE
Evaluation 0.946 0.9861 0.21 -0.115 0.34
Table 8: Table of results for 24 nodes.
If we take a look a the metrics above, the results are really good, especially
for the R2 and ρ, which indicates that the model is indeed able to predict the
delay values for topologies of different size, and obviously, of different form. The
error values are indeed higher than the ones from the 50 nodes, which is indeed
concerning, but the R2 and the ρ values are really high, which indicates a good
performing model overall.
The error being high can usually be solved by adding more training data, so
in future experiments this should be taken into consideration. I do also be-
lieve that the high error value, especially the MAE, comes from not being able
to correctly predict high delay values correctly, and thus increasing the overall
error.
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Figure 44: True delay vs Predicted for 24 nodes.
Yet again, we see how the model correctly predicts the values of delay, except
for the really high values, which once again, are not realistic.
5.2.4 14 Nodes
The 14 Nodes is a special case and deserves more explanation than the other
topologies. The main issue with the 14 Nodes topology is the simulations done
with a λ equal to 15. These simulations due to being with a higher value of traf-
fic require more bandwidth 70 to work with no dropped packets, yet the delay
is more or less the same as the other simulations with different λ. This causes
the model to believe that the delay that should be predicted is way higher than
the real one, if we look again at the correlation between variables in Figure 5,
we see how the bandwidth takes an important role, yet what it is not shown
in this table is that in the case where the dataset has no dropped packets, the
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bandwidth becomes the most important feature in order to predict the delay.
In the case of a λ equal to 15, we have no dropped packets at the cost of in-
creasing the bandwidth, thus the model thinks that the predicted delay should
be high.
So in order to not have the results for this topology be relevant I will omit
the data from λ = 15. The table of results with 14 nodes can be found in the
appendix on Table 11.
R2 ρ MAE MRE MSE
Evaluation 0.9504 0.9873 0.19 −0.09 0.111
Table 9: Table of results for 14 nodes without the data with λ = 15.
Surprisingly we achieve a lower values of error than the 24 nodes topology,
I believe that this is due to the 24 nodes topology having a higher error from
high values of delay, which the 14 node topology does not have, if we look at
Figure 31 which shows the distribution of delay, we can see how the maximum
delay is around 1.6 seconds for that particular dataset, which is a much lower
value than the one for the 24 node dataset, as such I believe that this is the
cause of the 14 node topology achieving a lower error rate.
Figure 45: True delay vs Predicted for 14 nodes.
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In the case of the 14 nodes, once again RouteNet tends to predict higher
values of delay than the real values. But are still reasonable errors. Even more
so, if we look at the metrics it is quite clear that the values are good enough to
consider the evaluations to be correct.
Due to the small experiment size, with more training routing samples the issues
of over optimistic prediction would be solved. Still the only issue in the case of
this Figure 45 are the samples lower than 0.2 seconds of delay, which are a bit
off of the regression line, the other values, especially the ones between 0.2 and
0.8 are all close to the regression line.
If we look at the previous figures, RouteNet in general seems to have issues
trying to predict delays that have a lower values than 0.2 seconds, in both 24
and 50 nodes the predictions do not follow the regression line in the cases where
the true delay is lower than 0.2.
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5.2.5 Cumulative density function
As a final figure to show the performance, below we can see a cumulative density
function for the mean relative error, which shows that the three datasets used
for evaluation are indeed quite similar in terms of the mean relative error.
Figure 46: Cumulative density function for mean relative error.
This figure shows how the mean relative error is accumulated, we can see
how the majority of the errors are close to 0, meaning that we are achieving a
good, low, error for all models. The evaluation for 14 nodes seems to increase
faster than the other topologies, meaning that is most likely the worst perform-
ing topology of all of them, yet less than 20% of the values have a significant
error, which is still an error percentage that it is acceptable. Still the results
are good enough that we can say that our model generalizes correctly.
More importantly, it is clear how we have a large amount of negative errors,
even thought they are not as numerous, there are a wider range of them, this
means that the model, as stated in the previous sections, tends to predict higher
values of delay than the real delays.
The table below shows all the metrics for each dataset in a compact way. I
have also included the scatter plots for all datasets for easy comparison.
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R2 ρ MAE MRE MSE
50 Nodes Alternative 0.9944 0.9985 0.02685 0.0786 0.00289
50 Nodes 0.86 0.96 0.047 -0.0377 0.00414
24 Nodes 0.946 0.9861 0.21 −0.115 0.34
14 Nodes 0.9504 0.9873 0.19 −0.09 0.111
Table 10: Result table for all datasets.
Figure 47: True delay vs Predicted for
50 nodes Alternative.
Figure 48: True delay vs Predicted for
50 nodes.
Figure 49: True delay vs Predicted for
24 nodes.
Figure 50: True delay vs Predicted for
14 nodes.
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Just as a final comparison, I performed an standard linear model (lm) to have
a baseline benchmark for the R2 metric, this is because on some of the datasets
RouteNet achieves great performance, but if there is no other model to compare
it to there is no clear way to asses if our model is actually performed good or is
it simply that the dataset can be solved using any other standard model. The
dataset used for the creation of the lm model is the 50 Nodes Alternative, the
model is performed by trying to predict the delay of one routing between two
nodes using the delay as the target variable and the rest of attributes for the
given source pair as explanatory variables.
The result for model R2 metric is: 0.6774, if we compare it to the R2 value in
RouteNet for the same dataset (0.9944) it is clear how RouteNet performs way
better than a simple baseline model.
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6 Conclusions
If we look at the initial objectives of the thesis laid down in the objectives
Section 1.4:
1. Create an algorithm that is able to produce a representative sample of
routings from a given topology.
2. Prove that in order to obtain a good model it is not needed to use different
topologies sizes as train data, but only a representative sample of routings
from one topology.
3. Providing a benchmark for Graph Neural Networks for Computer Network
Modeling.
In order to check if we have accomplished the first two objectives, we can
take a look at the results from the evaluation, especially the values for R2, which
indicates how good is the model at predicting the delay for the network. On all
the topologies RouteNet achieves a high value for the R2 metric, which indicate
that RouteNet is indeed able to model the topologies by being trained with
routing data from only one topology. Even more so we can make a comparison
between the results of our previous paper presented at SIGCOMM and the
results from this thesis. The best way to compare them would be to use the
results for 24 nodes dataset using the two models, one from SIGCOMM and the
other from this thesis.
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Figure 51: Results from the old model (SIGCOMM) trained with two different
topologies and evaluated with the 24 Nodes topology.
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Figure 52: Results for the 24 node topology with the model trained with the
alternative routing dataset.
We can see how Figure 52 has the data points closer to regression line, this
is an indication that the model is better, or at least equal, to the SIGCOMM
model, which once again, is trained with 14 nodes, and 50 nodes topology. Even
if we achieve equal results to the SIGCOMM model we can still call the thesis a
success, since it means that we are not only able to predict the 24 nodes dataset,
but we are able to do it with less training data than the SIGCOMM model. If
we take a look at the other results from the evaluation, for 14, and 50 nodes, it
is also clear how we are able to achieve good performance results in all topologies.
Even more so, we can compare the results for the 14 Nodes topology, the follow-
ing scatters plots are one for the SIGCOMM model, using a testing example,
and the same example for the new model.
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Figure 53: Results for the old model
with the 14 Nodes topology
Figure 54: Results for the new model
with 14 Nodes Topology.
It is also clear how, judging by the results, I have been able to generate a
representative sample of routings using the routing creation algorithm that I
implemented.
These results prove that we are indeed able to model any network indepen-
dently of the node size by training the RouteNet model with only a routing
sample from one topology, yet there are some issues that need to be looked at.
• Not predicting properly really high values of delay.
• Unable to produce good predictions in the case of 14 nodes with λ = 15.
• Incorrect predictions for low values of delay (lower than 0.2 seconds).
The issue with values with high delay is the least worrying of all due to
these kinds of values not being realistic, I would consider them not relevant for
evaluation proposes. What should be more considered and fixed is the issue
with 14 nodes and a high traffic intensity value (λ = 15), but the issue should
be fixed by generating more data to train the model with.
The other issue that needs to be fixed is the one with RouteNet not predicting
correctly the delays lower than 0.2 seconds. This is an issue that should be
solved by providing more training data, by taking a look at the summary table
for the training data set on Figure 29 we can see how the minimum delay is
around 0.5 seconds, meaning that the model has not been trained to predict
such low values of delay. Adding samples with lower values of average delay
would prove very beneficial to RouteNet, and would most likely solve the issue
of not being able to predict these kinds of small delays. Both the (1) and (3)
problems ca be solved by generating more routing combination, which would
mean adding more samples to the dataset.
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Reducing the need to train RouteNet with multiple topologies solves the is-
sue of needing to simulate a quite a high number of topologies and training
them. This thesis proves that by only using one topology, but extensively ex-
ploring the routing possibilities in a single topology produces enough data to
train RouteNet which is then able to model other routings from different topolo-
gies.
If we take into consideration the size of the experiment done (low amount of
samples for training due to time constrains), we can say that overall the results
were successful. In conclusion we are able model any kind of network by
only training RouteNet with one topology thanks to being able to
generate a representative sample of routings.
As said in the objectives section in the beginning of this document this means
that we do not need to simulate multiple topologies with different sizes, as was
stated in the SIGCOMM paper, thus reducing the amount of time to train a
new RouteNet model.
For the last objective, the creation of a benchmark, the model and the datasets
used and created for this thesis can be found , which are publicly available for
anyone to try and improve. [35] [36]
6.1 Future Work
In order to produce better results, more data would be needed, mainly to work
with the edge cases as well as reducing the error, especially for the 24 and 14
nodes topology, whose errors are a bit too high even though the results for R2
and ρ are good. This indicates a good performing model, but due to a lack of
data on certain delay values, as explained before, the error value increases. Also
it is likely that changes in the simulation would be needed in order to produce
more realistic data, for example, all the traffic in the system is more or less the
same. The number of packets is also usually the same also.
Simulations for topologies with a higher amount of nodes would also be needed,
the higher the node degree the more paths are possible to generate, thus pro-
ducing better, and more numerous, training samples. It would also be needed
since, as said in the introduction, I believe that RouteNet is able to model any
network provided the network size is similar or lower than the training network
topology size.
In order to explore the topologies even more to create more routing combi-
nations, which are needed in order to obtain even better results by creating a
model which is able to generalize routings even more, the problem of creating
valid routings need to be solved. As of right now all the routings are combi-
nations of shortest path routings, yet it is preferable to create routing schemes
that are a combination of shortest path, and non shortest path. To do so the
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simulation program needs to be changed to support source-destination routing,
which allows to send packets in which the source of the packets is taken into
consideration in order to deliver the packet. This would solve the issues of hav-
ing loops in the routing creation.
Technologies to handle large amounts of data for training and evaluation would
also be useful.
Overall we can say that the thesis provides the ground work for future research
on the topic of graph neural networks for computer networking.
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8.1 True Delay vs Predicted 50 Nodes alternative
Figure 55: λ 9 routing 8 Figure 56: λ 15 routing 8
Figure 57: λ 9 routing 9 Figure 58: λ 9 routing 58
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8.2 True Delay vs Predicted 50 Nodes
Figure 59: λ 9 routing 9 Figure 60: λ 12 routing 46
Figure 61: λ 15 routing 51 Figure 62: λ 12 routing 20
8.3 True Delay vs Predicted 24 Nodes
Figure 63: λ 8 routing 17 Figure 64: λ 10 routing 38
Sergi Carol Bosch 54
8 APPENDIX
Figure 65: λ 10 routing 1 k 8
8.4 True Delay vs Predicted 14 Nodes
Figure 66: λ 8 routing AL 1 k 5 Figure 67: λ 8 routing 2 k 5
Sergi Carol Bosch 55
8 APPENDIX
Figure 68: λ 8 routing AL 2 k 3 Figure 69: λ 8 routing 2 k 5
8.5 Table of results for 14 Nodes with λ 15
R2 ρ MSE MRE MAE
14 Nodes Full 0.23 0.49 1.80 0.161 0.71
Table 11: Results for 14 nodes with λ 15 included in the dataset
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8.6 Bandwidth for 14 nodes with λ 15
Figure 70: 14 Nodes lambda 15 bandwidth
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8.7 PCA results
Figure 71: 14 Nodes Figure 72: 24 Nodes
Figure 73: 50 Nodes Figure 74: 50 Nodes Alternative
8.8 Model Performance
In this section I will evaluate the model performance by showing a variety of
graphs that asses how well the model is created.
The figures below show the evolution of the distribution of values that come as
an input, Figure 75, and the output, Figure 76.
From the graphs it easily to see how the distribution from the input and the
output is similar over the training steps.
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Figure 75: GRU Kernel candidate dis-
tribution.
Figure 76: GRU gate value distribu-
tion, notice the change on the scale of
the x axis.
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