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Resumen
Este trabajo analiza la implementacio´n software en un sistema de imagen ultraso´nica del Total Focusing Method para la com-
pensacio´n dina´mica en tiempo real de los tiempos de vuelo para emisio´n y recepcio´n de todos los puntos de la imagen. Para ello,
haciendo uso de te´cnicas GPGPU, se analizan dos diferentes alternativas de implementacio´n, mostrando como una planiﬁcacio´n
adecuada de acceso a los datos permite mejorar los tiempos de ejecucio´n del algoritmo.
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1. Introduccio´n
En los u´ltimos an˜os se ha popularizado el uso de platafor-
mas Graphics Processor Unit (GPU) como base para el desa-
rrollo de sistemas de computacio´n paralela, General Purpou-
se Graphics Processor Unit (GPGPU). Su bajo coste, sus altas
prestaciones y el desarrollo de herramientas especı´ﬁcas para es-
te tipo de plataformas, han abierto la posibilidad de plantear el
uso de la GPU como sustitutivo total o parcial de soﬁsticado
hardware especı´ﬁco para procesamiento en tiempo real.
La imagen ultraso´nica es una de las te´cnicas ma´s popula-
res para la visualizacio´n del interior de cuerpos opacos. Su bajo
coste, sencillez y eﬁciencia, han hecho posible que su uso se
extienda de forma signiﬁcativa tanto en el campo del diagno´sti-
co me´dico como en el de la Evaluacio´n No Destructiva (END).
Esta te´cnica se basa principalmente en el ana´lisis de los ecos
que se producen por las discontinuidades en el material de un
cuerpo, en respuesta al paso de una perturbacio´n meca´nica in-
ducida artiﬁcialmente. De este ana´lisis se desvela la estructura
interna del objeto bajo estudio y la presencia de anomalı´as en
la misma.
Dentro de este campo, es habitual hacer uso de sistemas
multitransductor que capturan miles de sen˜ales desde diferen-
tes posiciones de referencia y que analizadas en procesos de
conformacio´n pueden componer una imagen de la regio´n inso-
niﬁcada. En este sentido el disen˜o de conformadores de haz,
que involucra etapas intensivas de procesamiento paralelo de
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datos, ofrece un ejemplo paradigma´tico para la aplicacio´n de
las nuevas te´cnicas de procesamiento paralelo en GPU. Un con-
formador de haz, es un soﬁsticado ﬁltro espacio-temporal con
mu´ltiples sen˜ales de entrada y alto paralelismo, cuya funcio´n es
componer la imagen y cuya implementacio´n es tradicionalmen-
te hardware (Parrilla, 2004; Camacho, 2010).
Podemos optar entre muchas formas de composicio´n de ima-
gen en funcio´n de co´mo se realice la insoniﬁcacio´n, la adquisi-
cio´n, o co´mo se combinen las sen˜ales recogidas (Szabo, 2004).
El problema cla´sico de conformacio´n de haces en recepcio´n y
tiempo real para un array de N elementos e I puntos en la ima-
gen tiene un nivel de complejidad O(N × I), y a dı´a de hoy se
han desarrollado distintos tipos de soluciones tanto a nivel de
hardware (Siritan and et al., 2013; Wall and Lockwood, 2005;
Camacho and et al., 2007), como de software (So et al., 2011).
En lo que respecta al software, los primeros trabajos de
paralelizacio´n en CPU datan de principios del siglo XXI, con
el incremento de la popularidad de los clusters computacio-
nales de bajo coste (Zhang and et al., 2002; Kortbek et al.,
2007). Estas contribuciones presentaban soluciones interesan-
tes, pero con un e´xito reducido a la hora de obtener tasas de
velocidad que se puedan considerar de tiempo real (25 ima´ge-
nes/segundo). En esta lı´nea en (Hansen and et al., 2011) se pre-
senta una solucio´n para la conformacio´n de haz en recepcio´n ya
orientada a arquitecturas multi-core, que con 8 cores es capaz de
generar una imagen con 300000 pı´xeles en 142, 3 segundos para
un array de 192 sensores. En paralelo a este trabajo, otros auto-
res se enfocan a la bu´squeda de soluciones sobre GPUs (Nilsen
and Haﬁzovic, 2009; Wang and et al., 2011), obteniendo ahora
ya tasas de imagen aceptables de acuerdo con los para´metros
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de la aplicacio´n. A partir de ahı´ la diversidad de plataformas
ha permitido algunos estudios comparativos entre CPU, GPU y
FPGA (Birk and et al., 2011) que, aunque hacen e´nfasis en el
buen funcionamiento del hardware dedicado, no han supuesto
un freno al desarrollo de soluciones software cada vez mejores
y sobre algoritmos de conformacio´n de haz ma´s soﬁsticados y
complejos. Siguiendo esta lı´nea, este trabajo se centra en las
te´cnicas de Apertura Sinte´tica (SAFT).
Partiendo de la adquisicio´n independiente de las sen˜ales co-
rrespondientes a cada par de emisor-receptor se puede evaluar
la contribucio´n de cada sen˜al sobre cada punto de la imagen,
generando ası´ una imagen de muy alta calidad. E´sta te´cnica se
conoce como Total Focussing Method (TFM) donde su rango
dina´mico viene determinado por el nu´mero de sen˜ales involu-
cradas y la resolucio´n lateral es la ma´xima que la apertura es ca-
paz de ofrecer en cada punto de la imagen (Holmes et al., 2005).
Su importancia radica entonces, en que esta te´cnica se conside-
ra un gold-standard de calidad (Martı´n-Arguedas, 2010; Jen-
sen et al., 2005; Camacho, 2010). No obstante, el coste compu-
tacional de esta operacio´n es superior al del problema cla´sico de
conformacio´n de haz en recepcio´n. Ası´, dado un array de N ele-
mentos, si consideramos el conjunto total de las N × N sen˜ales
independientes, conocido como Full Matrix Capture (FMC), la
complejidad del algoritmo TFM+FMC es O(N × N × I).
El problema no es nuevo y ha sido objeto de intere´s desde
principios de siglo para los desarrolladores de sistemas. La ma-
yorı´a de estos trabajos han seguido la lı´nea de desarrollar hard-
ware especı´ﬁco basado en FPGAs, produciendo ası´ volumino-
sos equipos de laboratorio (Nikolov, 2001; Jensen et al., 2005).
Sin embargo, no es hasta hace muy poco cuando esta lı´nea se ha
materializado en el desarrollo de un producto comercial (M2M,
2015). Este producto es capaz de generar un TFM en tiempo
real para un array de 64 sensores (4096 sen˜ales), consiguiendo
para una imagen de 256 × 256 pı´xeles una tasa de 25 ima´genes
por segundo.
En la literatura el tratamiento del problema de conforma-
cio´n de haces sobre plataformas software se ha realizado prin-
cipalmente como etapa de post-procesamiento y, en consecuen-
cia, no se han desarrollado apenas implementaciones orienta-
das al tiempo real. Los primeros trabajos que abordaron este
problema para su aplicacio´n en tiempo real sobre GPGPU fue-
ron publicados en 2009 (Romero-Laorden and et al., 2009). En
este trabajo se hacı´a uso del Minumum Redundancy Coarray
(MRC) (Martı´n-Arguedas, 2010) para reducir la complejidad a
O(N × I) y obtener ası´ una tasa de 30 ima´genes por segundo
para un taman˜o de imagen de 256 × 256 pı´xeles y 128 sen-
sores. En trabajos posteriores, profundizando en este concepto
(TFM+MRC) y con la mejora de las plataformas de ca´lculo, las
tasas de imagen llegaron a superar las 150 ima´genes por segun-
do (Romero-Laorden and et al., 2011, 2012).
Respecto al problema que nos ocupa, TFM+FMC, la biblio-
grafı´a so´lo presenta un u´nico trabajo que desarrolla un sistema
para tiempo real (Sutcliﬀe and et al., 2012). Este sistema, desa-
rrollado para END y dotado de una conexio´n con el equipo de
adquisicio´n por ethernet, obtiene una tasa de 8 img/sec para una
imagen de 120 × 120 y 64 elementos operando sobre una NVI-
DIA Fermi con 384 cores. Ma´s recientemente se ha publica-
do un estudio comparativo que incluye tanto CPU como GPUs
(Xeon X5690 con 6 cores, GPU NVIDIA Fermi con 512 y 448
cores, y GPU ATI 1536 cores), obteniendo una tasa de imagen
ma´xima de 5 img/sec para una imagen de 200 × 200 pı´xeles
(Rougeron and et al., 2013).
El presente trabajo, parte de la experiencia desarrollada para
TFM+MRC en (Romero-Laorden and et al., 2011) para anali-
zar la capacidad de las unidades de procesamiento gra´ﬁco para
realizar TFM+FMC en tiempo real. La experiencia previa re-
velo´ la importancia del uso de los recursos de memoria y del
planteamiento algorı´tmico para conseguir el rendimiento desea-
do. Ası´, partiendo de la solucio´n directa se proponen varias im-
plementaciones y se analizan los factores que determinan su
eﬁciencia. Los resultados revelan que trabajando sobre un es-
cenario industrial para arrays de 64 y 128 elementos es posible
obtener altas tasas de imagen.
La estructura del artı´culo es la siguiente. Tras la introduc-
cio´n, en la Seccio´n 2 se presenta el algoritmo de conformacio´n
de haz que se va a utilizar. En la Seccio´n 3 se describe con de-
talle la implementacio´n en GPU de este algoritmo, tanto directa
como optimizada. La Seccio´n 4 evalu´a el rendimiento de las
distintas propuestas para diversas plataformas y ﬁnalmente se
presentan las conclusiones.
2. El algoritmo de conformacio´n de haz
Como se muestra en la Figura 1, suponemos un array li-
neal de N elementos situados sobre el eje X y una regio´n de
intere´s sobre el plano (x, z) que ha sido discretizada en el es-
pacio (x[k, l]). La aplicacio´n del TFM sobre el conjunto total
de sen˜ales adquiridas es capaz de generar una imagen a[k, l],






bi j si, j(t) · δ
(
t − ti, j[k, l]
)
(1)
siendo si, j(t) la sen˜al correspondiente al emisor ei y al re-
ceptor e j; bi j es el coeﬁciente correspondiente del ﬁltro espacial
que constituye el conformador, y ti, j[k, l] es el tiempo de propa-
gacio´n desde el emisor ei hasta el punto de la imagen x[k, l] ma´s
el tiempo de propagacio´n desde este punto al receptor e j (2).
ti, j[k, l] = ti[k, l] + t j[k, l] − t0 = |xi − x[k, l]| + |x j − x[k, l]|c − t0
(2)
donde c es la velocidad del propagacio´n del sonido en el
medio, xi y x j las localizaciones de los elementos ei y e j sobre
el plano XZ, y t0 el tiempo inicial de espera para la adquisi-
cio´n. Debido al muestreo temporal del sistema de adquisicio´n,
la sen˜al recibida debe ser expresada como:
s[n] = s(t) · δ(t − nτs) (3)
donde 1/τs es la frecuencia de muestreo. Para ajustar el
tiempo de vuelo ti, j[k, l] sobre el espacio de muestreo necesita-
mos transformarlo en un valor de ı´ndice de muestra m[i, j, k, l]:
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Figura 1: Diagrama que ilustra el proceso de adquisicio´n FMC. Se presenta un array lineal de N elementos, un reﬂector xp y el tiempo de vuelo hacia varios
elementos del array ei, e j y e j+1 desde el mismo. A cada elemento del array se le hace corresponder un disparo, y por cada disparo se capturan las N sen˜ales
correspondientes a los N elementos del array con M muestras. Sobre el volumen total de muestras capturadas para un punto a[kp, lp] se determina el subconjunto
de muestras que compensa los tiempos de propagacio´n hasta ese punto desde cada par emisor-receptor















siendo Δm[i, j, k, l] un coeﬁciente que podemos usar para
ajustar el retardo entre dos muestras consecutivas por medio
de un interpolador lineal. De tal forma que la muestra deseada
queda expresada como:
s¸i, j[k, l] = si, j[m[i, j, k, l]] +
Δm[i, j, k, l]
(
si, j[m[i, j, k, l] + 1] − si, j[m[i, j, k, l]]
)
(6)






bi, js¸i, j[k, l] (7)
Dado que las sen˜ales si j(t) esta´n en radiofrecuencia, la ima-
gen a[k, l] se obtiene en radiofrecuencia. Con el objetivo de
suavizar la imagen y hacerla adecuada para su visualizacio´n es
necesario calcular su envolvente. Este proceso suele realizar-
se mediante la transformada de Hilbert (Oppenheim and et al.,
1989) que permite formular a[k, l] analı´ticamente como (7), don-
de aI[k, l] y aQ[k, l] son los componentes de fase y cuadratura
respectivamente:
a[k, l] = aI[k, l] + jaQ[k, l] (8)
Ası´, la envolvente puede ser calculada como:
A[k, l] =
√
a2I [k, l] + a
2
Q[k, l] (9)
Sin embargo, debido a la condicio´n de periodicidad que im-
plica la FFT, la transformada de Hilbert introduce en los bordes
de la imagen artefactos que la distorsionan. Con el ﬁn de evitar-
los, la descomposicio´n de la sen˜al analı´tica puede hacerse sobre
las sen˜ales adquiridas si, j[n] en lugar de sobre la imagen. Donde
las sen˜ales se expresan en su forma analı´tica por sus componen-
tes de fase y cuadratura:
si, j[n]→ sIi, j[n] + jsQi, j[n] (10)
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Figura 2: Detalle de la pieza de aluminio usada como escenario e imagen ultraso´nica obtenida como resultado de aplicar el TFM para la zona sen˜alada
De esta manera los artefactos se producen sobre los extre-
mos de las sen˜ales, que pueden quedar fuera del campo de in-
tere´s de la imagen y que en cualquier caso pueden ser ﬁltrados
por el propio proceso de beamforming.
El inconveniente de esta solucio´n es que ahora se necesitan
dos cadenas de procesamiento, una para la componente de fase
y otra para la componente de cuadratura, lo que incrementa la
complejidad del proceso y los requerimientos de memoria. Con
objeto de reducir este coste podemos realizar una etapa pre-
via de preprocesamiento conocida como reduccio´n half-matrix
(Holmes et al., 2008; Hunter et al., 2008; Sutcliﬀe and et al.,
2012) que establece que dada la equivalencia entre los tiempos
ti, j[k, l] y t j,i[k, l], las sen˜ales si, j[n] y s j,i[n] pueden ser procesa-
das de forma conjunta mediante una nueva sen˜al, sˆi, j[n], que es
calculada por:
sˆi, j[n] = si, j[n] + s j,i[n] (11)
Este proceso es relativamente sencillo y es posible imple-
mentarlo en el propio hardware de adquisicio´n, permitiendo no
so´lo reducir a la mitad el total de memoria necesaria sino tam-
bie´n el volumen de transacciones de datos entre las diferentes
partes del sistema. Es sobre estas sen˜ales, una vez han sido alo-
jadas en la memoria de la GPU, sobre las que se aplica la des-
composicio´n analı´tica:
sˆi, j[n]→ sˆIi, j[n] + jsˆQi, j[n] (12)
Ası´, introduciendo la interpolacio´n descrita en la ecuacio´n













bi, j s¸ˆQi, j[k, l] (14)
Donde ﬁnalmente tan so´lo queda aplicar la ecuacio´n 9 para
obtener la imagen deseada. El proceso queda descrito algoritmi-
camente en pseudo-co´digo en el Algoritmo 1, donde se observa
que la duplicidad de la cadena de procesamiento es compensada
en parte porque el ca´lculo de ı´ndices es compartido por ambas
cadenas.
3. Disen˜o del conformador de haz en GPU
Para ilustrar el proceso de conformacio´n de haz se ha es-
cogido como escenario una pieza de aluminio de dimensiones
75 × 150 × 25 mm, representada en la Figura 2. Este tipo de
pieza es una probeta caracterı´stica en END donde se emplea
para calibrar las lentes de focalizacio´n en los equipos de ima-
gen. La zona de intere´s se ha delimitado en rojo en la Figura, y
hemos tomado tres taman˜os de imagen: I = NH×NV , 256×256,
512× 512 y 1024× 1024 pı´xeles como referencias para evaluar
el costo.
El sistema de adquisicio´n es un equipo de imagen ultraso´ni-
ca de 128 canales (SITAU 111, Dasel Sistemas). Este siste-
ma proporciona datos con una resolucio´n de 12 bits, con una
longitud ma´xima de sen˜al de 4096 muestras. El transductor es
un array lineal de 128 canales con una frecuencia central de
5MHz y un ancho de banda del 65% (PA 8617-B101, Imaso-
nic). Sobre esta plataforma experimental se ha obtenido FMC
de 128 × 128 × 4096 datos que servira´ de base al desarrollo
experimental. Los datos del FMC han sido almacenados con
nu´meros en precisio´n simple (4 bytes)1. Adicionalmente, y con
objeto de poder compararlo con otros resultados de la literatura,
se considerara´ un subconjunto de 64 elementos para componer
un FMC de 64×64×4096 que tambie´n sera´ usado en el ana´lisis
comparativo.
Como sistema de procesamiento se han tomado distintas
plataformas GPU de NVIDA y que se encuentran descritas en la
Tabla 1. Podemos observar como cada una de ellas cuenta con
un nu´mero diferente de cores y con dos tipos de arquitectura: las
plataformas #1, #2 y #3 esta´n basadas en la arquitectura Fermi,
mientras que las plataformas #4 y #5 esta´n basadas en Kepler
(NVIDIA (2014)). El modelo de desarrollo sobre estas platafor-
mas es CUDA (extensio´n de C/C++ para GPU). Todos las prue-
bas han sido ejecutadas sobre el sistema operativo Microsoft R©
Windows 7.
3.1. Pre-Procesamiento
Asumiendo que la reduccio´n por half matrix ha sido acome-
tida en el propio hardware de adquisicio´n, con el subsiguiente
beneﬁcio de reducir el tra´ﬁco de datos entre la plataforma de
1Todo este conjunto de datos esta´ a disposicio´n de los investigadores en la
web www.geus.iteﬁ.csic.es
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Algoritmo 1 Algoritmo de conformacio´n de haz
1: Pre-procesamiento
2: sˆi, j[n] = si, j[n] + s j,i[n] Reduccio´n de datos
3: sˆIi, j[n] + jsˆQi, j[n]← sˆi, j[n] Sen˜al analı´tica
4: Conformacio´n de haz
5: for k = 0 to RH do
6: for l = 0 to RV do
7: aI = 0, aQ = 0 Inicializar pixel
8: for i = 1 to N do
9: for j = i to N do
10: m, Δm Calcular ı´ndice
11: if 0 ≤ m ≤ L then
12: s¸ˆIi, j[k, l]← (1 − Δm)sˆIi, j[m] + ΔmsˆIi, j[m + 1] Muestra interpolada
13: s¸ˆQi, j[k, l]← (1 − Δm)sˆQi, j[m] + ΔmsˆQi, j[m + 1] Muestra interpolada
14: aI ← aI + bi, j s¸ˆIi, j[k, l] Multiplica por bi, j y acumula la suma en aI








Q Ca´lculo de envolvente
20: end for
21: end for
22: return A Imagen ﬁnal
Tabla 1: Plataformas de procesamiento GPU consideradas
Modelo RAM No cores
#1 GeForce 540M (Fermi Optimus) GDDR3, 1 Gbytes 96
#2 Quadro 2000 (Fermi) GDDR5, 1 Gbytes 192
#3 Quadro 4000 (Fermi) GDDR5, 2 Gbytes 256
#4 Quadro K2000 (Kepler) GDDR5, 2 Gbytes 384
#5 Quadro K5000 (Kepler) GDDR5, 6 Gbytes 1536
adquisicio´n y la de procesamiento, el resto de operaciones se
desarrolla ya sobre nuestra plataforma objetivo. El ca´lculo de la
sen˜al analı´tica en la GPU se basa en una implementacio´n para-
lela de la FFTW (FFTW, 2015) proporcionada por NVIDIA a
trave´s de CUDA (NVIDIA, 2014). Adema´s, dado que los datos
originales son de 12 bits estos se pueden codiﬁcar sobre 16 bits.
Es posible emplear unas rutinas matema´ticas optimizadas para
alta velocidad en las GPU de NVIDIA que, pese a no cumplir
con las especiﬁcaciones IEEE, segu´n nuestra experiencia son
capaces de mejorar el rendimiento en un 150% sin degradar el
resultado ﬁnal.
La Tabla 2 muestra los tiempos de la descomposicio´n analı´ti-
ca obtenidos para cada una de las plataformas para una longitud
de sen˜al de 4096 muestras. Aunque estos tiempos no son indi-
cativos del rendimiento ﬁnal, muestran el lı´mite ma´ximo que
estas plataformas pueden alcanzar. De este modo vemos como
la mejor de las plataformas (#5, Kepler) limita la tasa a 333
ima´genes por segundo, mientras que en el peor caso, plataforma
#1, este lı´mite queda ﬁjado a 65 ima´genes por segundo. En los
resultados siguientes el coste de esta operacio´n estara´ incluido
a efectos de evaluacio´n de rendimiento.
Tabla 2: Tiempos de procesamiento en segundos de la transformada de Hilbert
del FMC en las distintas plataformas
#1 #2 #3 #4 #5
Hilbert(CUFFT) 0.016 0.011 0.006 0.009 0.003
3.2. Desarrollo del conformador en GPU
El desarrollo en GPU involucra un cambio en el paradigma
de programacio´n tradicional debido al modelo SIMD (Single
Instruction Multiple Data). Adema´s, los distintos tipos de me-
moria con diferentes prestaciones y tiempos de acceso obligan
a analizar con detalle el papel que juegan los datos y para´me-
tros dentro del algoritmo, con el ﬁn de explotar al ma´ximo la
capacidad de procesamiento del sistema.
3.2.1. Implementaciones directas
La primera idea respecto a la implementacio´n del algoritmo
en GPU consistio´ en lanzar un hilo de ejecucio´n por cada pı´xel
de la imagen, tal y como se muestra en Algoritmo 1. Para lle-
varlo a cabo se ha deﬁnido un grid computacional de taman˜o
BX =  NHTBX  y BY = NV bloques de TBX hilos para lanzar el
kernel. Este enfoque naive, desarrollado en Implementacio´n 1,
mantiene todos los resultados parciales en los registros de los
procesadores escalares de la tarjeta gra´ﬁca, evitando escribir
estos ca´lculos directamente sobre memoria global. Los tiempos
de ejecucio´n de esta primera implementacio´n, ası´ como de las
siguientes, se analizara´n con detalle en la Tabla 3 de la seccio´n
de resultados.
El rendimiento de este enfoque se puede mejorar mediante
un empleo adecuado de los recursos de la GPU. Una vez identi-
ﬁcados los elementos de proceso, acorde a su uso, podemos dis-
tribuirlos entre los diferentes tipos de memoria. En general, esta
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Implementacio´n 1 GPU1. Kernel naive
sˆIi, j[n], sˆQi, j[n] Sen˜ales almacenadas en memoria constante
x[k, l] Coordenadas especiales almacenadas en memoria constante
bi, j Filtro espacial almacenado en memoria constante
xi Coordenadas del array en memoria constante
k ← threadIdx.x + blockIdx.x ∗ blockDim.x Calcular coordenada k en funcio´n de ı´ndice de hilo
l← blockIdx.y Calcular coordenada l en funcio´n del ı´ndice de bloque
1: for i = 1 to N do
2: for j = i to N do
3: mˆ = (t j[k, l] + ti[k, l] − t0)/τs Ca´lculo del factor de interpolacio´n
4: if 0 ≤ m(x, z) ≤ L then
5: s¸ˆIi, j ← (1 − Δm)sˆIi, j[m] + ΔmsˆIi, j[m + 1] Muestra interpolada
6: s¸ˆQi, j ← (1 − Δm)sˆQi, j[m] + ΔmsˆQi, j[m + 1] Muestra interpolada
7: aI ← aI + bi, j s¸ˆIi, j









13: return A[k, l]
tarea puede ser abordada con diferentes mecanismos: la memo-
ria compartida, que es de taman˜o pequen˜o pero tiene velocidad
de acceso ra´pido ya que se encuentra en el mismo chip que el
procesador; la memoria de textura, que es cacheable y se pue-
de utilizar para escribir y leer todos los datos de las operaciones
asegura´ndonos coalescencia entre los datos; y la memoria cons-
tante, que es ra´pida pero so´lo se puede utilizar para datos de las
operaciones de lectura (NVIDIA, 2014).
Atendiendo a estas consideraciones de memoria, esta pri-
mera implementacio´n se puede optimizar como se muestra en la
Implementacio´n 2 (GPU1op), donde se ha utilizado la memoria
constante para almacenar los valores del ﬁltro espacial y la me-
moria de textura para almacenar la matriz de datos y las coorde-
nadas espaciales. Esto u´ltimo proporciona una ventaja adicional
gracias a que los mecanismos de textura proporcionan interpo-
laciones lineales directamente por hardware, de forma que la
operacio´n de interpolacio´n ya no es necesaria explı´citamente
cuando se recupera el valor de la muestra. Esta organizacio´n de
datos mejora sustancialmente el tiempo de procesamiento, re-
ducie´ndolo aproximadamente al menos a la mitad respecto a la
implementacio´n naive (ver Tabla 3).
Este tipo de implementaciones que corresponde a una so-
lucio´n cla´sica, ha sido habitualmente desarrollado en sistemas
CPU y presenta inconvenientes por la dispersio´n de las lecturas
sobre el banco de muestras lo que baja el rendimiento de forma
ostensible (Birk and et al., 2011). En GPU, al disponer distin-
tos tipos de memoria y poder distribuir los datos en ellas de
acuerdo a su conveniencia, este problema es menos drama´tico.
No obstante el problema persiste y debe ser considerado, por lo
que hemos disen˜ado una tercera implementacio´n.
3.2.2. Implementacio´n optimizada
La idea es partir del enfoque planteado en (Nikolov, 2001),
que desarrollo´ una implementacio´n hardware para mu´ltiples FP-
GAs. que se presenta a la izquierda de la Figura 3. El sistema
se basa en la generacio´n de ima´genes TFM de baja resolucio´n
(Low Resolution Images, LRI) compuestas a partir de cada ele-
mento emisor y todos sus receptores. A continuacio´n, sumando
las N LRI, se obtiene una imagen ﬁnal de alta resolucio´n com-
pletamente focalizada en todos los puntos de la imagen.
No obstante, debido a la diferencia entre plataformas, tras-
ladar el planteamiento de Nikolov a la GPU involucra cambios
sustanciales respecto a lo desarrollado en las implementaciones
anteriores. Nuestros requerimientos de memoria se incrementan
en N veces y necesitamos desarrollar dos etapas para completar
el mismo. Este desarrollo se muestra en la Implementacio´n 3
(GPU2).
La primera etapa, representada por el kernel uno, se ocupa
de generar las LRI. Este kernel dedica un hilo por cada pı´xel
de la imagen, y se deﬁne un grid computacional tridimensional
en el kernel, con BX =  NHTBX , BY = 
NV
TBY
 y BZ = N bloques
de TBX × TBY hilos en cada dimensio´n. Es importante hacer no-
tar que ahora estamos creando bloques 3D y, de esa manera,
hay menos bloques por multiprocesador lo que mejora el rendi-
miento (Figura 3 derecha). El taman˜o de bloque debe ser igual
al nu´mero de elementos de la matriz con el ﬁn de cubrir cada
elemento en la emisio´n. Cada hilo dentro de un bloque se en-
carga de calcular la suma parcial de cada combinacio´n emisio´n-
recepcio´n. Globalmente este kernel precisa un gran espacio de
almacenamiento pero el correcto acotado de e´ste en bloques li-
mita la dispersio´n entre lecturas y evita degradar el rendimiento.
Una vez calculadas todas las ima´genes de baja resolucio´n
(LRI), el segundo kernel se encarga de combinarlas (Implemen-
tacio´n 3 kernel 2). Para ello se deﬁne en cada hilo un segundo
grid con BX =  NHTBX  y BY = 
NV
TBY
 bloques de TBX × TBY . Este
segundo kernel es responsable de calcular la suma de un pı´xel
dado a trave´s de las mu´ltiples ima´genes LRI. Con este enfo-
que los tiempos de computacio´n se reducen dra´sticamente, co-
mo se comprueba en los resultados de la Tabla 3. Dependiendo
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Implementacio´n 2 GPU1op. Kernel Optimizacio´n de recursos y memoria
sˆIi, j[n], sˆQi, j[n] Sen˜ales almacenadas en memoria de textura
x[k, l] Coordenadas especiales almacenadas en memoria de textura
bi, j Filtro espacial almacenado en memoria constante
xi Coordenadas del array en memoria compartida
k ← threadIdx.x + blockIdx.x ∗ blockDim.x Calcular coordenada k en funcio´n de ı´ndice de hilo
l← blockIdx.y Calcular coordenada l en funcio´n del ı´ndice de bloque
1: for i = 1 to N do
2: for j = i to N do
3: mˆ = (t j[k, l] + ti[k, l] − t0)/τs Ca´lculo del factor de interpolacio´n
4: if 0 ≤ m(x, z) ≤ L then
5: s¸ˆIi, j ← texture{sˆIi, j, mˆ} Interpolacio´n por hardware en GPU
6: s¸ˆQi, j ← texture{sˆQi, j, mˆ} Interpolacio´n por hardware en GPU
7: aI ← aI + bi, j s¸ˆIi, j









13: return A[k, l]
Figura 3: A la izquierda se muestra esquema´ticamente la propuesta de Nikolov (2001). Cada combinacio´n de emisor y todos los receptores se utiliza para crear una
imagen de baja resolucio´n; posteriormente todas se combinan para crear la imagen ﬁnal de alta resolucio´n. En nuestra implementacio´n, presentada a la derecha, por
cada pı´xel y elemento emisor lanzamos un hilo de ejecucio´n
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de la plataforma considerada, esta optimizacio´n reduce el coste
computacional entre 2 y 6 veces respecto al algoritmo GPU1op
con 64 elementos, y entre 3 y 10 veces si se consideran 128
elementos.
4. Evaluacio´n de rendimiento
La evaluacio´n de las distintas implementaciones fue reali-
zada para las plataformas descritas en la Tabla 1 y los resulta-
dos se exponen en la Tabla 3. Con el ﬁn de obtener un valor
representativo de las estrategias se han tomado dos modelos de
arrays lineales, de 64 y 128 elementos respectivamente, y se han
considerado tres taman˜os de imagen. Cada resultado es el pro-
medio de 16 ejecuciones. Los tiempos resultantes no incluyen
los correspondientes a la adquisicio´n y a la transmisio´n de datos
entre el sistema de adquisicio´n y la CPU, pero sı´ los tiempos de
copia de la memoria RAM de la CPU a la RAM GPU.
Adema´s, el rendimiento de las implementaciones 2 y 3 fue
analizado con la herramienta NVIDIA NSight que revelo´ que ca-
si el 40% del coste computacional es debido a la transferencia
de datos desde el sistema de adquisicio´n a la GPU a trave´s de la
CPU. Este ana´lisis mostro´ adema´s, que mientras la implemen-
tacio´n 2 precisa de 18 registros nuestra propuesta reduce este
nu´mero a 12, lo que repercute en la mejora las transacciones
con la memoria y permite un mayor grado de ocupacio´n de los
single processors (un 99.24% frente al 93.99% de la imple-
mentacio´n 2).
Los resultados muestran claramente la superioridad de la
implementacio´n GPU2 en todas las plataformas consideradas
y para todos los taman˜os de imagen. Adema´s maniﬁestan una
disparidad entre plataformas, que no so´lo se debe a los procesa-
dores sino tambie´n a la calidad de los recursos auxiliares como
las memorias. Ası´, las mejoras entre la implementacio´n direc-
ta GPU1op y GPU2 son relativas a cada plataforma, pudiendo
incrementar la velocidad para 64 elementos de 2 (#1) a 6 veces
(#5).
Un aspecto interesante es que tanto GPU1 como GPU1op
castigan mucho su rendimiento cuando se dobla el nu´mero de
sensores, multiplicando hasta por cuatro el coste computacional
de forma proporcional al nu´mero de sen˜ales. Esto no sucede
ası´ para GPU2, que en todas las implementaciones cuando el
nu´mero de sen˜ales se cuadriplica apenas multiplica el coste por
1.5. En este caso el incremento parece ser independiente de la
plataforma, lo que no sucede en las implementaciones directas.
Respecto al aumento de puntos en la imagen, su impacto en
el coste de ca´lculo esta´ por debajo del incremento en el nu´mero
de puntos, afectando ma´s al algoritmo GPU2 que a las imple-
mentaciones de computacio´n directa. De hecho, en la compu-
tacio´n directa los incrementos van de 2 a 3 veces, mientras que
en los casos de GPU2 este incremento esta´ entre 3.2 y 3.8.
Nuestra interpretacio´n es que esto se debe a las altas necesi-
dades de memoria que tiene GPU2 y que se ven fuertemente
afectadas en este caso.
Con el ﬁn de valorar mejor el uso del algoritmo del TFM
para aplicaciones de tiempo real, la Figura 4 muestra la tasa
de imagen para arrays de 64 y 128 elementos, respectivamen-
te, considerando la implementacio´n GPU2. De estas gra´ﬁcas
se deduce que cuatro de las plataformas estudiadas son capa-
ces de obtener tasas por encima de 20 ima´genes por segundo
para un taman˜o de 256 × 256 pı´xeles. De hecho, dos de ellas
(plataformas #3 y #5) alcanzan tasas muy superiores, de 35 y
68 ima´genes por segundo respectivamente. Si consideramos el
caso de un array de 128 elementos vemos como tres de ellas se
situ´an por encima de 15 ima´genes por segundo, siendo de nuevo
la plataforma #5 la que consigue una tasa de imagen muy alta,
de 40 ima´genes por segundo para un FMA de 128× 128× 4096
sen˜ales. No obstante, las ima´genes grandes de 1024×1024 esta´n
au´n por debajo de la tasa de 10 ima´genes por segundo.
5. Conclusiones
Este trabajo muestra como las actuales tecnologı´as GPG-
PU son capaces de realizar procesos de conformacio´n de haz y
componer imagen ultraso´nica en tiempo real. En este sentido,
una solucio´n software constituye una alternativa viable a imple-
mentaciones hardware especı´ﬁcas.
Adema´s, se ha realizado un estudio de co´mo paralelizar los
procesos de conformacio´n de imagen en la arquitectura de la
GPU y optimizar el uso de sus recursos. Ası´, la primera de las
propuestas se ha centrado en la implementacio´n ma´s directa del
algoritmo, adapta´ndola al modelo de ejecucio´n SIMD de las
tarjetas gra´ﬁcas. Tras analizar los factores que limitaban su ren-
dimiento, esta primera implementacio´n se optimizo´ explotando
las particularidades de la memoria disponible en el dispositivo
acorde al uso de los datos. De esta manera se consiguio´ reducir
aproximadamente a la mitad el tiempo de la conformacio´n de
imagen respecto al primer enfoque.
El ana´lisis de esta implementacio´n permitio´ identiﬁcar dos
de los cuellos de botella que ma´s inﬂuyen en el tiempo de con-
formacio´n de imagen. Por un lado, la transferencia de memoria
entre CPU y GPU, que es una cuestio´n tecnolo´gica a resolver
sobre la que los fabricantes ya esta´n planteando soluciones. Por
otro lado la coalescencia de datos, que limita la velocidad de
ejecucio´n del algoritmo y puede afectar a la escalabilidad del
mismo sobre distintos taman˜os de aperturas.
Este segundo problema ha sido tratado mediante el uso de
LRI. Esta implementacio´n, adema´s de reducir los recursos in-
ternos de la etapa de procesamiento, acota el espacio de lectura
de datos de los procesadores. Todo esto permite un mejor uso de
los bancos de memoria y mantener ma´s ocupados a los multi-
procesadores para disminuir latencias. Como resultado se obtie-
ne un algoritmo ma´s ra´pido. Ası´ para una imagen de 512 × 512
pı´xeles somos capaces de conseguir un sistema en tiempo real
de 25 img/seg, y si se consideran ima´genes de 256 × 256 hasta
65 img/seg.
Los resultados son prometedores pues demuestran que la
implementacio´n de un conformador SAFT de imagen ultraso´ni-
ca TFM+FMC es posible mediante un desarrollo software con
un equipo de gama media-alta. Con este enfoque es posible sim-
pliﬁcar el equipo de ultraso´nico a un sistema de adquisicio´n
multicanal menos complejo y costoso que los equipos conven-
cionales. Por u´ltimo, es previsible que el desarrollo tecnolo´gico
de estas plataformas habilitara´ el empleo de otras te´cnicas de
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Implementacio´n 3 GPU2 Kernel uno
sˆIi, j[t], sˆQi, j[t], x[k, l] Sen˜ales almacenadas en memoria de textura
bi, j Filtro espacial almacenado en memoria constante
k ← threadIdx.x + blockIdx.x ∗ blockDim.x Calcular coordenada k en funcio´n de ı´ndice de hilo/bloque
l← threadIdx.y + blockIdx.y ∗ blockDim.y Calcular coordenada l en funcio´n de ı´ndice de hilo/bloque
i← threadIdx.z + blockIdx.z ∗ blockDim.z Calcular coordenada i en funcio´n de ı´ndice de hilo/bloque
1: LRII[i, k, l] = 0, LRIQ[i, k, l] = 0 Inicializacio´n
2: for j = 1 to N do
3: mˆ = (t j[k, l] + ti[k, l] − t0)/τs Calcular factor de interpolacio´n
4: if 0 ≤ m(x, z) ≤ L then
5: s¸ˆIi, j ← texture{sˆIi, j, mˆ} Interpolacio´n por hardware en GPU
6: s¸ˆQi, j ← texture{sˆQi, j, mˆ} Interpolacio´n por hardware en GPU
7: LRII[i, k, l]← LRII[i, k, l] + bi, j s¸ˆIi, j Almacenar como textura GPU
8: LRIQ[i, k, l]← LRIQ[i, k, l] + bi, j s¸ˆQi, j Almacenar como textura GPU
9: end if
10: end for
11: return LRII , LRIQ Ima´genes en baja resolucio´n
Implementacio´n 3 GPU2 Kernel dos
k ← threadIdx.x + blockIdx.x ∗ blockDim.x Calcular coordenada k en funcio´n de ı´ndice de hilo/bloque
l← threadIdx.y + blockIdx.y ∗ blockDim.y Calcular coordenada l en funcio´n de ı´ndice de hilo/bloque
1: aI[k, l] = 0, aQ[k, l] = 0 Inicializacio´n
2: for i = 1 to N do
3: aI[k, l]← aI[k, l] + texture{LRI[i, k, l]} Leer desde memoria de textura
4: aQ[k, l]← aQ[k, l] + texture{LRQ[i, k, l]} Leer desde memoria de textura
5: end for
6: A[k, l]← √aI[k, l]2 + aQ[k, l]2
7: return A Imagen ﬁnal
Tabla 3: Tiempos de co´mputo (en segundos) para los tres tipos de implementaciones propuestas con diferentes taman˜os de visualizacio´n y para arrays de 64 y 128
elementos
Implementaciones 64 elementos 128 elementos
256 × 256 512 × 512 1024 × 1024 256 × 256 512 × 512 1024 × 1024
#1
GPU1 0.369 0.821 2.451 1.423 3.196 9.554
GPU1op 0.179 0.488 1.604 0.662 1.433 4.140
GPU2 0.072 0.230 0.851 0.100 0.330 1.275
#2
GPU1 0.343 0.724 2.078 0.918 1.917 5.559
GPU1op 0.136 0.436 1.232 0.425 0.863 2.435
GPU2 0.046 0.133 0.479 0.052 0.190 0.689
#3
GPU1 0.325 0.681 1.954 0.948 1.947 5.593
GPU1op 0.124 0.340 0.974 0.444 0.904 2.528
GPU2 0.028 0.09 0.355 0.060 0.139 0.537
#4
GPU 0.339 0.694 2.019 1.040 2.089 6.083
GPU1op 0.119 0.381 1.173 0.484 0.960 2.707
GPU2 0.042 0.103 0.420 0.072 0.168 0.669
#5
CPU 0.312 0.629 1.732 0.854 1.533 4.190
GPU1op 0.172 0.316 0.893 0.415 0.736 1.981
GPU2 0.015 0.038 0.140 0.025 0.060 0.227
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Figura 4: Tasa de ima´genes para un array de 64 elementos (izquierda) y 128 elementos (derecha)
conformacio´n ma´s complejas en sistemas de tiempo real.
English Summary
Analysis of a software implementation of an ultrasonic
signal beamformer in real-time
Abstract
This paper studies the software implementation in an ultra-
sonic imaging system of Total Focusing Method. In order to ac-
complish real-time requirements parallel programming techni-
ques have been used. Then, using GPGPU techniques, two dif-
ferent implementation alternatives are analysed, showing how
proper planning of access to data improves the performance of
the algorithm.
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