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11 Johdanto
Jätämme digitaalisia jalanjälkiä. Esimerkiksi sosiaalisessa mediassa (kuten Facebook
ja Twitter) käydään vilkasta keskustelua ja erilaiset laitteet (kuten matkapuhelimet)
lähettävät paikannustietoja ja tallentavat lokitietoja. Maailmassa tuotetaan 2.5 triljoo-
naa (1018) bittiä dataa päivittäin ja noin 90 prosenttia nykypäivän datasta on tuotettu
viimeisen kahden vuoden aikana (IBM, 2014).
Johtajien intuitioon tai kokemukseen pohjautuva päätöksenteko on vähentynyt (Vesset
& Morris, 2011). Esimerkiksi organisaation avainkysymyksiin (key questions) ja nii-
hin liittyviin suorituskykyindikaattoreihin (performance indicators) halutaan saada
vastauksia datakeskeisesti (Kuva 1).
Kuva 1. Datakeskeisyyden pääulottuvuudet
Raportoinnin lisäksi tulevaisuutta ennustetaan (forecasting) olemassa olevan datan pe-
rusteella ja ennakoidaan (predicting). Siegelin (2013, s. 12) mukaan ennakointi eroaa
selkeästi ennustamisesta - esimerkiksi kesän jäätelöiden myyntimäärä voidaan ennus-
taa ja se, millaiset asiakkaat ostavat todennäköisimmin jäätelöä, voidaan ennakoida.
Tässä tutkielmassa tarkastellaan ennakointia ja siihen liittyvää koneoppimista (Kuva
2). Jotta ennakointiin liittyviä asioita osataan sanoittaa liiketoimintakäyttäjäystävälli-
sesti, niin kirjallisuudesta haetaan ennakointiin ja ennakoivaan mallintamiseen liitty-
viä määritelmiä (Luku 2). Ennakointiin liittyvässä koneoppimisluvussa 3 keskitytään
Raportointi Ennustaminen
ja ennakointi
2niihin koneoppimisen algoritmeihin, joita Microsoftin Analysis Services -työkalu tu-
kee.
Kuva 2. Koneoppiminen mahdollistaa datapohjaisen ennakoinnin
Tutkielman kokeellisen osuuden (Luku 4) toimeksiantona oli tehdä kokeiluja Istekin
tarjoamalla Microsoftin Analytics Services -työkalun sisältävällä data mining -lisä-
ominaisuudella, joka soveltuu ennakointiin. Kokeiluja varten Kuopion yliopistolli-
sesta sairaalasta (KYS) saatiin laskutusdataa. Kokeilujen aikana Microsoftin Analytics
Services -työkalujen rinnalle otettiin Microsoftin Power BI -työkaluja, sillä kokeilujen
luonne muuttui ennakoinnista raportointiin eli laskutusdataa haluttiin tarkastella esi-
merkiksi siten, kuinka kustannukset jakautuivat maksajakunnittain eri sukupuolille tai
ikäryhmille. Ennakoivien mallien esimerkit toteutettiin yliopiston tietokoneella, johon
oli asennettu Microsoft SQL Server Business Intelligence -työväline.
32 Ennakointi
Tulevaisuuden epävarmuus on ainoa asia, joka on varmaa - täysin tarkan ennakoivan
mallin tekeminen on lähes mahdotonta. Ennakoinnin ei välttämättä tarvitse olla täysin
tarkkaa, jotta sitä voitaisiin hyödyntää. Ennakointia voidaan käyttää, kun halutaan esi-
merkiksi selvittää, missä vaiheessa jokin tietty laite tulee todennäköisesti rikkoontu-
maan tai millaiset asiakkaat ottavat todennäköisimmin pankista lainaa (Eckerson,
2007).
Tässä luvussa tarkastellaan ennakointia. Kirjallisuudesta kootaan ennakointiin liittyviä
määritelmiä (predictive analytics, PA) (Luku 2.1) ja tarkastellaan ennakoivaa mallin-
tamista prosessina (Luku 2.2) sekä ennakoivien mallien arviointia (Luku 2.3). Luvun
lopussa on ennakointia havainnollistavia esimerkkejä (Luku 2.4).
2.1 Ennakoiva malli
Kun ennakointiin (Kuva 3) soveltuvaa teknologiaa (ml. algoritmit, menetelmät tai tek-
niikat) hyödynnetään käyttäytymisen (behaviour), tapahtumien (events) tai toiminnan
(action) ennakoinnissa, niin tuloksena saadaan ennakoiva malli (predictive model).
Mallin muodostamisessa tarvitaan käyttäytymisen, tapahtumien tai toiminnan omi-
naispiirteitä (attributes, charasterictics, features).
4Kuva 3. Ennakoivan mallin muodostamisen edellytykset
Ennakoivan mallin ja sen muodostamisen määrittelyssä on hyödynnetty sekä ennakoi-
van analytiikan että ennakoivan mallin tai mallinnuksen määrittelyjä:
 Siegel (2013, ss. 11) määrittelee ennakoivan analytiikan teknologiaksi, joka
oppii datan perusteella ennustamaan yksilöiden tulevaa käyttäytymistä, jotta
voidaan tehdä parempia päätöksiä1. Siegelin (2013, ss. 80) mukaan ennustaja
on yksilöllinen mitattava arvo.
 Vesset ja Morris (2011) määrittelevät ennakoivan analytiikan tapahtuman, toi-
minnan tai käyttäytymisen todennäköisyyden tunnistamiseksi ja paranta-
miseksi2.
1 ”Predictive analytics (PA) — Technology that learns from experience (data) to predict the future be-
havior of individuals in order to drive better decisions”
2 ”…predictive analytics are all about identifying and improving the probability or likelihood of an








5 Hair Jr (2007) määrittelee, että ennakoiva analytiikka käyttää selittävän ja kri-
teerimuuttujien vahvistettuja suhteita ennakointien tekemiseen, ennakointien,
jotka ovat useimmiten todennäköisyyksiä käyttäytymisistä tai tapahtumista3.
 Siegelin (2013, ss. 26) mukaan ennakoiva malli on mekanismi, joka ennakoi
yksilön käyttäytymistä (kuten klikkaa, ostaa, valehtelee tai kuolee) yksilön
ominaispiirteiden perusteella4.
 Guazzelli (2012) määrittelee ennakoivan mallin matemaattiseksi funktioksi,
joka kykenee oppimaan syötemuuttujien ja tavoitemuuttujan yhdistämisestä
(ts. mäppäyksestä)5.
 Wu ja Coggeshall (2012, ss. 2) määrittelevät mallin olevan kuvaus ”jostakin”.
Mallit ovat yleensä yksinkertaisempia kuvauksia monimutkaisista asioista.
Mallien avulla pyritään ymmärtämään mitä tapahtuu, kuinka erilaiset asiat /
tapahtumat liittyvät toisiinsa tai ennakoimaan mitä tulee tapahtumaan.
 Kuhn ja Johnson (2013, ss.4–6) kuvaavat ennakoivan mallintamisen proses-
sina, jossa datasta yritetään löytää piilossa olevia yhteyksiä ja näiden avulla
ennakoidaan tiettyä tulosta. Kun datasta etsitään ennustajia (predictors), niin
samalla voidaan erottaa sisällöllisesti tärkeä tieto täysin epäolennaisesta tie-
dosta. Ennustajilla tarkoitetaan dataa, jota käytetään ennakoivan mallin syöt-
teenä.
Mallintamiseen vaikuttaa mallia kehittävän henkilön ymmärrys kohdealueesta (do-
main) ja ongelmasta. Avainkysymysten (key questions) esittäminen on olennainen osa
prosessia, kun halutaan konkretisoida kohdealueen, kuten organisaation, tavoitteita ja
toimintaa (Hotti, Gain, Lintula, Puumalainen & Salomaa, 2014).
3 ”Predictive analytics uses confirmed relationships between explanatory and criterion variables from
past occurrences to predict future out-comes. The predictions are most often values suggesting the
likelihood a particular behavior or event will take place in the future”.
4 ”Predictive model — A mechanism that predicts a behavior of an individual, such as click, buy, lie,
or die. It takes characteristics of the individual as input, and provides a predictive score as output. The
higher the score, the more likely it is that the individual will exhibit the predicted behavior”.
5 ”A predictive model is simply a mathematical function that is able to learn the mapping between a
set of input data variables, usually bundled into a record, and a response or target variable”
62.2 Ennakoiva mallintaminen
Siegel (2013, ss. 4) yksinkertaistaa ennakoivan analytiikan prosessin kolmeen vaihee-
seen: ensimmäisenä otetaan data käyttöön; seuraavaksi käytetään koneoppimista,
jonka tehtävänä on löytää erilaisia mallinteita (patterns) datasta; kolmannessa vai-
heessa luodaan ennakoiva malli. Siegelin esittämä ennakoivan analytiikan prosessi on
hyvin selkeä ja yksinkertainen, mutta siinä ei ole huomioitu ulkoisia datalähteitä. Bar-
tonin ja Courtin (2012) mukaan datan kerääminen eri lähteistä (Kuva 4) on tärkeä osa
ennakoivan analytiikan prosessia.
Kuva 4. Ennakoiva mallintaminen (mukaillen Siegel 2013, Barton ja Court 2012)
Prosessina ennakoiva mallinnus on hyvin suoraviivainen ja prosessi voidaan jakaa use-
ampaan vaiheeseen. Wu ja Coggeshall (2012, ss. 4–5) esittävät kahdeksanvaiheisen
prosessin ennakoivan mallin muodostamiseksi:
1. Tavoitteiden määrittely – Projektin tavoitteiden määrittely on erittäin tärkeä
vaihe onnistumisen kannalta. Erilaisten kysymysten avulla voidaan pyrkiä löy-
tämään projektin tavoitteita. Tällaisia kysymyksiä ovat esimerkiksi seuraavat:
Mitä yritetään saavuttaa? Mitä yritetään ennakoida? Mihin tarkoitukseen mal-
lia lähdetään luomaan?
2. Datan kerääminen – Selvitetään millaista dataa on käytettävissä. Mitä dataa
tarvitaan? Mitä datalähteitä on käytössä? Minkä tyyppistä data on? Millaisia
ominaisuuksia data sisältää? Näiden kysymysten avulla voidaan alkaa kerää-
mään ennakointiin tarvittavaa dataa.
3. Mallin rakenteen valitseminen – Mallin rakenteen valitseminen vaatii
yleensä kokemusta ja tarkempaa tietoa erilaisten mallien hyvistä ja huonoista
7ominaisuuksista. Mallin rakenteen valitsemiseen vaikuttavat muuttujien tieto-
tyypit eli ovatko muuttujat jatkuvia (continuous) vai kategorisoituja (categori-
cal). Mallia valittaessa on syytä tarkastella myös muuttujien lukumäärä.
4. Datan valmistelu – Käytettävä data kootaan mallille sopivaksi. Muuttujien
tietotyypit muutetaan mallille sopiviksi ja virheelliset tiedot korjataan tai pois-
tetaan.  Lisäksi  poikkeavat  arvot  (outliners)  käsitellään  tässä  vaiheessa.  Data
jaetaan yleensä kahteen joukkoon, mallin opettamiseen käytettävään opetus-
joukkoon ja mallin testaamiseen käytettävään testijoukkoon.
5. Muuttujien valinta – Muuttujat otetaan mukaan malliin, jos ne ovat mallin
toiminnan kannalta tärkeitä. Usein tämä vaihe sisältyy ehdokasmallin luonti-
vaiheeseen. Muuttujien valintamenetelmät ovat itsenäisiä suodattimia (filters)
ja ”paketoivia” (wrappers) menetelmiä, jotka ovat integroitu suoraan tiettyyn
malliin. Vaiheen tarkoituksena on ”rankata” muuttujat järjestykseen muuttujan
tärkeyden pohjalta.
6. Ehdokasmallin luonti – Luodaan ehdokasmalli ja arvioidaan mallin hyvyyttä.
Hyvä tapa on aloittaa yksinkertaisella mallilla, josta voidaan tarvittaessa siirtyä
monimutkaisempiin ja paremmin ennustaviin malleihin. Tärkeintä on muistaa,
mitä mallilla pyritään ennakoimaan ja missä ympäristössä.
7. Mallin viimeistely – Valitaan ehdokasmalleista parhaiten sopiva malli ja to-
teutetaan se. Mallin dokumentointi on myös tärkeää.
8. Mallin käyttöönotto – Malli  otetaan käyttöön ja luodaan vaiheet mallin toi-
minnan seuraamista varten.
Eckerson (2007) esittää ennakoivan mallintamisen prosessin tiivistetymmin (Kuva 5).
Prosessia on kuvattu enemmän liiketoiminnan näkökulmasta, joka näkyy erityisesti
projektin määrittelyssä ja mallin käyttöönotossa.
Kuva 5. Liiketoiminnan ennakoivan mallintamisen prosessi
82.3 Ennakoivan mallin arvioiminen
Mallin hyvyyden arvioiminen on tärkeää ennen mallin käyttöönottoa. Arviointi voi-
daan suorittaa kysymällä liiketoimintakäyttäjän näkemystä, ovatko mallin tuottamat
tulokset järkeviä ja realistisia liiketoiminnan kannalta. (Microsoft, 2014b.)
Käytettävän datajoukon jakaminen testaus- ja opetusjoukkoon on yksi tärkeimmistä
keinoista arvioida ennakoivan mallin ”hyvyyttä”. Yleensä datajoukko jaetaan niin, että
suurempi osa datajoukosta käytetään mallin opettamiseen ja pienempi osuus mallin
testaukseen. Luotua mallia opetetaan opetusjoukon avulla ja ennusteita tarkastellaan
testausjoukon osalta. Testausjoukko sisältää ennakoinnin ”oikeat vastaukset”, joiden
voidaan arvioida mallin tarkkuutta. (Microsoft, 2014c.)
Lähestymistapoja mallien laadukkuuden ja tarkkuuden arvioimiseksi on useita. (Mic-
rosoft, 2014b). Microsoft tarjoaa louhintatarkkuuskaavion (Mining Accuracy Chart)
SQL Server Data Toolsissa, joka kuuluu SQL Server 2012 Business Intelligence ko-
konaisuuteen. Louhintatarkkuuskaavio sisältää neljä mallien arvioimiseen käytettävää
työkalua: nostekaavio (Lift Chart), tuottokaavio (Profit Chart), luokittelumatriisi
(Classification Matrix) ja ristiinvalidointi (Cross Validation). (Larson, 2012. ss. 658.)
Nostekaavio esittää graafisesti mallin hyvyyttä ennustamisen osalta verrattuna satun-
naisiin arvauksiin (Kuva 6). Nostekaaviota voidaan käyttää mallin arviointiin, jolla
ennustetaan tiettyä ominaisuutta. Se soveltuu myös mallin yleiseen arvioimiseen, jol-
loin ei ennusteta ominaisuuksia. (Microsoft, 2014e.)
9Kuva 6. Esimerkki nostekaaviosta (Microsoft, 2014e)
Tuottokaaviolla kuvataan mallin tuottavuutta (Kuva 7), eli kuinka paljon mallin avulla
voidaan ennustaa tuoton kasvavan esimerkiksi mainoskampanjan avulla. (Microsoft,
2014f)
Kuva 7. Esimerkki tuottokaaviosta (Microsoft, 2014f)
Luokittelumatriisia käytetään yleensä binäärimuotoisen ominaisuuden tarkasteluun.
Luokittelumatriisissa luodaan taulukko, jossa riveillä kuvataan ennustetut tapaukset ja
sarakkeissa oikeat tapaukset (Taulukko 1). Taulukossa tarkastellaan kuinka ennustetut




Ennuste 0 (oikea tapaus) 1 (oikea tapaus)
0 oikea negatiivinen (true negative) väärä negatiivinen (false negative)
1 väärä positiivinen (false positive) oikea positiivinen (true positive)
Esimerkissä arvo yksi (1) kuvaa tilannetta, jossa asiakas on ostanut tuotteen ja arvo
nolla (0) tilannetta, jossa asiakas ei ole ostanut tuotetta (Taulukko 2). Ensimmäinen
solu, jossa on luku 362, kertoo oikeiden tapausten määrän arvolle nolla eli tilanteen,
jossa ennakoiva malli on ennustanut oikein tapaukset, jossa asiakas ei ole ostanut tuo-
tetta. (Microsoft, 2014g.)
Taulukko 2. Luokittelumatriisiesimerkki (Microsoft, 2014g)
Ennuste 0 (oikea tapaus) 1 (oikea tapaus)
0 362 144
1 121 373
Solun arvo (121) kertoo väärien positiivisten tapausten lukumäärän eli kuinka monessa
tapauksessa malli on ennustanut oston tapahtuneen, vaikka näin ei ole oikeasti tapah-
tunut. Solu, jossa on luku 144, kertoo väärien positiivisten tapausten määrän. Tässä
tilanteessa malli on ennustanut 144 tapausta, jolloin ostosta ei olisi tapahtunut vaikka
oikeasti asiakas on ostanut tuotteen. Solu (373) kertoo oikein tapausten lukumäärän eli
ennakoiva malli on ennustanut oikein 373 tapausta, jolloin asiakas on ostanut tuotteen.
(Microsoft, 2014g.)
Ristiinvalidoinnissa data jaetaan k-osioihin ja malli opetetaan k–1 osiolla ja testataan
jäljellä jäävällä k-osiolla. Tämä toistetaan jokaisella k-osiolla niin, että jokainen osio
on kertaalleen testausjoukkona. Yleensä k:n arvoksi valitaan viisi tai kymmenen. Tu-
loksena voidaan laskea k:n suorituskyvyn keskiarvo. (Baesens, 2014. ss. 72.)
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2.4 Ennakoivan mallintamisen esimerkkejä
Ennakoivan mallintamisen sovellusalueita on useita. Ennakointia voidaan hyödyntää
esimerkiksi markkinoinnissa, rikosten tutkinnassa tai terveydenhuollossa. Henkilö,
joka on ostanut tuotteen, tehnyt rikoksen tai käyttänyt terveyspalveluja, voi todennä-
köisesti tehdä saman asian uudelleen tulevaisuudessa. Usein henkilön aikaisempi te-
keminen ennakoi myös tulevaisuudessa tapahtuvaa käyttäytymistä. Tällöin ennakoiva
mallinnus käyttää syötteenä dataa, jossa on yleisiä henkilötietoja kuten asuinpaikka ja
sukupuoli. Näihin tietoihin yhdistetään käyttäytymisen ennustajia, kuten kuinka äsket-
täin (recency), kuinka usein (frequency), ostot, ostokäyttäytyminen ja tuotteiden
käyttö. Ennakoinnilla pyritään ennakoimaan käyttäytymistä ja juuri aikaisempi käyt-
täytyminen ennakoi tulevaa käyttäytymistä. (Siegel, 2013. ss. 80.)
Yhdysvalloissa Oregonin osavaltiossa on käytössä ennakoiva malli, joka ennustaa,
kuinka suurella todennäköisyydellä rikoksesta tuomittu henkilö uusii rikoksen vanki-
lasta vapauduttuaan kolmen vuoden sisällä. Malli luodaan 55 000 rikoksentekijän tie-
tojen pohjalta viiden vuoden ajalta. Mallin validointiin käytetään 350 000 tapauksen
rekisteriä 30 vuoden ajalta. (Siegel, 2013. ss. 59–60.) Mallissa käytettäviä muuttujia
on yhteensä yksitoista, kuten ikä, sukupuoli, ikä ensimmäisen pidätyksen tapahtuessa
ja aikaisemman tuomion tyyppi. Mallin tarkkuudeksi ilmoitetaan yli 70 prosenttia. En-
nakoivassa mallissa käytetään rikoksentekijän painotettuja ennustajia, joiden perus-
teella muodostetaan yhdistetty pistearvo, joka kertoo todennäköisyyden rikoksen uu-
simiselle. Vastaavaa menetelmää käytetään henkivakuutusten arvioinnissa ja sydän-
kohtausten riskitekijöiden ennustamisessa. Ennakoiva malli on tarkoitettu vain tieteel-
liseen käyttöön, eikä sitä käytetä tuomioiden langettamisen perusteena. (CJC, 2014.)
Professori David Leinweber kehitti menetelmän, joka ennusti S&P 500 -osakepörssin
arvon vuodesta 1983 vuoteen 1993 asti Bangladeshin voin tuotannon perusteella. Ma-
temaattisesti Bangladeshin voin tuotanto selitti 75 prosenttisesti S&P 500 -osakepörs-
sin arvon muutokset. Leinweber pyrki osoittamaan, kuinka ennakointi voidaan viedä
liian pitkälle, löytämällä täysin epäolennaisia yhteyksiä muuttujien väliltä. Jolloin kor-
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relaatiot muuttujien välillä voivat olla täysin sattumanvaraisia, vaikka muuttujien vä-
linen korrelaatio olisi vahva.  Tällöin puhutaan ylioppimisesta (overlearning). Yliop-
pimista tapahtuu kun luullaan datassa ilmenevää ”hälyä” (noise) merkitseväksi tie-
doksi ja tämän perusteella tehdään liian paljon oletuksia, joita ei suoraan datasta nähdä.
Ennakointia pitäisi tarkastella näkökulmasta, jossa arvioidaan, onko ennakoiva malli
oppinut sellaista, joka on oikeasti olemassa vai pelkästään löytänyt rakenteita, jotka
ovat kyseisessä datajoukossa. (Siegel, 2013. ss. 119–121.)
Siegel mainitsee myös esimerkin, kuinka Yhdysvalloissa ennakoidaan kuolemaa. Yksi
viidestä suurimmasta sairasvakuutusyhtiöstä ennakoi todennäköisyyttä sille, että van-
hus, joka ottaa henkivakuutuksen, menehtyy 18 kuukauden sisällä. Ennakointi perus-
tuu terveydenhuollon käynteihin vakuutusta hakevan henkilön viimeisissä terveyden-
huollon merkinnöissä. (Siegel, 2013. ss. 64.)
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3 Ennakointiin liittyvä ohjaamaton ja ohjattu koneop-
piminen
Ennakoivan analytiikan algoritmit voidaan jakaa kahteen ryhmään (Kuva 8) koneop-
pimisen näkökulmasta, ohjattuihin (supervised) ja ohjaamattomiin (unsupervised).
Erona näiden välillä on, että ohjatuissa koneoppimisen menetelmissä käytetään ope-
tusjoukkoa mallin ”opettamiseen”. Opetusjoukko on historiallista dataa, joka on poi-
mittu omaksi osajoukoksi käytettävästä datasta. Ohjaamattoman koneoppimisen algo-
ritmit eivät käytä opetusjoukkoa, vaan ne pyrkivät tutkimaan luonnollisia kuvioita ja
erilaisia yhteyksiä datajoukosta kuvailevan analytiikan avulla. Yleensä ohjaamatto-
massa koneoppimisessa ei ennusteta ominaisuutta ollenkaan. (Eckerson, 2007.)
Kuva 8. Koneoppimisen ryhmittely
Koneoppimisen tuloksena syntyy analyyttinen malli (analytic model), käytettiinpä me-
netelmänä ohjattua tai ohjaamatonta koneoppimista. (Eckerson, 2007; Ahlemeyer-
Stubble & Coleman, 2014. ss.103.) Tässä luvussa käsitellään tarkemmin näiden kah-
den koneoppimisen ryhmittelyä. Ensiksi käydään läpi ohjaamattomat menetelmät
(Luku 3.1) ja sen jälkeen ohjatut menetelmät (Luku 3.2).
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Menetelmien esimerkeissä on käytetty Terveyden ja hyvinvoinnin laitoksen (THL)
julkaisemaa avointa dataa tuottavuustietokannasta. THL:n sivuilta saadut excel-tiedos-
tot ladattiin aluksi PowerQueryn avulla Exceliin, jossa datan muokkaus suoritettiin.
Datasta poistettiin tyhjät rivit, otsikoitiin ominaisuudet, vaihdettiin datatyypit ja data
ladattiin muistiin. Muistiin ladatut tiedot siirrettiin erikseen Microsoft SQL Serveriin,
jotta niitä pystyttiin hyödyntämään Analysis Servicen puolella. Esimerkeissä käytet-
tiin alueellista hoitojaksotietokantaa6, joka sisältää viiden vuoden toiminta- ja tuotta-
vuusaikasarjatiedot NordDRG-ryhmittäin sairaanhoitopiirin alueella. DRG (Diagnosis
Related Groups) on erikoissairaanhoidon potilasluokittelujärjestelmä. Ominaisuuksien
kuvaukset on lisätty mukaan esimerkkeihin ymmärrettävyyden parantamiseksi. Kaikki
esimerkit on tuotettu Analysis Servicen avulla ja oletusasetuksilla.
3.1 Ohjaamaton koneoppiminen
Suurin ero ohjatun ja ohjaamattoman koneoppimisen välillä on, että ohjaamattomassa
koneoppimisessa ei pyritä ennustamaan jotain tiettyä kohdearvoa (target variable). Tä-
män lisäksi ohjaamattomassa koneoppimisessa ei välttämättä käytetä aikaisempaa da-
taa mallin opetukseen. Ohjaamaton koneoppiminen on enemmän kuvailevaa analytiik-
kaa, jossa datasta luodaan mallinne (pattern) ja pyritään löytämään muuttujien välisiä
yhteyksiä. (Eckerson, 2007.)
Ohjaattoman koneoppimisen menetelmiä on useita. Yleisimmät menetelmät ovat klus-
terointi (Luku 3.1.1) ja assosiaatio (Luku 3.1.2) (Ahlemeyer-Stubble & Coleman,
2014. ss. 103).
6 Alueellinen hoitojaksotietokanta - www.thl.fi/tilastoliite/BM/aluedrg_aikasarja.xlsx
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3.1.1 Klusterointi
Klusterointi (cluster analysis) on ohjaamattoman koneoppimisen menetelmä. Se on
erittäin monipuolinen ja soveltuu historiadatan kuvailemiseen. Vaikka klusterointi toi-
miikin melkein minkälaisen datan osalta tahansa, on tärkeää hahmottaa liiketoiminnan
tilannetta, jotta menetelmän avulla osataan esittää liiketoiminnan kannalta tärkeää tie-
toa. Datan valintaan vaikuttaa myös se, että menetelmän suorittamiseen käytettävä
aika kasvaa merkittävästi mitä enemmän ominaisuuksia otetaan mukaan klusterointiin.
(Ahlemeyer-Stubble & Coleman, 2014. ss. 104.)
Klusteroinin avulla pyritään tunnistamaan ja löytämään erilaisia mallinteita (patterns)
tarkasteltavasta datasta. Menetelmällä järjestetään dataa ryhmiin niin, että ryhmään
kuuluvia alkioita yhdistää tietty ominaisuus ja tällaista ryhmää kutsutaan klusteriksi.
Klusterit eroavat ominaisuuksien perusteella toisistaan. Klusteroinnin tavoitteena on
ryhmitellä eri joukkoja nimeämättömästä datasta. Ei ole olemassa oikeaa kriteeriä,
minkä perusteella datajoukko voidaan jakaa klustereihin.  Kriteerin määrittelyyn täy-
tyy käyttää tietoa ja ymmärrystä kohdealueesta, jotta klusteroinnin tulos vastaisi mah-
dollisimman hyvin käyttäjien odotuksia. (Kononenko & Kukar, 2007. ss. 321.)
Klusteroinnin algoritmit voidaan jaotella usealla eri tavalla. Yksi jaottelutapa on jakaa
algoritmit kokoaviin ja osittaviin menetelmiin. Kokoavissa eli hierarkkisissa menetel-
missä muodostetaan klustereita yhdistämällä kaksi toisiaan lähinnä olevaa alkiota yh-
deksi klusteriksi. Toimenpidettä toistetaan niin kauan, kunnes kaikki datajoukon alkiot
on sijoitettu klustereihin. Osittavassa menetelmässä datajoukon alkiot kuuluvat aluksi
yhteen isoon klusteriin ja alkiota jaetaan tämän jälkeen pienempiin klustereihin. (Ko-
nonenko & Kukar, 2007. ss. 323.)
Analysis Servicen esimerkissä on käytetty k-mean klusterointia ja klusterointiin on
valittu ominaisuudet: DRG-luokka, ikä ja sairaanhoitopiiri. Algoritmia käytettiin koko
datajoukon klusteroimiseen (Kuva 9).
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Kuva 9. Klusterointi esimerkki AlueDrg-taulusta
3.1.2 Assosiaatioanalyysi
Assosiaatioanalyysin (association) avulla pyritään löytämään mielenkiintoisia ja mer-
kittäviä ominaisuuksien välisiä suhteita suurten datajoukkojen sisältä. Assosiaatio-
sääntöjen avulla voidaan luoda esimerkiksi ostoskorianalyysejä (market basket ana-
lysis). (Kononenko & Kukar, 2007. ss. 233.)
Assosiaatioanalyysi on ohjaamaton louhintamenetelmä, jolla pyritään luomaan mal-
linne datajoukosta. Analyysin tuloksena saadaan assosiaatiosääntöjä, jotka voivat esi-
merkiksi kuvata tuotteita, joita asiakas ostaa yhdessä. (Berry & Linoff, 2011. ss. 536.)
Assosiaatiosääntöä R, voidaan kuvata muodossa A:sta seuraa B (A -> B), jossa A on
säännön lähtökohta ja B on seuraus. Lähtökohdan A ja seurauksen B on oltava erillisiä
niin, että molemmat eivät voi tapahtua samanaikaisesti. (Ahlemeyer-Stubble & Cole-
man, 2014. ss. 157.)
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Analyysin tuottamien säätöjen avulla saadaan yleistä tietoa datajoukon sisällä olevista
assosiaatioista eli ominaisuuksien välisistä yhteyksistä. Sääntöjen laadukkuutta voi-
daan arvioida tuen (support) ja luotettavuuden (confidence) perusteella. Tuki määri-
tellään tapausten osuudeksi, joissa assosiaatio ilmenee jaettuna mahdollisuuksien ko-
konaismäärällä. Tuella voidaan ilmaista kuinka usein sääntö ilmenee. Luotettavuus
määritellään tapausten osuudeksi, joissa assosiaatio ilmenee jaettuna tapausten luku-
määrällä joissa lähtökohta ilmenee. (Ahlemeyer-Stubble & Coleman, 2014. ss. 157.)
Microsoftin Analysis Servicellä tuotetussa esimerkissä on käytetty ominaisuuksia
DRG-ryhmä ja DRG-luokka. Näiden avulla nähdään, että assosiaatiosäännöt ovat jär-
keviä, koska ensimmäinen DRG-ryhmä 305 liittyy DRG-luokkaan 300–399 (Kuva
10).
Kuva 10. Assosiaatio esimerkki AlueDrg-taulusta
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3.2 Ohjattu koneoppiminen
Ennakoivat mallit luodaan yleensä ohjatun koneoppimisen avulla. Ohjatulla koneop-
pimisella tarkoitetaan mallin luomista, jossa mallin luomisessa käytetään aikaisempaa
dataa tai tähän tarkoitettua varastoitua tietoa syötteenä eli selittävinä (explanatory)
muuttujina ja tuloksena syntyy tulos- tai kohdemuuttujat (result or target). Mallin ope-
tuksessa käytetään erillistä opetusjoukkoa, josta syntyy tuloksena ennakointi. (Ahle-
meyer-Stubble & Coleman, 2014. ss. 104, 108.)
Eckerson tiivistää ohjatun koneoppimisen seuraavalla tavalla. Ohjattu koneoppiminen
on prosessi, joka muodostaa ennakoivan mallin käyttäen historiallista dataa, minkä si-
sältä löytyvät ennakoinnin tulokset. Esimerkiksi millaiset asiakkaat vastaavat toden-
näköisimmin suoramarkkinointiin. Mallin opetukseen käytetään aikaisempaa dataa ai-
kaisemmista kampanjoista, joiden avulla tällaiset asiakkaat voidaan tunnistaa. (Ecker-
son, 2007.)
Ohjattuun koneoppimiseen kuuluu regressio (Luku 3.2.1), luokittelu (Luku 3.2.2),
päätöspuu (Luku 3.2.4), aikasarja-analyysi (Luku 3.2.4) ja neuroverkot (Luku 3.2.5).
Luvussa 3.2.6 esitellään Naiivi Bayes, koska se on yksi Microsoftin louhinta-algo-
ritmi. (Eckerson, 2007; Ahlemeyer-Stubble & Coleman, 2014. ss.103).
3.2.1 Regressio
Regression (regression) perusajatuksena on selittävän muuttujan avulla tarkastella se-
litettävän muuttujan vaihteluja. Esimerkiksi selitettävä (dependent) muuttuja voisi olla
koulumenestys ja selittäviä (independent) muuttujia sukupuoli ja matematiikan arvo-
sana. Tällöin tutkitaan, onko sukupuolella ja matematiikan arvosanalla merkitystä kou-
lumenestykseen. Yleensä muuttujien tulee olla välimatka- tai suhdeasteikollisia, paitsi
erikoistapauksissa kategorisia. (Tähtinen, Laakkonen & Broberg, 2011. ss. 149–150.)
Datan mallintamiseen käytettävät menetelmät ovat yleensä regressioita. On esitetty,
että jopa 90 prosenttia tai enemmän reaalimaailman louhintamenetelmistä olisivat lo-
pulta yksinkertaisia regressioita. (Wu & Coggeshall, 2012. ss. 83.)
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Yleisimmin käytetyt regressiot ovat lineaarinen regressioanalyysi, lineaarinen moni-
muuttujaregressio (multiple or multivariable), logistinen regressioanalyysi, log-line-
aarinen ja Poisson regressio. Lineaarinen regressioanalyysi on yksinkertaisin ja hel-
poin. Sen avulla voidaan tehdä tarkkaa ja täsmällistä ennakointia. Lineaarisessa reg-
ressiossa käytetään vain yhtä ennakoivaa (selitettävää) muuttujaa. (Ahlemeyer-Stub-
ble & Coleman, 2014. ss.109.) Muuttujien välistä yhteyttä voidaan kuvata regres-
siosuoran avulla, jonka Larson esittää kirjassaan (Kuva 11).
Kuva 11. Esimerkki lineaarisesta regressiosta (Larson, 2012. ss. 612)
Microsoft Analysis Service ei esitä regression tulosta regressiosuorana vaan tuottaa
regressioyhtälön, joka löytyy esimerkin oikeasta alalaidasta hieman suurennettuna
(Kuva 12). Analysis Services esittää tuloksen myös päätöspuun muodossa.
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Kuva 12. Lineaarinen regressio esimerkki AlueDrg-taulusta
Lineaarista monimuuttujaregressiota käytetään usein käyttäytymisen ennustamisessa.
Lineaarisessa monimuuttujaregressiossa selitettävää muuttujaa voidaan arvioida usei-
den selittävien muuttujien kautta. Lineaarinen monimuuttujaregressio eroaa lineaari-
sesta regressioanalyysistä siinä, että selitettäviä muuttujia voi olla useita. (Hidalgo &
Goodman, 2013; Ahlemeyer-Stubble & Coleman, 2014. ss.109.)
Logistinen regressio on erikoistapaus, jossa selitettävä muuttuja on kategorinen.
Yleensä logistista regressiota käytetään, kun selitettävä muuttuja sisältää kaksi luok-
kaa.  Luokat voidaan määritellä arvoiksi 0 ja 1. Arvon yksi tarkoitus on kuvata tutki-
muksen kannalta kiinnostavaa vaihtoehtoa. Esimerkiksi tutkimuksessa, jossa arvioi-
daan opiskelijoiden menestymistä yliopistossa, voisi muuttuja olla, onko opiskelija
suorittanut lukion (0=ei ja 1=kyllä). Tällöin on kyse kaksiluokkaisesta eli binäärisestä
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logistisesta regressioanalyysistä. Selitettävän muuttujan luokkia voi olla useita, jolloin
kyseessä on multinomiaalinen logistinen regressioanalyysi. Logistisessa regressiossa
haetaan muuttujia, joiden avulla voidaan selittää todennäköisyyttä kuulua luokkaan 1.
(Tähtinen, Laakkonen & Broberg, 2011. ss. 161.) Toinen harvemmin käytetty regres-
sio on Poisson regressioanalyysi, jossa tarkasteltava muuttuja on lukumäärällinen, ku-
ten esimerkiksi asiakkaan tekemien valitusten lukumäärä (Taulukko 3) (Ahlemeyer-
Stubble & Coleman, 2014. ss.129).
Taulukko 3. Regressioanalyysien ominaisuudet
Menetelmä Tarkasteltava muuttuja Muuttujan tyyppi
Lineaarinen regressio Yksi selitettävä jatkuva muuttuja (continous)
Lineaarinen monimuut-
tuja regressio
Useita selitettäviä jatkuva muuttuja (continous)
Logistinen regressio Yksi selitettävä kategorinen muuttuja
Poisson regressio Yksi selitettävä lukumäärällinen muuttuja
3.2.2 Luokittelu
Luokittelun (classification) avulla voidaan sijoittaa asioita tiettyyn ryhmään (Kuva
13). Oletetaan, että meillä on joukko alkioita (object) ja alkioilla on useita ominaisuuk-
sia. Jokainen alkio voidaan määritellä kuuluvaksi vain yhteen luokkaan, kun mahdol-
lisia luokkia on äärellinen joukko. Koneoppimisen menetelmän avulla muodostuu luo-
kittelija (classifier), jonka tehtävänä on kysymyksen perusteella määritellä luokka, jo-
hon kyseinen alkio sijoitetaan. Esimerkiksi terveydenhuollossa diagnooseja voidaan
tehdä luokitteluun pohjautuen. Potilaalla on useita ominaisuuksia kuten ikä, pituus,
paino, syke ja verenpaine. Tämän lisäksi potilaalla on erillisiä ominaisuuksia kuten
sukupuoli ja kipukohta. Luokittelijan tehtävänä on luoda näiden ominaisuuksien poh-
jalta diagnoosi eli määrittää, mihin diagnoosiluokkaan potilas todennäköisimmin kuu-
luu. (Kononenko & Kukar, 2007. ss. 5.)
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Kuva 13. Luokittelu (Larson, 2012. ss. 603)
Luokan määrittelemiseksi luokittelija käyttää erillistä funktiota, joka voidaan määri-
tellä etukäteen tai se voidaan opettaa opetusjoukon kautta. Opetusjoukko sisältää esi-
merkkejä aikaisemmin ratkaistuista ongelmista. Opetusjoukkona voi olla potilastiedot,
jotka sisältävät hoidettujen potilaiden diagnoosit. Tällöin opetusalgoritmi käyttää ai-
kaisempia tietoja uusien diagnoosien tunnistamiseen. Näiden opeteltujen sääntöjen pe-
rusteella voidaan tehdä diagnooseja uusille potilaille. Päätöspuu on yksi luokittelume-
netelmä. Microsoft Analysis Services ei erikseen tarjoa luokittelija-algoritmia. Ex-
celiin voidaan data mining add on -työkalulla käyttää classify-menetelmä, jota kuva-
taan päätöspuun avulla. (Kononenko & Kukar, 2007. ss. 5.)
3.2.3  Päätöspuu
Ennakoivassa mallintamisessa eniten käytetty menetelmä on päätöspuu, johtuen sen
luotettavuudesta ennakoimisessa. Päätöspuun (desicion tree) idea on jakaa datajoukko
pienempiin osiin puun lehdiksi (leaves), joista jokainen edustaa yhtä osa-joukkoa.
Lehtiin jakautuminen tapahtuu puun oksissa (branch), jotka esittävät yksilöllisen luo-
kittelukysymyksen, jonka perusteella alkio siirretään joko lehteen tai viedään seuraa-
vaan oksaan. Tämän perusteella lehteen siirrettyä osa-joukkoa yhdistää tietty yhteinen
ominaisuus. Lopulta koko datajoukko on jakautuneena puun lehtiin. (Ahlemeyer-Stub-
ble & Coleman, 2014. ss. 129–130.)
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Microsoft Analysis Services kuvaa päätöspuun hyvin yksinkertaisella tavalla ja käyt-
tää sitä useiden menetelmien tulosten kuvaamisessa. Esimerkissä on tehty päätöspuu
DRG-luokan perusteella ja kuinka DRG-ryhmät jakautuvat näihin luokkiin (Kuva 14).
Kuva 14. Päätöspuu esimerkki AlueDrag-taulusta
3.2.4 Aikasarja-analyysi
Aikasarjadata on sidoksissa tiettyyn ajanjaksoon. Voidaan tarkastella esimerkiksi tie-
tyn asiakkaan tai asiakasryhmän tekemiä ostoksia viimeisen vuoden ajalta (Kuva 15),
jolloin tarkastellun kohteena on aikasarjadataa. Tällaisesta datasta voidaan saada pal-
jon hyödyllistä tietoa, kun dataa kuvataan aikajärjestyksessä. Tällöin voidaan löytää
mahdollisia trendejä, toistuvia tapahtumia ja muutoksia, joita ei välttämättä ilman ku-
vaamista tunnistettaisi. (Ahlemeyer-Stubble & Coleman, 2014. ss. 99.)
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Kuva 15. Aikasarja-analyysi
Aikasarja-analyysi (time-series analysis) vaatii hyvin yhtenäistä jatkuvaa dataa, ilman
puuttuvia muuttujia ja tästä syystä Analysis Servicen esimerkkiä ei voitu tuottaa
THL:n julkaiseman datan pohjalta, koska ainoa aikaominaisuus datassa oli vuosiluku.
Vuosiluku ei ole riittävän tarkka ominaisuus Analysis Servicen käyttämälle algo-
ritmille. Aikasarja-analyysin avulla voidaan tunnistaa useita tärkeitä havaintoja da-
tasta. Aikasarjan arvot todennäköisesti korreloivat automaattisesti, koska aikaisemmat
arvot liittyvät edeltäviin arvoihin. Esimerkiksi sään ennustamisessa tämän päivän sää
korreloi edellisen päivän sään kanssa. Aikasarjan avulla voidaan osoittaa kausiluon-
teisia trendejä kuten jäätelön myynnin kasvaminen kesän aikana. Trendeiksi voidaan
tulkita myös tasaisesti laskevat tai nousevat arvot. Aikasarjan avulla voidaan enna-
koida asiakkaiden arvoa pohjautuen asiakkaiden käyttäytymiseen aikaisempina vuo-
sina. (Ahlemeyer-Stubble & Coleman, 2014. ss. 101.)
3.2.5 Neuroverkot
Neuroverkot (neural networks) on alun perin suunniteltu kuvaamaan aivojen toimintaa
ja sitä, kuinka ihminen oppii uusia asioita. Nykypäivänä neuroverkkoja käytetään erit-
täin laajasti eri aloilla kuten luottokorttipetosten etsimisessä, osakemarkkinoilla, kas-
vojen tunnistamisessa kuvista ja mainoskampanjoissa. (Dean, 2014. ss. 92.)
25
Neuroverkko muodostuu useasta solmusta (node), jotka yhdessä muodostavat verkon
(Kuva 16). Jokainen solmu ottaa vastaan yhden tai useamman syötteen, riippuen ver-
kon rakenteesta. Solmussa on kaksi erilaista toimintoa; yhdistäminen (combination) ja
aktivointi (activation). Yhdistämisessä solmu määrittelee, kuinka vastaanotetut syöt-
teet tulisi yhdistää ja millaiset painoarvot syötteille annetaan. Aktivointi siirtää yhdis-
tämisessä muodostuneen tuloksen eteenpäin seuraavalle mahdolliselle solmulle. (Lar-
son, 2012. ss. 620.)
Kuva 16. Neuroverkot (Larsson, 2012. ss. 621)
Microsoft Analysis Servicellä tuotetussa esimerkissä on ennakoitu DRG-luokkaa ja
syötteinä on käytetty ominaisuuksia hoitojaksot lkm ja laskennalliset kustannukset € /
hoitojakso ominaisuuksia (Kuva 17).
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Kuva 17. Neuroverkko esimerkki AlueDrg-taulusta
3.2.6 Naiivi Bayes
Naiivi Bayesin (naive bayes) algoritmi käyttää Bayesin menetelmää, mutta ei ota huo-
mioon muuttujien välisiä mahdollisia riippuvuuksia. Algoritmi tarkastelee jokaista
syötteenä olevaa muuttujan arvoa ja laskee todennäköisyydet jokaiselle ennustetta-
valle muuttujalle. Esimerkiksi, jos halutaan selvittää, millaiset asiakkaat ostavat toden-
näköisimmin polkupyörän, voidaan tarkastelua tehdä erilaisten muuttujien osalta niin,
että katsotaan asiakkaan omistamien autojen lukumäärää. Tällöin syötteenä on asiak-
kaan omistamisen autojen lukumäärä, joka voi olla arvoltaan nolla, yksi, kaksi, kolme
ja niin edelleen. Vastaavasti tässä tapauksessa ennustettava muuttuja on ”ostaa polku-
pyörän” ja sen saamat arvot ovat nolla tai yksi. Naiivi Bayes algoritmi laskee toden-
näköisyydet kaikkien autojen lukumäärien osalta verrattuna ”ostaa polkupyörän”
muuttujiin, eli nollalle ja ykköselle. Tulos kertoo onko autojen lukumäärällä suurem-
paa merkitystä siihen, ostaako asiakas polkupyörän vai ei. (Microsoft, 2014a.)
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Microsoft  Analysis  Service  esimerkissä  on  ennakoitu  DRG-luokkaa  ja  syötteinä  on
käytetty ominaisuuksia hoitojaksot lkm sekä laskennalliset kustannukset € / hoitojakso
ominaisuuksia (Kuva 18).
Kuva 18. Naiivi Bayesin esimerkki Aluedrg-taulusta
Analysis Services sisältää myös mahdollisuuden tarkastella ominaisuuksien jakautu-
mista ennakoidun ominaisuuden osalta. Tarkastelua voidaan kohdentaa ennakoivan
ominaisuuden arvoihin (Kuva 19).
Kuva 19. Naiivi Bayesin ominaisuuksien jakautuminen AlueDrg-taulussa
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4 KYS-laskutusdatan hyödyntämisen arviointi enna-
koinnissa ja esimerkkejä raportoinnista
Laskutuspäätösdata ja laskutuspäätöksiin liittyvä suoritedata olivat useissa tietokanta-
tauluissa ja niistä Istekki Oy tuotti kaksi erillistaulua ennakointitarpeisiin (Luku 4.1).
KYSin talousosastolta saatiin toiveita ominaisuuksista (tekijöistä), joiden suhteen da-
taa haluttiin tarkastella. Tekijäkohtainen tarkastelu oli mahdollista Microsoft Power
BI -tuotteilla (Luku 4.2). Ennakointiin liittyen tehtiin kokeiluja Analytics Services -
työkaluun saatavalla data mining -lisäominaisuuksilla. Tässä tutkielmassa arvioidaan
lisäominaisuuden hyödyntämistä ennakoinnissa (Luku 4.3).
4.1 Laskutusdatan prosessointi
Tutkimuksen kohteeksi valittiin vuosien 2012 ja 2013 laskutustiedot. Tiedot sijaitsevat
Istekin KappaInvoice-tietokannassa. KappaInvoicessa ylläpidetään tutkimukseen käy-
tettäviä perusrekistereitä ja koodistoja. Nämä tiedot jakautuvat useaan erilliseen tieto-
kantatauluun. Tietokantataulujen nimet ovat suomenkielisiä ja kuvaavat taulun sisäl-
töä ja taulujen alkuliitteiden avulla on kuvattu taulujen käyttötarkoitusta. KappaInvoi-
cessa on yhteensä noin parikymmentä tietokantataulua. Näistä vain osaa käytettiin tut-
kimuksessa. (Sukkala, Kohvakka & Kohvakka, 2011.)
Tarkastelu kohdistui pääasiassa kahteen tietokantatauluun, jotka yhdessä muodostavat
laskutuksen. Tarkasteltavat tietokantataulut olivat laskutuspäätös- ja suoritetaulu. Las-
kutuspäätökset sijaitsevat omassa taulussa ja suoritetason tieto löytyy vastaavasti
omasta taulusta. Suoritetason tiedolla tarkoitetaan yhden laskutuspäätöksen kirjaa-
mista tarkemmalle tasolle.
Aivan ensimmäiseksi tarkasteltiin ominaisuuksien tyyppejä ja niiden arvoja. Ominai-
suuksien sisältöä käytiin läpi Microsoft SQL Server Management Studiossa ja teke-
mällä erilaisia SQL-hakuja. Tarkoituksena oli kartoittaa, millaisia ominaisuuksia tie-
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tokantataulut (Kuva 20) sisältävät ja millaisia ominaisuuksien tietotyyppejä on. Tar-
kastelun yhteydessä alustavasti mietittiin, olisiko tarkasteltava ominaisuus jollakin ta-
valla mielenkiintoinen ja tärkeä tutkimuksen kannalta. Näin pyrittiin löytämään mer-
kittävimmät ominaisuudet, joita käytettäisiin mahdollisissa ennakoivissa malleissa.
Kuva 20. SQL Server näkymä ominaisuuksista
Seuraavassa vaiheessa tarkasteltiin tarkemmin ominaisuuksien arvoja ja tarkastelun
jälkeen pystyttiin rajaamaan pois sellaiset ominaisuudet, joilla ei ollut ollenkaan ar-
voja. Tietokantatauluissa tällaisia ominaisuuksia olivat muuttujat, joilla oli vain null-
arvo. Useat ominaisuudet saattoivat kuitenkin sisältää n-kappaletta null-arvoja. Jat-
kossa oli mietittävä, kuinka toimittaisiin null-arvojen kanssa.  Tarkastelu tehtiin mo-
lempiin tietokantatauluihin, joista muodostuu laskutustiedot. Laskutuspäätös-tietokan-
tataulussa ominaisuuksia on hieman yli 60 ja suoritteiden osalta ominaisuuksia on yli
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Näiden vaiheiden jälkeen muodostui lista ns. ehdokas ominaisuuksista. Ehdokas omi-
naisuudet olivat sellaisia, joiden arvona ei ollut pelkästään null ja ehdokas liittyisi las-
kutukseen. Potilaan nimi oli esimerkiksi sellainen ominaisuus, joka jätettiin pois eh-
dokas listalta. Lista ehdokas ominaisuuksista käytiin läpi KYS:n yhteyshenkilön
kanssa. Jokainen ehdokas ominaisuus katselmoitiin ja päätettiin, otetaanko ominaisuus
mukaan varsinaiseen tutkimukseen. Näin pystyimme varmistamaan, että mukana otet-
tiin tärkeät ja mielenkiintoisimmat ominaisuudet.
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Yhteinen palaveri ehdokaslistan osalta oli erittäin tärkeä, koska tällöin alan ammatti-
lainen katselmoi ominaisuudet ja hän myös perusteli, miksi jokin tietty ominaisuus
olisi hyvä ottaa mukaan tutkimukseen. Lähtökohtaisesti itsenäisesti tehty alkukartoitus
oli erinomainen aloitus projektille, sillä ilman syvällisempää ammattitaitoa ja tietä-
mystä laskutusdatasta, kyettiin alustavasti arvioimaan, mitkä ominaisuudet olisivat
mahdollisesti tärkeitä tutkimuksessa. Katselmoinnin jälkeen päädyimme muodosta-
maan kaksi taulua, joihin yhdistettään useamman taulujen tietoja. Tietokantataulut si-
sälsivät koodi-ominaisuuksia (Kuva 21). Pelkkä koodi ei suoraan kerro, mitä koodilla
tarkoitetaan ja tästä syystä koodien tarkemmat kuvaukset haluttiin tuoda tietokantatau-
luihin. Raportoinnin kannalta oli tärkeää saada koodien kuvaukset mukaan tietokanta-
tauluihin, jolloin raportoinnista voitiin tuottaa enemmän liiketoimintakäyttäjälähei-
sempi. Koodit ovat ammattihenkilöille tuttuja ja terveydenhuollon piirissä työskente-
levät henkilöt voivat ymmärtää koodeja ilman tarkempia kuvauksia.
Kuva 21. Tietokantataulun esimerkki koodi-ominaisuudesta
Ajatuksena oli luoda kaksi muokattua tietokantataulua, jotka sisältävät kaikki tarvitta-
vat laskutukseen liittyvät tiedot, kuvaukset ja potilastiedot, joita analysoinnissa tultai-
siin käyttämään. Tietokantataulujen määrittely tehtiin yhteistyössä KYS:n henkilön
kanssa, jonka jälkeen määrittelyn pohjalta annettiin tehtävänanto Istekin tietokanta-
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asiantuntijalle. Istekin asiantuntija loi lopulta kaksi tietokantataulua määrittelyjen pe-
rusteella ja nämä tietokannat siirrettiin SQL Serverille. Tämän jälkeen päästiin teke-
mään tarkempaa tarkastelua tietokantojen sisältöjen osalta.
4.2 Laskutusdatan raportointi
Laskutusdatan analysointia aloitettiin tutkimalla, minkälaisia työvälineitä Microsoft
tarjoaa kuvailevaan analytiikkaan. Microsoft ei tarjoa kuvailevaan analytiikkaan työ-
välineitä SQL Serverin BI-ympäristössä. Seuraavaksi tarkasteltiin Microsoft Excelin
mahdollisuuksia ja totesimme, että Microsoftin PowerPivot soveltuu hyvin laskutus-
datan tarkasteluun ja raportointiin. Tällöin myös analysointi vaihtui enemmän rapor-
toinniksi. PowerPivot mahdollisti myös useamman kuin hieman yli miljoonan rivin
tuomisen tietokannasta. Excel itsessään ei kykene esittämään kuin 1 048 576 riviä yh-
dessä Excel-taulukossa (Microsoft, 2014d). Ensimmäiseksi tarkasteltiin laskutuspää-
töstaulun (Luku 4.2.1) sisältöä PowerPivotissa ja tämän jälkeen lisättiin suoritetaulun
(Luku 4.2.2) tiedot PowerPivottiin. Laskutuspäätöstaulussa on noin miljoona riviä ja
suoritetaulussa on hieman yli neljä miljoona riviä dataa.
4.2.1 Laskutuspäätöstaulu
Laskutusdatan pyörittely Pivot-taulussa auttoi tunnistamaan ja löytämään mielenkiin-
toisia ominaisuuksia datasta. Prosessin aikaan heräsi muutamia kysymyksiä,jotka esi-
tettiin palaverissa KYS:n yhteyshenkilölle. PowerPivotin avulla löydettiin esimerkiksi
puuttuvia arvoja ja nähtiin miten ominaisuudet liittyivät toisiinsa, esimerkiksi DRG-
tuotteiden ja erikoisalojen osalta.
Raportointi aloitettiin tarkastelemalla, tuotelajeihin liittyviä laskutushintoja ja kuinka
tuotelajit kohdistuvat erikoisaloittain sekä tulonsaaviin yksiköihin. PowerPivotin
avulla voidaan kohdistaa tarkastelu yhteen tai useampaan tuotelajiin ja yhdistää yhteen
tai useampaan tuotekoodi nimeen (tuotekoodi_nimi). Laskutushintaan liitettiin lasku-
tushinnan lukumäärä eli kuinka monta kappaletta laskutuspäätöksiä kuhunkin tuotela-
jiin kohdistuu (Kuva 22).
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Kuva 22. Tuotelajinimien ja laskutushinnan tarkastelu
DRG-tuotteiden osalta katsottiin tarkemmin tuotekoodi nimien jakautumista tulon saa-
vien yksiköiden ja erikoisalojen kesken. Lisäksi tarkastelua voitiin kohdistaa maksajan
nimeen (maksaja_nimi) eli kuntaan, sukupuoleen ja ikäryhmiin. PowerPivotin avulla
nähtiin, mihin erikoisaloihin kirjataan mitäkin tuotekoodinimiä (Kuva 23).
Kuva 23. Laskutuspäätöstarkastelu tuotekoodinimen osalta
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Erikoisalojen osalta katsottiin laskutushintojen yhteenlaskettuja summia ja lukumääriä
(Kuva 24). Tämän perusteella voitiin nähdä eniten laskutettavat erikoisalat.
Kuva 24. Laskutushinta ja laskutushinnan lukumäärät erikoisaloittain
Edellä olevaa tarkastelua tehtiin myös sukupuolien osalta ja huomattiin, että melkein
kaikilla erikoisaloilla on ollut asiakkaina miehiä ja naisia (Kuva 25).
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Kuva 25. Sukupuolijakauma erikoisaloittain laskutushinnan osalta
PowerPivotin avulla voitiin tunnistaa kymmenen laskutetuinta tuotekoodia, jotka ovat
DRG-tuotteiden alla. Nämä voitiin järjestää laskevaan järjestykseen suurimmasta pie-
nimpään (Kuva 26).
Kuva 26. Kymmenen eniten laskutetuinta tuotekoodia laskevassa järjestyksessä
Eniten laskutetut tulonsaavayksiköt pystyttiin myös listaamaan PowerPivotin avulla.
Tulonsaavayksiköt listattiin laskevaan järjestykseen eniten laskutuksia tekevien tulon-
saavayksiköiden perusteella (Kuva 27).
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Kuva 27. Eniten tulonsaavat yksiköt laskutushinnan osalta
Raportoinnin kautta tunnistettiin kalleimmat DRG-tuotteet ja kuinka niiden kirjautu-
minen jakautuu esimerkiksi erikoisaloittain, tuotekoodinimittäin ja maksajakunnittain.
Saaduista tuloksista tunnistettiin joitakin poikkeuksia, jotka käytiin läpi yhteyshenki-
lön kanssa. Laskutuspäätöksen Pivot-taulu toimitettiin lopuksi KYS:n yhteyshenki-
lölle.
4.2.2 Suoritetaulu
PowerPivot mahdollisti yli neljän miljoonan rivin suoritedatan tarkastelun.  Laskutus-
päätösdatan ja suoritedatan välinen yhteys muodostuu laskutuspäätös numeron kautta,
koska yksi laskutuspäätös koostuu useista suoriteriveistä. PowerPivotissa tapahtuva
tarkastelu suoritettiin muutamien ominaisuuksien osalta, hieman vastaavalla tavalla
kuin laskutuspäätöksessä.
Aluksi tarkasteltiin, kuinka laskutettuhinta jakautuu suoritelajeittain. Lisäksi tarkaste-
lua pystyttiin kohdistamaan tarvittaessa tuotelajeihin, ikäryhmiin, sukupuoliin ja suo-
ritekoodi nimiin (Kuva 28).
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Kuva 28. Suoritelajeittain tarkastelu lasketettuhintaa
Laskutettuhintaa tarkasteltiin myös suoritekoodinimien osalta. Suoritekoodinimi puut-
tui useista kohdista, jolloin tarkasteltiin, mitä suoritekoodeja sisältyi tyhjään suorite-
koodinimeen. Pääasiassa suoritekoodinimi puuttui erilaisista laboratoriotutkimuksista.
Suoritekoodi löytyy jokaisesta suoritteesta, mutta suoritekoodinimeä ei löydy (Kuva
29).
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Kuva 29. Suoritekoodi nimien tarkastelu laskutettuhinnan osalta
Raportoinnin tuloksena tunnistettiin eniten kustannuksia muodostavat tuotekoodini-
met DRG-tuotteista, eniten laskutusta tuottavat erikoisalat ja tulonsaavat yksiköt. Tar-
kastelua pystyttiin tekemään erittäin tarkalla tasolla, jopa yksilötasoinen tarkastelu oli
mahdollista PowerPivotin avulla.
4.3 Laskutusdatan ennakointiesimerkkejä ja toimenpide-ehdotuk-
sia
Laskutusdataa käsiteltiin ns. ohjaamattoman koneoppimisen menetelmällä (kluste-
rointi), joka soveltuu datajoukon kuvailuun. Microsoftin versio klusteroinnista mah-
dollistaa myös ennakoivan mallin luomisen, vaikka yleensä klusterointia ei käytetä
ennakointiin. Microsoft on muokannut klusterointimenetelmää niin, että datajoukko
voidaan jakaa opetus- ja testausjoukkoon sekä voidaan valita ennakoitava ominaisuus.
Klusterointia (Luku 4.3.1) käytettiin projektissa ilman ennustettavaa ominaisuutta ja
klusteroinissa käytettiin koko datajoukkoa. Klusteroinnin tarkoituksena oli kuvailla
laskutusdataa. Klusterointiin otettiin mukaan vain laskutuspäätöstaulu ja sellaiset omi-
naisuudet, joissa ei ollut puuttuvia arvoja (null). Ominaisuudet pyrittiin valitsemaan
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niin, että klustereiden sisältö olisi mahdollisimman helposti ymmärrettävissä ja ha-
vainnollinen.
Assosiaatioanalyysiä (Luku 4.3.2) käytettiin toisena menetelmänä, joka kuuluu ohjaa-
mattomiin koneoppimisen menetelmiin. Microsoftin kehittämässä versiossa assosiaa-
tiosta täytyy valita ennakoitava ominaisuus ja yleensä tällöin kyseessä on ohjattu ko-
neoppimisen menetelmä. Ennakoitavan ominaisuuden lisäksi datajoukko täytyy jakaa
testaus- ja opetusjoukkoon. Laskutusdatasta lähdettiin etsimään assosiaatiosääntöjä
ennakoimalla tuotekoodinimeä. Syötteeksi valittiin suoritetaulusta suoritekoo-
diominaisuus. Assosiaatiosääntöjen avulla tarkasteltiin, millaisia suoritekoodeja liittyy
tuotekoodinimiin.
Mallien muodostamisessa käytettävä prosessi on suoraviivainen riippumatta käytettä-
västä algoritmista. Aluksi määritellään, millaista datalähdettä mallin muodostamisessa
käytetään. Datalähteenä voidaan käyttää joko relaatiotietokantaa tai kuutioita. Seuraa-
vassa vaiheessa valitaan käytettävä algoritmi. Microsoft tukee yhdeksää tiedon-
louhinta-algoritmia, jotka ovat Microsoftin muokkaamia. Kolmannessa vaiheessa luo-
daan tietokantayhteys, jolloin määritetään tietolähde (data source) ja käyttäjäntunnis-
tusmenetelmä palvelimelle. Viimeisessä vaiheessa käyttäjä generoi käytettävän tieto-
lähdenäkymän (data source view), jossa määritellään tarkemmin, mitä tietokantaa ja
tietokantatauluja projektissa tullaan käsittelemään.
Mallissa käytettävät ominaisuudet valitaan seuraavaksi. Yleensä malliin täytyy valita
käytettävä avainominaisuus, syöteominaisuudet ja ennakoitava ominaisuus. Analysis
Services tukee automaattisia toimintoja ominaisuuksien valintaa tehtäessä ja ominai-
suuksien tietotyyppejä tunnistettaessa, joita voi käyttää apuna mallia luotaessa. Vii-
meisenä määritellään testausjoukon koko, jonka voi määrittää prosentteina käytettä-
västä datajoukosta tai lukumäärällisesti, kuinka monta tapausta suurimmillaan käyte-
tään testaukseen. Mallin voi nimetä lopuksi haluamallaan tavalla. Malli vaatii aluksi
tietolähteen (data source) ja tietolähdenäkymän (data source view) luomisen, jotta
malli voidaan luoda tiedonlouhintarakenteessa (mining structure) (Kuva 30).
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Kuva 30. Solution Explorer Analysis Service
4.3.1 Klusterointi
Klusterointi tehtiin laskutuspäätöstaulun osalta niin, että valittiin ominaisuuksia, joissa
ei ilmennyt puuttuvia arvoja. Valitut ominaisuudet olivat erikoisalan nimi, ikäryhmä,
maksajan nimi, sukupuoli ja tuotelajin nimi. Klusterointia voidaan tehdä useamman
ominaisuuden mukaan ja erilaisten klusterointialgoritmin avulla.
Klusteroinnissa käytettiin oletusasetuksista poikkeavia algoritmin asetuksia, koska
koko datajoukko haluttiin klusteroida. Microsoft mahdollistaa erilaisten parametrien
antamisen algoritmeille, mutta niiden käyttäminen on hieman hankalaa. Mallia luo-
dessa järjestelmä ei koskaan kysy algoritmin parametreja, vaan käyttää aina oletusase-
tuksia. Algoritmin parametreja pääsee tarkastelemaan erillisen valikon kautta (Kuva
31). Käytettävyyden kannalta tällainen menettelytapa ei ole hyvä. Parametreja ei voi
muuttaa suoraan mallin luomisen yhteydessä, koska niitä ei näytetä käyttäjälle.
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Kuva 31. Microsoft SSAS algoritmin parametriasetukset
Aluksi oli hyvin vaikea ymmärtää, miksi klusterointialgoritmi ei käyttänyt koko data-
joukkoa klusterointiin, vaan otti tietyn kokoisen otoksen datajoukosta, jonka lopulta
klusteroi. Lopulta selvisi, että algoritmin parametreja pystyi muuttamaan valikon
kautta ja klusterointimenetelmiä on kaksi erilaista. Laskutusdata on klusteroitu ei-
skaalautuvalla K-mean algoritmilla, joka klusteroi koko datajoukon (Kuva 32).
Kuva 32. Klusteroinnin parametrit
Analysis Services tekee oletuksena kymmenen klusteria, joihin tarkasteltavat ominai-
suudet sijoitetaan. Klustereiden lukumäärää voidaan tarvittaessa muuttaa algoritmin
parametreista. Vasemmassa laidassa näkyy ominaisuuden nimi ja seuraava sarake
näyttää ominaisuuden data-alkion nimen sekä värin (Kuva 33).
41
Kuva 33. Klusterointi laskutuspäätöksestä
4.3.2 Assosiaatio
Assosiaatiosääntöjä lähdettiin etsimään tuotekoodin nimiin liittyen. Tuotekoodin nimi
ominaisuus oli sellainen, jossa ei ollut puuttuvia arvoja. Tarkoituksena oli tunnistaa
millaisia assosiaatiosääntöjä laskutusdatasta löytyisi tuotekoodinimen ja suoritekoodin
osalta, eli kuinka suoritekoodit liittyvät tuotekoodin nimiin. Mallissa käytettiin suoda-
tinta (filter) niin, että vain DRG-tuote ominaisuuden tuotekoodinimet olivat tarkastel-
tavana. Microsoft Analysis Servicellä generoitiin assosiaatiomalli ja testausjoukoksi
otettiin 15 prosentti koko datajoukosta.
Assosiaatiomallin luominen tapahtui pitkälti samalla tavalla kuin klusteroinnissa. As-
sosiaatiossa tuli valita ennakoitava (predict) ominaisuus, jota ei klusteroinnissa valittu.
Ennakoitavaksi ominaisuudeksi valittiin tuotekoodinimi-ominaisuus. Assosiaatioalgo-
ritmin parametreja ei tarvinnut tässä tapauksessa erikseen muuttaa, vaan voitiin käyttää
oletusasetuksia.
Analysis Services esittää säännöt listauksena, jossa vahvimmat säännöt ovat ensim-
mäisenä. Listalla näkyy esimerkin omaisesti ensimmäiset noin 20 sääntöä (Kuva 34).
Mallissa käytettiin suoritekoodia, joka hieman vaikeutti sääntöjen ymmärtämistä suo-
raan Analysis Servicen kautta. Tuloksessa ensimmäinen sarake on todennäköisyys
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(probability), joka kertoo säännön esiintymisestä datajoukossa. Toinen sarake on sään-
nön merkitsevyys (importance), joka kertoo kuinka suuri merkitys säännöllä on data-
joukossa.
Kuva 34. Tuotekoodinimen assosiaatiosäännöt
Saatua tulosta selvennettiin hakemalla Microsoft SQL Serveriltä SQL-haun avulla
suoritekoodien nimet (Kuva 35). Ensiksi esitetään haettu suoritekoodin nimi, suluissa
on suoritekoodi ja viimeisenä tuotekoodin nimi. Ensimmäinen sääntö voidaan tulkita
seuraavalla tavalla. Yleensä suoritekoodi nimellä valvottu lääkehoito liittyy tuotekoo-
diin nimeltä psyykkinen sairaus, lyhyt hoito ilman merkittävää toimenpidettä.
Kuva 35 Suoritekoodien nimet lisätty assosiaatiosääntöihin
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Ennakoivien mallien muodostaminen laskutusdatasta osoittautui erittäin vaikeaksi.
Ensimmäinen ongelma oli puuttuvat arvot, joiden korvaamista olisi pitänyt miettiä asi-
antuntijoiden kanssa. Suoraan puuttuvien arvojen korvaaminen esimerkiksi arvolla 0,
ei olisi ollut järkevää. Suurimmaksi osaksi puuttuvia arvoja oli ominaisuuksissa, jotka
toimivat koodien selitteinä kuten suoritekoodin nimi. Analysis Servicen avulla voi-
daan muodostaa muuttuja, joka tarkastaa, millainen suoritekoodi on kyseessä ja lisää
oikean arvon puuttuvaan suoritekoodinimeen. Toinen merkittävä ongelma oli hoito-
jaksojen ja hoitopäivien erottaminen ja puuttuminen. Laskutusdatan osalta ajateltiin,
että yksi laskutuspäätös on asiakkaan tekemä käynti sairaalassa. Näin ei aina ole, joten
käyntien lukumäärä ei voida tarkasti saada laskutusdatasta. Laskutusdataan olisi pitä-
nyt lisätä tarkemmat tiedot hoitojaksoista ja hoitopäivistä, jos näitä olisi haluttu käyttää
mallintamisessa. Lisäksi tarkemmat toimenpidetiedot olisivat auttaneet mallien muo-
dostamisessa. Laskutusdatan vierelle pitää tuoda tarkempaa toimenpidedataa mahdol-
lisesti eri tietokannasta.
Tulevaisuudessa voisi olla hyvinkin mielenkiintoista tutkia tarkemmin laskutusdatan
sisältöä ja yhdistää siihen tarkempaa toimenpidedataa. Näin voitaisiin jo päästä muo-
dostamaan sellaisia malleja, jotka mahdollisesti ennakoisivat, tuleeko potilaasta kallis.
PowerPivot mahdollisti myös erilaisten slicer-suodattimien käytön. Slicerit toimivat
visualisoinnin lisänä, joiden avulla nähtiin suoraan esimerkiksi mihin erikoisaloihin
tuotekoodi nimi liittyi. Slicerit ovat todella hyödyllisiä, kun tehdään raportointia. Sli-
cereiden avulla voidaan myös tehdä monipuolista datajoukon suodatusta ja tarkastella
tietyn tai tiettyjen ominaisuuksia jakautumista. PowerPivot on hyödyllinen raportoin-
nin toteuttamisessa, mutta soveltuu myös monipuolisuutensa ansioista datajoukon ku-
vailemiseen, erityisesti numeerisen datajoukon osalta.
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5 Pohdinta
Kun ennakointia tarkastellaan liiketoiminnan näkökulmasta, niin se voi tapahtua mal-
linteiden tai matemaattisen mallin avulla. Lisäksi ennakointia voidaan tehdä datasta
muodostettujen liipaisimien (triggers) pohjalta. Esimerkiksi, liipaisinpohjaista enna-
kointia voi olla se, että kerran vuorokaudessa sairaalan potilaskertomusten sisältö tar-
kistetaan hyödyntäen sääntöjä (sisällön kategorisointi), jotka on muodostettu potilas-
kertomuksissa esiintyvien termien perusteella, ja manuaaliseen tarkastukseen listataan
potilaat, joiden potilaskertomuksissa on esiintynyt liipaisinkynnyksen ylittäviä termi-
kombinaatioita. Tässä tutkielmassa ei käsitelty liipaisinpohjaista ennakointia (sisällön
kategorisointi), joka voisi sijoittua raportoinnin ja ennakoinnin välimaastoon (Kuva
36). Tässä tutkielmassa käsiteltiin muistipohjaiseen analytiikkaan (in-memory analy-
tics) liittyvää semanttista mallia, jonka pohjalta Microsoftin PowerPivot-työkalulla
voitiin raportoida liiketoiminnalle merkityksellisiä asioita.
Kuva 36. Koko dataan pohjautuva raportointi ja otoksiin pohjautuva ennakointi
Datapohjaiseen päätöksentekoon voidaan pyrkiä jo hyvän raportoinnin pohjalta.
Koska teknologia mahdollistaa koko datan käsittelyn, niin otospohjaisten ja opetetta-
vien matemaattisten mallien käyttötarve voi tulevaisuudessa vähentyä – ei tarvitse
tehdä johtopäätöksiä tai yleistyksiä otospohjaisesti. Jatkotutkimuskohteina liipaisin-



















Ennakoivan mallintamisen toteuttaminen ei ole vain yhden henkilön projekti, vaan se
vaatii useamman ammattilaisen osaamista. Datatieteilijä (data scientist) tarvitsee avuk-
seen liiketoimintaa tuntevia henkilöitä. Ennakointia tehtäessä on ymmärrettävä miten
ja mistä käytettävä data koostuu. Liiketoimintaan liittyvän datan asiantuntija kykenee
arvioimaan, kuinka puuttuvien tai poikkeavien arvojen kohdalla kannattaisi menetellä.
Liiketoiminnasta vastaava henkilö kykenee arvioimaan malleista saatujen tulosten oi-
keellisuutta ja muodostamaan avainkysymyksiä yhteistyössä datatieteilijän kanssa.
Avainkysymyksien avulla voidaan ohjata toimintaa tai esimerkiksi ratkaisuja liiketoi-
minnan haasteisiin.
Laskutusdatan ennakointi osoittautui erittäin vaativaksi tehtäväksi. Microsoftin Ana-
lysis Services ei ollut ennestään tuttu. Analysis Servicen käytön oppiminen vei paljon
aikaa ja usein toimintojen löytäminen vaati dokumentaatioiden perusteellista luke-
mista. Liiketoimintakäyttäjän näkökulmasta ajateltuna Analysis Services ei ole kovin
helposti lähestyttävä. Esimerkiksi algoritmien parametreja ei kysytä käyttäjältä malleja
tehtäessä missään vaiheessa ja niiden löytäminen oli alussa todella hankalaa. Mallien
muodostaminen ei ollut erityisin hankalaa, mutta niiden käyttö vaati selkeästi doku-
mentaatioiden lukemista. Analysis Servicen tuottamat tulokset olivat visuaalisesti in-
formatiivisia, mutta tulkinnassa täytyi tukeutua jälleen dokumentteihin. Tästä johtuen
en kokenut Analysis Servicen käyttöä helpoksi.
Ennakoivan mallintamisen hyödyntäminen ei ole sidoksissa vain tiettyyn liiketoi-
minta-alaan. Ennakoivaa mallintamista tullaan tulevaisuudessa tekemään varmasti
useilla aloilla. Uskon, että erityisesti terveydenhuollossa ennakointi tulee lisäänty-
mään. Erilaisten sovellusten ja palveluiden kehittäminen ennakointia hyödyntämällä
voi muuttaa terveydenhuollon toimintaa merkittävästi.
46
Viitteet
Ahlemeyer-Stubble, A. & Coleman, S. (2014) A Practical Guide to Data Mining for
Business and Industry. John Wiley & Sons, Ltd.
Baesens, B. (2014) Analytics in a  big data world: The essential guide to data science
and its applications. John Wiley & Sons, Ltd.
Barton, D. & Court, D. (2012) Making Advanced Analytics Work For You. Harward
business review 90 (10). ss. 78 – 83.
Berry, M. J. & Linoff, G. S. (2011) Data Mining Techniques: For Marketing, Sales,
and Customer Relationship Management. Wiley Publishing, Inc.
CJC (2014) Criminal Justice Commission. The Public Safety Checklist for Oregon.
https://risktool.ocjc.state.or.us/psc/ (10.6.2014).
Dean, J. (2014) Big data, data mining and machine learning: Value creation for busi-
ness leaders and practitioners. John Wiley & Sons, Inc.
Eckerson, W. W. (2007) Predictive Analytics: Extending the Value of Your Data
Warehousing Investment. First Quarter 2007 TDWI Best practices report.
http://www.sas.com/events/cm/174390/as-
sets/102892_0107.pdf (16.5.2014)




Hair Jr, J. F. (2007) Knowledge creation in marketing: the role of predictive analytics.
European Business Review 19 (4), ss. 303 – 315.
Hidalgo, B. & Goodman, M. (2013) Multivariate or Multivariable Regression? Am J
Public Health 103 (1).
47
Hotti, V., Gain, U., Lintula, H, Puumalainen A. & Salomaa, H. (2014) Construction of
business-driven capta processing. Accepted to be published in the 3rd Virtual Interna-
tional Conference on Advanced Research in Scientific Areas (ARSA-2014) Slovakia,
December 1 - 5, 2014.
IBM (2014) 4 Vs of big data? IBM, The Big Data and Analytics hub,
http://www.ibmbigdatahub.com/infographic/four-vs-big-data
(15.5.2014).
Kononenko, I. & Kukar, M. (2007) Machine Learning and Data Mining: Introduction
to Principles and Algorithms. Horwood Publishing Chichester, UK.
Kuhn, M. & Johnson, K. (2013) Applied Predictive Modeling. Springer.
Larson, B. (2012) Delivering Business Intelligence with Microsoft® SQL Server® 2012
Third Edition. The McGraw-Hill Companies.
Microsoft. (2014a) Microsoft Naive Bayes Algorithm. Microsoft Developer Network.
http://msdn.microsoft.com/en-us/library/ms174806.aspx
(4.11.2014).
Microsoft. (2014b) Testing and validation (Data mining). Microsoft SQL Server.
http://technet.microsoft.com/en-us/li-
brary/ms174493%28v=sql.110%29.aspx  (4.11.2014).
Microsoft. (2014c) Training and testing data sets. Microsoft SQL Server.
http://technet.microsoft.com/en-us/li-
brary/bb895173%28v=sql.110%29.aspx (4.11.2014).
Microsoft. (2014d) Excel specification and limits. Microsoft Office. http://of-
fice.microsoft.com/en-us/excel-help/excel-specifications-
and-limits-HP010342495.aspx (9.11.2014).




Microsoft.  (2014f)  Profit  Chart  (Analysis  Services  -  Data  Mining).  Microsoft  SQL
Server. http://technet.microsoft.com/en-us/li-
brary/cc645870%28v=sql.110%29.aspx (23.11.2014).
Microsoft. (2014g) Classification Matrix (Analysis Services - Data Mining). Microsoft
SQL Server. http://technet.microsoft.com/en-us/li-
brary/ms174811%28v=sql.110%29.aspx (23.11.2014).
Siegel, E. (2013) Predictive Analytics: The Power to Predict Who Will Click, Buy, Lie,
or Die. John Wiley & Sons, Inc., Hoboken, New Jersey.
Sukkala, T., Kohvakka, J. & Kohvakka, J. (2011) KappaInvoice tekninen dokumentti.
Istekki Oy.
Tähtinen, J., Laakkonen, E. & Broberg, M. (2011) Tilastollisen aineiston käsittelyn ja
tulkinnan perusteita. Turun yliopiston kasvatustieteiden laitos ja Opettajankoulutus-
laitos, Turku.
Vesset, D. & Morris, H. D. (2011) The Business Value of Predictive Analytics. IDC
Analyze the Future. http://www.spss.com.ar/MKT/Pro-
mos/2012/0612_PA/0612_businessvalue_PA.pdf (16.5.2014).
Wu, J. & Coggeshall, S. (2012) Foundations of Predictive Analytics. CRC Press,
Taylor & Francis Group, Florida.
