During Carrington rotation (CR) 2107, a fast coronal mass ejection (CME; >2000 km s −1 ) occurred in active region NOAA 11164. This event is also associated with a solar energetic particle event. In this study, we present simulations of this CME with one-temperature (1T) and two-temperature (2T: coupled thermodynamics of the electron and proton populations) models. Both the 1T and 2T models start from the chromosphere with heat conduction and radiative cooling. The background solar wind is driven by Alfvén-wave pressure and heated by Alfvén-wave dissipation in which we have incorporated the balanced turbulence at the top of the closed field lines. The magnetic field of the inner boundary is set up using a synoptic map from Solar Dynamics Observatory/ Helioseismic and Magnetic Imager. The Titov-Démoulin flux-rope model is used to initiate the CME event. We compare the propagation of fast CMEs and the thermodynamics of CME-driven shocks in both the 1T and 2T CME simulations. Also, the synthesized white light images are compared with the Solar and Heliospheric Observatory/ Large Angle and Spectrometric Coronagraph observations. Because there is no distinction between electron and proton temperatures, heat conduction in the 1T model creates an unphysical temperature precursor in front of the CME-driven shock and makes the shock parameters (e.g., shock Mach number, compression ratio) incorrect. Our results demonstrate the importance of the electron heat conduction in conjunction with proton shock heating in order to produce the physically correct CME structures and CME-driven shocks.
INTRODUCTION
Coronal mass ejections (CMEs) are a major source of potentially destructive space weather conditions, in which 10 15 -10 16 g of plasma is ejected from the Sun with a kinetic energy of order 10 31 -10 32 erg (Hundhausen 1993) . Fast CMEs can drive shocks in the heliosphere (e.g., Sime & Hundhausen 1987; Vourlidas et al. 2003; Vourlidas & Ontiveros 2009 ) that are believed to be responsible for gradual solar energetic particle (SEP) events (e.g., Reames 1999) . The SEPs can pose major hazards for the spacecraft and human life in outer space. Therefore, understanding CME and CME-driven shock dynamics is critical for space weather forecast. However, due to the limitations of observations (e.g., temporal and spatial resolution, sensitivity, etc.), it is very hard to test and verify our theories about CMEs and CME-driven shocks solely from the observations. Global magnetohydrodynamic (MHD) simulation provides a great tool to investigate the CME-related phenomena in detail.
There are three major physical processes for energy balance in the solar corona (SC): coronal heating, thermal conduction, and radiative cooling. The coronal heating is still an open issue of solar physics at this moment. Many numerical models addressed this issue by using empirical heating functions (e.g., Mikić et al. 1999; Groth et al. 2000) , or variable adiabatic index (e.g., Wu et al. 1999; Roussev et al. 2003b; Cohen et al. 2007; Jacobs & Poedts 2011) . Although these assumptions can reproduce many observational features (e.g., EUV images, 1 AU in situ plasma parameters), the assumptions limit the physical self-consistency of the simulation. When shocks are present in the simulation, the variable adiabatic index assumption alters the jump conditions, therefore leading to an unrealistic shock structure. Inspired by observed wave-like phenomena, there are other models that address the heating term by mimicking Alfvén-wave dissipation (e.g., Usmanov et al. 2000; Suzuki 2006; Evans et al. 2009; van der Holst et al. 2010) . The advantage of this type of model is fewer free parameters in the simulation and therefore a more physically self-consistent solution. Sokolov et al. (2013) further implemented balanced Alfvén-wave turbulence at the top of closed field lines in the global three-dimensional (3D) MHD simulations. For the thermal conduction, most of the models use the Spitzer form of heat conduction (Spitzer 1962 ) for near-Sun plasmas. For models that extend to the chromosphere, the radiative cooling process should be considered (Lionello et al. 2009; Downs et al. 2010) . How to treat these processes in the simulation is very important and can lead to different thermodynamic evolution. Pomoell & Vainio (2012) simulated CMEs with different heating functions. They found that CMEdriven shocks can be significantly altered by different heating prescriptions. Shiota et al. (2005) found that the heat conduction is important for reproducing the observational features in the MHD simulation of CMEs.
Although the complexity keeps increasing, most of the global MHD models assume a single temperature for all particle species. However, this assumption is not valid for the heliospheric plasmas. A better approximation is to solve two separate energy equations for the electrons and protons, so that they may have distinct temperatures. Van der Holst et al. (2010) developed the first global two-temperature (2T) solar wind model that incorporates these electron and proton thermodynamic effects. This treatment will dramatically change the thermodynamics of the MHD simulation. Near the Sun, the electrons and protons are coupled by Coulomb collisions due to the high density. With the decrease in the density away from the Sun, the electrons and protons will gradually decouple and attain different temperatures because of a variety of physical processes that are dependent on particle mass. First, the thermal velocity of electrons is more than ∼40 times greater than that of protons so that the heat conduction by electrons completely dominates that of protons, which is thus omitted in our model. Second, Alfvén waves primarily heat protons by Kolmogorov dissipation (Hollweg 1986 ). Third, CME-driven shocks (∼100-3000 km s −1 ) are supersonic only with respect to the proton thermal speed (c p ∼100 km s −1 ). Therefore, protons are shock-heated while electrons are not (c e ∼5000 km s −1 ). This work follows the first one-dimensional (1D) 2T CME-driven shock model of Kosovichev & Stepanova (1991) , in which the authors found that the ion temperature can reach 5 × 10 7 K and may exceed the electron temperature by more than an order of magnitude for strong shocks. Based on the model of van der , Manchester et al. (2012) analyzed CMEs in 2T corona and found very different thermodynamical evolution between electrons and protons. The protons are heated by the shock to 20 MK and form a hot sheath region, while the electron temperature only achieves ∼10% of the maximum proton temperature. In addition, the field-aligned heat conduction causes a shock precursor in the electron temperature. A more detailed description about the temperature features of the shock wave in a plasma can be found in Zel'dovich & Raizer (2002) . A recent application in the multi-material radiation hydrodynamics shows these temperature features in the high energy density regime .
In this study, we will investigate the thermodynamical differences between one-temperature (1T) and 2T CME/CME-driven shocks based on a newly developed Alfvén Wave Solar Model (AWSoM; Sokolov et al. 2013; R. Oran et al. 2013, in preparation) . Similar to that of van der Holst et al. (2010) , this model employs Alfvén wave damping to heat the corona and describes separate electron and proton temperatures with electron heat conduction. Sokolov et al. (2013) further developed the model by incorporating the balanced turbulence at the top of the closed field lines and by extending it down to the chromosphere and including radiative cooling.
The CME simulations described here are based on the CME event that occurred on 2011 March 7. We initiate the CME by implementing a Titov-Démoulin (TD) flux rope in the steady state solar wind. The flux rope erupts due to the initial state of force imbalance. The synthesized white light images of 1T and 2T CMEs are compared with Solar and Heliospheric Observatory (SOHO)/Large Angle and Spectrometric Coronagraph (LASCO) observations. Based on the simulation results, we emphasize the importance of a 2T model for CME simulations. The paper is organized as follows. In Section 2, we describe the background solar wind model as well as the CME initiation model we used. The 1T and 2T CME comparison results are shown in Section 3, followed by the summary and conclusion in Section 4.
MODELS
This study is based on the Space Weather Modeling Framework developed in the Center for Space Environment Modeling, which provides a high-performance computational capability to simulate the space weather environment from the upper solar atmosphere to the Earth's upper atmosphere and/or the outer heliosphere (Tóth et al. 2005 . The framework contains several components that represent the different physical domains of the space environment and each component can have multiple models available. In this study, we use the SC and Eruptive Event Generator (EE) components. The SC component is used to obtain the background solar wind solution with the newly developed AWSoM model (Sokolov et al. 2013) and is solved by Block-Adaptive-Tree-Solarwind-Roe-Upwind-Scheme (BATS-R-US) code (Powell et al. 1999) . The inner boundary condition of magnetic field is specified by a synoptic map obtained from the Helioseismic and Magnetic Imager (HMI) instrument on board the Solar Dynamics Observatory (SDO) spacecraft (Schou et al. 2012 ). The polar field correction for this map is done with a two-dimensional (2D) third-order polynomial spatial fitting of available data above 60
• (Sun et al. 2011) . The initial magnetic field configuration is calculated by the Potential Field Source Surface model using a finite difference method . The Alfvén wave turbulence is launched at the inner boundary and scaled with the surface magnetic field. In the open field line region, the solar wind is heated by Kolmogorov wave dissipation. At the top of the closed field lines, balanced turbulent cascade is dominant.
The governing equations for the 2T model can be summarized as below (see also in Sokolov et al. 2013) :
where ρ is the mass density; u is the velocity; r is the radial distance from the center of the Sun; G is the gravitational constant; M is the mass of the Sun; p e and p p represent the electron and proton pressures; w ± are the Alfvén wave energy densities propagating along and against the magnetic field direction; B is the magnetic field; γ = 5/3 is the adiabatic index; τ pe is the characteristic time of collisional energy exchange between the electrons and protons; q e is the electron thermal heat flux; Q rad represents the radiative loss; Q w = Γ + w + +Γ − w − represents the wave dissipation; u A = B/ √ μ 0 ρ is the Alfvén wave speed; Γ ± is the dissipation rate coefficient; α represents the wave dissipation energy partition between the electrons and protons. The ± sign represents the two Alfvén waves propagating in opposite directions along the magnetic field lines. The 2T model separates electron and proton temperatures by solving different energy equations while the two species are coupled by Coulomb collisions. The equations are solved in conservative form such that all dissipated energy from shocks is converted to proton thermal energy. The conservative form of the energy equation can be expressed as
where
This proton heating is the physically correct approximation since the thermal speed of protons (c p ∼ 100 km s −1 ) is much less than that of electrons (c e ∼ 5000 km s −1 ) so that only the protons are shocked, while the electrons are only heated adiabatically and due to the proton-electron energy exchange.
The characteristic time of collisional energy exchange can be calculated based on the following equation:
n e e 4 √ m e ln Λ
where m p , m e , n e , and T e are the proton mass, electron mass, electron density, and electron temperature, respectively. e, 0 , and k B are the electron charge, permittivity of free space, and Boltzmann's constant, respectively. ln Λ is the Coulomb logarithm. In this study, we assume a spatially uniform value of 20. For the 1T model, there is only one energy equation with thermal heat conduction, radiative loss, and wave heating:
The wave dissipation rate calculation is based on the following form:
The derivation of the formula can be found in Sokolov et al. (2013) . C refl is the wave reflection coefficient that specifies the ratio of the reflected wave amplitude to the bulk wave amplitude. In the coronal holes and the bottom of closed field lines, the onset of turbulence cascade is due to wave reflection while at the top of the closed field line regions, the turbulent cascade is balanced. Also, we distribute 40% of the Alfvén wave dissipation energy to heat electrons (α = 0.4; Jin et al. 2012 ) in the 2T model as suggested by Breech et al. (2009) from Ulysses data. The model starts from the upper chromosphere with a fixed temperature, T = 50,000 K, and n = 2 × 10 17 m −3 . Also, Spitzer electron heat conduction and radiative cooling are included. In this study, we assume the collisional formulation of the Spitzer heat flux:
where κ e ≈ 9.2 × 10 −12 W m −1 K −7/2 . The heat conduction flux of protons is neglected in the model, since many investigations suggest a much smaller proton heat conduction coefficient than for electrons (e.g., Braginskii 1965; Sandbaek & Leer 1995; Olsen & Leer 1996) . Cranmer et al. (2009) found the difference between the heating rates of the models with and without proton heat conduction is less than 5%. Note that the Spitzer heat conduction formula no longer applies beyond 10 R when the plasma becomes collisionless (Landi & Pantellini 2003) . Therefore, in this study, the heat conductivity is prescribed to smoothly go to zero beyond 10 R .
The radiative losses are estimated based on the optically thin plasma assumption:
The loss function, Λ(T e ), is calculated using the CHIANTI version 7.1 radiative loss routines (Landi et al. 2013 ).
We first obtain a steady state solar wind solution for CR2107. A spherical grid is used in the simulation that reaches 24 R . In total, 5.5 × 10 4 blocks are used with 5.3 × 10 6 cells. Adaptive mesh refinement is performed to resolve the heliospheric current sheet. We obtain the solutions for both the 1T and 2T models. In Figure 1 , we show the steady state solar wind speed of a meridional slice at X = 0. In the left panel of Figure 1 , the black line shows the block boundary and the white line shows the cell boundary. The smallest cell is ∼0.003 R (i.e., about 2100 km) in the radial direction and ∼0.02 R in the angular direction near the Sun. The largest cell is ∼0.5 R near the outer boundary. In 1T model, the fast wind speed reaches ∼700 km s −1 which is 100 km s −1 slower than the 2T model solution. The velocity difference is due to the heat conduction. In the 2T model, the dissipated proton energy cannot effectively conduct back to the Sun, therefore more energy can be transferred to accelerate the solar wind. However, the solutions near the Sun are very close for the 1T and 2T models. In the right panel of Figure 1 , the solar wind speed within 4 R is shown with selected magnetic field lines in white. Toward solar maximum, the configuration of the magnetic field is much more complex than during solar minimum conditions. In Figure 2 , we show the solar wind temperature for 1T and 2T models. The left panel of Figure 2 shows the temperature of the 1T model. The middle and right panels of Figure 2 show the 2T electron and proton temperatures, respectively. The proton temperature in the 2T model reaches 4 MK in the streamer belt regions and coronal holes. Because both wave heating and electron heat conduction are applied to the single fluid in the 1T model, the resulting temperature structure resembles the electron temperature in the 2T model.
The EE component is used to initiate the CME event. Here, we use the TD analytical flux rope model (Titov & Démoulin 1999) , with which the flux rope will eject due to force imbalance after implementation. The TD flux rope model has been successfully used to simulate CMEs in many studies (e.g., Roussev et al. 2003a; Tóth et al. 2007; Lugaz et al. 2007; Manchester et al. 2008; Loesch et al. 2011; Evans et al. 2011) . Since the initiation mechanism of the TD flux rope model is by force imbalance of the flux rope, the initial acceleration process may not be correctly caught. However, in this study, our scientific focus is the CME/CME-driven shock propagation and thermodynamics. The usage of TD flux rope should not influence our conclusions. The location of the flux rope is chosen to match the position of the large filament that exists before the eruption, along the polarity inversion line. The left panel of Figure 3 shows the H α observation on 2011 March 7, 07:53:37 UT that is ∼12 hr before the CME. The H α image is obtained from Solarmonitor.org (Gallagher et al. 2002) . We can see the filament in AR 11164 clearly. In the right panel of Figure 3 , the position and configuration of the flux rope in the simulation are shown. The current of the flux rope is set to 2.0 × 10 12 A. The length is 60 Mm and the radius is 9 Mm. The total mass of plasma in the flux rope is set to 10 16 g, which is within the typical range of observed CME mass (Howard et al. 1985 ) and a good estimation for large ones (e.g., Jin et al. 2009 ). Based on these parameters, the total free energy included in this flux rope is calculated to be 3.9 × 10 33 erg. For this active region, the free energy of the flux rope is a bit more energetic than in reality.
RESULTS
We run the simulation for 20 minutes during which the CME propagates to ∼5 R . In order to investigate the different thermodynamics of the 1T and 2T CME, in Figure 4 we show the temperature structures on the CME propagation plane for both 1T and 2T models at T = 15 minutes. In the 1T model, we can see the heat precursor extending far beyond the CME and CME-driven shock (marked with a dashed line in Figure 4 ) to ∼10 R , beyond which the heat conduction coefficient becomes insignificant. The highest temperature inside the heat precursor and behind the shock reaches ∼10 MK. The heat precursor is caused by electron heat conduction applied to the single shock-heated fluid along open field lines. In the 2T model, we can still see the heat precursor in the electron temperature due to the energy exchange between shock-heated protons and electrons near the Sun as well as the adiabatic compression at the shock. However, the strength of the heat precursor is much smaller than in the 1T case, with the highest temperature inside the heat precursor being less than 2 MK. For the proton temperature, the shock structure is well captured. Due to the shock heating, the proton temperature reaches ∼85 MK at the shock region. Particle collisions are too infrequent to affect the large difference in the proton and electron temperatures found behind the shock. The electron and proton temperature difference was found in both the CME observations (Raymond et al. 2000; Mancuso et al. 2002) and many other astronomical collisionless shocks (e.g., supernova remnant; Michael et al. 2002) . With the increasing of the shock speed, the difference between electron and proton temperatures becomes larger. An interesting phenomenon is the high temperature structure behind the shock in the 2T model (marked as the reconnection site in Figure 4 ). This structure is caused by numerical reconnection, which in our model heats only the protons. Since the heat conduction is not applied to protons, the dissipated energy cannot transfer back to the Sun, which explains the high proton temperature. This numerical issue can be solved with a finer grid as well as using explicit resistivity for the Joule heating of the electrons in the reconnection region. However, since it is unrelated to the shock structures, we will not address it in this study.
We further show the temperature evolution along a radial line crossing the CME shock structure at 1 minute, 5 minutes, 10 minutes, 15 minutes, and 20 minutes in Figure 5 . In the 1T model, after the shock-heating starts, the heat precursor immediately propagates to ∼15 R where the heat conduction coefficient is prescribed to go to zero as the plasma becomes collisionless. The temperature then cools down with time. We notice there is a slight lift of the profiles at the front of the heat precursor. That is caused by the increased thermal relaxation time associated with the gradually decreasing heat conduction coefficient after 8 R . For the 2T model, the highest electron temperature reaches 4 MK at 5 minutes, while the proton temperature reaches ∼120 MK at the same time. The strength of the heat precursor in the 2T model is much less than in the 1T model and is mainly caused by the CME compression instead of shock-heating.
In Figure 6 , we show the evolution of various plasma parameters in the CME. In the first panel, the density evolution is shown. Comparing the 1T and 2T models, the major difference is the compression ratio. The compression ratio in the 1T model is much larger than in the 2T model (we will discuss it later in this section). Moreover, there are more density disturbances behind the shock structure in the 2T model. In the second panel, we show the velocity evolution of the CME. There is ∼500 km s −1 difference between the 1T and 2T CME speed. Since we initiate the CMEs with identical flux ropes, the energy input is the same in the 1T and 2T models. The speed difference is mainly caused by the non-radial flow in the 2T CME (we will discuss this non-radial flow later in this section). In the third panel, the local Mach number evolution is shown. As we can see, the heat precursor has a major influence on the thermodynamics of the CME-driven shock. For the 1T CME, the high temperature of the heat precursor dramatically increases the local sound speed and decreases the local Mach number in front of the CME, while this phenomenon is not seen in the 2T model.
The shock Alfvén Mach number, compression ratio, and θ Bn (the angle between the magnetic field and shock normal) are three key parameters for the diffusive shock acceleration (DSA) of SEPs (e.g., Manchester et al. 2005; Sokolov et al. 2006) . The higher shock Alfvén Mach number and higher compression ratio can result in the higher energy of the accelerated SEPs. In Figure 7 , we show shock speed and shock Alfvén Mach number for the 1T and 2T CME. Comparing 1T and 2T models, there are two major differences. First, in the 1T model, the shock has already attained maximum speed. However, in the 2T model, the acceleration process is evident. The maximum shock speeds (∼3000 km s −1 ) are similar in the 1T and 2T models. The other difference is the magnitude of the shock Alfvén Mach number. In the 2T CME, the shock achieves larger shock Alfvén Mach number than in the 1T CME. The shock Alfvén Mach number of 1T CME is ∼4-5 during the whole evolution, while in the 2T case the Alfvén Mach number is larger than ∼5 with maximum of ∼7.
In order to understand the gradual SEP events that are believed to be accelerated by the DSA mechanism, the compression ratio variation during the shock propagation is needed and usually cannot be obtained from observations (e.g., Tylka & Lee 2006) . In Figure 8 , we show the compression ratio evolution of the shocks from the 1T and 2T CME models. Based on the energy conservation across the shock, the maximum shock compression ratio in the strong shock limit is 4. For the 1T CME, the compression ratio is always larger than 4, and the maximum value reaches >10. For the 2T CME, the compression ratio is around 4 during the whole evolution. The much higher compression ratio in the 1T model is caused by the heat conduction that very effectively reduces the temperature of the plasma behind the shock, which results in compression and an increased plasma density. Therefore, although the 1T model has a higher compression ratio, it is highly unphysical. Based on the Alfvén Mach number and compression ratio comparison between the 1T and 2T CMEs, in the perspective of particle acceleration (especially by DSA), the shock formed in the 2T model can be a better accelerator than the shock in the 1T model. Figure 9 shows the 3D CME evolution for both 1T and 2T models at 5 minutes, 10 minutes, and 20 minutes after the initiation. The isosurfaces represent the radial velocity of 1000 km s −1 . The color scale on the isosurfaces shows the temperature (1T)/proton temperature (2T). The field lines are colored by the density so that we can roughly see the propagation of the CME material as well as the shock positions. The gray scale on the surface of the Sun shows the magnetic field strength. In the 1T model, the plasma is heated by the shock and cools by heat conduction to reach 15 MK at 5 minutes and gradually cools down due to the adiabatic expansion and heat conduction behind the CME-driven shock. In the 2T model, since the CME driven shocks exceed the proton sound speed, the protons are dissipatively heated by the shock and reach ∼90 MK at 5 minutes.
We notice the morphology of the CME is quite different in the 1T and 2T models after ∼10 minutes. In the 1T model, the shape of the velocity isosurface shows a radial expansion, while in the 2T model it seems that the expansion has a non-radial component. This non-radial flow is caused by the thermal pressure gradient in the CME sheath. Since the proton population is not falsely attributed electron heat conduction, the energy of shock-heated protons cannot be effectively transferred from behind the shock. Therefore, the thermal pressure and pressure gradient in the 2T model are much higher than in the 1T model. This pressure gradient pushes the plasmas poleward and causes the non-radial flows. The non-radial flows are only evident near the pole due to the simpler magnetic structure and smaller density in this region. Such non-radial CME expansion was first found from Skylab CME observations (MacQueen et al. 1986 ). With more observations available from SOHO/LASCO (Brueckner et al. 1995) , there are many event studies (e.g., Gosling et al. 1998; Gopalswamy et al. 2000) and statistical studies (e.g., St. Cyr et al. 1999; Wang et al. 2011 ). The observed non-radial flows have latitudinal dependence in that the poleward expansion is more preferred than the equator-ward expansion. Our 2T CME simulation result is consistent with these observations. Also, there are some observations suggesting that the strong magnetic field of the coronal holes can deflect CMEs (Gopalswamy et al. 2009 ). In our simulation, the field strength in the coronal hole is not strong enough compared with the pressure gradient to deflect the CMEs. One evident effect of this non-radial flow is the slower CME speed in the 2T model. The non-radial flow causes larger mass accumulation and therefore drags down the CME speed.
Since we simulate a realistic CME event, the model-data comparison can provide a general evaluation about the model performance. More importantly, the comparison between 1T and 2T model results can deepen our understanding of the thermodynamics behind the models. In Figure 10 , we show the comparison of the SOHO/LASCO C2 (1.5-6.0 R ) CME white light image with both the 1T and 2T model synthesized white light images. The color scale shows the relative intensity changes. In this study, we use TD flux rope to initiate the CME, therefore the three-component structure of the CME cannot be correctly reproduced (Illing & Hundhausen 1985) . For the TD flux rope model, the flux rope structure and erupting filament material coincide with each other. However, in the threecomponent structure, they are represented by "dark cavity" and "bright core," respectively. Instead, we will focus on the comparison of CME-driven shocks. A more comprehensive and precise comparison will be performed in a follow-up paper. For this event, the CME-driven shock has a typical "double-front" morphology (Vourlidas & Ontiveros 2009) , in which the faint front is caused by the shock and the bright front is the coronal plasma piled up at the top of the erupting flux rope. In both the 1T and 2T models, we can see the bright front. However, the faint front is not obvious in the 1T model but is evident in the 2T model. There are some fine structures behind the shock which could be related to the disturbance after the shock passing.
SUMMARY AND CONCLUSION
In this study, we simulated the fast CME event that occurred on 2011 March 7 using the newly developed AWSoM model and investigated the different thermodynamic behavior between the 1T and 2T models. In both the 1T and 2T models, the background solar wind is heated by the Alfvén wave dissipation and accelerated by the same pressure. For the 1T model, the thermal heat conduction, radiative loss, and wave heating act on the single plasma temperature. For the 2T model, we separate the energy equations for electrons and protons. The thermal heat conduction and radiative loss are only applied to the electrons, while 40% of the wave dissipation energy goes to electrons and 60% of the energy goes to protons. The electrons and protons are only coupled by Coulomb collisions. We further assume that all dissipated energy from shocks is converted to heat protons, while electrons are heated adiabatically. The thermodynamics of the CME and CME-driven shocks are analyzed in detail, especially some key parameters (e.g., shock Alfvén Mach number, compression ratio) in light of the DSA mechanism. Also, the white light observation from SOHO/LASCO is used to compare with the model synthesized images. We summarize the major findings as follows:
1. The major thermodynamical difference between the 1T and 2T models is the existence of a high temperature heat precursor in front of the 1T CME. This heat precursor is due to the heat conduction along the open magnetic field lines in front of the CME-driven shock. When separating the electron and proton temperatures, this heat precursor is greatly reduced in the 2T electron temperature because of the absence of shock heating for the electrons. 2. The fast CME-driven shock can effectively heat the plasmas. When the electron and proton temperatures are separated, the proton temperature can reach ∼120 MK at 5 minutes. In the 1T CME, the highest temperature is ∼15 MK. Our results are consistent with the 1D model results by Kosovichev & Stepanova (1991) and 3D model results by Manchester et al. (2012) . 3. The expansion of CME structures is different for the 1T and 2T models. The 1T CME shows a more radial expansion while the 2T CME shows non-radial poleward expansion at the later stage of evolution. This nonradial expansion is caused by the higher thermal pressure and pressure gradient behind the shock in the 2T model. Due to the simpler magnetic structure and more tenuous plasmas in the pole region, the non-radial flow shows poleward expansion instead of equator-ward. The magnetic strength in the coronal hole is not strong enough to deflect the CME in our simulation. 4. The shock structures reflected by the synthesized whitelight images are also different for the 1T and 2T CME. For the 2T CME, we can see the "double-front" morphology in the synthesized images while that feature is missing in the 1T CME. 5. The compression ratio of the 1T CME well exceeds the strong shock limit value of 4, while the 2T CME has a compression ratio of approximately 4 during the whole evolution. The much higher compression ratio in the 1T model is caused by the heat conduction behind the shock that cools down the plasma efficiently and allows the density to increase. 6. The 2T CME achieves a higher shock Alfvén Mach number than the 1T CME and exhibits a more gradual acceleration. Although the 1T CME has a much larger compression ratio than the 2T CME, this large compression ratio is unphysical as stated above. Therefore, our results suggest that a 2T CME-driven shock should be applied for the SEPs by the DSA mechanism in the future.
Based on the above findings, we conclude that the 1T model produces significant errors in CME-driven shocks. Because collisions are so infrequent, the electrons and protons thermally decouple on the timescale of the CME propagation. In order to produce the physically correct CME structures and CMEdriven shocks, explicit treatment of electron heat conduction in conjunction with proton shock heating is needed in the CME simulation. There are still some drawbacks for the 2T model used in this study. First, since the electron heat conduction is treated with a diffusive formulation, the heat flux can transfer with speeds higher than the electron thermal speed, which is unrealistic. In the future work, we will apply the heat flux limiter (e.g., van der Holst et al. 2011) to the electron heat conduction to prevent the extremely fast transport. Second, the Joule heating of the electrons in the reconnection region also needs to be addressed by using explicit resistivity instead of energy conservation. Third, the Spitzer heat condition is only applicable to the collision-dominated regions near the Sun. After ∼10 R , the plasmas become free-streaming due to infrequent collisions. The electron heat flux will then travel with the plasma bulk flow speed (Hollweg 1974; Canullo et al. 1996) . We will apply the collision-less electron heat conduction assumption (e.g., Lionello et al. 2001) , with which the propagation of a CME from the Sun to 1 AU can be simulated.
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