Introduction
The challenge in bivariate survival analysis usually comes from the incomplete information of the data, due to random censoring and random truncation (Wang 1991; van der Laan 1996a,b) . Such kind of data occurs in many research areas, such as medicine, economics, insurance and social sciences. Consider that a business advisory team aims to study the failures for small and medium size businesses and then further provides advices to the businesses. In such a study, the time period T 1 , from the establishment of a firm to the time of recruitment, and the time period T 2 , from the recruitment time point to bankruptcy, are of interests. The times T 1 and T 2 are subject to random censoring by certain random variables C 1 and C 2 , respectively (for example, the last follow-up). In practice, observations are also subject to random truncation. Suppose where Y k = min{T k , C k } and δ k = I[X k ≤ C k ] and the aim of this study is to estimate the bivariate survival function of (T 1 , T 2 ) under both censoring and truncation.
In this case only T 1 is subject to truncation L 1 . In some situations both T 1 and T 2 are subject to truncation L 1 and L 2 respectively. An example is in (Huang et al. 2001) , where the bivariate event times of interest are the parent's and child's ages of onset in genetic disease data and they are both right truncated at the parent's and child's ages at interview. For an affected parent-child pair to be included in the study, they have to be diagnosed with the disease before the time they are interviewed. No censoring is involved in their study.
Most existing research works (Woodroofe 1985; Keiding and Gill 1990; Wang 1991;  2 van der Laan 1996b) focused on bivariate survival analysis under either censoring or truncation. Some other existing methods dealt with bivariate survival function estimation under the scenario where one component is censored and truncated, but the other one is fully observed (Gürler 1997; Gijbels and Gürler 1998) . Bivariate survival function estimation when both components are censored and truncated has received considerable attention recently (Shen 2006 (Shen , 2007 Shen and Yan 2008) . These methods, however, used an iterative computing method which is computationally heavy. Shen (2014) used the idea in Sankaran and Antony (2007) for competing risks set up, to propose two types of estimators ad generalizations of Dabrowska and Campbell and Foldes estimators.
These estimators are easy to implement and do not require iteration. Dai and Fu (2012) proposed an estimator based on a polar coordinate transformation, which does not require iterative calculations and its large sample properties are established.
In this paper, we employ the idea in Dai and Fu (2012) and extend their methods to a class of estimators, based on different data transformations. The large sample properties of the class of estimators are also derived and a guidance of selecting good transformation functions is also provided.
The paper is organized as follows. In Section 2 the statistical models and the data transformation are discussed, the estimator is constructed and its large sample properties are provided. Then how to choose a good data transformation function is pointed out in Section 3. In Section 4, we present numerical studies for the performance of the estimator under different data transformation functions. A real data analysis is also provided in this section. Section 5 gives a discussion.
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Statistical models and data transformation
Let (T 1 , T 2 ) be the pair of non-negative random variables with bivariate cumulative distribution function and survival function F (t 1 , t 2 ) = P (T 1 ≤ t 1 , T 2 ≤ t 2 ) and S(t 1 , t 2 ) = P (T 1 > t 1 , T 2 > t 2 ), respectively. The pair of survival times (T 1 , T 2 ) is subject to right censoring by a pair of censoring times (C 1 , C 2 ), i.e. one can only observe
The pair (T 1 , T 2 ) is also subject to random left truncation by a pair of truncation times (L 1 , L 2 ), i.e. only subjects with L 1 ≤ T 1 and L 2 ≤ T 2 can be observed. Note that we focus on such type of truncation throughout this paper, which is called the type-I bivariate truncation in Dai and Fu (2012) . In practice the data may also be type-II truncated (truncation with L 1 ≤ T 1 or L 2 ≤ T 2 ), for which the proposed method in this paper can be simply extended. We denote the observed data
We assume that (T 1 , T 2 ) is independent of the censoring and truncation times, but the censoring and truncation times themselves can be mutually correlated, in the sense that we have the following joint probability function
We do not specify any parametric function for the above function G and it is estimated nonparametrically in the paper.
To develop a new estimator for the joint survival function S, we first consider a transformation for the time points (t 1 , t 2 ) at which the survival function S(t 1 , t 2 ) is to be estimated. For any given arbitrary values (t 1 , t 2 ), we define a transformation from (t 1 , t 2 ) 4 to (z, α) as
where t 2 = ζ(t 1 , α) means a function (curve) depending on a parameter α.
We assume that for each pair of (t 1 , t 2 ) there is one and only one value of α such that t 2 = ζ(t 1 , α). Then the value α is uniquely determined by (t 1 , t 2 ), once the function ζ is given. The function ζ needs to be continous and such that ζ(0, α) = 0. Then in equation
(1), the value z is the distance from (t 1 , t 2 ) to (0, 0) along the curve ζ (·, α) . Note that we can also write
where ζ −1 is the inverse function of ζ such that
With the above definition, we can transform the target survival function from S(t 1 , t 2 )
to S(z; α), by the following formula
where
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The above transformation implies that we only need to find a consistent estimate for S(z; α), which is the same as S(t 1 , t 2 ). 
From the expression S(z; α)
Then the transformed data are given bỹ
Based on the above transformation, the following lemma implies a product-limit estimator for S(z; α) (i.e. for S(t 1 , t 2 )).
The proof of this lemma is given in Appendix. Note that the polar-coordinate transformation in Dai and Fu (2012) actually uses a specific function ζ(t 1 , α) := αt 1 .
Based on the transformed observations
and
Note that
is then given byΛ(dz; α) = N (dz; α)/H (n) (z−; α) and the product-limit estimator for
The large sample properties ofŜ are given by the following theorems, which follow from Dai and Fu (2012) . 
We further have If we consider the transformed data in (5), the transformation is required not changing the partial order of the observations, in the sense that In practice, we should select ζ which gives a small bias forŜ(z; α) − S(z; α), which is given in Theorem 2.4 by (9). Since the first term in (9) is a zero-mean martingale, we B(z; α) ], where B(z; α) is given in (10). We should choose ζ to make B(z; α) as small as possible. Clearly we need to have a smaller value of (z; α) . This means that we should choose ζ to guarantee that the transformed data should have small possibilities of having H (n) = 0.
Recall the definition of H n (s; α) in (6). To make the bias smaller we have to assure that the number of observations, such that
is as large as possible. Further recalling the definition ofZ i (α) and V i (α) in (5), we need to choose ζ to guarantee that the number of observations with
is as large as possible. In other words we need to choose ζ which gives a large proportion of observations satisfying (13).
The above arguments may not be applied easily in practice. In practice, we may consider to use the following statistics
which can be viewed as the total mean square errors for all observed data points. Note thatB is the estimated values for B, which can be obtained by replacing S and Λ by their consistent estimators in (10).In practice, when we compare several transformation functions ζ k , which give total mse statistic A k respectively, we should choose the function ζ k which gives the smallest total mean square error A k .
The simulation studies in the following section confirm the above arguments.
Simulation studies and data analysis
Simulation
In this section we provide a simulation study to show the properties of the estimates based on different data-transformations and assess the performance of the proposed methods.
We consider a scenario where data are generated from the model
with a = 0.5 and ε ∼ N(1, 0.5). We aim to estimate the joint survival functions of (T 1 , T 2 ) via the proposed nonparametric approach, under censoring and truncation.
The censoring variables C 1 and C 2 are simulated via
where ξ 1 , ξ 2 ∼ exp(β) and β = 0.02. Moreover, we assume that truncation variables are given by
Thus L k ≤ C k and they are correlated. Note that only observations with
are recorded.
The values of a 1 , a 2 , b 1 and b 2 in (15) are chosen to achieve different censoring percentages and truncation probabilities. In our study the censoring percentages for both T 1
and T 2 are about 20% respectively and the truncation probability
is about 85%. We consider different sample sizes, n = 100, n = 200 and n = 500. Tables 1, 2 and 3 The distribution function estimators are evaluated at points (t 1 , t 2 ) with values (1, 1), (2, 1), (2, 2) and (3, 2), respectively. Three data transformation functions have been con-
When the sample size becomes smaller (n = 500, n = 200, n = 100) ( Tables 1, 2 and 3), the choice of the ζ becomes more important. In particular S(t 1 , t 2 ) will have a larger bias, if ζ gives a smaller probability of {Z i (α) > V i (α)}. For example from Table 3 , we can see that (iii) has probability of {Z i (α) > V i (α)} uniformly smaller than (i) and (ii) and in the mean time the estimates of (iii) have larger bias and larger mean squared error. We also noticed that with n = 200, the standard error estimate of (iii) is much larger than (i) and (ii) and the standard error estimate of (iii) is not good enough (not close to the Monte Carlo standard error). 
(1,1) (2,1) Moreover looking at the Table 3 for n = 100, we observed that although bias and mean squared error become worse for each transformation, they are always greater under the transformation (ii) and (iii) comparing to that under transformation (i). In other words, when we move from the "true relation" between T 1 and T 2 , the results become unstable, especially for very small sample sizes. This is also confirmed by the statistic A in (14). With 20% censoring and 80% truncation, the statistics A (total mean square errors)
based on different tranformation function ζ are shown in Table 4 . We can see that for all sample size under consideration, the square root transformation (the true transformation)
gives the smallest total mse. These findings imply that although the choice of ζ is very arbitrary, for sample size which is not very large, we should choose a ζ which can give a small value of A.
In practice, we may choose ζ by inspecting the possible parametric relationship between T 1 and T 2 . For example, we can check the scatter plots (see Figure 1 ) and a good ζ should be the one which gives a better fit for the relation of T 1 and T 2 . Therefore, our method is actually a nonparametric method, but makes full use of certain parametric information about the relation between T 1 and T 2 . 
Simulation studies under different truncation probabilities
In this section we show the effect of truncation percentage on the estimation of the bivariate survival functionŜ(t 1 , t 2 ). The scenario considered is the same as that illustrated in Section 4.1, except that truncation probability P (L 1 < T 1 , L 2 < T 2 ) is chosen to be about 50%. We fixed sample sizes at n = 100, n = 200 and n = 500.
Tables 5 to 7 summarize the simulation results for the proportion of truncation equal to about 50%, where the true S(t 1 , t 2 ), the mean estimates of our proposed estimator S = ∑ m k=1Ŝ k /m, the bias ofŜ(t 1 , t 2 ), the empirical standard errors ofŜ(t 1 , t 2 ) based on m = 500 simulations
, the empirical means of standard errors ∑ m k=1σ k /m, the mean squared error ofŜ(t 1 , t 2 ) and the proportion ofZ i > V i are respectively shown in rows (a), (b), (c), (d), (e), (f) and (g).
Compared the Table 7 and the Table 1 (large sample size n = 500), we have almost similar findings in terms of the mean square errors, i.e. using the true relation as the transformation function, the estimate will give smaller mean square errors. Note that when sample size becomes smaller n = 200, mean square errors in 6 do not confirm the "true" relation between T 1 and T 2 . This is reasonable, as we need more samples when the data are severely biased. Also the results in Tables 5 -7 have much larger bias and mean square errors, comparing to those in Tables 3-1 , because the truncation probability is smaller (data are more biased). 
(1,1) (2,1) 
Data Analysis
We apply our proposed method to analyze the probability of failure for a sample of 420 Italian firms, which was collected from the Amadeus Database, provided by Bureau Table 6 . Simulation study. Sample size: n = 200. (a): true S(t 1 , t 2 ); (b): empirical mean of S(t 1 , t 2 ); (c): the bias of S(t 1 , t 2 ); (d): empirical SE of S(t 1 , t 2 ); (e): empirical mean of estimated SE of S(t 1 , t 2 ); (f): the mean squared error of S(t 1 , t 2 ); (g): P (Z i > V i ) for selected time pairs (t 1 , t 2 ) for three data transformations: (i):
(1,1) (2,1) and predict the occurrence of the business insolvency, by means of statistical techniques (i.e. discriminant analysis, logit and probit regressions, survival analysis) (for further details see Balcaen and Ooghe (2006) , Gepp and Kumar (2012) ). When survival analysis is applied in this context (see for example Gepp and Kumar (2008) , Luoma and Laitinen (1991) ), right censoring and truncation have been considered in only few papers (Bhattacharjee et al. 2009 ) in the univariate case.
It is expected that for all companies which entered this study, new businesses are more likely to be bankrupted during a crisis than well-established businesses. In other words the older is the firm, the smaller is the probability of bankruptcy and consequently bigger is the probability of being in activity. This motivates us to concentrate on two events: Table 7 . Simulation study. Sample size: n = 500. (a): true S(t 1 , t 2 ); (b): empirical mean of S(t 1 , t 2 ); (c): the bias of S(t 1 , t 2 ); (d): empirical SE of S(t 1 , t 2 ); (e): empirical mean of estimated SE of S(t 1 , t 2 ); (f): the mean squared error of S(t 1 , t 2 ); (g): P (Z i > V i ) for selected time pairs (t 1 , t 2 ) for three data transformations: (i):
(1,1) (2,1) T 2 are subject to random censoring by certain random variables C 1 and C 2 respectively.
We estimate S(t 1 , t 2 ) via two different transformation functions t 2 = at 1 and t 2 = a √ t 1 , the results of which are given in Table 8 and Table 9 , respectively. The estimates shown in Table 8 has smaller standard error estimates than that in Table 9 . Also the total mse A = 39.8 with linear tranformation is much smaller than the total mse A = 106 with square root tranformation. Therefore, the transformation t 2 = at 1 is recommended. Table   8 and Table 9 present the time period for t 2 in the interval [8.0, 8.5] , which represents the period of four years after the financial crisis. From the result in that if a company is older, it has a smaller probability to fail during the crisis. Such a conclusion cannot be drawn if we use the transformation function t 2 = a √ t 1 , which is not appropriate. The plot of the estimated joint survival function is shown in Figure 2 .
We can also estimate the truncation probability via the method in Shen (2006), or Dai and Fu (2012) . Specifically, the truncation probability The non-uniqueness of ζ can also be interpreted by the fact that there is no unique partial order for the observations (under censoring and truncation) in the two-dimensional space. Such problems are equivalent to the challenges of martingales on the plane, where there is no unique order in R + 2 (Merzbach and Nualart 1988) . It is of interests to further study how to find the best transformation function ζ, if this is possible. We leave this as a future work.
Appendix A. Proof of Lemma 2.1
Proof. Given (t 1 , t 2 ), the event z ≤ Z(α) < z + dz is the same as {T 1 ∈ dt 1 , T 2 > t 2 } ∪ {T 1 > t 1 , T 2 ∈ dt 2 } ∪ {T 1 ∈ dt 1 , T 2 ∈ dt 2 }. Therefore Λ(dz) = P (z ≤ Z(α) < z + dz) P (Z(α) ≥ z) = P (T 1 ∈ dt 1 , T 2 > t 2 ) + P (T 1 > t 1 , T 2 ∈ dt 2 ) + P (T 1 ∈ dt 1 , T 2 ∈ dt 2 ) P (T 1 ≥ t 1 , T 2 ≥ t 2 ) .
On the other hand Using the facts {z
Now we consider the set {Z(α) ∈ dz, z > V (α), ∆(α) = 1} in ( 
For the three sets in (A3), we have
22 Now (A3) and (A4) together imply that (A2) can be rewritten as
which, from (A1), is Λ(dz; α).
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