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BOUNDARY ESTIMATES FOR SOLUTIONS OF THE MONGE-AMPE`RE
EQUATION SATISFYING DIRICHLET-NEUMANN TYPE CONDITIONS IN
ANNULAR DOMAINS
TIM ESPIN AND ARAM KARAKHANYAN
Abstract. We consider smooth solutions to the Monge-Ampe`re equation subject to mixed bound-
ary conditions on annular domains. We establish global C2 estimates when the boundary of the
domain consists of two smooth strictly convex closed hypersurfaces.
1. Introduction
We consider the following Monge-Ampe`re equation on an annular domain Ω
(1.1)


detD2u = εn in Ω
u = 0 on Γ+
uν = γ0u+ φ(x) on Γ
− ,
such that ∂Ω = Γ+ ∪ Γ−, where Γ+ and Γ− are the exterior and interior components of the
boundary respectively. The homogeneous Dirichlet data is prescribed on Γ+ whereas on Γ− u
satisfies a Neumann type condition. We assume that γ0 ≥ 0 and ε > 0 are given constants and
φ(x) is a smooth function. The case γ0 = 0 is of particular interest.
The Monge-Ampe`re equation is one of the central equations in nonlinear PDEs, see [TW09].
In [LTU86] Lions, Urbas and Trudinger studied the Neumann problem for the Monge-Ampe`re
equation and established boundary estimates under very general conditions. In [Urb95], [Urb98],Urbas
studied the oblique derivative problem, which is more general than the Neumann problem, see also
[MQ19] for more recent results on related Hessian equations.
To establish boundary C2 estimates for the Dirichlet problem for the Monge-Ampe`re equation
(see [CNS84]) one has to bound the mixed tangential-normal derivatives on the boundary, see
Chapter 17 in [GT01]. For the Neumann problem the main challenge is to bound the second order
tangential derivatives.
Tim Espin was supported by The Maxwell Institute Graduate School in Analysis and its Applications, a Centre for
Doctoral Training funded by the UK Engineering and Physical Sciences Research Council (grant EP/L016508/01),
the Scottish Funding Council, Heriot-Watt University and the University of Edinburgh.
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In this paper we want to consider the problem with both conditions. The main problem is to
estimate the second order derivatives on Γ−. This is usually done by taking a large constant γ0,
see [LTU86].
In [AK17] the second author showed that there exists a weak solution to (1.1) when Γ− is ”free”
and in addition to uν = γ0u+φ, u is also constant on Γ
−. For general Ω (i.e. when Γ− is fixed) the
solution to (1.1) may not exist, see Section 5. However, if such solution exists then it is interesting
to know whether one can establish uniform estimates for smooth solutions. In this direction our
main result is
Theorem 1.1. Let u ∈ C4(Ω) ∩ C3(Ω) solution of (1.1) in the annular domain Ω such that Γ±
are smooth strictly convex closed hypersurfaces. Then there is a constant C ′ depending on n, φ, ε,Ω
such that
‖u‖C1(Ω) ≤ C ′.
Moreover, let M0 > 0 be given and suppose that
γ0 > 2κξ − minΓ− ψ
M0 − u on Γ
−,
then
|D2u(x)| ≤ C ′′, x ∈ Ω,
where ψ = γ0u+φ, κξ is the sectional curvature in unit direction ξ, and C
′′ depends on C ′,M0 and
γ0.
Theorem 1.1 gives a partial improvement of the C2 estimate established in [LTU86]. To see this
let us assume that Γ− is a sphere of radius R− centered at the origin and R+ is the outer radius of
Ω. Then assuming that ε > 0 is sufficiently small we get from Proposition 2.1
−u ≤ maxΓ− φ(x)
Kminx∈Γ− 〈x , ν(x)〉
≤ maxΓ− φ(x)
K(R+)2
(R+)2
R−
=
maxΓ− φ(x)
(1− δ)
(R+)2
R−
.
Therefore, the necessary condition on the sectional curvatures 2κξ <
φ
M0−u
for γ0 = 0 reads
2
R−
<
φ
1 + δ′
(1− δ)
maxΓ− φ(x)
R−
(R+)2
,
where we let KmaxΩ |x|2 = 1− δ > 0 and M0 = δ′‖u‖∞ > 0. Apparently this equality cannot be
true, and therefore we need to assume γ0 > 0. However, the right hand side kills off the ”half” of
the sectional curvature and this is the partial improvement we were able to achieve. In Section 5
we introduce an auxiliary function G(u) which might give a better bound.
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2. The C0 Estimate
In this section we prove uniform estimates for the solutions of the problem (1.1). Our proof is
using a barrier construction and it works for the case γ0 = 0.
Proposition 2.1. Let u be a C2(Ω) ∩ C1(Ω¯) solution of (1.1). Then u is bounded, with
0 ≤ −u ≤ C0 def= max
(
ε
K(1−KmaxΩ |x|2) ,
maxΓ− φ(x)
Kminx∈Γ− 〈x , ν(x)〉
)
,
where K < 1/maxΩ |x|2 is a constant.
Proof. Let w(x) := ln[u(x)2] +K|x|2 on Ω, for some positive constant K to be chosen. Note that
w = −∞ on Γ+, and so w can have a local maximum only in the interior of Ω or on Γ−. We
consider these two possibilities separately and show u is bounded in each case.
First suppose w has a local maximum at some point x0 ∈ Ω. Then at x0, we have
wi = 2
ui
u
+ 2Kxi = 0 ,(2.1)
wii = 2
uii
u
− 2u
2
i
u2
+ 2K ≤ 0 .(2.2)
By choosing coordinates at x0 such that D
2u is diagonal, the inverse of D2u, whose components
are denoted uij satisfies the bound
(2.3)
∑
uii =
∑ 1
uii
≥ n
(
∏
uii)1/n
=
n
ε
.
Now (2.2) gives
0 ≥ uiiwii = 2u
iiuii
u
− 2uii
(ui
u
)2
+ 2K
∑
uii
(2.1)
=
2n
u
− 2K2
∑
uiix2i + 2K
∑
uii
≥ 2n
u
− 2(K2max
Ω
|x|2 −K)
∑
uii
(2.3)
≥ 2n
u
+ 2K(1 −Kmax
Ω
|x|2)n
ε
,
provided that
K <
1
maxΩ |x|2 .
Observe that u ≤ 0. Thus if
−u > ε
K(1−KmaxΩ |x|2) ,
then we have uiiwii > 0, which is a contradiction. Consequently, if w has an interior maximum
then
−u ≤ ε
K(1−KmaxΩ |x|2) .
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Next we suppose that w has a maximum at x0 ∈ Γ−. Then by Hopf’s lemma applied at x0,
0 ≥ wν = 2uν
u
+ 2K 〈x0 , ν〉 = 2γ0u(x0) + φ(x0)
u(x0)
+ 2K 〈x0 , ν〉 ,
where ν is the inner normal to Γ−. Since Γ− is a strictly convex surface enclosing the origin,
(2.4) 〈x0 , ν〉 ≥ min
x∈Γ−
〈x , ν〉 = m0 > 0 .
Thus,
−u ≤ maxΓ− φ
γ0 +Km0
≤ maxΓ− φ
Km0
.
Hence the result follows. 
Remark 2.2. The estimate (2.4) is true even if Γ− is star shaped. Furthermore, it does not depend
on γ0 = 0.
3. The C1 Estimate
In this section we prove a Lipschitz estimate for u ∈ C2(Ω)∩C1(Ω) by comparing u with suitably
chosen paraboloids of revolution.
Proposition 3.1 (Gradient Estimate). Let u ∈ C2(Ω)∩C1(Ω) be a solution of (1.1) with γ0 ≥ 0.
Then
(3.1) |∇u| ≤ C1 = ε
2α
(
diam(Ω)2 +
4C0
ε
)
,
where C0
def
= supΩ |u| and
α = inf
z0∈Γ+
x¯∈Γ−
〈x¯− z0 , ν(z0)〉 > 0 , ν(z0) the inner normal to Ω at z0 .
Proof. Let α be as in the statement of the theorem, and define the constant
λ
def
=
ε
2
1
4α
(
diam(Ω)2 +
4C0
ε
)2
,
where C0 = supΩ |u|. Let us consider the class of paraboloids P defined as follows:
(1) P (x) := ε2(x− x0)2 − λ, for some x0, such that for x¯ ∈ Γ−, P (x¯) ≤ −2C0 ;
(2) at some z0 ∈ Γ+, we have both P (z0) = 0 and |x0 − z0| ≥
√
2λ/ε.
We first show that P is non-empty. Suppose we are given z0 on Γ+. Let x0 = z0 +
√
2λ/εν(z0),
where ν(z0) is the inner normal vector at z0. Condition (2) is automatically satisfied. We now
show that for all x¯ ∈ Γ−, P (x¯) ≤ −2C0. We have
P (x¯) =
ε
2
∣∣∣∣∣x¯− z0 −
√
2λ
ε
ν(z0)
∣∣∣∣∣
2
− λ = ε
2
|x¯− z0|2 −
√
2λε 〈x¯− z0 , ν(z0)〉
≤ ε
2
diam(Ω)2 − α
√
2λε ≤ −2C0 ,
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by the definition of λ, as required.
Now fix z0 ∈ Γ+ and let P0(x) be the paraboloid in P satisfying (1) and (2) at z0. We claim
that P0(x) ≤ u(x) in Ω. Suppose for contradiction that this is not the case. Then the set D =
{x ∈ Ω : u(x) < P0(x)} is non-empty and strictly away from Γ−. After subtracting linear functions
from u and P0, we find two new functions, u˜ and P˜0, such that u˜ < P˜0 on D, u˜ = P˜0 on ∂D and
detD2u˜ = detD2P˜0 = ε
n on D. However, we may now take δ > 0 to be large such that P˜0− δ and
u˜ touch only at a single point xδ. However, D
2(P˜0 − δ) = D2P˜0, and so we have a contradiction
with Hopf’s Lemma. Thus P0 ≤ u on Ω, and so
|∇u(z0)| ≤ |∇P0(z0)| =
√
2λε =
ε
2α
(
diam(Ω)2 +
4C0
ε
)
,
as required. 
Remark 3.2. Since C0 does not depend on γ0, then from Proposition 3.1
C1 =
1
2 infz0∈Γ+
x¯∈Γ−
〈x¯− z0 , ν(z0)〉
(
εdiam(Ω)2 + 4C0
)
.
Then it follows that for fixed ε,Ω, φ we have ‖u‖C1(Ω) does not depend on γ0.
4. The C2 Estimate
Proposition 4.1. Suppose u ∈ C4(Ω)∩C3(Ω) is a solution of (1.1). Then there exists a constant
C2 = C2(Ω, ε,Γ
±, φ, n) such that supΩ ‖D2u‖ ≤ C2 provided that
max
i=1,...,n−1
x¯∈Γ−
κi(x¯) <
1
2
(
γ0 +
minx∈Γ−(γ0u+ φ(x))
M + C0
)
,
where κi(x) is the i
th principal curvature of Γ− at x¯, and M =M(Ω, ε,Γ±, φ, n) are constants.
Proof. It is convenient to denote ψ(x, u) = γ0u + φ(x). Let us consider the modified auxiliary
function of Lions-Trudinger-Urbas,
w = g(u)uξξ + akuk + b+M |x|2 ,
where ξ is an arbitrary direction, g(u) is a function to be chosen, ak and b are as in [LTU86], i.e.
ak = 2(ξ · ν)(ψuξ′k − ξ′kDiνk),
b = 2(ξ · ν)ξ′kψxk ,
ξ′ = ξ − (ξ · ν)ν, and M is a constant.
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Lemma 4.2. Let G(u) = 1/g(u) ≥ 0, u ∈ [−C0, 0], then w cannot have a local maximum in Ω
provided that the following three conditions hold:
(i) G′′ ≤ 0, u ∈ [−C0, 0],
(ii) g′ ≥ 0, i.e. G′(u) ≤ 0, u ∈ [−C0, 0] and,
(iiii) G
′
G , is bounded on [−C0, 0].
Proof. Suppose for contradiction that it does have a local maximum at x0 ∈ Ω. Then at x0 we
have
wi = g
′uiuξξ + guiξξ + akiuk + akuki + bi + 2Mxi = 0 ,(4.1)
wij = g
′′uiujuξξ + g
′uijuξξ + g
′uiujξξ + g
′ujuiξξ + guijξξ(4.2)
+ akijuk + akiukj + akjuki + akukij + bij + 2Mδij ≤ 0 ,
where g′ = g′(u). Now set F ij = uij so that
(4.3) F ijujk = δ
i
k and F
ijuij = n ,
as in [LTU86].
We want to multiply equation (4.2) by F ij and eliminate the third order terms using (4.1). First
we show that the fourth order terms can be cancelled. Indeed if F ij and uij are as above, then for
any direction ξ we have
(4.4) F ijuijξξ = ln(ε
n)ξξ + F
ijujkξF
kluliξ .
To show (4.4), we first find an expression for F ijξ . By the product rule,
F jkukl = δ
j
l =⇒ F jkuklξ + F jkξ ukl = 0
=⇒ F jkuklξF il + F jkξ δik = 0
=⇒ F ijξ = −F ilF jkuklξ .
Taking the logarithm of both sides of equation and differentiating in ξ we also have
(4.5) F ijuijξ = ln(ε
n)ξ .
Differentiating (4.5) in ξ and substituting in the expression for F ijξ gives
F ijuijξξ = ln(ε
n)ξξ − F ijξ uijξ = ln(εn)ξξ + F ilF jkuklξuijξ ,
which gives (4.4) after changing some of the indices.
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Claim 4.3. With the above notation, we have
F ijwij =
[
ng′ +
(
g′′ − 2(g
′)2
g
)
F ijuiuj
]
uξξ − 2g
′
g
F ijui [ukakj + bj + 2Mxj ]− 2g
′
g
akuk
+ g
[
ln(εn)ξξ + F
ijujkξF
kluliξ
]
+ F ij [aijkuk + bij ] + ak ln(ε
n)k + 2
∑
akk + 2M
∑
F ii .(4.6)
Proof. Multiplying (4.2) by F ij and substituting in the expressions for uiξξ from (4.1) and F
ijuijξξ
from (4.4) yields
F ijwij =
[
g′′F ijuiuj + g
′F ijuij
]
uξξ − g′F ijui
[
g′
g
ujuξξ +
1
g
(akjuk + akukj + bj + 2Mxj)
]
− g′F ijuj
[
g′
g
uiuξξ +
1
g
(akiuk + akuki + bi + 2Mxi)
]
+ g
[
ln(εn)ξξ + F
ijujkξF
kluliξ
]
+ akijF
ijuk + akiF
ijujk + akjF
ijuik + akF
ijukij + F
ijbij + 2M
∑
F ii
=
[
g′′F ijuiuj + ng
′ − 2(g
′)2
g
F ijuiuj
]
uξξ
− g
′
g
F ij [uiakjuk + uiakukj + uibj + 2Muixj + ujakiuk + ujakuki + ujbi + 2Mujxi]
+ g
[
ln(εn)ξξ + F
ijujkξF
kluliξ
]
+ F ijaijkuk + ak ln(ε
n)k + 2
∑
akk + F
ijbij + 2M
∑
F ii ,
from which the result follows by index manipulations in the middle line. 
The identity in Claim 4.3 can be rewritten as follows
(4.7) F ijwij = Auξξ − 2g
′
g
B + C + 2M
∑
F ii
where
A = ng′ +
(
g′′ − 2(g
′)2
g
)
F ijuiuj ,(4.8)
B = F ijui [ukakj + bj + 2Mxj ]− ak ln(εn)k = O(1 + T (1 + γ0)) ,(4.9)
C = g
[
ln(εn)ξξ + F
ijujkξF
kluliξ
]
+ F ij [aijkuk + bij ] + 2
∑
akk ,(4.10)
and T = ∑F ii. Note that the expression for B depends on M , so care must be taken when
choosing M to be large.
Observe that for G = 1/g we have
g′′ − 2(g
′)2
g
= −g2G′′, −g
′
g
=
G′
G
hence
A = −nG
′
G2
− G
′′
G2
F ijuiuj ≥ 0
if G has the specified properties.
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Consequently,
F ijwij ≥ 2G
′
G
B +
1
G
[
ln(εn)ξξ + F
ijujkξF
kluliξ
]
+ F ij [aijkuk + bij] + 2
∑
akk + 2M
∑
F ii
≥ 2G
′
G
O(1 + T (1 + γ0)) +O(1 + T (1 + γ0)) + 2MT > 0
provided that M ≫ (1 + 2G′/G) (1 + γ0).
In particular, if we choose G(u) =M0 − u we get
g′ =
1
(M0 − u)2 , g
′′ − 2(g
′)2
g
= 0 .
This holds if we take
g(u) =
1
M0 − u ,
where M0 ≥ δ for some δ > 0. With this choice of g, we have from Claim 4.3
F ijwij ≥ nuξξ
(M0 − u)2 −
2
M0 − uF
ijui [ukak,j + bj + 2Mxj ]− 2
M0 − uakuk
+
ln(εn)ξξ
M0 − u + F
ij [ai,jkuk + bij ] + 2
∑
ak,k + 2M
∑
F ii
≥− 2
M0 − uF
ijui [ukak,j + bj + 2Mxj ]− 2
M0 − uakuk
+ F ij [ai,jkuk + bij] + 2
∑
ak,k + 2M
∑
F ii
≥− 2
M0 − u‖∇u‖∞ [‖∇u‖∞‖∇a‖∞ + ‖∇b‖∞ + 2Mdiam(Ω)]
∑
F ii − 2
M0 − u‖a‖∞‖∇u‖∞
− [‖∇2a‖∞‖∇u‖∞ + ‖∇2b‖∞]∑F ii − 2‖∇a‖∞ + 2M∑F ii
≥
∑
F ii
{
2M − 2
M0
C1
[
C1‖∇a‖∞ + ‖∇b‖∞ + 2Mdiam(Ω)
]
− [‖∇2a‖∞C1 + ‖∇2b‖∞]
}
− 2‖∇a‖∞ − 2
M0
‖a‖∞C1
≥n
ε
{
2M − 4diam(Ω)− 2
M0
C1
[
C1‖∇a‖∞ + ‖∇b‖∞
]
− [‖∇2a‖∞C1 + ‖∇2b‖∞]
}
− 2‖∇a‖∞ − 2
M0
‖a‖∞C1
=
n
ε
{
2M −
(
ℓ2
M0
+ ℓ1
)}
− 2‖∇a‖∞ − 2
M0
‖a‖∞C1,
where
ℓ1 = 4diamΩ + ‖∇2a‖∞C1 + ‖∇2b‖∞, ℓ2 = 2C1
[
C1‖∇a‖∞ + ‖∇b‖∞
]
.
We used the fact that u ≤ 0.
Notice that, ak, b and their derivatives are bounded by some constant depending only on Ω and
ψ0 = γ0, and |∇u| ≤ C1 with C1 independent of γ0 by Proposition 3.1, see Remark 3.2.
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Choosing
M ≥ ℓ2
M0
+ ℓ1,
we obtain
F ijwij ≥ Mn
ε
− 2‖∇a‖∞ − 2
M
‖a‖∞C1 > 0
provided M is chosen large enough, i.e.
(4.11) M > max
[
ε
n
(
‖∇a‖∞ +
√
‖∇a‖2∞ +
2n
ε
‖a‖∞C1
)
,
ℓ2
M0
+ ℓ1
]
.
This contradicts the assumption of w having a maximum at x0. Thus the maximum of w must
occur on ∂Ω. 
Proof of Proposition 4.1. We now show that if the maximum of w occurs on Γ− then the second
order derivatives of u are bounded. Suppose that the maximum occurs at x0 ∈ Γ−. Let ξ be a
tangent vector to Γ− at x0, and let π be the 2-plane spanned by ξ and ν, the unit normal to Γ
−.
The intersection of π with Γ− is a curve denoted by γ(s), passing through x0 with tangent vector
ξ/|ξ| at x0, where s is an arc-length parameter. From the Neumann boundary condition, we have
(4.12) uν(γ(s)) = ψ(γ(s), u(γ(s))) .
Differentiating (4.12) twice in s gives
uν˙ + uνγ˙ = ψuuγ˙ +∇xψ · γ˙(s) ,(4.13)
uν¨ + 2uν˙γ˙ + uνγ˙γ˙ + uνγ¨ = uγ˙(∇xψu · γ˙) + ψuu(uγ˙)2 + ψuuγ¨ + ψuuγ˙γ˙(4.14)
+ γ˙ · ∇2xxψγ˙ + (∇xψu · γ˙)uγ˙ +∇xψ · γ¨ .
Rewriting these using the definition of the Frenet frame, we have
κξuξ + uνξ = ψuuξ +∇xψ · ξ ,(4.15)
uν¨ + 2κξuξξ + uνξξ − κξuνν = uξ∇xψu · ξ + ψuu(uξ)2 − κξψuuν + ψuuξξ(4.16)
+ ξ · ∇2xxψξ + (∇xψu · ξ)uξ − κξ∇xψ · ν ,
where κξ > 0 is the curvature of Γ
−. From (4.16),
(4.17) uνξξ = κξuνν + (ψu − 2κξ)uξξ + first order terms .
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On the other hand, since w has a maximum at x0, Hopf’s lemma tells us
0 ≥ ∂νw(x0)
(4.1)
=
uνuξξ
(M0 − u)2 +
uνξξ
M0 − u + akνuk + akukν + bν + 2M 〈x , ν〉
=⇒ uνξξ ≤ −
uνuξξ
M0 − u − (M0 − u)[akνuk + akukν + bν + 2M 〈x , ν〉] .(4.18)
Combining (4.17) and (4.18) and noting that ak = 0 on ∂Ω if ξ ⊥ ν, we get(
ψu − 2κξ + γ0u+ ψ(x0)
M0 − u
)
uξξ + κξuνν ≤ first order terms .
Hence uξξ is bounded if
2κξ < γ0 +
γ0u+ φ(x0)
M0 − u =
γ0M0 + φ(x0)
M0 − u .
Note that ∂νu = γ0 + φ ≥ 0, since u is convex. If the maximum of w occurs on Γ+ then we can
estimate the derivatives in the standard way [CNS84], or Chapter 17 [GT01].

5. Remarks
Remark 5.1. Let G be as in Lemma 4.2 and suppose γ0 = 0. Then proceeding as above
0 ≥ ∂νw(x0)
=−G′(u) uνuξξ
G2(u)
+
uνξξ
G(u)
+ akνuk + akukν + bν + 2M 〈x , ν〉(5.1)
and thus
κξuνν + (ψu − 2κξ)uξξ + first order terms = uνξξ
(5.2)
≤ G
′(u)
G(u)
uνuξξ −G(u)[akνuk + akukν + bν + 2M 〈x , ν〉] .(5.3)
Therefore
κξuνν +
(
ψu − 2κξ − G
′(u)
G(u)
ψ
)
uξξ ≤ −G(u)[akνuk + akukν + bν + 2M 〈x , ν〉] +O(1 + γ0).
In other words, if there is G satisfying (i)-(iii) in Lemma 4.2 and
2κξ < G
(
ψ
G
)
u
,
then one has the desired estimate for uξξ when γ0 = 0.
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Remark 5.2. Let us consider the radially symmetric case and set u(x) = ε2 |x− x0|2 − λ.
Then from the boundary conditions we have
ε
2
R2+ = λ, on Γ
+ = {x : |x| = R+},
εR− = φ+ γ0(
ε
2
R2− −
ε
2
R2+) on Γ
− = {x : |x| = R−},
and hence, in general, problem may not have solutions.
When ε = 0 we have more freedom, i.e. u = c(|x| −R+) and c is determined from
c = γ0c(R− −R+) + φ.
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