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Abstract. We prove the existence and uniqueness for SDEs with random and irregular
coefficients through solving a backward stochastic Kolmogorov equation and using a
modified Zvonkin’s type transformation.
Keywords: Backward SPDEs, Malliavin Calculus, Schauder estimate, Singular SDEs
AMS 2010 Mathematics Subject Classification: 60H07, 60H10, 60H15
1. Introduction
Let (Ω,F ,P) be a complete probability space, {Wt}t∈[0,1] be a d-dimensional Brownian
motion on it. Assume F is generalized by W and Ft = σ{Ws : s ∈ [0, t]}. P is the
progressive σ-algebra of [0, 1] × Ω and B is the collection of Borel sets of Rn. Consider
following SDE in Rn:
Xt = X0 +
ˆ t
0
σs(Xs)dWs +
ˆ t
0
bs(Xs)ds, (1.1)
where σ : Rn × [0, 1] × Ω → Rn ⊗ Rd, b : Rn × [0, 1] × Ω → Rn are B × P-measurable.
This paper mainly study the well-posedness of (1.1) when a := 12σσ
t is uniformly elliptic
and b is non-Lipschitz in x. If σ, b are deterministic, diffusions with singular drifts have
been studied from various points of view and under various assumptions. Let us briefly
review some works in this direction. When b is bounded measurable, Veretennikov [16]
proved the strong existence and uniqueness of solutions for SDE (1.1). In [10], by using
Girsanov’s transformation and LqtL
p
x-theory of parabolic equations, Krylov and Ro¨ckner
showed that if σ = I, b ∈ LqtL
p
x for some p, q > 2 satisfying
n
p +
2
q < 1, then (1.1) admits a
unique strong solution. After that, a lot of works appeared to study many nice properties
of the solution to (1.1) with singular coefficients. Among all, we mention that the Ho¨lder
continuity of the stochastic flow was proved by Fedrizzi and Flandoli in [4], provided that
b satisfies the same condition in [10]. When b is bounded measurable, Menoukeu et al. [13]
showed the weak differentiability of the stochastic flow and the Malliavin differentiability
of Xt with respect to the sample ω. In the multiplicative noise case, assuming b satisfies
the Prodi-Serrin’s type condition as in [10], well-posedness of (1.1) was established by
Zhang in [18] and the above regularities with respect to the initial data and sample point
were also shown in [19] and [17]. Moreover, when b ∈ LqtL
p
x for some p, q ∈ [2,∞) with
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n
p +
2
q < 2, under an extra integrability assumption on (divb)
−, in [20, 21], Zhang and the
author of present work studied the martingale problem and stochastic Lagrangian flow
associated to (1.1).
On the other hand, diffusions with singular drifts were widely used in many physical
and mathematical problems. For instance, in the remarkable paper [6], Flandoli, Gubinelli
and Priola studied the following linear stochastic transport equation(see also in [5]):
∂tu+ b · ∇u+∇u ◦ W˙t = 0, u0 = ϕ, (1.2)
where b : Rn× [0, 1]→ Rn is deterministic. Using the stochastic flow of the corresponding
SDE(or stochastic characteristics), they proved the existence and uniqueness for the above
equation in L∞-setting provided that the drift b is α-Ho¨lder continuous uniform in t and
the divergence of b satisfies some integrability condition. And the solution ut(x) can be
written as ϕ(X−1t (x)), where X
−1
t (x) is the inverse stochastic flow associated with (1.1).
Unfortunately, as mentioned in [5], things become very different when the coefficient b is
random, the stochastic characteristics corresponding to (1.2) may not uniquely exist even
when x 7→ bt(x, ω) is α-Ho¨lder uniformly in (t, ω). Here is a typical and simple example:
Example 1. Let d = n = 1. Assume σ = 1 and
bt(x) =
√
|x−Wt| ∧ 1, X0 = 0,
Denote Yt := Xt −Wt, then Yt satisfies the following random ODE:
dYt(ω) = bt(Yt(ω) +Wt(ω), ω)dt =
(√
|Yt(ω)| ∧ 1
)
dt, Y0 = 0.
One can verify that y1t ≡ 0 and y
2
t =
t2
4 are two solutions of above ODE, which implies
X1t =Wt, x
2
t =
t2
4 +Wt are two Ft-adapted solutions to equation
Xt =
ˆ t
0
(√
|Xs −Ws| ∧ 1
)
ds+Wt, t ∈ [0, 1].
The above example show that, when the drift coefficient b is random, even though the
noise is nondegenerate, the uniform Ho¨lder regularity assumption on bt(·, ω) is not enough
to ensure the well-posedness of (1.1). On the other hand, when b and σ are progressive
measurable, Krylov in [8] proved the strong existence and uniqueness for (1.1), provided
that σ and b satisfy some Lipschitz type conditions. However, to our best knowledge, so
far there are few results about the well-posedness of (1.1) when the random coefficient b is
irregular with respect to the spatial variable. This paper attempts to make some progress
in this direction.
With a little abuse of nations, we denote Lp(Ω) = Lp(Ω,F ,P;Rm) for some m ∈ N+
below. Our main result is
Theorem 1.1. Let α ∈ (0, 1), p > n/α, Λ > 1, ∆ :=
{
(s, t) ∈ [0, 1]2 : 0 6 s 6 t 6 1
}
and
D be the Malliavin derivative operator. Assume σ, b are B×P measurable, then equation
(1.1) admits a unique solution if σ and b satisfy the following assumptions:
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(i) for almost surely ω ∈ Ω, σ(ω) and b(ω) are bounded continuous, and for all x, y ∈
Rn, t ∈ [0, 1],
|bt(x, ω)− bt(y, ω)| 6 Λ|x− y|
α, |σt(x, ω)− σt(y, ω)| 6 Λ|x− y|;
(ii) for almost surely ω ∈ Ω and all (x, t) ∈ Rn × [0, 1],
Λ−1|ξ|2 6 12σ
ik
t σ
jk
t (x, ω)ξiξj 6 Λ|ξ|
2 ∀ξ ∈ Rd;
(iii) for each (x, t) ∈ Rn × [0, 1], σt(x), bt(x) are Malliavin differentiable and the random
fields Dsσt(x),Dsbt(x) have continuous versions as maps from R
n × ∆ to L2p(Ω)
such that
sup
(s,t)∈∆
(
‖Dsσt‖Cα(Rn;L2p(Ω)) + ‖Dsbt‖Cα(Rn;L2p(Ω))
)
6 Λ. (1.3)
Before going on, let us give an example of b satisfying our conditions in Theorem 1.1.
Example 2. Let n = d = 1, α ∈ (0, 1), p > 1/α. Assume b¯ : [0, 1] × R2 → R is bounded
continuous and satisfies
sup
t∈[0,1];y∈R
(∣∣b¯t(x, y)− b¯t(x′, y)∣∣+ ∣∣∂y b¯t(x, y) − ∂y b¯t(x′, y)∣∣) 6 C|x− x′|α,
and
bt(x, ω) := b¯t
(
x,
ˆ t
0
hr(ω)dWr(ω)
)
,
where h is an adapted process satisfying
sup
s∈[0,1]
(
E
ˆ T
0
|Dshr|
2pdr +E|hs|
2p
)
<∞.
Notice that
Dsbt(x) = ∂y b¯t
(
x,
ˆ t
0
hr dWr
)(ˆ t
s
Dshr dWr + hs
)
1∆(s, t),
By Burkholder-Davis-Gundy’s inequality
sup
t∈[0,1];ω∈Ω
‖bt(·, ω)‖Cα(R) + sup
(s,t)∈∆
‖Dsbt‖Cα(R;L2p(Ω))
6C + C sup
s∈[0,1]
(
E
ˆ T
0
|Dshr|
2pdr +E|hs|
2p
)1/2p
<∞,
which implies that b satisfies our conditions in (i) and (iii) in Theorem 1.1.
Our approach of studying the well-posedness of (1.1) is using a modified Zvonkin trans-
formation. This kind of trick was first proposed in [22]. In order to explain our main idea,
let us give a brief introduction to Zovnkin’s idea. Denote
Ltu = a
ij
t ∂iju+ b
i
t∂iu.
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When a and b are deterministic, a, b ∈ L∞t C
α
x and a is uniformly elliptic, by the Schauder
theory, the following backward equation
∂tu+ Ltu+ b = 0, uT (x) = 0
admits a unique solution u ∈ L∞t C
2+α
x with ∂tu ∈ L
∞
t C
α
x . Moreover, if T is sufficiently
small, the map x 7→ φt(x) := x+ ut(x) is a C
2-homeomorphism. Assume Xt solves (1.1),
by Itoˆ’s formula, Yt := φt(Xt) satisfies a new SDE with Lipchitz continuous coefficients.
The strong uniqueness of the original SDE then followings by the strong uniqueness of the
new equation.
Now suppose σ, b are progressive measurable and ess supω∈Ω(‖σ(ω)‖L∞t Cαx+‖b(ω)‖L∞t Cαx ) <
∞, still one can solve the backward equation:
∂tw + Ltw + f = 0, wT (x) = 0 (1.4)
pointwisely and by Schauder’s estimate ess supω∈Ω(‖w(ω)‖L∞t C
2+α
x
+ ‖∂tw(ω)‖L∞t Cαx ) 6
C ess supω∈Ω ‖f(ω)‖L∞t Cαx . However, in this case for each x ∈ R
d, (t, ω) 7→ wt(x, ω) is
a non-adapted process, so one cannot apply the Itoˆ-Wentzell’s formula as in the deter-
ministic case. A very natural way to overcome this difficulty is to consider the function
ut := E(wt|Ft) instead of wt. And formally, ut satisfies the following backward stochastic
Kolmogorov’s equation(see Lemma 3.1):
dut + (Ltut + ft)dt = vtdWt, uT (x) = 0. (1.5)
Indeed, a more general class of semi-linear equations including (1.5) were already studied
by Du, Qiu and Tang [2] in Lp-spaces and also by Tang and Wei [15] in Ho¨lder spaces.
However, under the assumptions of their papers, one can only expect the function v in
some Cα(or Lp) space, which is far from enough to apply the Itoˆ-Wentzell’s formula(see
Lemma 5.6). Recently, in [3], Duboscq and Re´veillac studied the stochastic regularization
effects of diffusions with random drift coefficients on random functions. After adding
some Malliavin differentiability conditions on b and f , they extend the boundedness of time
average of a deterministic function f depending on a diffusion processX with deterministic
drift coefficient b to random mappings f and b by investigate the backward stochastic
Kolmogorov equation (1.5)(a ≡ I) in some Lp-type space. Inspired by [3] and [22], in
this paper we will prove a C2+α type estimate(Theorem 3.4) for (u, v), provided that
the coefficients satisfy some Malliavin differentiability conditions. We believe this kind of
result is also meaningful in itself. After getting a C2+α-regularity estimate for (u, v), we
use a modified Zvonkins type transformation mentioned above to show the well-posedness
of (1.1). We believe our results have the potential to be applied to stochastic transport
equations with random coefficients—we plan to pursue this in future.
This paper is organized as follows: In Section 2, we investigate a random Banach-
valued non-adapted Kolmogorov equation and prove its well-posedness in some Ho¨lder
type spaces. In Section 3, we study the solvability of backward stochastic Kolmogorov
equation (1.5) in some C2+α space. Our main result was proved in Section 4. A Itoˆ-
Wenzell’s type formula and some technique lemmas used in our main proofs were presented
in our Appendix.
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2. Schauder Estimates for Random Banach-valued PDEs
In this section, we give a self-contain proof of Schauder type estimate for random Banch-
valued parabolic PDEs by using Littlewood-Paley decomposition.
Let T ∈ (0, 1], D be a domain in Rn, DT = D × [0, T ] and B be a real Banach space.
For any α ∈ (0, 1) and strongly continuous function g : D → B, we define
‖g‖0;D := sup
x∈D
|g(x)|B , [g]α;D := sup
x,y∈D
|g(x) − g(y)|B
|x− y|α
.
For k ∈ N, denote
‖g‖Ck+α(D;B) :=
k∑
i=0
‖∇kg‖0;D + [∇
kg]α;D
Here and below, all the derivatives of an B-valued function are defined with respect to the
spatial variable in the strong sense, namely, ∇g is the unique map from Rn to L(Rn;B)
such that lim|h|→0 |g(x+h)−g(x)−∇g(x) ·h|B = 0. For any β > 0, the space C
β,0
x,t (DT ;B)
consists all continuous function f : DT → B such that
‖f‖
Cβ,0x,t (DT ;B)
:= sup
t∈[0,T ]
‖f(t)‖Cβ(D;B) <∞.
Below we denote QT = R
n × [0, T ], Q = Q1. If there is no confusion on the time
parameter T and underlying Banach space B , we simply write Cβ and Cβx,t instead of
Cβ(Rn;B) and Cβ,0x,t (QT ;B), respectively.
2.1. Littlewood-Paley decomposition. Let S (Rn) be the Schwartz space of all rapidly
decreasing complex valued functions on Rn, and S ′(Rn) be the dual space of S (Rn)(tempered
distribution space). Given f ∈ S (Rn), the Fourier transform and inverse transform of f
defined by
F (f)(ξ) := (2π)−n/2
ˆ
Rn
e−iξ·xf(x)dx,
F
−1f(ξ) := (2π)−n/2
ˆ
Rn
eiξ·xf(x)dx.
Let χ : Rn → [0, 1] be a smooth radial function with
χ(ξ) = 1, |ξ| 6 1; χ(ξ) = 0, |ξ| > 3/2.
Define
ϕ(ξ) := χ(ξ)− χ(2ξ), ϕ−1(·) := χ(2·), ϕj(·) := ϕ(2
−j ·) (j = 0, 1, 2, · · · ).
It is easy to see that ϕ > 0 and supp ϕ ⊂ B3/2 \B1/2 and formally
k∑
j=−1
ϕj(ξ) = χ(2
−kξ)
k↑∞
−→ 1. (2.1)
In particular, if |j − j′| > 2, then
suppϕ(2−j ·) ∩ suppϕ(2−j
′
·) = ∅.
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Let ϕ˜ be another smooth radial function, suppϕ˜ ∈ B 7
4
\B 1
4
and ϕ˜(x) = 1 for all x ∈ B 3
2
\B 1
2
.
Denote
hj := F
−1(ϕj), h˜j := F
−1(ϕ˜j).
For any f ∈ L1(Rn;B) + L∞(Rn;B), define
∆jf :=
ˆ
Rn
hj(x− y)f(y)dy, ∆˜jf :=
ˆ
Rn
h˜j(x− y)f(y)dy
Lemma 2.1. Let f ∈ L1(Rn;B) + L∞(Rn;B).
(1) (Bernstein’s inequality) For any k = 0, 1, 2, · · · , there is a constant C = C(n, k) >
0 such that for all j = −1, 0, 1, · · · ,
‖∇k∆jf‖0 6 C2
kj‖∆jf‖0; (2.2)
(2) For any α ∈ (0, 1), there is a constant C = C(α, n) > 1 such that
C−1 sup
j>−1
2jα‖∆jf‖0 6 ‖f‖Cα 6 C sup
j>−1
2jα‖∆jf‖0. (2.3)
When B = R the proof of above lemma can be found in [1], we present its Banach-valued
version in appendix.
2.2. A basic apriori estimate. Suppose (Ω,F ,P) is a complete probability space, H is
a real Hilbert spaces and B = Lp(Ω,F ,P;H) for some p > 2. Let aij, bi, c be real-valued
measurable functions on Q× Ω and
Lt := a
ij
t ∂ij + b
i
t∂i + ct.
Fix T ∈ (0, 1], consider the following B-valued PDE{
∂tw + Ltw + f = 0 in QT
wT (x) = 0.
(2.4)
We should first give the precise definition of solutions to the above equation.
Definition 2.2. A fucntion w : QT → B is called a solution of (2.4) if
(1) For each t ∈ [0, T ], w(t, ·) is a twice strongly differentiable function from Rn to B;
(2) For each x ∈ Rn, the process w(·, x) is absolutely continuous from [0, T ] to B
satisfying
wt(x) =
ˆ T
t
(
Lsws + fs
)
(x)ds.
In order to study the solvability of (2.4), we need the following
Assumption 1. The map (x, t, ω) 7→
(
at(x, ω), bt(x, ω), ct(x, ω), ft(x, ω)
)
is B(Q) × F
measurable and there are constants α ∈ (0, 1) and Λ > 1 such that for almost surely ω ∈ Ω,
‖aij(ω)‖
Cα,0x,t (QT ;R)
+ ‖bi(ω)‖
Cα,0x,t (QT ;R)
+ ‖c(ω)‖
Cα,0x,t (QT ;R)
6 Λ (H1)
and
Λ−1|ξ|2 6 aij(ω)ξiξj 6 Λ|ξ|
2. (H2)
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Our main result in this section is
Theorem 2.3. Under Assumption 1, for any f ∈ Cαx,t, (2.4) admits a unique solution w
in C2+αx,t . Moreover,
‖∂tw‖Cαx,t + ‖w‖C2+αx,t
+ T−1‖w‖C0x,t 6 C‖f‖C
α
x,t
, (2.5)
where C only depends on n, p, α,Λ.
Like the proof for the classic Schauder estimate, we fist consider the case when at(x, ω) =
at(ω) and b = c = 0. Let
At,s :=
ˆ s
t
a(r)dr, pat,s(x) := (det 4πAt,s)
−1/2 exp(−〈x,A−1t,s x〉),
P at,sf(x) :=
ˆ
Rn
pat,s(x− y)f(y)dy.
Lemma 2.4. Let T ∈ (0, 1], α ∈ (0, 1). Assume a is x-independent and satisfies (H2).
For any f ∈ Cαx,t, define
wt(x) :=
ˆ T
t
P at,sfs(x)ds.
Then w is the unique function in C2+αx,t satisfying
wt =
ˆ T
t
(aijs ∂ijws + fs)ds. (2.6)
Moreover,
‖∂tw‖Cαx,t + ‖w‖C2+αx,t
+ T−1‖w‖Cαx,t 6 C‖f‖Cαx,t , (2.7)
where C only depends on n, α, p,Λ.
Proof. We first prove the map w defined above satisfies (2.7) by using Littlewood-Paley
decompositions. For any g ∈ L1(Rn;B) + L∞(Rn;B), by Minkowski’s inequality, we have
‖(∆jP
a
t,sg)(x)‖B =
(
E|(∆jP
a
t,sg)(x)|
p
H
)1/p
=
(
E|(P at,s∆˜j∆jg)(x)|
p
H
)1/p
=
[ˆ
Ω
∣∣∣∣ˆ
Rn
(p
a(ω)
t,s ∗ h˜j)(y) ·∆jg(x− y, ω)dy
∣∣∣∣p
H
P(dω)
]1/p
6
ˆ
Rn
dy
[ˆ
Ω
|p
a(ω)
t,s ∗ h˜j(y)|
p · |∆jg(x− y, ω)|
p
H P(dω)
]1/p
6‖∆jg‖0
ˆ
Rn
[
ess sup
ω∈Ω
|p
a(ω)
t,s ∗ h˜j(y)|
]
dy.
(2.8)
By (H2), ˆ
Rn
[
ess sup
ω∈Ω
|p
a(ω)
t,s ∗ h˜j(x)|
]
dx 6
∥∥∥∥∥ supI/Λ6a6ΛI |pat,s ∗ h˜j(x)|
∥∥∥∥∥
L1x
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=
ˆ
Rn
dx sup
I/Λ6a6ΛI
∣∣∣∣ˆ
Rn
pat,s(x− y)2
jnh˜0(2
jy)dy
∣∣∣∣
=
ˆ
Rn
dx sup
I/Λ6a6ΛI
∣∣∣∣ˆ
Rn
2jnp2
2ja
t,s (2
jx− z)h˜0(z)dz
∣∣∣∣
=
ˆ
Rn
dx sup
I/Λ6a6ΛI
∣∣∣∣ˆ
Rn
p2
2ja
t,s (x− z)h˜0(z)dz
∣∣∣∣ .
Notice that
‖f‖L1 6 Cn,N‖(1 + |x|
2N )f(x)‖L∞ , ∀N > n/2
and
F
−1(pat,s)(ξ) = exp(−〈ξ,At,sξ〉),
we obtainˆ
Rn
[
ess sup
ω∈Ω
|p
a(ω)
t,s ∗ h˜j(x)|
]
dx 6
ˆ
Rn
dx sup
I/Λ6a6ΛI
∣∣∣∣ˆ
Rn
p2
2ja
t,s (x− z)h˜0(z)dz
∣∣∣∣
6C
∥∥∥∥∥(1 + |x|2N ) supI/Λ6a6ΛI |p22jat,s ∗ h˜0|(x)
∥∥∥∥∥
L∞x
=C sup
I/Λ6a6ΛI
∥∥∥(1 + |x|2N )|p22jat,s ∗ h˜0|(x)∥∥∥
L∞x
6C sup
I/Λ6a6ΛI
∥∥∥(1 + ∆N )[F−1(p22jat,s ) ·F−1(h˜0)](ξ)∥∥∥
L1ξ
=C sup
I/Λ6a6ΛI
ˆ
B 7
4
\B 1
4
∣∣(1 + ∆N )[exp(−22j〈ξ,At,sξ〉) · ϕ˜](ξ)∣∣ dξ
Notice that sup|α|=k ∂
α(ea|ξ|
2
) 6 C(1 + |a|)k(1 + |ξ|)kea|ξ|
2
, we getˆ
Rn
[
ess sup
ω∈Ω
|p
a(ω)
t,s ∗ h˜j(x)|
]
dx
6C
ˆ
1
4
6|ξ|6 7
4
[1 + (Λ22j(s− t))2N ] exp[−22j(s− t)|ξ|2/Λ]dξ.
(2.9)
Denote Λj := Λ2
2j(s − t), λj :=
1
16Λ
−122j(s − t), combine (2.8) and (2.9), we get
‖∆jP
a
t,sg‖0 = sup
x∈Rn
‖(∆jP
a
t,sg)(x)‖B 6 C(1 + Λ
2N
j )e
−λj
∣∣B 7
4
\B 1
4
∣∣‖∆jg‖0.
By the elementary inequality: (1 + Λ2Nj )e
−λj 6 Ck(1 ∧ [2
2j · (s− t)]−k), ∀k ∈ N, we have
‖∆jP
a
t,sg‖0 6C2
−jα‖g‖α(1 + Λ
2N
j )e
−λj
6Ck2
−jα(1 ∧ [22j · (s − t)]−k)‖g‖α,
which yields
‖∆jwt‖0 =
∥∥∥∥∆j ˆ T
t
P at,sfs ds
∥∥∥∥
0
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6C2−jα‖f‖Cαx,t
ˆ T−t
0
(1 ∧ 2−2jkr−k)dr.
If t > T − 2−2j , we have
‖∆jwt‖0 6 C2
−jα‖f‖Cαx,t · (T − t) 6 C2
−j(2+α)‖f‖Cαx,t ;
if t < T − 2−2j , by choosing k = 2, we get
‖∆jwt‖0 6C2
−jα‖f‖Cαx,t ·
(
2−2j + 2−4j
ˆ T−t
2−2j
s−2ds
)
6C2−j(2+α)‖f‖Cαx,t .
To sum up, we have
‖w‖C2+αx,t
6 C sup
t∈[0,T ]
j>−1
(
2−j(2+α)‖∆jwt‖0
)
6 C‖f‖Cαx,t.
So we complete our proof for (2.7). By basic calculations, one can verify that w satisfies
(2.6). Nest we show that w defined above is the unique solution to (2.4) in C2+αx,t . Assume
w˜ ∈ C2+αx,t is another function satisfy (2.6). Let ̺ ∈ C
∞
c (R
n) satisfying
´
̺ = 1 and
̺ε(x) = ε
−n̺(x/ε). Define v := w − w˜, vε := v ∗ ̺ε. For any k > n/p, N > 1 and
ε ∈ (0, 1), by Sobolev embedding and Ho¨lder’s inequality,
E‖vεt1 − v
ε
t2‖
p
L∞(BN ;H)
= E sup
‖h‖H=1
‖〈vεt1 − v
ε
t2 , h〉‖
p
L∞(BN )
6CNkp−nE sup
‖h‖H=1
‖〈vεt1 − v
ε
t2 , h〉‖
p
W k,p(BN )
6CNkp−nE
k∑
i=0
ˆ
BN
∣∣∣∣∇i ˆ t2
t1
(aij∂ijv
ε
s)(x)ds
∣∣∣∣p
H
dx
6CNkp−n|t2 − t1|
p−1
k+2∑
i=2
ˆ
BN
ˆ t2
t1
E
∣∣∣∣∣
ˆ
BN+1
vs(y)∇
iρε(x− y)dy
∣∣∣∣∣
p
H
ds dx
6CεN
kp+np−n|t2 − t1|
p−1
ˆ t2
t1
ˆ
BN+1
E|vs(y)|
p
Hdy
6CεN
(k+n)p|t2 − t1|
p‖v‖p
C0x,t
.
By Kolmogorov’s criterion, we obtain that for almost surely ω ∈ Ω and all ε ∈ (0, 1),
(x, t) ∈ QT ,
‖〈vεt (x, ω)‖H 6 Cε(ω)(1 + |x|)
k+n,
which means vεt (x, ω) satisfies a certain growth condition at infinity. On the other hand,
by definition, for almost surely ω ∈ Ω and each h ∈ H, the real valued function 〈vεt (ω), h〉
satisfies
∂t〈v
ε
t (ω), h〉+ a
ij
t (ω)∂ij〈v
ε
t (ω), h〉 = 0, v
ε
T (ω) = 0.
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Thus, we have 〈vεt (ω), h〉 ≡ 0(see [7, Chapter 7, p176]) i.e. w ∗ ̺ε = w˜ ∗ ̺ε a.s.. So
‖wt(x)−w˜t(x)‖B 6 limε→0 ‖wt(x)−(w∗̺ε)t(x)‖B+limε→0 ‖w˜t(x)−(w˜∗̺ε)t(x)‖B = 0 
Proof of Theorem 2.3. By Lemma 2.4 and the method of continuity. We only need to
prove the aprior estimate (2.5). Assume w ∈ C2+αx,t is a solution to (2.4). Let χ ∈ C
∞
c (R
d)
so that χ(x) = 1 if |x| 6 1 and χ(x) = 0 if |x| > 2. Fixing a number δ > 0, which will
specified later. Define χzδ = χ((x− z)/δ), then
∂t(wχ
z
δ) + L
z
t (wχ
z
δ) + (fχ
z
δ) + [χ
z
δLtw − L
z
t (wχ
z
δ)] = 0,
where Lztwt(x) := a
ij
t (z)∂ijwt(x). Noticing that
χzδLtw − L
z
t (wχ
z
δ) = χ
z
δ(a
ij − aijz )∂ijw + (b
iχzδ − 2a
ij
z ∂jχ
z
δ)∂iw + (cχ
z
δ − a
ij
z ∂ijχ
z
δ)w,
By (H1), we have
‖[χzδLtw − L
z
t (wχ
z
δ)]‖Cαx,t
6Cδα‖∇2w‖Cα,0x,t (B2δ(z)×[0,T ];B))
+ C
(
δ−α‖∇2w‖C0x,t
+ δ−1−α‖∇w‖Cαx,t + δ
−2−α‖w‖Cαx,t
)
.
(2.10)
Combine Lemma 2.4 and equation (2.10), we obtain that for any δ > 0,
sup
z∈Rn
‖w‖C2+α,0x,t (B2δ(z)×[0,T ];B)
6 Cn sup
z∈Rn
‖w‖C2+α,0x,t (Bδ(z)×[0,T ];B)
6C sup
z∈Rn
‖wχzδ‖C2+αx,t
6 C sup
z∈Rn
‖fχzδ + [χ
z
δLtw − L
z
t (wχ
z
δ)]‖Cαx,t
6Cδα sup
z∈Rn
‖w‖C2+α,0x,t (B2δ(z)×[0,T ];B)
+ C
(
δ−α‖∇2w‖C0x,t + δ
−1−α‖∇w‖Cαx,t
+ δ−2−α‖w‖Cαx,t + δ
−α‖f‖Cαx,t
)
.
By choosing δ ∈ (0, 1) sufficiently small such that Cδα 6 1/2, we obtain
sup
z∈Rn
‖w‖
C2+α,0x,t (B2δ(z)×[0,T ];B)
6 Cδ
(
‖w‖C2x,t + ‖f‖C
α
x,t
)
.
Using interpolation, we get
‖w‖C2+αx,t
6Cδ sup
z∈Rn
‖w‖
C2+α,0x,t (B2δ(z)×[0,T ];B)
6εCδ‖w‖C2+αx,t
+ Cδ,ε
(
‖w‖C0x,t + ‖f‖C
α
x,t
)
, ∀ε ∈ (0, 1).
By choosing ε small such that εCδ 6 1/2, we get
‖w‖C2+αx,t
6 C
(
‖w‖C0x,t + ‖f‖C
α
x,t
)
. (2.11)
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Next we show that ‖w‖C0x,t can be controlled by ‖f‖C
α
x,t
. By Minkowski’s inequality, for
any t ∈ [0, T ],(
E
ˆ
Br(x)
|wt(y)|
p
Hdy
)1/p
=
(
E
ˆ
Br(x)
∣∣∣∣ˆ T
t
∂sws(y)ds
∣∣∣∣p
H
dy
)1/p
=
(
E
ˆ
Br(x)
∣∣∣∣ˆ T
t
(Lsws + fs)(y)ds
∣∣∣∣p
H
dy
)1/p
6C
ˆ T
t
(
E
ˆ
Br(x)
|Lsws + fs|
p
H(y)dy
)1/p
ds
6CTrn/p(‖w‖C2x,t + ‖f‖C0x,t).
(2.12)
One the other hand, by Ho¨lder’s inequality,
|wt(x)|B 6
 
Br(x)
|wt(x)−wt(y)|B dy +
 
Br(x)
|wt(y)|B dy
6‖∇w‖C0x,t
 
Br(x)
|x− y|dy +
 
Br(x)
(
E
ˆ
Br(x)
|wt(y)|
p
H
)1/p
dy
6r‖∇w‖C0x,t + r
−n/p
(
E
ˆ
Br(x)
|wt(y)|
p
H dy
)1/p
.
(2.13)
Combining (2.12) and (2.13), we obtain
‖w‖C0x,t 6 r‖∇w‖C0x,t + CT (‖w‖C2x,t + ‖f‖C0x,t).
Due to (2.11),
‖w‖C2x,t 6 C(‖f‖C
α
x,t
+ ‖w‖C0x,t).
Combining the above two inequalities and letting r → 0, we get
‖w‖C0x,t 6 CT (‖w‖C0x,t + ‖f‖C
α
x,t
).
By choosing T sufficiently small such that CT 6 1/2, we get
‖w‖C0x,t 6 CT‖f‖C
α
x,t
. (2.14)
By (2.11) and (2.14), we obtain that (2.5) holds for some small T > 0. The same estimate
for arbitrary T ∈ (0, 1] can be obtained by induction. 
Remark 2.5. If f satisfies
ess sup
ω∈Ω
‖f(ω)‖
Cα,0x,t (QT ;R)
<∞,
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then (2.4) can be solved pointwisely and by the classic Schauder estimate,
ess sup
ω∈Ω
(
‖∂tw(ω)‖Cα,0x,t (QT ;R)
+ ‖w(ω)‖C2+α,0x,t (QT ;R)
+ T−1‖w(ω)‖Cα,0x,t (QT ;R)
)
6 C ess sup
ω∈Ω
‖f(ω)‖Cα,0x,t (QT ;R)
.
(2.15)
3. Schauder estimate for Backward SPDE
Recall that Wt is a d-dimensional Brownian motion on a complete probability space
(Ω,F ,P), Ft = σ{Ws : s 6 t} and F = F1. For any t ∈ [0, 1], X ∈ F , we denote
EtX := E(X|Ft). Throughout this section, we always assume T ∈ (0, 1], H is a real
Hilbert space, B = Lp(Ω;H) for some p > 2 and H = L2([0, 1];Rd). And with a little
abuse of notation, Lp(Ω) = Lp(Ω;Rm) for somem ∈ N+, which can be changed in different
places.
Lemma 3.1. Let H = R. Assume a, b, c are B × P measurable and satisfy (H1) and
(H2), then the following BSPDE
ut(x) =
ˆ T
t
(Lsus + fs)(x)ds−
ˆ T
t
vs(x) · dWs
has an Ft-adapted solution (u, v) in C
2+α
x,t × C
α(Rn;Lp(Ω;H) and ut = E
twt, where w is
the solution to (2.4). Moreover,
‖u‖C2+αx,t
+ T−1‖u‖C0x,t + ‖v‖Cα(Rn;Lp(Ω;H)) 6 C‖f‖C
α
x,t
,
where C only depends on n, d, p, α,Λ.
Proof. Let w be the solution of (2.4). Define ut(x) = E
twt(x). By Theorem 2.3 and
Lemma 5.3,
‖u‖C2+αx,t
+ T−1‖u‖C0x,t 6 C‖f‖C
α
x,t
.
Since at(x), bt(x) ∈ Ft, by the definitions of u, we have
ut(x) =E
t
{ˆ T
t
[(Lsws + fs)(x)]ds
}
=
ˆ T
t
Es[(Lsws + fs)(x)]ds
+
{ˆ T
t
Et[(Lsws + fs)(x)]ds−
ˆ T
t
Es[(Lsws + fs)(x)]ds
}
=
ˆ T
t
(Lsus + fs)(x)ds+mt(x)−mT (x).
where
mt(x) :=
ˆ T
t
Et[(Lsws + fs)(x)]ds
+
ˆ t
0
Es[(Lsws + fs)(x)]ds ∈ Ft.
(3.1)
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For any t ∈ [0, T ], since
EtmT (x) =E
t
ˆ T
0
Es[(Lsws + fs)(x)]ds
=Et
ˆ t
0
Es[(Lsws + fs)(x)]ds+E
t
ˆ T
t
Es[(Lsws + fs)(x)]ds
=
ˆ t
0
Es[(Lsws + fs)(x)]ds+
ˆ T
t
Et[(Lsws + fs)(x)]ds = mt(x),
m·(x) is a Ft-martingale. By Theorem 2.3, (3.1) and Lemma 5.3, one can see that m ∈
Cαx,t. Thanks to martingale representation, there is an Ft-adapted process v·(x) such that
mt(x)−m0(x) =
ˆ t
0
vs(x)dWs.
Hence, we obtain
ut(x) =
ˆ T
t
(Lsus + fs)(x)ds−
ˆ T
t
vs(x) · dWs,
or
ut(x) = u0(x)−
ˆ t
0
(Lus + fs)(x)ds+
ˆ t
0
vs(x) · dWs. (3.2)
By (3.1) and Burkholder-Davis-Gundy inequality, we have
E
[(ˆ T
0
|vt(x)− vt(y)|
2dt
) p
2
]
=E〈m(x)−m(y)〉
p
2
T 6 CE|mT (x)−mT (y)|
p
=CE
∣∣∣∣ˆ T
0
Es[(Lsws + fs)(x)− (Lsws + fs)(y)] ds
∣∣∣∣p
6C
ˆ T
0
E |Es [(Lsws + fs)(x)− (Lsws + fs)(y)]|
p ds
6C
ˆ T
0
E|(Lsws + fs)(x)− (Lsws + fs)(y)|
p ds
6C|x− y|αp
(
‖w‖p
C2+αx,t
+ ‖f‖pCαx,t
)
6 C|x− y|αp‖f‖pCαx,t
,
which implies
‖v‖Cα(Rn;Lp(Ω;H)) 6 C‖f‖Cαx,t .
So we complete our proof. 
As we mentioned in the introduction, the Zovnkin’s type transform is an effective way to
prove the well-posedeness of SDEs with singular coefficients. However, the Cα-regularity
of v in the spatial variable is not enough to apply this trick. So we need to get better
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regularity estimate for v under some mild conditions. We start with some definitions and
lemmas. Let Sb be the set of random variables of the form
F = f(〈h1,W 〉, · · · , 〈hm,W 〉),
where f ∈ C∞b (R
m), hi ∈ H and 〈hi,W 〉 :=
´ 1
0 hsdWs. We define the operator D on Sb
with values in the set of H-valued random variables, by
DF =
m∑
i=1
∂if(〈h1,W 〉, · · · , 〈hm,W 〉)hi.
For any p ∈ [1,∞), D1,p is the closure of the set Sb with respect to the norm ‖F‖D1,p :=
‖F‖p + ‖DF‖Lp(Ω;H).
Lemma 3.2. Suppose {yt}t∈[0,1] is a process(may not adapted) on (Ω,P,F ) and
yt = y0 +
ˆ t
0
y˙rdr,
with y0 ∈ D
1,2 and y˙ ∈ L2([0, 1];D1,2). Then there exists a random field {ys,t}(s,t)∈[0,1]2
such that for each t ∈ [0, 1], y·,t = D·yt in L
2(Ω;H); for each s ∈ [0, 1], the map [0, 1] ∋
t 7→ ys,t ∈ L
2(Ω;Rd) is absolutely continuous and
Etyt = Ey0 +
ˆ t
0
Esy˙sds+
ˆ t
0
Esys,sdWs. (3.3)
Proof. By our condition y0 ∈ D
1,2, y˙ ∈ L2([0, 1];D1,2), we have Dy0 ∈ L
2([0, 1] × Ω;Rd)
and the map (s, t, ω) 7→ Dsy˙t(ω) is an element in L
2([0, 1]2 × Ω;Rd). Thus, there is a
Lebesgue null set N ⊆ [0, 1] such that for each s /∈ N , the map t 7→ Dsy˙t is an element
in L2([0, 1];L2(Ω)) and Dsy0 ∈ L
2(Ω). For any s ∈ [0, 1], define
ys,t =
{
Dsy0 +
´ t
0 Dsy˙rdr s /∈ N , t ∈ [0, 1]
0 s ∈ N , t ∈ [0, 1].
Obviously, for each s ∈ [0, 1], the map [0, 1] ∋ t 7→ yt,s ∈ L
2(Ω) is absolutely continuous.
By our assumption
ˆ 1
0
‖y˙r‖D1,2dr 6
(ˆ 1
0
‖y˙r‖
2
D1,2dr
)1/2
<∞,
i.e. y˙ : [0, 1] → D1,2 is Bochner integrable. Since D is a continuous operator from D1,2 to
L2(Ω), we get
Dyt = Dy0 +D
ˆ t
0
y˙rdr = Dy0 +
ˆ t
0
Dy˙rdr.
Combining this with the definition of ys,t, we get y·,t = D·yt in L
2(Ω;H) for all t ∈ [0, 1].
Moreover, by our assumption,
E
ˆ 1
0
|ys,s|
2ds 6E
ˆ 1
0
|Dsy0|
2ds+E
ˆ 1
0
∣∣∣∣ˆ s
0
Dsy˙r dr
∣∣∣∣2 ds
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6‖Dy0‖2 +
ˆ T
0
‖Dy˙r‖
2
2dr <∞,
which means ys,s is an element of L
2([0, 1] × Ω;Rd). By Lemma 5.5, we have
Etyt =Eyt +
ˆ t
0
EsDsyt · dWs = Eyt +
ˆ t
0
Esys,t · dWs
=Eyt +
ˆ t
0
Esys,s · dWs +
ˆ t
0
Es(ys,t − ys,s) · dWs.
(3.4)
Notice that for any s /∈ N , t ∈ [0, 1],
ys,t − ys,s =
ˆ t
s
Dsy˙rdr
by stochastic Fubini theorem,
ˆ t
0
Es(ys,t − ys,s) · dWs =
ˆ t
0
Es
(ˆ t
s
Dsy˙rdr
)
· dWs
=
ˆ t
0
(ˆ t
s
EsDsy˙rdr
)
· dWs =
ˆ t
0
dr
ˆ r
0
EsDsy˙r · dWs
(5.6)
=
ˆ t
0
(Ery˙r −Ey˙r)dr =
ˆ t
0
Ery˙rdr +Ey0 −Eyt.
Submit this equality to (3.4), we get (3.3). 
For any F ∈ F and h ∈ H, denote
τεhF (ω) := F
(
ω + ε
ˆ ·
0
hsds
)
, DhεF :=
(τεhF − F )
ε
.
The next lemma is taken from [12], which gives a characterization of the space D1,p in
terms of differentiability properties.
Lemma 3.3. Let p ∈ (1,∞) and F ∈ Lp(Ω). The following properties are equivalent
(1) F ∈ D1,p.
(2) There is DF ∈ Lp(Ω;H) such that for any h ∈ H and q ∈ [1, p)
lim
ε→0
E|DhεF − 〈DF, h〉H |
q = 0.
(3) There is DF ∈ Lp(Ω;H) and some q ∈ [1, p) such that for any h ∈ H
lim
ε→0
E|DhεF − 〈DF, h〉H |
q = 0.
And in that case, DF = DF .
Denote ∆T = {(s, t) : 0 6 s 6 t 6 T}, ∆ = ∆1. We need the following
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Assumption 2. For each (x, t) ∈ Q, at(x), bt(x), ct(x) are Malliavin differentiable and
the random fields Dsat(x),Dsbt(x),Dsct(x) have continuous versions as maps from R
n×∆
to L2p(Ω) such that
sup
(s,t)∈∆
(
‖Dsat‖Cα(Rn;L2p(Ω)) + ‖Dsbt‖Cα(Rn;L2p(Ω))
+ ‖Dsct‖Cα(Rn;L2p(Ω))
)
6 Λ′ <∞.
(H3)
Theorem 3.4. Let T ∈ (0, 1], q > 2p > 4 and Cβx,t = C
β,0
x,t (QT ;L
p(Ω)). Under Assump-
tion 1 and 2, the following BSPDE
ut(x) =
ˆ T
t
(Lsus + fs)(x)ds−
ˆ T
t
vs(x) · dWs (3.5)
has an Ft-adapted solution (u, v) ∈ C
2+α
x,t × C
2+α
x,t , provided that f ∈ C
α,0
x,t (QT ;L
q(Ω)),
Df ∈ Cα,0x,t (QT ;L
2p(Ω;H)) and
‖f‖Cα,0x,t (QT ;Lq(Ω))
+ sup
(s,t)∈∆T
‖Dsft‖Cα(Rn;L2p(Ω;Rd)) 6 Λf <∞.
Moreover, we have
‖u‖C2+αx,t
+ ‖v‖C2+αx,t
6 CΛf ,
Proof. Step 1. Let w ∈ C2+α,0x,t (QT ;L
q(Ω)) be the solution to (2.4). We first show that for
each (x, t), wt(x) is Malliavin differentiable, and Dw satisfies following L
p(Ω;H)-valued
equation:
Dwt =
ˆ T
t
(LrDwr +Gr)dr, (3.6)
where Gr = Dfr + (∂ijwrDa
ij
r + ∂iw
i
rDb
i
r + wr · Dcr). Consider the following L
p(Ω;H)-
valued PDE,
Dwt =
ˆ T
t
Lr(Dwr)dr +
ˆ T
t
Gr dr = 0. (3.7)
By our assumptions and Theorem 2.3,
‖w‖C2+α,0x,t (QT ;Lq(Ω))
6 C‖f‖Cα,0x,t (QT ;Lq(Ω))
6 Λf ,∑
i,j
‖Daij‖
Cα,0x,t (QT ;L
2p(Ω;H))
+
∑
i
‖Dbi‖
Cα,0x,t (QT ;L
2p(Ω;H))
+ ‖Dc‖
Cα,0x,t (QT ;L
2p(Ω;H))
<∞,
so Ho¨lder’s inequality yields,
‖G‖Cα,0x,t (QT ;Lp(Ω;H))
6 CΛf .
Due to Theorem 2.3(H = H), there is a unique solution Dw ∈ C2+α,0x,t (QT ;L
p(Ω;H)) to
(3.7). Thus, for any h ∈ H, Dhwt := 〈Dwt, h〉 satisfies
Dhwt −
ˆ T
t
Lr(D
hwr)dr =
ˆ T
t
〈Gr, h〉 dr (3.8)
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and
‖Dhw‖C2+αx,t
+ ‖Dh∂tw‖Cαx,t 6 C|h|HΛf . (3.9)
On the other hand, by the definition of Dhεw
Dhεwt −
ˆ T
t
[
τεha
ij
r ∂ijD
h
εwr + τεhb
i
r ∂iD
h
εwr + τεhcrD
h
εwr
]
dr
=
ˆ T
t
[
Dhε fr +D
h
ε a
ij
r ∂ijwr +D
h
ε b
i
r∂iwr +D
h
ε crwr
]
dr.
(3.10)
Notice that for any F ∈ D1,p and h ∈ H,
DhεF =
(τεhF − F )
ε
= ε−1
ˆ ε
0
τθhD
hF dθ, (3.11)
so for any q′ ∈ [p, 2p),
E|Dhε fr(x)−D
h
ε fr(y)|
q′ =
∥∥∥∥ε−1 ˆ ε
0
τθh [D
hfr(x)−D
hfr(y)]dθ
∥∥∥∥q′
Lq′ (Ω)
6 sup
06θ6ε
‖τθh(D
hfr(x)−D
hfr(y))‖
q′
Lq′ (Ω)
.
By Girsanov theorem
dP ◦ τ−1θh
dP
= E(θh) := exp
(
θ
ˆ T
0
hrdWr −
θ2
2
ˆ T
0
|hr|
2dr
)
,
so
E|Dhε fr(x)−D
h
ε fr(y)|
q′ 6 sup
06θ6ε
E[|Dhfr(x)−D
hfr(y)|
q′E(θh)]
6 sup
06θ6ε
E[|Dhfr(x)−D
hfr(y)|
2p]
q′
2p · E[E
q
2p−q′ (θh)]1−
q′
2p
6C‖Dfr‖
q′
Cα(Rn;L2p(Ω;H))
|h|q
′
H |x− y|
αq′ ,
where we use the following fact in the last inequality:
EEκ(θh) = EE(κθh) exp
(
κ2 − κ
2
|h|2H
)
6 Cκ.
Thus,
sup
ε∈(0,1)
‖Dhε f‖Cα,0x,t (QT ;Lq
′(Ω)) 6 C|h|H‖Df‖Cα,0x,t (QT ;L2p(Ω;H))
.
Similarly, for any q′′ ∈ (1, 2p),
sup
ε∈(0,1)
[
‖Dhε a‖Cα,0x,t (QT ;Lq
′′ (Ω)) + ‖D
h
ε b‖Cα,0x,t (QT ;Lq
′′ (Ω))
+ ‖Dhε cr‖Cα,0x,t (QT ;Lq
′′(Ω))
]
6 C.
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Choose q′ = p and q′′ = pqq−p ∈ (p, 2p). Notice that ‖w‖C2+α,0x,t (QT ;Lq(Ω))
6 CΛf , Ho¨lder’s
inequality yields
sup
ε∈(0,1)
∥∥∥Dhε f +Dhε aij ∂ijw +Dhε bi∂iw +Dhε cw∥∥∥
Cα,0x,t (QT ;L
p(Ω))
6 C|h|HΛf . (3.12)
Notice that τεha, τεhb, τεhc satisfy (H1) and (H2), by (3.10), (3.12) and Theorem 2.3, we
get
sup
ε∈(0,1)
(
‖Dhεw‖C2+αx,t
+ ‖Dhε ∂tw‖Cαx,t
)
6 C|h|HΛf . (3.13)
Let δhεw := D
h
εw − D
hw. Next we will prove δhεwt(x) → 0 in L
p(Ω), for each (x, t) ∈ QT .
By definition,
∂tδ
h
εw + Ltδ
h
εw = −(D
h
ε f −D
hf)
−
[
(Dhε a
ij −Dhaij)∂ijw + (D
h
ε b
i −Dhbi)∂iw + (D
h
ε c−D
hc)w
]
− ε
(
Dhε a
ij ∂ijD
h
εw +D
h
ε b
i ∂iD
h
εw +D
h
ε cD
h
εw
)
=: −
3∑
i=1
F ε,i
(3.14)
i.e. δhεw is a L
p(Ω)-valued solution to (2.4) with f replaced by F εt :=
∑3
i=1 F
ε,i
t . And
estimates (3.9) and (3.13) yield
sup
ε∈(0,1)
(
‖δhεw‖C2+αx,t
+ ‖∂tδ
h
εw‖Cαx,t
)
6 C|h|HΛf . (3.15)
By (3.14), for each R > 0, we have
∂t(δ
h
εwχR) + Lt(δ
h
εwχR) + F
εχR
− (2aij∂iδ
h
εw∂jχR + δ
h
εwa
ij
t ∂ijχR + δ
h
εwb
i
t∂iχR) = 0,
where χR(x) = χ(x/R). Due to our assumptions and (3.15),∥∥∥(2aij∂iδhεw∂jχR + δhεwaijt ∂ijχR + δhεwbit∂iχR)∥∥∥
Cαx,t
6 C|h|HΛf/R.
So by Theorem 2.3, for any α′ ∈ (0, α),
‖δhεwχR‖C2+α′x,t
6 C‖F εχR‖Cα′x,t
+ C|h|HΛf/R. (3.16)
Thanks to Lemma 3.3, for each (x, t) ∈ QT , F
ε,1
t (x) = D
h
ε ft(x) − D
hft(x)
L2p(Ω)
−→ 0.
By (3.11) and the continuity of Df : QT 7→ L
2p(Ω;H), one can verify that the map
QT ∋ (x, t) 7→ D
h
ε ft(x) ∈ L
p(Ω) is equivalent continuous. So by Arzela-Ascoli theorem,
for any sequence εn → 0(n → ∞), it has a subsequence εnk → 0(k → ∞) such that
for all R > 0, F εnk ,1χR → 0 in C
α′
x,t(α
′ ∈ (0, α)). Similarly, we have F εnk ,2χR → 0 and
F εnk ,3χR → 0 in C
α′
x,t as k →∞. Thus, lim supε→0 ‖F
εχR‖Cα′x,t
= 0. So by (3.16), for any
R0 > 0,
lim sup
ε→0
‖δhεwχR0‖C2+α′x,t
6 lim
R→∞
lim sup
ε→0
‖δhεwχR‖C2+α′x,t
6 lim
R→∞
C/R = 0,
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which of course implies Dhεwt(x)−D
hwt(x)→ 0 in L
p(Ω). Again by Lemma 3.3, for each
(x, t) ∈ QT , we have wt(x) ∈ D
1,p and Dwt(x) = Dwt(x) ∈ C
2+α,0
x,t (QT ;L
p(Ω;H)). (3.6)
follows by the definition of Dw.
Step 2. For any (s, t) ∈ ∆T , let w
s
t (x) be the solution to the following equation
wst =
ˆ T
t
(Lrw
s
r + g
s
r)dr, (3.17)
where gsr := (Dsa
ij
r )∂ijwr + (Dsb
i
r)∂iwr + (Dscr)wr +Dsfr. By Ho¨lder’s inequality,
‖gs‖Cαx,t 6‖Dsf‖Cα,0x,t (QT ;Lp(Ω))
+ ‖w‖
C2+α,0x,t (QT ;L
2p(Ω))
(∑
ij
‖Dsa
ij‖
Cα,0x,t (QT ;L
2p(Ω))
+
∑
i
‖Dsb
i‖Cα,0x,t (QT ;L2p(Ω))
+ ‖Dsc‖Cα,0x,t (QT ;L2p(Ω))
)
6C‖f‖Cα,0x,t (QT ;Lq(Ω))
+ C sup
(s,t)∈∆T
‖Dsft‖Cα(Rn;Lp(Ω)) 6 CΛf .
Theorem 2.3 yields,
sup
s∈[0,T ]
(
‖∂tw
s‖Cαx,t + ‖w
s‖C2+αx,t
)
6 C‖gs‖Cαx,t 6 CΛf . (3.18)
Step 3. Next, we prove that wst (x) constructed in Step 2 is a version of Dswt(x). Let
A
α =
{
w : w ∈ C2+αx,t ; ∂tw ∈ C
α
x,t
}
, ‖w‖A α := ‖w‖C2+αx,t
+ ‖∂tw‖Cαx,t .
The solution map of (2.4)
T : Cαx,t ∋ f 7→ w ∈ A
α
is Lipschitz continuous. Since [0, T ] ∋ s 7→ gs ∈ Cαx,t is measurable, s 7→ w
s is measurable
from [0, T ] to A α. For any ϕ ∈ C∞c ([0, T ];R
d), define
wϕ =
ˆ T
0
ϕ(s) · wsds, gϕ =
ˆ T
0
ϕ(s) · gsds.
Then, one can see that wϕ satisfies
wϕt =
ˆ T
t
(Lrw
ϕ
r + g
ϕ
r )dr.
On the other hand, notice that Dw is the unique solution to (3.6), we have
〈ϕ,Dwt〉H =
ˆ T
t
(Lr〈ϕ,Dwr〉H + 〈ϕ, gr〉H)dr =
ˆ T
t
(Lr〈ϕ,Dwr〉H + g
ϕ
r )dr.
So wϕ = 〈ϕ,Dw〉, which implies s 7→ ws is a version of Dw.
Step 4. Define ut(x) = E
twt(x). Theorem 2.3 and Lemma 5.3 yield
‖u‖C2+αx,t
6 ‖w‖C2+αx,t
6 C‖f‖Cαx,t 6 CΛf .
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Let w˙t(x) := −[Ltwt(x) + ft(x)], by Step 1, w˙ ∈ C
α,0
x,t (QT ;D
1,p). Notice that
wt(x) = w0(x) +
ˆ t
0
w˙s(x)ds.
Thanks to Lemma 3.2, for each (x, t) ∈ QT ,
ut(x) = E
twt(x) = Ew0(x) +
ˆ t
0
Esw˙s(x)ds+
ˆ t
0
EsWs,s(x) · dWs,
where Ws,t(x) = Dsw0(x) +
´ t
0 Dsw˙r(x)dr for all (x, t) ∈ QT and s ∈ [0, T ] a.e.. Since
Ws,s(x) =Dsw0(x) +
ˆ s
0
Dsw˙r(x)dr =
ˆ T
s
Ds[Lrwr + fr](x)dr
=
ˆ T
s
[LrDswr + g
s
r ](x)dr =
ˆ T
s
[Lrw
s
r + g
s
r ](x) = w
s
s(x), s ∈ [0, T ] a.e.,
we get
ut(x) =u0(x)−
ˆ t
0
Es(Lsws + fs)(x)ds+
ˆ t
0
Eswss(x) · dWs
=u0(x)−
ˆ t
0
(Lsus + fs)(x)ds+
ˆ t
0
Eswss(x) · dWs.
Notice uT (x) = 0, we have
u0(x) =
ˆ T
0
(Lsus + fs)(x)ds−
ˆ T
0
Eswss(x) · dWs.
Combining the above two equations, we obtain
ut(x) =
ˆ T
t
(Lsus + fs)(x)ds−
ˆ T
t
Eswss(x)dWs
Let vs(x) = w
s
s(x), then the above equation implies (ut, vt) = (E
twt,E
twtt) is a solution
to (3.5). Moreover,
‖v‖C2+αx,t
= sup
06t6T
‖Etwtt‖C2+α(Rn;Lp(Ω))
6 sup
s∈[0,T ]
‖ws‖C2+αx,t
6 CΛf <∞.
So we complete our proof. 
Let ̺ ∈ C∞c (R
n) satisfying
´
̺ = 1, and ̺m(x) := m
n̺(mx).
Corollary 3.5 (Stability). Suppose a, b, c satisfy (H1)-(H3) and a
m := a ∗ ̺m, b
m := b ∗
̺m, c
m := c∗̺m, f
m := f∗̺m, w
m
t (respectively (u
m, vm)) is the solution to (2.4)(respectively
(3.5)) with a, b, c, f replaced by am, bm, cm, fm. Then for any β ∈ (0, α),
‖∂t(w − w
m)‖
Cβx,t
+ ‖w − wm‖
C2+βx,t
+ T−1‖w − wm‖C0x,t → 0 (n→∞);
‖u− um‖
C2+βx,t
+ ‖v − vm‖
C2+βx,t
→ 0 (n→∞).
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4. SDEs with random singular coefficients
In this section, we give the proof for our main result.
Proof of Theorem 1.1. We first point out that it is enough to prove the well-posedness of
(1.1) for t ∈ [0, T/2], where T is a universal constant depending only on n, α,Λ, p.
Pathwise uniqueness: Assume Xt is a solution to (1.1). We prove the uniqueness
by Zovnkin’s type transformation. With a little abuse of notation, we denote Cβx,t =
Cβx,t(QT ;L
p(Ω;Rm)), where m ∈ N+ can be changed in different places. Let Lt = a
ij
t ∂ij +
bit∂i, consider the following BSPDE:
dut + (Ltut + bt)dt = vtdWt, uT (x) = 0. (4.1)
By our assumptions and Theorem 3.4, (4.1) has an Ft-adapted solution (ut, vt) and
‖u‖C2+αx,t
+ ‖v‖C2+αx,t
<∞. (4.2)
Since ut = E
twt, wt solves
∂tw + Ltw + b = 0, wT (x) = 0
and
ess sup
ω∈Ω
(
sup
t∈[0,T ]
‖bt(·, ω)‖Cα + sup
(s,t)∈∆T
‖Dsbt(·, ω)‖Cα
)
<∞,
By Remark 2.5, we have
ess sup
ω∈Ω
sup
t∈[0,T ]
(
‖wt(·, ω)‖C2+α + T
−1‖wt(·, ω)‖Cα
)
6C ess sup
ω∈Ω
sup
t∈[0,T ]
‖bt(·, ω)‖Cα .
Interpolation inequality and above estimate yield
ess sup
ω∈Ω
sup
t∈[0,T ]
‖ut(·, ω)‖C1 6 ess sup
ω∈Ω
sup
t∈[0,T ]
‖wt(·, ω)‖C1 6 CT ,
where CT → 0 as T → 0. Next, we fix T = T (n, α,Λ, p) > 0 such that
ess sup
ω∈Ω
sup
t∈[0,T ]
‖ut(·, ω)‖C1 6
1
2
.
Let φt(x) = x+ ut(x), then
1
2
6 ess sup
ω∈Ω
sup
06t6T
‖∇φt(x, ω)‖L∞ 6
3
2
, (4.3)
so for almost surely ω ∈ Ω, φt(·, ω) is a stochastic C
2+α-differential homeomorphism from
Rn to Rn. By the definition of φ,
dφt(x) = dut(x) = dgt(x) + dmt(x) := −(Ltut(x) + bt(x))dt+ vt(x) · dWt.
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Next we prove that φ, g, v and X are regular enough to apply the Itoˆ-Wenzell formula.
Since ‖v‖C2+αx,t
<∞, we have
sup
t∈[0,T ];x 6=y
E|∇2vt(x)−∇
2vt(y)|
p
|x− y|αp
<∞.
Notice that p > n/α, so for any β ∈ (n/p, α) and N > 0, by Garsia-Rademich-Rumsey’s
inequality,
sup
t∈[0,T ]
E
(
sup
x,y∈BN
|∇v2t (x)−∇
2vt(y)|
|x− y|β−n/p
)p
6CN sup
t∈[0,T ]
E
(ˆ
BN
ˆ
BN
|∇2vt(x)−∇
2vt(y)|
p
|x− y|d+βp
dxdy
)
6CN
ˆ
BN
ˆ
BN
|x− y|−d+(α−β)p 6 CN .
Combining this and the fact that supt∈[0,T ]E|∇
2vt(0)|
p <∞, we get
sup
t∈[0,T ]
E
(
sup
x∈BN
|∇2vt(x)|
p
)
<∞, ∀N > 0.
Moreover, one can also prove
sup
t∈[0,T ]
E‖vt‖
p
C2(BN )
<∞, ∀N > 0. (4.4)
Denote
ηt(x) :=
ˆ t
0
gs(x)ds = ut(x)− u0(x)−mt(x).
By BDG inequality, for each k = 0, 1, 2
E
∣∣∣∇kmt(x)−∇kmt(y)∣∣∣p 6 CE [ˆ t
0
|∇kvs(x)−∇
kvs(y)|
kds
] p
2
6CE
ˆ t
0
|∇kvs(x)−∇
kvs(y)|
pds 6 C|x− y|αp‖∇kv‖pCαx,t
,
which together with (4.2) imply
‖η‖C2+αx,t
6 C
(
‖u‖C2+αx,t
+ ‖v‖C2+αx,t
)
.
By definition,
‖∂tη‖Cαx,t = ‖g‖Cαx,t 6 ‖Ltu+ b‖Cαx,t 6 C
(
‖u‖C2+αx,t
+ ‖b‖Cαx,t
)
.
Thanks to Lemma 5.2, for any β ∈ (n/p, α), θ = 12 +
α−β
2 ∈ (
1
2 , 1), we have
‖η‖
Cθt C
1+β
x
6 C‖∂tη‖
θ
Cαx,t
‖η‖1−θ
C2+αx,t
.
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By the similar procedure of proving (4.4), we have[
E
∥∥∥∥ˆ t2
t1
gsds
∥∥∥∥p
C1(BN )
]1/p
=
[
E‖ηt1 − ηt2‖
p
C1(BN )
]1/p
6CN |t1 − t2|
θ, θ ∈ (1/2, 1).
On the other hand, E|Xt1 −Xt2 |
p′ 6 C|t1 − t2|
p′
2 (p′ = p/(p − 1)). So φ, g, v,X satisfy all
the conditions in Lemma 5.6. Using (5.8), we get
dφt(Xt) =− Ltut(Xt)− bt(Xt)dt+ v
k
t (Xt)dW
k
t
+ [bit(Xt)∂iφt(Xt) + a
ij
t (Xt)∂ijφt(Xt) + ∂iv
k
t (Xt)σ
ik
t (Xt)]dt
+ ∂iφt(Xt)σ
ik
t (Xt)dW
k
t
=∂iv
k
t (Xt)σ
ik
t (Xt)dt+ ∂iφt(Xt)σ
ik
t (Xt)dW
k
t + v
k
t (Xt)dW
k
t .
Define Yt := φt(Xt), then
Yt = Y0 +
ˆ t
0
b˜s(Ys)ds+
ˆ t
0
σ˜s(Ys)dWs, (4.5)
where
b˜t(y) = ∂iv
k
t σ
ik
t ◦ φ
−1
t (y), σ˜t(y) = [∇φtσt + vt] ◦ φ
−1
t (y).
By Lemma 5.1, b˜ and σ˜ are B ×P-measurable. And for any x, y ∈ BN and t ∈ [0, T ],
|˜bt(0)|+ |σ˜t(0)| 6 CK
1
t ,
|˜bt(x)− b˜t(y)|+ |σ˜t(x)− σ˜t(y)| 6 CK
N
t |x− y|,
where KNt := ‖ut‖C2(BN ) + ‖vt‖C2(BN ). It is not hard to see that K
N
t is progressive
measurable and satisfies
E
ˆ T
0
KNt dt 6 sup
t∈[0,T ]
EKNt
(4.4)
< ∞.
Thanks to Theorem 1.2 of [8], equation (4.5) admits a unique solution, which implies Xt
is unique up to indistinguishability.
Strong existence: Let bmt = bt ∗ ̺m, X
m be the solution to
Xmt = X0 +
ˆ t
0
bms (X
m
s )ds+
ˆ t
0
σs(X
m
s )dWs, t ∈ [0, T ], (4.6)
We next want to show that Xmt uniform convergence on compacts in probability(ucp in
short) to a process Xt. Let (u
m, vm) be the pair of functions constructed in Theorem 3.4
satisfying
dumt +
[
aijt ∂iju
m
t + (b
m
t )
i∂iu
m
t + b
m
t
]
dt = vmt dWt.
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Like before, we can find a uniform constant T = T (n, α,Λ, p) > 0 such that ‖∇umt ‖L∞ 6
1/2. Define φmt (x) := x + u
m
t (x), Y
m
t := φ
m
t (X
m
t ) and Z
m,m′
t := Y
m
t − Y
m′
t . Again by
Itoˆ-Wentzell’s formula, we have
Zm,m
′
t =Y
m
t − Y
m′
t = u
m
0 (X0)− u
m′
0 (X0) +
ˆ t
0
[˜bms (X
m
s )− b˜
m′
s (X
m′
s )]ds
+
ˆ t
0
[σ˜ms (X
m
s )− σ˜
m′
s (X
m′
s )]dWs,
where
b˜mt := [∂iv
m,k
t σ
ik
t ] ◦ (φ
m
t )
−1, σ˜mt := [(∇φ
m
t )σt + v
m
t ] ◦ (φ
m
t )
−1.
By Itoˆ’s formula, for any stopping time τ 6 T ,∣∣∣Zm,m′t∧τ ∣∣∣2 =|um0 (X0)− um′0 (X0)|2 + 2ˆ t∧τ
0
Zm,m
′
s ·
[
b˜ms (Y
m
s )− b˜
m′
s (Y
m′
s )
]
ds
+
ˆ t∧τ
0
tr
[
σ˜ms (Y
m
s )− σ˜
m′
s (Y
m′
s )
] [
σ˜ms (Y
m
s )− σ˜
m′
s (Y
m′
s )
]∗
ds+mt∧τ ,
(4.7)
where
mt = 2
ˆ t
0
Zm,m
′
s ·
[
σ˜ms (Y
m
s )− σ˜
m′
s (Y
m′
s )
]
dWs.
For any N, k ∈ N, let Km,Nt := ‖u
m
t ‖C2(BN ) + ‖v
m
t ‖C2(BN ),
τN,k = inf
m
inf
{
t > 0 :
ˆ t
0
(K
m,N
s )
2ds > k
}
∧ T,
and
σN = inf
m
inf {t > 0 : |Y mt | > N/2} ∧ T, σ
N,k := σN ∧ τN,k.
For all x, y ∈ BN/2 and t ∈ [0, σ
N,k], we have
supm∈N
(
|˜bmt (x)− b˜
m
t (y)|+ |σ˜
m
t (x)− σ˜
m
t (y)|
)
6 Ck|x− y|. (4.8)
Since for each (x, t) ∈ BN/2 × [0, T ], (φ
m
t )
−1(x) ∈ BN , we obtain that for any x ∈ BN/2
and t ∈ [0, τN,k],
|˜bmt (x)− b˜
m′
t (x)|
6
∣∣∣[∂ivm,kt σikt ] ◦ (φmt )−1(x)− [∂ivm′,kt σikt ] ◦ (φmt )−1(x)∣∣∣
+
∣∣∣[∂ivm′,kt σikt ] ◦ (φmt )−1(x)− [∂ivm′,kt σikt ] ◦ (φm′t )−1(x)∣∣∣
6C‖∇vmt −∇v
m′
t ‖L∞(BN ) + C‖v
m′
t ‖C2(BN )|(φ
m
t )
−1(x)− (φm
′
t )
−1(x)|
6C‖vmt − v
m′
t ‖C2(BN ) + C‖v
m′
t ‖C2(BN ) sup
y∈BN
|φm
′
t (y)− φ
m
t (y)|
6Ck
(
‖umt − u
m′
t ‖C2(BN ) + ‖v
m
t − v
m′
t ‖C2(BN )
)
.
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Similarly, for any x ∈ BN/2 and t ∈ [0, τ
N,k],
|σ˜mt (x)− σ˜
m′
t (x)| 6 Ck
(
‖umt − u
m′
t ‖C2(BN ) + ‖v
m
t − v
m′
t ‖C2(BN )
)
By our Theorem 3.4, Corollary 3.5 and the similar procedure of proving (4.4), we have
sup
t∈[0,T ],m∈N
E|Km,Nt |
p = sup
t∈[0,T ],m∈N
E
(
‖umt ‖C2(BN ) + ‖v
m
t ‖C2(BN )
)p
<∞
and
lim
m→∞
sup
t∈[0,T ]
E
(
‖ut − u
m
t ‖C2(BN ) + ‖vt − v
m
t ‖C2(BN )
)p
= 0.
Thus,
lim
k→∞
τN,k = T, lim
N→∞
σN = T (4.9)
and
lim
m,m′→∞
E
(
‖σ˜mt − σ˜
m′
t ‖
p
L∞(BN/2)
+ ‖b˜mt − b˜
m′
t ‖
p
L∞(BN/2)
1[0,σN,k ](t)
)
= 0 (4.10)
Let τ = σN,k in (4.7), then by (4.8),∣∣∣Zm,m′t∧σN,k ∣∣∣2 (4.8)6 ∣∣∣um0 (X0)− um′0 (X0)∣∣∣2
+ Ck
ˆ t∧σN,k
0
∣∣∣Zm,m′s ∣∣∣ (∣∣∣Zm,m′s ∣∣∣+ ‖b˜ms − b˜m′s ‖L∞(BN/2))ds
+ Ck
ˆ t∧σN,k
0
(∣∣∣Zm,m′s ∣∣∣+ ‖σ˜ms − σ˜m′s ‖L∞(BN/2))2 ds+mt∧σN,k
6‖um0 − u
m′
0 ‖
2
L∞ + Ck
ˆ t
0
∣∣∣Zm,m′s∧σN,k ∣∣∣2 ds+mt∧σN,k
+ Ck
ˆ t∧σN,k
0
(
‖b˜ms − b˜
m′
s ‖
2
L∞(BN/2)
+ ‖σ˜ms − σ˜
m′
s ‖
2
L∞(BN/2)
)
ds.
By Gronwall’s inequality and (4.10), we get
E
∣∣∣(Zm,m′)∗T∧σN,k ∣∣∣2 6 Ck‖um0 − um′0 ‖2L∞
+ CkE
ˆ T
0
(
‖σ˜ms − σ˜
m′
s ‖
2
L∞(BN/2)
+ ‖b˜ms − b˜
m′
s ‖
2
L∞(BN/2)
)
1[0,σN,k ](s)ds
(4.10)
−→ 0 (m,m′ →∞).
On the other hand,
|Xmt −X
m′
t | =|(φ
m
t )
−1(φmt (X
m
t ))− (φ
m
t )
−1(φmt (X
m′
t ))| 6 2|φ
m
t (X
m
t )− φ
m
t (X
m′
t )|
62|φmt (X
m
t )− φ
m′
t (X
m′
t )|+ 2|φ
m′
t (X
m′
t )− φ
m
t (X
m′
t )|
62‖umt − u
m′
t ‖L∞ + 2|Y
m
t − Y
m′
t |.
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Combining the above estimates, we get
lim
m,m′→∞
E sup
t∈[0,T ]
|Xmt∧σN,k −X
m′
t∧σN,k |
62 lim
m,m′→∞
E sup
t∈[0,T ]
‖umt − u
m′
t ‖L∞ + 2 lim
m,m′→∞
E(Zm,m
′
)∗T∧σN,k = 0.
By (4.9),
lim
N→∞
lim
k→∞
σN,k = lim
N→∞
σN = T,
we obtain that there is a continuous process {Xt}t∈[0,T/2] such that X
m → X in the sense
of ucp. Thus,
P
(∣∣∣∣ˆ t
0
bms (X
m
s )ds−
ˆ t
0
bs(Xs)ds
∣∣∣∣ > ε)
6P
(
sup
t∈[0,T/2]
|bm(Xmt )− b(X
m
t )| >
ε
2
)
+P
(
sup
t∈[0,T/2]
|bt(X
m
t )− bt(Xt)|ds >
ε
2
)
6P
(
‖bm − b‖L∞(QT ) > ε/2
)
+P
(
sup
t∈[0,T/2]
|Xmt −Xt|
α > cε
)
→ 0.
And it is also easy to verifyˆ t
0
σs(X
m
s ) · dWs
P
−→
ˆ t
0
σs(Xs)dWs.
So the limit point X of Xm is a solution to (1.1). 
5. Appendix
In this section, we give some Lemmas used in the previous sections.
Proof of Lemma 2.1. For any j = 0, 1, 2, · · · , we have
´
Rn
hj(z)dz = ϕj(0) = 0, so
‖∆jf(x)‖B =
∥∥∥∥ˆ
Rn
hj(x− y)[f(y)− f(x)]dy
∥∥∥∥
B
=
∥∥∥∥ˆ
Rn
2jnh(2j(x− y))[f(y)− f(x)]dy
∥∥∥∥
B
6C‖f‖Cα
ˆ
Rn
2jnh(2jz)|z|αdz = C2−jα‖f‖Cα ,
which implies
sup
j>−1
2jα‖∆jf‖0 6 Cα‖f‖Cα .
On the other hand,∥∥∥f(x)− k∑
j=−1
∆jf(x)
∥∥∥
B
=
∥∥∥ ˆ
Rn
F
−1(χ(2−k·))(y)[f(x)− f(x− y)]dy
∥∥∥
B
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=
∥∥∥ˆ
B
2kε
F
−1(χ)(z)[f(x) − f(x− 2−kz)]dz
∥∥∥
B
+
∥∥∥ ˆ
Bc
2kε
F
−1(χ)(z)[f(x) − f(x− 2−kz)]dz
∥∥∥
B
6 osc
Bε(x)
f ·
ˆ
Rn
|F−1(χ)(y)|dy + 2‖f‖0
ˆ
Bc
2kε
|F−1(χ)(y)|dy.
Let k → ∞ and then ε → 0, we obtain that for each f ∈ Cb(R
n;B) and x ∈ Rn,
f(x) =
∑
j>−1∆jf(x). Thus, for any K > 0,
|f(x)− f(y)|B 6
∑
j>−1
|∆jf(x)−∆jf(y)|B 6 |x− y|
∑
−16j6K
‖∇∆jf‖0 + 2
∑
j>K
‖∆jf‖0
6Cα(|x− y|2
(1−α)K + C2−αK) sup
j>−1
2αj‖∆jf‖0.
For any |x− y| < 1, by choosing K = − log2(|x− y|), we obtain
|f(x)− f(y)|B 6 Cα|x− y|
α sup
j>−1
2αj‖∆jf‖0.
So we complete our proof.

The inverse map of a continuous homeomorphism f : Rn → Rn is denoted by f−1.
Lemma 5.1. Suppose (S;S) is a measurable space, F : (S × Rn;S ×B)→ (Rn;B).
(1) If for each a ∈ S, F (a, ·) ∈ C(Rn;Rn) and X is another measurable map from
(S;S) to (Rn;B). Then the map a 7→ F (a,X(a)) is measurable from (S;S) to
(Rn;B).
(2) For any L > 0 define
HL :=
{
f :Rn → Rn|f is a continuous homeomorphism and
L−1|x− y| 6 |f(x)− f(y)| 6 L|x− y|
}
.
If F : (S ×Rn;S ×B)→ (Rn;B) and for each a ∈ S, F (a, ·) ∈ HL, then the map
F−1 : S × Rn ∋ (a, x) 7→ [F−1(a, ·)](x) ∈ Rn
is S ×B/B measurable.
Proof. (1). Suppose X(a) =
∑l
k=1 bk1Ak(a) is a simple function, where bk ∈ R
n and
Ak ∈ S, then
a 7→ F (a,X(a)) =
l∑
k=1
F (a, bk)1Ak(a) ∈ S.
And for any X ∈ S, we can choose Xn → X and each Xn is a simple function. By the
continuity of F (a, ·), we have F (a,Xn(a)→ F (a,X(a)), which implies a 7→ F (a,X(a)) ∈
S.
(2). Define
d(f, g) := sup
x∈Rn
|f(x)− g(x)|
1 + |x|
, ∀f, g ∈ HL.
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It is easy to verify that HL is a metric space equipped with metric d. For any f ∈ HL and
ε > 0, by the continuity of x 7→ F (a, x), we get
{a : d(F (a, ·), f) < ε}
=
⋂
q∈Qn;
r∈Q∩[0,1)
{
a :
|F (a, q) − f(q)|
1 + |q|
< rε
}
∈ S.
So F : (S,S)→ (HL,B(HL; d)) is measurable. Obviously, the map
Inv : HL ∋ f 7→ f
−1 ∈ HL,
is well-defined. Now assume d(fn, f)→ 0. Given x ∈ R
n, assume y = f−1(x), then
|f−1n (x)− f
−1(x)| =|f−1n ◦ f(y)− f
−1
n ◦ fn(y)|
6L|f(y)− fn(y)| 6 L(1 + |y|)d(fn, f).
By definition of HL,
|f(y)− f(0)| > L−1|y|,
which implies
|x| = |f(y)| > L−1|y| − |f(0)|.
So
|f−1n (x)− f
−1(x)| 6L(1 + Lf(0) + L|x|)d(fn, f)
6Cf,L(1 + |x|)d(fn, f),
which implies d(f−1n , f
−1) 6 Cf,Ld(fn, f)→ 0. Thus, the map Inv : HL → HL is continu-
ous. Hence, the map F−1 := Inv ◦ F from (S,S) to (HL,B(HL)) is also measurable. As
a consequence, the map
F−1 : S × Rn ∋ (a, x) 7→ [Inv ◦ F (a, ·)](x) ∈ Rn
is S ×B/B measurable. 
Roughly speaking, the above lemma show that if (a, x) 7→ F (a, x) is measurable then
(a, x) 7→ F−1(a, ·)(x) is also measurable.
The following interpolation lemma was used several times in our paper.
Lemma 5.2. Let 0 6 γ0 < γ1 < γ2 with γ1 /∈ N and θ := (γ2 − γ1)/(γ2 − γ0) ∈ (0, 1),
QT = R
n× [0, T ] and B be a Banach space. Then there is a constant C > 0, such that for
all f ∈ Cγ2x,t with ∂tf ∈ C
γ0
x,t,
‖ft1 − ft2‖Cγ1 6 C|t1 − t2|
θ‖∂tf‖
θ
C
γ0
x,t
‖f‖1−θ
C
γ2
x,t
. (5.1)
Proof. First of all, for any t ∈ [0, 1], we have
‖ft‖Cγ1 6 C‖ft‖
θ
Cγ0‖ft‖
1−θ
Cγ2 .
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For any 0 6 t0 < t1 6 T , β ∈ (0, θ) and q > 1/θ, by Garsia-Rademich-Rumsey’s inequality,
we have
‖ft1 − ft0‖
q
Cγ1
|t1 − t0|βq−1
6C
ˆ t1
t0
ˆ t1
t0
‖ft − fs‖
q
Cγ1
|t− s|1+βq
dsdt
6C
ˆ t1
t0
ˆ t1
t0
‖ft − fs‖
θq
Cγ0‖ft − fs‖
(1−θ)q
Cγ2 |t− s|
−1−βqdsdt
6C
(ˆ t1
t0
ˆ t1
t0
|t− s|θq
|t− s|1+βq
dsdt
)
‖∂tf‖
θq
C
γ0
x,t
‖u‖
(1−θ)q
C
γ2
x,t
=C|t1 − t0|
θq−βq+1‖∂tf‖
θq
C
γ0
x,t
‖u‖
(1−θ)q
C
γ2
x,t
,
which gives (5.1). 
Lemma 5.3. Suppose β > 0, H is a real Hilbert space and Cβx = Cβ(Rn;Lp(Ω;H)).
Assume G is a subalgebra of F , then
‖E(X|G )‖
Cβx
6 ‖X‖
Cβx
. (5.2)
And for any k ∈ N with k 6 β,
∇kE (X(x)|G ) = E
(
∇kX(x)|G
)
. (5.3)
Proof. We only prove (5.2) when β ∈ (0, 1). Denote EGX(·) := E(X(·)|G ), by Jensen’s
inequality,
E
∣∣∣EGX(x)−EGX(y)∣∣∣p
H
6 E[EG |X(x) −X(y)|H]
p
6E[EG |X(x)−X(y)|pH] = E |X(x)−X(y)|
p
H 6 |x− y|
βp‖X‖p
Cβx
,
which yields
‖EGX‖
Cβx
= sup
x,y∈Rd
[E|EGX(x) −EGX(y)|pH]
1/p
|x− y|β
6 ‖X‖
Cβx
.
For (5.3), we only show the proof for k = 1. Again by Jensen’s inequality,∣∣∣EGX(x+ h)−EGX(x)− [EG∇X(x)] · h∣∣∣
H
6EG |X(x+ h)−X(x)−∇X(x) · h|H .
Thus,
E
∣∣∣EGX(x+ h)−EGX(x) − [EG∇X(x)] · h∣∣∣p
H
6EEG
(
|X(x+ h)−X(x) −∇X(x) · h|pH
)
= |X(x+ h)−X(x)−∇X(x) · h|pB → 0 (h→∞),
which yields the desired result. 
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Lemma 5.4. Suppose f : Rn×Ω→ Rm is B×F measurable and f ∈ C1(Rn;D1,p), then
∇xf ∈ C(R
n;D1,p) and
∇xDf = D∇xf (5.4)
Proof. We assume n = m = 1 for simple. For any x ∈ R, by definition
∂θxf(x) :=
f(x+ θ)− f(x)
θ
Lp(Ω)
−→ ∂xf(x) (θ → 0).
On the other hand, since Df ∈ C1(R;Lp(Ω,H)), we have
D∂θxf(x) =
Df(x+ θ)−Df(x)
θ
Lp(Ω;H)
−→ ∂x(Df)(x) (θ → 0).
By the closability of Mallivian derivate, we get D∂xf(x) = ∂xDf(x) ∈ D
1,p and
‖∂xf(x)‖D1,p = lim inf
|θ|→0
∥∥∥∥f(x+ θ)− f(x)θ
∥∥∥∥
D1,p
6 ‖f‖C1(R;D1,p).

For any F ∈ D1,2, we have the following remarkable Clark-Ocone formula,
F = E(F ) +
ˆ 1
0
EtDtF · dWt := E(F ) +
d∑
k=1
ˆ 1
0
E
(
Dkt F |Ft
)
dW kt . (5.5)
(5.5) implies the following simple lemma.
Lemma 5.5. Suppose F ∈ D1,2, then for each t ∈ [0, 1],
EtF = EF +
ˆ t
0
EsDsF · dWs. (5.6)
Proof. By Clark-Ocone’s formula,
mt = EF +
ˆ t
0
EsDsF · dWs,
is a Ft-martingale with m1 = F . Thus,
EtF = Etm1 = mt = EF +
ˆ t
0
EsDsF · dWs.

The following Lemma is a modification of Theorem 1.1 in [11], which is need in our
proof of main result. see also [9] for distributional valued processes.
Lemma 5.6 (Itoˆ-Wentzell’s formula). Let (Ω,F ,Ft,P) be a standard filtered probability
space satisfying the common conditions, p, p′ ∈ [1,∞] with 1p +
1
p′ = 1 and α1, α2 ∈ (0, 1)
with α1 + α2 > 1. Suppose Xt = (X
1
t , · · · ,X
n
t ) be continuous semimartingales and φt(x)
be a random field continuous in (x, t) ∈ Q almost surely. Assume φ and X satisfy
(1) for each t ∈ [0, 1], Rn ∋ x 7→ φt(x) ∈ R is C
2 continuous a.s.,
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(2) for each x ∈ Rn, t 7→ φt(x) is a continuous Ft-semimartingale represented as
φt(x) = φ0(x) +
ˆ t
0
gs(x)ds+
ˆ t
0
vks (x)dm
k
s , (5.7)
where m1, · · · ,md are continuous martingales, and the random field g, v are locally bounded
and
(a) for each x ∈ Rn, t 7→ gt(x) and t 7→ vt(x) are Ft-adapted processes;
(b) for each t ∈ [0, 1], x 7→ vt(x) is C
1 a.s.;
(c) for each t ∈ [0, 1], x 7→ gt(x) is continuous,
E sup
x∈BN
∣∣∣∣∇ ˆ t2
t1
gs(x)ds
∣∣∣∣p .p,N |t1 − t2|α1p,
E |Xt1∧τN −Xt2∧τN |
p′ .p′N |t1 − t2|
α2p′ ,
where τN = inf{t > 0 : |Xt| > N}.
Then we have
dφt(Xt) =gt(Xt)dt+ v
k
t (Xt)dm
k
t + ∂iφt(Xt)dX
i
t
+
1
2
∂ijφt(Xt)d〈X
i,Xj〉t + ∂iv
k
t (Xt)d〈m
k,Xi〉t
(5.8)
Proof. The proof is similar with Theorem 1.1 of [11]. Without loss of generality, we can
assume |Xt| is bounded by a constant N . For any t > 0, let tl = lt/n, l = 0, · · · , n.
s(n) := t[sn/t]/n and Xns := Xs(n). Then,
φt(Xt)− φ0(X0) =
n−1∑
l=0
[φtl+1(Xtl)− φtl(Xtl)] +
n−1∑
l=0
[φtl+1(Xtl+1)− φtl+1(Xtl)]
= : In1 + I
n
2 .
By (5.7) and the definition of Xn
In1 =
n−1∑
l=0
ˆ tl+1
tl
gs(Xtl)ds+
n−1∑
l=0
ˆ tl+1
tl
vks (Xtl)dm
k
s =
ˆ t
0
gs(X
n
s )ds+
ˆ t
0
vks (X
n
s )dm
k
s .
Since gs(X
n
s ) → gs(Xs), vs(X
n
s )→ vs(Xs) a.s. and g, v are uniformly bounded in [0, 1] ×
BN , we obtain
In1
P
−→
ˆ t
0
gs(Xs)ds+
ˆ t
0
vks (Xs)dm
k
s , (n→∞).
And by Taylor expansion,
In2 =
n−1∑
l=0
∂iφtl+1(Xtl)(X
i
tl+1
−Xitl) +
1
2
n−1∑
l=0
∂ijφtl+1(ξl)(X
i
tl+1
−Xitl)(X
j
tl+1
−Xjtl)
= : In21 + I
n
22,
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where ξl are some random variables between Xtl and Xtl+1 . It is standard to show that
In22
P
−→
1
2
ˆ t
0
∂ijφs(Xs)d〈X
i,Xj〉s, (n→∞).
For In21, we rewrite it as
In21 =
n−1∑
i=0
∂iφtl(Xtl)(X
i
tl+1
−Xitl) +
n−1∑
l=0
[∂iφtl+1(Xtl)− ∂iφtl(Xtl)](X
i
tl+1
−Xitl)
= : In211 + I
n
212.
Like before,
In211
P
−→
ˆ t
0
∂iφs(Xs)dX
i
s, (n→∞).
And again by (5.7),
In212 =
n−1∑
l=0
∂i
(ˆ tl+1
tl
gs(Xtl)ds
)
(Xitl+1 −X
i
tl
) +
n−1∑
l=0
(ˆ tl+1
tl
∂iv
k
s (Xtl)dm
k
s
)
(Xitl+1 −X
i
tl
)
= : In2121 + I
n
2122.
By our assumption (c) and Ho¨lder inequality,
E|In2121| .
n−1∑
l=0
[
E sup
x∈BN
∣∣∣∣∣∇
ˆ tl
tl+1
gs(x)ds
∣∣∣∣∣
p]1/p [
E
∣∣Xtl+1 −Xtl∣∣p′]1/p′
.
n−1∑
l=0
|tl+1 − tl|
α1+α2 . n−α1−α2+1 → 0, (k →∞).
It is standard to show
In2122
P
−→
ˆ t
0
∂iv
k(Xs)d〈m
k,Xi〉s, (k →∞).
Combine all the above calculations, we obtain (5.8). 
Acknowledgements
We would like to thank Professor Luo Dejun for proposing this problem to the author.
References
[1] H. Bahouri, J.-Y. Chemin, and R. Danchin. Fourier analysis and nonlinear partial differential equa-
tions, volume 343. Springer Science & Business Media, 2011.
[2] K. Du, J. Qiu, and S. Tang. Lp theory for super-parabolic backward stochastic partial differential
equations in the whole space. Applied Mathematics & Optimization, 65(2):175–219, 2012.
[3] R. Duboscq and A. Re´veillac. Stochastic regularization effects of semi-martingales on random func-
tions. Journal de Mathe´matiques Pures et Applique´es, 106(6):1141–1173, 2016.
[4] E. Fedrizzi and F. Flandoli. Pathwise uniqueness and continuous dependence for sdes with non-regular
drift. Stochastics: An International Journal of Probability and Stochastic Processes, 83(03):241–257,
2011.
SDEs WITH RANDOM COEFFICIENTS 33
[5] F. Flandoli. Random Perturbation of PDEs and Fluid Dynamic Models: E´cole de´te´ de Probabilite´s de
Saint-Flour XL–2010, volume 2015. Springer Science & Business Media, 2011.
[6] F. Flandoli, M. Gubinelli, and E. Priola. Well-posedness of the transport equation by stochastic
perturbation. Inventiones mathematicae, 180(1):1–53, 2010.
[7] F. John. Partial Differential Equations, volume 1. Springer, 1978.
[8] N. Krylov. On Kolmogorovs equations for finite dimensional diffusions. pages 1–63, 1999.
[9] N. V. Krylov. On the Itoˆ-Wentzell formula for distribution-valued processes and related topics. Prob-
ability theory and related fields, 150(1-2):295–319, 2011.
[10] N. V. Krylov and M. Roeckner. Strong solutions of stochastic equations with singular time dependent
drift. Probability theory and related fields, 131(2):154–196, 2005.
[11] H. Kunita. Some extensions of ito’s formula. In Se´minaire de Probabilite´s XV 1979/80, pages 118–141.
Springer, 1981.
[12] T. Mastrolia, D. Possama¨ı, A. Re´veillac, et al. On the malliavin differentiability of bSDEs. 53(1):464–
492, 2017.
[13] O. Menoukeu-Pamen, T. Meyer-Brandis, T. Nilssen, F. Proske, and T. Zhang. A variational approach
to the construction and malliavin differentiability of strong solutions of sdes. Mathematische Annalen,
357(2):761–799, 2013.
[14] D. Nualart. The Malliavin calculus and related topics, volume 1995. Springer, 2006.
[15] S. Tang, W. Wei, et al. On the cauchy problem for backward stochastic partial differential equations
in ho¨lder spaces. The Annals of Probability, 44(1):360–398, 2016.
[16] A. Y. Veretennikov. On the strong solutions of stochastic differential equations. Theory of Probability
& Its Applications, 24(2):354–366, 1980.
[17] P. Xia, L. Xie, X. Zhang, and G. Zhao. Lq(Lp)-theory of stochastic differential equations. arXiv
preprint arXiv:1908.01255, 2019.
[18] X. Zhang. Stochastic homeomorphism flows of SDEs with singular drifts and Sobolev diffusion coeffi-
cients. Electronic Journal of Probability, 16:1096–1116, 2011.
[19] X. Zhang. Stochastic differential equations with Sobolev diffusion and singular drift and applications.
The Annals of Applied Probability, 26(5):2697–2732, 2016.
[20] X. Zhang and G. Zhao. Stochastic Lagrangian path for Leray solutions of 3D Navier-Stokes equations.
arXiv preprint arXiv:1904.04387, 2019.
[21] G. Zhao. Stochastic lagrangian flows for SDEs with rough coefficients. arXiv preprint
arXiv:1911.05562, 2019.
[22] A. K. Zvonkin. A transformation of the phase space of a diffusion process that removes the drift.
Mathematics of the USSR-Sbornik, 22(1):129, 1974.
Guohuan Zhao: Faculty of Mathematics, Bielefeld University, 33615, Bielefeld, Germany,
Email: zhaoguohuan@gmail.com
