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Abstract
A ray pattern is the class of all complex matrices with a specified zero–nonzero pattern such
that the argument of each nonzero entry is specified. The ray pattern A is called pattern k-potent
if k is the smallest positive integer for which Ak+1 = A as ray patterns. We characterize the
irreducible ray patterns that are pattern k-potent, and we provide a canonical form for patterns
with respect to permutation similarity and signature similarity by diagonal, unitary matrices.
© 2002 Elsevier Science Inc. All rights reserved.
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1. Ray patterns
In this paper, we will be concerned with complex matrices, ray patterns and
generalized ray patterns. An m× n ray pattern is the set of all m× n complex
matrices with a specified zero–nonzero pattern and with the argument specified for
each nonzero entry. Let A be an m× n complex matrix each of whose entries, aαβ ,
is either zero or a complex number of modulus 1. Then A determines the ray pat-
tern consisting of all complex matrices M such that mαβ = 0 whenever aαβ = 0,
and such that arg(mαβ) = arg(aαβ) whenever aαβ /= 0. Following the convention
established for real sign patterns, we will not distinguish between the matrix A
and the ray pattern it determines. Also, note that all statements about equality of
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arguments are equivalences modulo 2. If we allow some of the entries of A to have
unspecified or ambiguous arguments, denoting such entries by the symbol #, then
the generalized ray pattern determined by A is the set of all m× n complex matri-
ces M such that mαβ = 0 whenever aαβ = 0, and such that arg(mαβ) = arg(aαβ)
whenever aαβ is neither 0 nor #. Ray patterns are natural generalizations of the
well-studied concept of sign pattern matrices, and have recently been studied in
several papers [3,4,7].
Let S = {z ∈ C : z = 0 or |z| = 1}. There is a standard arithmetic on the set S ∪
{#}, which operates as follows. If x ∈ S ∪ {#}, then x + x = 0 + x = x + 0 = x.
The sum of two distinct, nonzero elements of S ∪ {#} is always equal to #. Thus any
sum containing two or more distinct nonzero elements of S or containing a # must
equal #. A sum of elements in S equals 0 if and only if each summand equals 0.
For all x ∈ S ∪ {#}, 0 · x = x · 0 = 0. For all nonzero x ∈ S ∪ {#}, x · # = # · x =
#. Finally, if x, y ∈ S, then x · y is the unique element of S resulting from standard
complex multiplication. Using this arithmetic, it is apparent that products of ray pat-
terns can be formed. That is, if A and B are matrices of appropriate sizes with entries
in S ∪ {#}, then AB is well defined using the stated arithmetic on S ∪ {#}. In general,
the product of two ray patterns of appropriate sizes will result in a generalized ray
pattern.
If A is a (generalized) ray pattern, its canonical representative C is the matrix in
A all of whose unambiguous entries are in S.
2. Pattern k-potent ray patterns
A square, real sign pattern matrix A is called sign k-potent if there exists a smallest
positive integer k such that Ak+1 = A as sign patterns. The structure of these classes
of matrices have recently been studied in [5,8,10]. Analogously, a square, complex
ray pattern A is called pattern k-potent if there exists a smallest positive integer k
such that Ak+1 = A. (If k = 1, then A is called pattern idempotent.) A ray pattern A
is called powerful if Ah is a ray pattern for all positive integers h.
Signature similarity (similarity by a unitary, diagonal matrix) and permutation
similarity map ray patterns and generalized ray patterns to ray patterns and gener-
alized ray patterns, respectively. Two ray patterns will be called isomorphic if one
can be transformed into the other via signature and/or permutation similarities. If
two ray patterns are not isomorphic, then they are called nonisomorphic. It is easy
to check that signature and permutation similarities commute with the formation
of powers, and hence, signature and permutation similarities map pattern k-potent
ray patterns to pattern k-potent ray patterns and powerful ray patterns to powerful
ray patterns.
A square ray pattern A is called irreducible if the entrywise nonnegative
matrix B obtained from A by replacing all nonzero entries in A with 1’s is an ir-
reducible matrix. An irreducible ray pattern A is said to have index of imprimitivity
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h if the corresponding nonnegative matrix B has index of imprimitivity h. (Some
authors call this the index of cyclicity of B, and hence of A.) Irreducible matri-
ces and their index of imprimitivity have been extensively investigated, see [1] or
[2], for example. In particular, signature similarity and permutation similarity pre-
serve the irreducibility of ray patterns, and the index of imprimitivity of irreducible
ray patterns.
It has been shown that irreducible, sign k-potent patterns are powerful, see [5] or
[10]. The following lemma will be used to establish the analog for pattern k-potent
ray patterns.
Lemma 1. Let A be a pattern k-potent ray pattern. Then Atk+1 = A for all positive
integers t. In particular, Atk+1 is unambiguous for all positive integers t. Further, if
Ap+1 = A for some positive integer p, then k divides p.
Proof. The first statement follows from an easy induction. Suppose that Ap+1 = A
for some positive integer p. Then k  p. Write p as p = tk + r , where t is a positive
integer and r is a nonnegative integer less than k. Then A = Ap+1 = Atk+r+1 =
Atk+1Ar = Ar+1. Since r < k and k is minimal, r = 0. 
Theorem 2. Let A be a pattern k-potent ray pattern. If A has a nonzero entry in
each row, then A is powerful. In particular, if A is irreducible, then A is powerful.
Proof. If A is a square pattern such that each row contains a nonzero entry, and if
r and s are positive integers with r < s, then by the definition of matrix multipli-
cation, each nonzero entry of Ar is a factor of some nonzero summand of an entry
in As . Consequently, if Ar contains an ambiguous entry, then so must As . In light
of the previous lemma, it suffices to prove that Ah contains no ambiguous entries
for 1 < h  k. Since h < k + 1, and since Ak+1 is unambiguous by hypothesis, the
result follows.
Note that if A is irreducible, then either A = [0], which is trivially powerful, or
else A has a nonzero entry in each row. 
Sign k-potent sign patterns partition into two classes, those sign patterns for which
Ah+1 = −A for some smallest integer h (in which case, k = 2h is the smallest in-
teger for which Ak+1 = A); and those sign patterns for which Ah+1 = −A never
holds for any positive integer h. This following theorem will lead to an analogous
partition of the pattern k-potent ray patterns.
Theorem 3. Let A be a nonzero, n× n pattern such that Ah+1 = zA for some pos-
itive integer h and for some z = eiθ with θ ∈ R, and suppose that h is the smallest
such positive integer for which such an z exists. Then B = exp(−iθ/h)A is a pattern
h-potent ray pattern. Further, if z is a primitive th root of unity, then A is a pattern
h-potent ray pattern.
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Proof. Observe that
Bh+1 = exp
(−iθ(h+ 1)
h
)
Ah+1 = exp
(−iθ(h+ 1)
h
)
exp(iθ)A = B.
The minimality of h implies that B is pattern h-potent. Now assume that z is a primi-
tive th root of unity. Since Ah+1 = zA, Ah+1 = zA = A. Thus A is pattern k-po-
tent for some k that divides h. Let q and r be the quotient and remainder, respective-
ly, when k is divided by h. Then A = Ak+1 = Aqh+r+1 = ArAqh+1 = Ar(zqA) =
zqAr+1. Thus Ar+1 = z−qA. By the minimality of h, r = 0, h divides k, and A =
zqA. Since z is a primitive th root of unity, and since A is nonzero,  divides q. Then
h must divide k, so k = h. 
This theorem suggests that the pattern k-potent ray patterns partition into classes
determined by the primitive th roots of unity for positive integers  that divide k.
(For convenience, we will call 1 a primitive first root of unity.) We will explore this
partition in Section 5. Also note that this theorem implies that if Ah+1 = zA for
some smallest positive integer h, then A is a scalar multiple of a pattern h-potent ray
pattern.
Example 4. Let Pn be the n× n circulant permutation with first row (0, 1, 0, . . . , 0).
For a real number θ , let Pn(θ) be obtained from Pn by replacing the one in the
(n, 1) entry with eiθ . Observe that Pn(0) = Pn and Pn() = Qn, where Pn and Qn
are the matrices that played an important role in the characterization theorems for
sign k-potence in [8,10]. Since [Pn(θ)]n = eiθ In, Pn(θ) is pattern k-potent precisely
when eiθ is a primitive th root of unity for some , and k = n. Observe that if
w = exp(iθ/n) and if S is the signature matrix S = diag(1, w,w2, . . . , wn−1), then
Pn(θ) = wSPn(0)S∗. Thus as complex ray patterns, Qn is signature similar to wPn
where w is a primitive nth root of −1. This contrasts with the fact that there exists
no real number r such that as real sign patterns Pn and rQn are real, signature
similar. Consequently, the characterization theorem for pattern k-potent ray patterns
developed in Section 4 will differ somewhat from that given in [10, Theorem 8] for
sign k-potent sign patterns.
3. Some useful results for patterns
3.1. Patterns with a strictly nonzero row or column
A ray pattern (matrix or vector) with no zero entries is called strictly nonzero. The
(generalized) ray pattern B is called a subpattern of a (generalized) ray pattern A if
either B equals A or else B can be obtained from A by replacing one or more nonzero
entries with a zero.
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Suppose that A and B are two ray patterns. Suppose that (AB)hj is unambiguous
for some h and j. Let S = {k : ahkbkj /= 0}. Then there exists a real number θ such
that for all k ∈ S, arg(ahk)+ arg(bkj ) = θmod 2. Suppose further that the αth row
of A, denoted Aα•, has no zero entries. Then either the j th column of B, denoted B•j ,
has no zero entries, and hence, B•j = exp(iθ)A∗α•, or else B•j has one or more zero
entries, and it is obtained from exp(iθ)A∗α• by zeroing certain entries. This discussion
and its analog for rows yields the next lemma:
Lemma 5. Let A and B be two ray patterns such that AB is unambiguous. If A has
a strictly nonzero row R, then B equals or is a subpattern of R∗V for some strictly
nonzero ray row vector V. If B has a strictly nonzero column C, then A equals or is a
subpattern of WC∗ for some strictly nonzero ray column vector W.
Notice that the partial transitivity and the partial symmetry of these relationships
place restrictions on the ray patterns of the remaining rows of A and on the remaining
columns for B.
Lemma 6. Let A be a strictly nonzero ray pattern. Let B be a ray pattern with a
strictly nonzero column, and let v be any such column divided by its first entry. Let
θ be a real number such that exp(iθ) = a11. Let u be the first column of exp(−iθ)A.
If AB is unambiguous, then A = exp(iθ)uv∗. Further, if Su = diag(u) and Sv =
diag(v), then A = exp(iθ)SuJS∗v , where J is the all ones matrix that is the same size
as A.
Proof. By the previous lemma, there are strictly nonzero columns W and C such
that A = WC∗. Let v be obtained by dividing C by its first entry. Note also that
W must be a multiple of the first column of A, hence of u. Thus A = λuv∗. Since
the (1, 1) entry of uv∗ is 1, it follows that A = exp(iθ)uv∗. It is easy to check that
uv∗ = SuJS∗v . 
3.2. Supports of generalized patterns
For a (generalized) ray pattern A with canonical representative C, the support of
A, denoted by supp(A), is the set {(α, β) : cαβ /= 0}. Note that for a ray pattern A,
supp(A) is the support of every complex matrix M in the ray pattern. For a gen-
eralized ray pattern A with canonical representative C, supp(A) is the union of the
supports of all complex matrices M such that both of the following hold: arg(mαβ) =
arg(cαβ) when cαβ /= #, and mαβ = 0 when cαβ = 0.
For a ray pattern or generalized ray pattern A with canonical representative C,
define |A| to be the ray pattern whose canonical representative has entry 0 whenever
cαβ = 0 and has all other entries 1. Note that for any (generalized) ray pattern A,
supp(A) = supp(|A|). If A is a ray pattern, and if M is a complex matrix in the
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ray pattern A, then supp(M) = supp(|A|). If A is a generalized ray pattern and if
M is a complex matrix in the ray pattern A, then supp(M) ⊆ supp(|A|). Observe
that if M and N are complex matrices of appropriate dimensions, then supp(MN) =
supp(|MN |) ⊆ supp(|M||N |). Further, the only way that the containment can be
proper is if at least one entry of MN is zero as a result of additive cancellation.
Consequently, the following useful lemmas, which are analogs of results stated in
[10] for sign patterns, hold:
Lemma 7. If A and B are (generalized) ray patterns consisting of matrices of
appropriate dimensions, then supp(AB) = supp(|AB|) = supp(|A||B|). Further, if
AB is itself a ray pattern, then for all complex matrices M in the ray pattern AB,
supp(M) = supp(|A||B|).
Lemma 8. If A is a square ray pattern and if k is a positive integer, then supp(Ak) =
supp(|A|k). Further, if Ak is itself a ray pattern, then for all complex matrices M in
the ray pattern A, supp(Mk) = supp(|A|k).
3.3. Imprimitive patterns
Let A be an irreducible ray pattern. It is well known (see [2, Section 3.4], for ex-
ample) that if A has index of imprimitivity m for some m  2, then A is permutation
similar to an m×m block partitioned, block-circulant ray pattern Â of the form:
Â =

0 A1 0 0 · · · 0
0 0 A2 0 · · · 0
0
.
.
. 0
.
.
.
...
...
.
.
.
.
.
.
.
.
. 0
0 0
.
.
. 0 Am−1
Am 0 0 · · · 0 0

, (∗)
where the diagonal blocks are square. Further, Â is unique up to permutation within
the blocks and up to cyclic permutation of the sequence of the blocks. The matrix Â
given by (∗) is called the cyclic form of A. When A has index of imprimitivity m = 1,
A is its own cyclic form, and it will be understood that A = Â = A1.
Since permutation similarity preserves ray k-potence, it should be clear from the
circulant nature of (∗) that there is a close relationship between the ray k-potence
of A and the index of imprimitivity of A. In particular, the following lemma clearly
holds:
Lemma 9. Let A be an irreducible, pattern k-potent ray pattern with index of im-
primitivity m for some positive integers k and m. Then m divides k.
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4. Characterization theorem for irreducible, pattern k-potent ray patterns
The main result in this section is a characterization of all irreducible, pattern
k-potent ray pattern matrices. This result generalizes Theorem 8 of [10], which
characterized the structure of irreducible, sign k-potent, sign patterns.
Theorem 10. Let A be a nonzero, irreducible ray pattern with block m×m cyclic
form Â given by (∗) with m  1. Then A is pattern k-potent for some positive integer
k if and only if m divides k, and Â is signature similar to a matrix of the form
w

0 J1 0 0 · · · 0
0 0 J2 0 · · · 0
0
.
.
. 0
.
.
. 0
...
... 0
.
.
.
.
.
.
.
.
. 0
0 0 0
.
.
. 0 Jm−1
Jm 0 0 · · · 0 0

, (∗∗)
where wm is a primitive (k/m)th root of unity, and each Jα is an all ones matrix
that is the same size as the corresponding block Aα . (Note that when m = 1, A is
signature similar to wJ1.)
Proof. If Â is signature similar to a matrix of the form (∗∗), the result is immediate.
So suppose that A is pattern k-potent.
For 1  α  m, let Iα be the identity matrix that is the same size as the (α, α)
diagonal block of Â, let θα be a real number such that exp(iθα) is the (1, 1) entry of
Aα , and let Cα denote the first column of exp(−iθα)Aα . Let
w = exp
(
i
m
m∑
α=1
θα
)
.
Let S be the unitary, diagonal matrix given by
S =
 m⊕
α=1
wα exp
−i α−1∑
β=1
θβ
 Iα
[ m⊕
α=1
diag(Cα)
]
.
From Lemma 9, it follows that m divides k.
Since Ak+1 = A, it follows that Âk+1 = Â. From Lemma 8, it follows that |Â|k+1
= |Â|. Since |Â| is in cyclic form, each nonzero block has all entries nonnegative.
Applying Corollary 2.4 of [5], it follows that each nonzero block in the cyclic form
of |Â| is actually strictly positive. Thus each nonzero block of Â is strictly nonzero.
Since Â is irreducible and pattern k-potent, it follows from Theorem 2 that Â2 is
a ray pattern. Since Â2 is unambiguous and since each block Aα is strictly
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nonzero, Lemma 6 applies to each productAαAα+1, yieldingAα = exp(iθα)CαC∗α+1
for 1  α  m (indexed modm).
Observe that for 1  α < m, the (α, α + 1) block (indexed modm) of S∗ÂS is:
wα exp
i α−1∑
β=1
θβ
wα+1 exp
−i α∑
β=1
θβ
 diag(C∗α)Aαdiag(Cα+1)
= w exp(−iθα)diag(C∗α)
[
exp(iθα)CαC∗α+1
]
diag(Cα+1)
= wJα.
The (m, 1) block of S∗ÂS is:
wm exp
im−1∑
β=1
θβ
w exp (−0i) diag(C∗m)Amdiag(C1)
= wwm exp
im−1∑
β=1
θβ
 diag(C∗m) [exp(iθm)CmC∗1 ] diag(C1)
= wwm exp
i m∑
β=1
θβ
 Jm
= wJm.
It follows that S∗ÂS has the form specified by (∗∗). Further, [S∗ÂS]m = wmB,
where B is a block diagonal matrix whose diagonal blocks are square, all ones matri-
ces such that BS∗ÂS = S∗ÂS. Since k/m is a positive integer, [S∗ÂS]k+1 = S∗ÂS
implies (wm)k/m = 1. Thus there is a smallest positive integer h such that wmh = 1.
Note that B is pattern idempotent. So Bh = B, and thus [S∗ÂS]mh = wmhBh = B
so that [S∗ÂS]mh+1 = S∗ÂS. By the minimality of k, mh = k. That is, wm is a
primitive (k/m)th root of unity. 
There is a natural connection between pattern k-potent ray patterns and ray pat-
terns that are kth roots of the identity matrix.
Corollary 11. If A is an irreducible, n× n ray pattern that satisfies Ak = In as ray
patterns for some positive integer k, then n divides k, and A is isomorphic to wPn
where w is a kth root of unity. If k is the smallest positive integer such that Ak = In,
then wn must be a primitive (k/n)th root of unity.
Proof. Without loss of generality, suppose that A is in cyclic form. Since Ak = In,
each diagonal block of A must be 1 × 1, and hence, each of the blocks Aα in A must
be 1 × 1. Hence, m = n, and A is isomorphic to wPn for some w ∈ S such that
wk = 1. 
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5. Reduction of order and canonical forms for irreducible patterns — red(A)
and wP
Every square, generalized ray pattern matrix admits a symmetric block partition
such that each block has the form αJ , where α ∈ S ∪ {#} and J is the all ones matrix
of the appropriate size. A coarsest block partition of this type is one that is not a
proper subpartition of any other symmetric block partition with blocks of the form
αJ . Lemma 9 of [10] states that the coarsest block partition of this type always exists
and is unique for generalized sign patterns, and that result immediately extends to
the case of generalized ray patterns by replacing the symbol set {+,−, 0, #} with
S ∪ {#} in the proof given in [10]. For a square, generalized ray pattern matrix A,
the reduced block matrix for A, denoted red(A), is the unique pattern induced by the
coarsest partitioning of A. That is, if the blocks of A in a coarsest partition are αhjJhj
for 1  h, j  m for some m, then red(A) is the m×m ray pattern matrix whose
(h, j)-entry is αhj . Observe that wPn for w ∈ S\{0} is its own unique, reduced block
matrix.
The following result follows directly from the proof of Theorem 10 of [10] up-
on replacing the symbol set {+,−, 0, #} with S ∪ {#}, and it links reduced block
matrices and matrix powers.
Theorem 12. Let A be a square, generalized ray pattern matrix. Then for each pos-
itive integer k, red(Ak) = red([red(A)]k). Further, if Ak+1 = A for some positive
integer k, then [red(A)]k+1 = red(A).
The reduced block form plays a central role in the analysis of the irreducible
pattern k-potent pattern matrices. The following restatement of Theorem 10 is the
ray pattern analog of Theorem 11 of [10].
Theorem 13. Let A be a nontrivial, irreducible ray pattern matrix. Let k be a pos-
itive integer. Then A is pattern k-potent if and only if A is isomorphic to a pattern
matrix B such that red(B) is wPm, where m is some positive integer that divides k,
and where w is a complex number such that wm is a primitive (k/m)th root of unity.
Let h and m be positive integers. Then the collection of ray patterns wPm, where
w is a complex number such that wm is a primitive h-root of unity, contains as a
subcollection a set of canonical ray patterns for all of the irreducible, pattern mh-
potent ray patterns. As the following example will illustrate, within this collection
of ray patterns, there is a certain amount of redundancy. Notice that these canonical
forms for ray patterns differ from the form Qm, which was used as a canonical sign
pattern in [8,10]. As noted in Example 4, Qm is isomorphic to exp(i 22m)Pm. In fact,
it is possible to build an alternative, complete set of canonical ray patterns using Pm
in conjunction with the matrices Pm(θ) defined in Example 4 with θ = 2r , where r
is chosen from the set of positive integers.
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Example 14. Let A = wP3, where w12 = 1. Let λ = exp(i 212 ). There are 12 choic-
es for w corresponding to the 12 distinct powers of λ, but only four nonisomorphic
ray patterns. When w ∈ {λ0 = 1, λ4, λ8}, A is signature similar to P3, and is pattern
3-potent. When w ∈ {λ, λ5, λ9 = −i}, A is signature similar to −iP3, and is pat-
tern 12-potent. When w ∈ {λ2, λ6 = −1, λ10}, A is signature similar to −P3, and is
pattern 6-potent. When w ∈ {λ3 = i, λ7, λ11}, A is signature similar to iP3, and is
pattern 12-potent.
Lemma 15. For positive integer m, for integer t, and for w ∈ S, exp(i 2t
m
)wPm and
wPm are signature similar.
Proof. Let σ = exp(i 2t
m
). Let D = diag(1, σ, σ 2, . . . , σm−1). It is easy to check
that DσPmD∗ = Pm. 
Proposition 16. Let h and m be positive integers. Let k = hm. Suppose that there
are exactly n distinct positive integers less than or equal to h that are relatively
prime to h. Let γ1 < γ2 < · · · < γn be these integers. Then there are precisely n
nonisomorphic, irreducible, pattern k-potent m×m ray patterns of the form λPm:
exp(i 2γα
k
)Pm for 1  α  n.
Proof. If k is the smallest positive integer such that (λPm)k+1 = λPm, then λk = 1,
m divides k, and λm is a primitive (k/m)th root of unity. So k = hm for some positive
integer h, and λm = exp(i 2γα
h
) for some γα . Then λ= exp(i 2γαk ) exp(i 2sm ) for some
integer s. By the previous lemma, the ray patterns λPm and λ exp(i 2(−s)m )Pm =
exp(i 2γα
k
)Pm are isomorphic. Note that if exp(i 2γαk )Pm and exp(i
2γβ
k
)Pm are iso-
morphic ray patterns, then det(exp(i 2γα
k
)Pm) = det(exp(i 2γβk )Pm). That is,
[exp(i 2γα
k
)]m det(Pm) = [exp(i 2γβk )]m det(Pm). It follows that γα = γβ . 
6. Further directions
In [5], it is shown that for every powerful, n× n sign pattern A, there exist small-
est, positive integers k and h such that Ak+h = Ah. These integers, called the power
of A and the base of A, respectively, must exist because there are exactly 3n2 distinct
n× n real sign patterns, and at least one of them must occur infinitely often among
the powers of a powerful sign pattern. In contrast, there exist powerful ray patterns
A that do not satisfy Ak+h = Ah for any choices of positive integers k and h. This
is essentially a consequence of the fact that the only real numbers that are complex
numbers of unit modulus, +1 and −1, are primitive, integer roots of unity. Allowing
complex entries in a ray pattern gives rise to ray patterns such as A = [exp(i)], which
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is clearly powerful, but whose powers generate an infinite family of ray patterns. The
base and power of powerful ray patterns are investigated in [6].
The results in this paper focus on irreducible ray patterns, much as the results in
[10] focus on irreducible sign patterns. The characterization theorem in this paper
will be exploited in a subsequent paper [9] devoted to the structure of reducible,
pattern k-potent ray pattern matrices, much as [8] extended the results in [10] to
reducible sign patterns.
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