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Abst rac t - -We introduce and analyze a parallel algorithm for solving the Navier-Stokes equations 
based on the splitting of the two main difficulties involved, the presence of nonlinear terms and the 
zero divergence condition. The numerical results obtained by using the proposed algorithm are quite 
consistent with those furnished by other known algorithms. Numerical results are discussed, as well 
as the advantages of this new algorithm. 
1. INTRODUCTION 
The National Science Foundation has identified a series of problems whose solution would have 
a great economic or scientific impact worldwide. Supereomputational techniques appear to be 
the sole alternatives to achieving any significant advances in this context. The aforementioned 
problems, widely known as the Grand Challenges, include the following: 
• The behaviour of a moving object in a bulk fluid, either laminar or turbulent; new techniques 
for the development of aircraft. 
• Meteorological forecasts, overall climatological changes, carbon dioxide dynamics, destruc- 
tion of the ozone layer. 
• Turbulence: structural analysis, transition to turbulence and turbulent flow modelling. 
The starting point for all the above problems is the Navier-Stokes equations (NSE), which 
describe the motion of "real" fluids. These are nonlinear partial differential equations (PDE), so 
their exact solutions are only known for a fairly small number of simple problems. Consequently, 
their description relies on numerical techniques. The problem is rather complex; the numerical 
solution of NSE calls for the joint effort of at least numerical analysts and experts in computation 
sciences. 
The high complexity of these problems is reflected in the fact that, in practice, the numerical 
treatment of all interesting situations is not feasible by using sequential algorithms [1]. 
In this work, we introduce a parallel algorithm which is based on the splitting of the original 
problem in such a way that each subproblem is simultaneously executed by different processors. 
The advantages of this algorithm in terms of efficiency, speed-up, etc. are discussed. Its perfor- 
mance is compared with that of another (fractional step) algorithm whose conditional stability 
and theoretical convergence have already been proven [2,3]. 
2. THE MATHEMATICAL MODEL 
The motion of an incompressible, homogeneous and viscous fluid with kinematic viscosity v 
can be described on the basis of the Navier-Stokes equations: 
0u 
O-7 - vAu + (u. V)u + Vp = y, in n × (0, T), 
V.  u = O, in f lx  (O,T). (1) 
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Here, u = u(x, t) is the fluid velocity in 12 x (0, T), with f~ being the region it occupies (I~ is a 
bounded open set of ~v ,  with N = 2 or 3 in practice); [0, 7"] is a time interval; p = p(x, t) is the 
fluid pressure and f = f(x,  t) is an external (and known) density function for a force field. These 
equations have of course to be complemented with appropriate initial and boundary conditions 
which depend on the nature of the problem concerned. 
3. THE WEAK FORMULATION 
For simplicity, we will assume that (1) is to be solved with the initial condition 
and the boundary conditions 
u(¢, 0) = • • n (2) 
u(x,t) = 0, (x,t) E 0f~ × (0,T). (3) 
Now, u0 = uo(x) is a given function and 0f~ is the boundary of f~. In the numerical experiments 
which we present in Section 6, boundary conditions of other kinds are also considered. 
In order to obtain a weak formulation for the above problem, we shall introduce the following 
function spaces: 
~P , -~ e D(fl) N, VcR = 0 in f~ . 
Here, V is the adherence of J (~) in the Sobolev space H~o(f~) g. Recall that, endowed of its 
natural scalar product and norm, which we denote by ((., .)) and [[.[[, respectively, H01(12) N (and 
also V) is a Hilbert space. H is the adherence of J(12) in L~(~) N. With the scalar product and 
norm in L2(~) N, which we shall denote by (., .) and [.[, respectively, H is another Hilbert space. 
W is the dual of V. The duality pairing between V' and V will be denoted by (., .). Let us also 
introduce the trilinear form b(.,., .), defined by 
~n 0w--'A ' b(u,w,v) = Z.. ui Oxi v, dx, Vu, w,v • Hi(a) g. 
s~3 
By following the usual procedure, i.e., by multiplying the first equation in (1) by an arbitrary 
function w E V, integrating in f2 and applying well-known integration formulae, we arrive at the 
weak formulation of the N-S problem, namely: for given u0 E H and f E L2(0, T; VI), find a 
function u E L2(O,T; V) n L°°(O,T; W) such that 
< ~t  ),w> + t'((u(t),w)) + b(u(t),u(t),w) = (f(t),w), 
VwEV, t a.e. in (0, T), u(0) = u0. (4) 
It is well-known that there exists at least one solution to this problem which is furthermore 
unique if N = 2. In addition, if a solution u is regular enough, then the function (x, t) ---, u(t)(x) 
is such that, for some other (scalar) function p, the couple (u,p) is a classical solution of (1-3). 
For further details, see e.g., [4]. 
4. THE NUMERICAL APPROXIMATION 
The problem described above involves everal major difficulties. 
• There is a system of PDE and not a single PDE; the unknowns are the N components of 
the velocity field and the pressure distribution. 
• The unknowns are not uncoupled inasmuch as the different ui are related by the incom- 
pressibility condition V • u = 0. 
• The problem is nonlinear, owing to the presence of the term (u • V)u. 
As a consequence, we must not expect o obtain exact solutions but for a few special situations. 
This has fostered the research of numerical algorithms providing approximate solutions. 
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Our numerical approximation procedure consists of two major steps: first, we carry out a dis- 
cretization with respect o the time variable and, then, the resulting (sub)problems are discretized 
in space. 
There are lots of classical sequential schemes that can be used to discretize in time [5]. Among 
the most frequently used at present, we find so the so called fractional step methods. It is now 
widely recognized that these provide very good numerical results when applied to the NSE [6]. 
In order to better understand the underlying philosophy of fractional step discretization i  
time, consider the following model initial-value problem: 
du 
~-[ + Au= f ,  t > O, u(O) = uo. (5) 
Here, u = u(t) (scalar or vector) is the unknown, a function that describes the state of the 
system, and f = f ( t )  is given. We assume that A (linear or nonlinear) is an operator defined in 
an appropriate vector space. If the time interval is assumed to be divided into subintervals of am- 
plitude At, then the "natural" implicit method for the numerical approximation to a solution u, 
provided it exists and is unique, is given as follows: 
un+l  __ U n 
+ Au '~+1 = f ( (n  + 1)At) = fn+l,  n > O. (6) 
At  
Once (6) is solved, u "+x is, at least formally, an approximation to the solution u at time (n+l )At .  
Let us now assume that A can be splitted in the form 
A = AI + A2, 
where each Ai (i = 1, 2) is a new operator. Also, assume that, for some reason, it is easier to 
solve (6) if A is replaced by Ai. A fractional step method (of the Peaceman-Rachford type), that 
can be applied in connection with the above splitting, involves computing un+l starting from u n 
in two steps. Thus, for given n > 0 and u n, u n+112 can be calculated as the solution to 
un+l /2  _ U n 
+ A1 u "+112 + Az u" = f~+llz.  (7) 
Atl2 
In a second step, u n+l is computed by solving 
Un'F1 _ un+l /2  
+ A1 u "+l/z + A2 u "+1 = f ,+ l .  (8) 
At l2  
In (7) and (8), we may take (for instance) f ,+i /2 = f ((n + ~)At)  for i = 1,2. 
The proposed algorithm is purely sequential. Starting from a given u ° = u0, u 1/2 is calculated 
from (7). Next, u 1 is obtained from (8) and so on. 
Parallelizing the algorithm (7), (8) is fairly easy. For this purpose, we compute un+l in three 
rather than two steps, u n+2/s and u n+4/3 are calculated simultaneously with the aid of different 
processors by solving 
Un+2/3  _ U n 
+ Ax U n'1"2/3 Jr- A2 u n -- f .+2/3 ,  
2At/3 
Un+4/3  _ U n 
+ At u n + A2 u n+4/a = fn+413 
4At/3 
and, then, u n+l is obtained from the formula 
1 / Jr- un+4/3)  . un-}- I = ~ ~u "+2/3 (9) 
Obviously, the proposed algorithm can be readily generalized to those cases where A can be 
written in the form 
A = AI + A2 +. . .+  Aq. 
This requires the use of q processors in parallel in a scheme involving q + 1 fractional steps. 
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An obvious major practical question related to the computations i  to balance the different 
subproblems properly, so that each processor takes roughly the same time. This would result in 
minimal waiting times and maximal efficiency. We will come back to this later. 
In this work, we have adapted the above ideas to the numerical solution of the NSE by using 
a three-step scheme which therefore involves the simultaneous solution of two subproblems. As 
in [6], the splitting of the "spatial" differential operator (the equivalent of A in (1)) separates the 
two main difficulties, namely nonlinearity and incompressibility. More precisely, the problems to 
be solved read as follows: 
3 
2At (u"+2/3 - u ' )  - uA(Ou" + (1 - O)u n+213) .-~ (u  n+2/3 • V)u  n+2/3 = fn+2/3 + Vpn, (10) 
(a quasilinear system of PDE (NLP)), 
3 , n+4/3 un) IJA(Ou n+4/3 + (1 O)U n)-I- Vp  n+4/3 fn+4/3 (u n V)  U n 
4At t~ - - - = - " ' 
div u n+4/3 = 0 
(11) 
(a linear problem (LP)). Here, O E (0, 1) is a parameter that can be used to increase or decrease the 
significance of the incompressibility condition and the nonlinear (inertial) terms in each problem. 
Of course, we search for solutions u "+2/3 and u "+4/3 of (10) and (11) (respectively) which must 
satisfy the homogeneous boundary condition (3). In a third step, u n+l is calculated from (9). 
5. SPACE DISCRETIZATION 
Parallelizing the proposed algorithm entails solving two essentially different problems that are 
described in detail below. Throughout the discussion that follows, superscripts have been omitted 
for simplicity. 
(a) L inear  prob lems (LP)  of the Stokes type 1, which can be written as 
a lU- -U lAu+~Tp=g,  d ivu=0 in f ' .  (12) 
Here, a l  = 3/4At, ul = Ou and g E V'  is known. 
We are thus dealing with linear problems that preserve the incompressibility condition. These 
problems have a unique solution. The corresponding weak formulation is simply 
OZl(U,W)+VI((U,W)) ~-- (g,W), VWE K UE V. (13) 
In order to solve numerically these problems, one must discretize in space by using an appropri- 
ate method. Here, we have chosen the finite element technique [7] for this purpose. For simplicity, 
assume that N = 2 and fl is a polygonal domain. Also, let {7"h/h E (0, 1]} be a regular family 
of fl triangulations (as in [8]). We shall denote by 7)k the vector space formed by all polynomial 
functions in the variables xi whose degree is less than or equal to k. In order to approximate the 
incompressibility condition, we must introduce nonconformal finite elements (discontinuous func- 
tions). Specifically, we shall use the nonconformal PI finite element of Crouzeix and Raviart [9]. 
The corresponding space of approximation is given by 
Vh = wh : f~ --* - -  e P~, 
Wh T 
WhiS continous at all midpoints in 7-h, fT V .  whdx : -  0, VT E "/'h / . 
Thus, the finite-dimensional problem to be solved is 
 l(uh, wh) + .x((Uh, Wh)) = (g, Wh), Wh Vh, uh Vh. (14) 
IRecaU that the Stokes problem is an approximation to the Navier-Stokes problem that holds at very large 
viscosity values at which one arrives by neglecting nonlinear terms. 
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In practice, this is a linear system, the coefficient matrix of which is symmetrical, positively 
defined and independent of the time iteration considered. Therefore, it can be factorized (e.g., 
by using the Cholesky method) at the start of the program. Accordingly, at each iteration one 
only has to solve triangular systems. 
As can be seen, the pressure has disappeared from the variational formulation. Once the 
velocity field is known, a numerical approximation to p can be computed for instance, according 
to Crouzeix [9], in the space 
Qh = {qh : -~ "'* ~ / qh IT • 7~0, VT • Th }. 
(b) Non-l inear problems (NLP) ,  which can be expressed as follows: 
a2u + u2Au + (u. V)  u = g* in [2. (15) 
Now, 42 = 3/2At, v2 = (1 - O)v and g* • V' is known. 
These problems can be solved, the solution being unique provided the time step At is small 
enough (cf. [2]). The weak formulation of (15) is the following: 
a2(u ,w)+v2( (u ,w) )+b(u ,u ,w)=(g* ,w) ,  VwEHol(f~) 2, uEH:o(f2) 2, (16) 
We can now choose the following approximation space: 
Wh = { wh : ~ ---+ ~2, wh is continous at all midpoints in Th, Wh IT • VT • Th }. 
Accordingly, the approximated problem is as follows: 
c~2(Uh, wh) + V2((Uh, wh)) + b(uh, uh, Wh) = (g*, wh), Vwh E Wh, Uh E Wh. (17) 
In practice, since (17) is still nonlinear, it is reformulated in the sense of least squares. For 
simplicity, we shall deal only with continuous problems (i.e., those which are not discretized 
in space), even though the procedure can be readily adapted to the corresponding discretized 
problems. Let us introduce the function J, given as follows: 
1/. 
y(w)  = [ 21yl 2 +  ,21Vyl 2] Vw e H01 (f~)2. 
Here, y is the unique solution in H01(~2)  of the linear system 
a2y - v2Ay = a2w - v2Aw + (w . V)w - g*, in f/. (18) 
Obviously, asolution u to problem (15) is characterized by the fact that it minimizes J. Hence, 
a possible strategy is to search for a function u e Hl(f~) ~ such that J (u) < J (w)  Vw E Hl(f~) 2. 
The search of such a minimizer can be achieved, for instance, by using a conjugate gradient 
algorithm [10]. Again, the task is reduced in practice to solve linear problems involving symmetric, 
positively defined matrices that are independent of the time iteration and can be factorized at 
the beginning of the program. 
6. SOME NUMERICAL EXPERIMENTS 
The above ideas have been implemented in accordance with the basic guidelines of the MOD- 
ULEF Library [11] by using several computers in a local area network. The various machines were 
synchronized by using the binary semaphore t chnique, taking advantage of the convenience ofthe 
NFS. We thus used an MIMD computer where the different processors were geographically scat- 
tered and only shared the disk memory (MIMD multicomputers) [12,13]. This is worthy of special 
emphasis because a multiprocessor MIMD computer with shared memory would have provided 
faster data transfers, which took quite a long time, thereby increasing the overall throughput. 
By way of example, we chose a two-dimensional fluid subject to a sudden expansion, as is 
the case in a squared cavity after a channel. This situation is closely related to the mechanical 
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behaviour of eddies in turbomaehines. Domain fZ is depicted in Figure 1. The boundary of f~ 
consists of three parts that are associated to the boundary conditions: 
o~=r~ n r= ~ r~, 
where FB is a wall, and r~o and r + are, respectively, the entering and exit (artificial) boundaries 
for the fluid. 
We have used a triangulation composed of 508 triangles and 1211 nodes (Figure 1), which was 
created by employing the MODULEF library. 
i-'--ru888-8, ,UUmoo .I 
Figure 1. 
These are the most significant features of the test example: 
• The Reynolds number Re = 100. Here, Re = UL/~ was calculated from the maximum 
value U of [u I on ['~o, the channel width (L) and the kinematic viscosity (~,). 
• The behaviour of the velocity field on aft, which can be summarized as follows. There is a 
Poiseuille profile on I'~o, the no-slip condition on UB and a natural condition on r +.  
The sequencing and coordination of the different asks on two computers of the local area net- 
work are illustrated in Figure 2 as Gantt charts. Non-shaded areas represent waiting times while 
vertical, dark bars separate mutually exclusive tasks and hence points where the two machines 
were to be synchronized. 
Figures 3 and 4 show the streamlines and pressure isovalues which are obtained after 100 time 
iterations (At = 10 -2) by using the two-step sequential algorithm described in Section 4. 
The next two figures, Figures 5 and 6, correspond to the results obtained using the equivalent 
parallel algorithm. As can be seen, there is good agreement between the two. 
In order to assess the performance and advantages of the proposed algorithm, the same nu- 
merical experiment was repeated with different values of Re and the following parameters were 
calculated: 
• Speed-up ratio, given by Sp = T, ITp, where T, is the resolution time for the sequential 
algorithm and Tp is that of the parallel algorithm. 
• Efficiency, defined as EFF = To/qTp, with q being the number of processors used. 
The results are listed in the following table, where times are given in 1/100 of a second. 
Table 1. 
Re To Tp EFF Sp 
1 117600 78814 0.746 1.492 
10 83150 44308 0.938 1.876 
100 82791 43994 0.940 1.880 
1000 832?0 44341 0.939 1.878 
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, 
Processor 1 
Processor 2
TI: data acquisition/recording 
T2: linear problems + pressure calculation 
T3: nonlinear problems 
T4: velocity interpolation (4.5) + transfer 
Figure 2. 
m m 
Figure 3. Figure 4. 
L 
Figure 5. Figure 6. 
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It can be seen that the efficiency and speed-up values obtained at Re = 1 are significantly 
different from the others. This can be ascribed to the fact that, while linear problems take up 
the same time with independence of the physical conditions, nonlinear problems are solved by 
an iterative method, the rate of convergence of which does depend on the values of the physical 
parameters involved. 
REMARKS. 
1. It has been observed in this, and also in other numerical examples, that linear and nonlinear 
subproblems are properly balanced (T2 and T3 times are quite similar in Figure 2). 
2. We see in Figure 2 that the proposed algorithm consists of a sequential part (corresponding 
to task T4) that cannot be avoided by using two processors in the same local area network. 
According to Amdahl's law, this fraction results in an efficiency below the expected value. 
By using MIMD multiprocessor, the fraction can be substantially reduced because: 
(a) data transfer between processors in both directions is much faster, and 
(b) the "coordination" operation, i.e., (9), can be readily parallelized. 
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