This paper proposes and tests a new framework for weighting recursive out-of-sample prediction errors in accordance with their corresponding in-sample estimation uncertainty. In essence, we show how as much information from the sample as possible can be used in the evaluation of prediction accuracy by commencing the forecasts at the earliest opportunity and weighting the prediction errors. We demonstrate through a Monte Carlo study that when only a small sample is available the proposed framework can select the correct model from a set of candidate models considerably more often than the existing standard approach. We also show that the proposed weighting approaches result in tests of equal predictive accuracy which have much better size than the standard approach. An application to a set of exchange rate data highlights relevant differences in the results of tests of predictive accuracy based on the standard approach versus the framework proposed in this paper.
Introduction
The issue of forecast evaluation is key in many assessments of model adequacy, and consequently has received considerable attention. As Diebold (2013) notes, forecast evaluation is in practice rarely the object of interest in its own right but rather, it is more often conducted as a route to evaluating the comparative accuracy of competing models. In such circumstances, one of two approaches may be adopted -either to focus entirely on in-sample model estimation over all observations available, or to split the data into an in-sample estimation part and a separate out-ofsample forecast portion with the evaluation then taking place entirely based on the latter.
In the out-of-sample forecasting literature, three alternative frameworks for conducting performance tests have been employed: constant coefficients, rolling windows of constant size, and recursive forecasting. The choice between these approaches is sometimes motivated by the particular forecasting application being considered but more often is entirely arbitrary. Examples of studies using each approach include Ashley, Granger and Schmalensee (1980) (constant coefficients), Cheung, Chinn and Pascual (2003) (rolling) and Faust, Rogers and Wright (2004) (recursive). West (2006) argues that the constant coefficient approach is preferred in cases where the (re-)estimation process is impossible to take into account while the rolling window alternative may be preferable when there are structural breaks or regime shifts in the series. One could argue intuitively that recursive forecasting would be preferable in many situations where the sample size is small since it makes use of all of the information available to the forecaster at that point in time. Faust, Rogers and Wright (2004) compare the mean squared errors (MSEs) obtained using a constant coefficients forecasting scheme with those resulting from a recursive framework, and find that the recursive one almost always produces lower MSEs and that the difference between the two forecasting methodologies is statistically significant in some of their samples.
In a point prediction application, it is often the case that the forecaster aims to find the model from among a set of candidates that minimises the value of a previously determined loss function, conditional on the information available at the time that the forecast is made. Such prediction comparison studies have been termed "forecasting horse races". The key innovations in this literature over the past two decades have almost invariably concerned either the models employed, which have become more sophisticated, 1 or the loss functions adopted, which have increasingly tended towards economically relevant measures. Yet the forecast evaluation framework itself has scarcely warranted a mention and the vast majority of studies still base this on an ad hoc rule of 1 As Diebold (2013) notes, perhaps unsurprisingly it is usually the new horse in the stable that wins the race.
thumb whereby a fixed proportion of the data is used for in-sample model estimation and the remainder retained for out-of-sample evaluation where the predictions are compared with actual values.
Given a fixed overall quantity of data, it would be possible to have a short in-sample period with a long evaluation period, two samples of roughly equal length, or a long in-sample period and only a small hold-out sample. Clearly there is a trade-off to be made here. If the in-sample estimation period is too short, parameter uncertainty will be high, leading to forecast imprecision; on the other hand, if the out-of-sample estimation period is too short, even if the models are estimated with reasonable accuracy, there will be too few forecasts with which to compare the actual values and hence the metrics for forecast evaluation (e.g., the out-of-sample MSE) will be noisy and unreliable. 2 There are examples of studies using low, medium and high proportions of the data outof-sample and in the vast majority of research it is not at all clear how this choice has been madeit appears to be subjective, capricious and tilted towards a long estimation period with a consequent short evaluation part.
3 West (1996) shows that parameter estimation will asymptotically not affect the outcome of tests of the equivalence of means squared errors from non-nested models with conditionally homoscedastic errors and this intuitively leads to a preference for using a relatively large in-sample estimation period. When the in-sample period is relatively large (say, 90% of the available data or more), the impact of parameter estimation error can probably be ignored (West, 2006) ; however, in the context of nested models or when the number of observations is small, it is debatable whether the asymptotic irrelevance will still hold. 4 An interesting puzzle in the empirical economic forecasting literature is that there exist numerous studies showing that a particular variable or set of variables possesses in-sample predictability which cannot be retained in out-of-sample tests. The conventional explanation has been that the insample forecasting ability was illusory and a consequence of data mining. An alternative explanation, which Inoue and Kilian (2005) support through asymptotic theory, is simply that outof-sample tests in many instances lack sufficient power to detect predictability that is actually
2 Ashley (2003) shows that to demonstrate one forecasting model to be statistically significantly better than another would typically require more than 100 out-of-sample observations. Yet when quarterly or even monthly data are employed with in-sample estimation windows of conventional length, fewer out-of-sample data points than this are commonly available. 3 For example, West's (2006, p.106 ) review paper explicitly takes the split point "as given" with no further discussion. 4 A recent study that directly addresses the issue of the position of the split into in-sample and out-of-sample periods is by Hansen and Timmerman (2012) . Building on earlier work by McCracken (2007) and McCracken (2001, 2005a ), Hansen and Timmerman develop an approach that modifies the p-values of tests of the null hypothesis of no predictability so that they become robust to sample-split-induced data-mining. A conceptually similar modification, albeit different in detail, is proposed by Rossi and Inoue (2012) and further comparisons of the power of tests for the differences between out-of-sample forecasts can be found in Busetti and Marcucci (2013) . present in the data -an inevitable consequence of the loss of data because of the sample splitting.
As a result, they advocate the sole use of in-sample t-or F-tests to compare between nested models (with no out-of-sample analysis).
5
When the model-building and forecasting exercise occurs in the context of small samples of data having non-standard features or in the presence of model misspecification, however, the asymptotical results concerning the desirability of in-sample testing may no longer apply. Inoue and Kilian (2006) note two circumstances where out-of-sample testing may be favoured relative to insample model selection with SIC: when comparing between non-nested models in the context of autocorrelated data, and when comparing nested models when the true model is the larger one. In this case, the smaller (incorrect) model will suffer less from parameter estimation error and this reduction in variance will more than compensate for the additional forecast error bias arising from the use of the wrong model. So in-sample analysis may be preferable in general but this conclusion could vary considerably dependent on the context and precise nature of the data. A further reason to prefer out-of-sample testing to a pure in-sample evaluation is that a researcher might be interested in how a model performs in prediction at a particular point in time rather than on average.
6
While it is perhaps difficult to generalise, it is quite frequently the case that around two thirds of the sample or more are used for initial in-sample model estimation, leaving the remaining third or less as a hold-out sample. 7 However, in cases where the overall amount of data available is small, this is potentially very wasteful. In this study, we propose an approach which is conducted within what we term a fully recursive framework where out-of-sample forecasting begins at the earliest possible opportunity. The initial forecasts from such an approach are likely to be imprecise, having high error variance, because their construction will be based on model parameters estimated using very small samples. On the other hand, the conventional approach using two thirds or more of the data for in-sample estimation would have implicitly assigned such forecasts a weight of zero. We argue that this is not ideal since the early forecasts, while likely very noisy, will still contain useful 5 Relatedly, Clark and McCracken (2005b) demonstrate that an in-sample F-test of predictive ability is likely to be more powerful than out-of-sample tests. Schwarz's information criterion (SIC) could instead be used to penalise additional parameters within the model evaluated in-sample, and will deliver the correct model asymptotically with probability one when it is in the choice set. Moreover, SIC will still consistently select the best approximating model even when all in the choice set are misspecified (see Inoue and Kilian, 2006) . While the penalty term in SIC may help to weed out spurious predictability arising from data-mining in such contexts, as Diebold (2013) notes, it will not help if the researcher wishes to compare between two (non-nested) models containing the same number of parameters, one of which has arisen as a result of data-mining. 6 Giacomini and Rossi (2010) develop a method for testing precisely this 'local' forecasting power. 7 Indeed, in their comparison between in-sample versus out-of-sample model selection approaches, Inoue and Kilian (2006) use a 90%-10% split in their base case Monte Carlo simulation, although they note that such a choice is likely to maximise the differences between the performances of the two approaches.
information regarding the accuracy of the model in prediction. Instead, we propose giving these early predictions lower weight in the forecast error aggregation function with the weights increasing as the in-sample recursive estimation period grows and therefore the ex ante forecast error variance declines. In essence, bringing the start of the hold-out sample evaluation period forward as early as possible removes user-discretion regarding the sample split position and therefore the opportunity to data mine (at least along that dimension). We show how tests of model adequacy can be conducted in a standardised framework that varies from one empirical application to another as little as possible and we investigate the efficacy of the approach using a Monte Carlo study. We show that, when only a small sample of data is available, severe distortions in the ranking of competing forecasting models may appear when the out-of-sample part of the data begins late in a recursive scheme. 
Developing a Generalised MSE 9
We start with a linear model, which is being estimated using recursive OLS based on a sample of T observations, as follows:
where τ
x and β are k ×1 vectors of explanatory (exogenous) variables and parameters respectively, τ y the scalar process to be forecast and τ ε a scalar disturbance sequence. Competing forecasting models will therefore be of the form: given by: 8 We should state at the outset that we do not provide a formal mathematical proof of the optimality of the forecast weighting and in that sense it is a somewhat ad hoc modification. However, we argue that the approach has strong intuitive appeal and, as we show below, works well for small samples. 9 The methodology and weighting schemes proposed in this section are applicable for alternative forecast error aggregation measures as well, such as, for example, the mean absolute error (MAE). However, we do not consider these further due to space constraints. 10 Note that, following numerous existing empirical studies (including, most notably, Meese and Rogoff, 1983) we assume throughout the paper and in the Monte Carlo study that the values of x t+1 are known. Of course, in any real application it is likely to be the case that if they are exogenous variables these must be forecast as well.
Define the OLS one-step ahead forecast error based on the recursive sample τ = 1, 2, …, t, again for each model i, as:
The common practice in the literature is that forecast errors resulting from a recursive scheme are given equal weight in the model evaluation criterion/loss measure, 11 with the squared error loss or quadratic loss criterion being the criterion most often used in practice. When the mean forecast error is zero (i.e. unbiased forecasts), the expected squared forecast error is equal to the variance of the forecast error. Hence, by minimising the expected squared forecast error, the forecaster choosing among competing unbiased forecasts selects the minimum variance forecast. If the objective of the forecaster is the minimisation of the expected value of the squared forecast error (i.e. a MSE criterion), then in practical applications, one minimises the sample counterpart of this expectation, the sample mean. This is how the equal weighting of observations -weight equal to one over the total number of forecast errors -appears in the MSE criterion. The empirical (sample) mean squared error is obtained by equally weighting all squared forecast errors (weight 1/(T-k)), where
k k k and hence T-k is the number of (out-of-sample) forecasts in our framework).
For model i we write:
We can now generalise the well-known expression in (8) as: . 12 It is easily noticeable that the usual MSE is just a special case in the specification in (9), with w t = w = 1/(T-k) for all t. Intuitively, a sound criterion for forecast evaluation might take into account not only the (ex post) accuracy of the forecasts -i.e. how large the (squared) forecast errors were ex post -but also the (ex ante) uncertainty of different forecasts.
We note that while the uncertainty is different for different forecasts when employing recursive forecasting, the standard, equally weighted MSE criterion weighs all forecast errors equally. We propose a number of alternative weighting schemes which take into account this varying uncertainty. Unless otherwise specified, for all weighting schemes below we use:
so that the weights always sum to unity with the various schemes in Sections 2.1-2.5 specifying different ( ) i t w % . It is necessary to rescale the weights in this manner in order to ensure that a model with a persistently large forecast error variance and therefore persistently small ) ( i t w does not have a lower GMSE purely as a result of this.
A weighting scheme based on the variance of forecast errors
A first weighting scheme we propose is:
If model i is correctly specified then it can be shown (see Philips and Harvey, 1974; Brown, Durbin and Evans, 1975; and Harvey, 1988 ) that the one-step ahead forecast errors 
and are uncorrelated, where
σ is the variance of the disturbance process corresponding to model i, and:
It can further be shown (see Harvey, 1990, p. 55) that if model i is correctly specified and the forecasts for model i begin at observation k (i) +1, then: 
The proposed criterion can thus be expressed as a combination of in-sample fit (corresponding to the estimation performed for the entire sample T) and variance of the forecast errors: the higher are these variances (i.e. the f t ), the higher the GMSE. Furthermore, if k
<k, then the expression in (15) becomes:
If the data generating process is a random walk or a random walk with drift,
, a constant and hence GMSE = MSE in this case, although the MSE will differ across the two models since the forecasts themselves will differ.
The purpose of this paper is to study the implications (with regards to ranking of competing models) of weighing forecast errors resulting from a recursive scheme in accordance with their (varying) inaccuracy of estimation rather than assigning them equal weights as is usually done in the forecasting literature. Thus, at each point in time, the weight would be a function of the model uncertainty at that point, which would be declining as the number of observations used in the insample estimation increased. The weighting scheme proposed above weights the squared one-step ahead squared forecast errors by their (standardised) variance,
In other words, instead of defining the model evaluation criterion based on forecast errors, we define it on (partially) standardised forecast errors. We are then still optimising based on the expected quadratic model evaluation criterion and its sample counterpart, but the variable (on which the model evaluation criterion depends) changes -from error to standardised error. This is equivalent to changing from equal weighting of the squared forecast errors to a different scheme with weights based on the inverse of the variance of the forecast error (or a proxy for it). Hence, since the forecast errors have (time-)varying variance in a recursive scheme, we argue that it is not the MSE criterion that we ought to employ, but rather the GMSE (in other words, the mean squared standardised error). In the following three sections, we now describe alternative weighting functions f that are also somewhat ad hoc in nature but considerably more intuitive and easier to implement.
An Alternative Weighting Scheme Based on the Number of In-sample Observations
For an AR(1), Clements (2005) gives an approximate expression for the variance of the (h-step ahead) forecast error which shows that the effect of uncertainty coming from parameter estimation on the (approximate) variance of forecast errors is proportional to 1/(sample size).
13 Thus parameter uncertainty is large when the estimation sample size is small and vice versa. Consequently, we expect forecast error variances to decrease as the in-sample period increases when a recursive scheme is used, thus increasing the precision of the forecasts. This suggests another weighting scheme that could be employed -namely, weighting the forecast error by the square root of the inverse of the sample size used for estimation (so that the squared forecast errors are weighted by the inverse of the sample size); the expression for t w % now becomes:
An Alternative Scheme Based on Log-time weighting of the Forecast Errors
This is another heuristic approach based on the same arguments as used in the previous sub-section.
In (17), the squared forecast errors are weighted by the number of in-sample observations, and thus the weighting function is effectively linear in time. Such a function may not have the desired shape, particularly when t is large, since it will give very small weight to the initial squared forecast errors.
An alternative weighting function that we employ for comparison replaces t in the denominator in (17) by (1+log(t)). While this function is still monotonically increasing in t, it increases at a decreasing rate.
An alternative Weighting Scheme Based on the Standard Error of the Regression
13 See Clements (2005), p.11. 14 A slight variation on this would be to use t-k in the divisor rather than t so that a degrees of freedom adjustment is made. However, we do not pursue this. Also, we drop the superscript (i) in equation (17) since these set of weights do not depend on the model specification.
A final alternative that we also examine replaces the f t by the standard error of the regression (SE(regression) hereafter) estimated on the sample up to observation t, ( t , , 2 , 1 K = τ ). The weights would now be (for the forecast made at time t, for time t+1) given model i:
The Monte Carlo Simulation and its Results

Design of the Monte Carlo
In testing how well the various approaches perform, we construct a Monte Carlo framework with six competing models. Separately, we make each of the models the correct one and thus it is the data generating process in that case. Then each of the six models is estimated and a set of one-step ahead forecasts is produced with the forecasts being evaluated on the basis of their MSE and GMSEs described above. The Monte Carlo is run with 10000 replications, and we measure the proportion of times that each model is selected as being the best (i.e. the one with the lowest MSE/GMSE) for each DGP. The approaches that we use are:
1. Standard recursive estimation from k max +1 and forecasting with no weighting.
2. Fixed 2/3 in-sample and 1/3 out-of-sample split with a recursive window -we might term this the standard framework for forecast evaluation.
3. Recursive estimation from k max +1 with various weighting schemes. The first of these is the 1/f-weighting but we also employ, as discussed above, the more ad hoc weighting schemes including t, 1+log(t), 1/SE(regression).
Thus, overall, we have six weighting schemes. We initially define the best approach from among these six as the one that selects the correct model as preferred the highest proportion of times. We employ five sample sizes: 15, 25, 50, 100 and 250 in total, and we also allow for a burn-in for each series generated under the DGP of 100 observations. The error distribution is a standard normal and thus in the equations below, u t ∼NIID(0,1). The models we employ are intended to cover a range of empirically relevant specifications from the economics and finance literature. As far as possible we try to ensure that the models are not nested within one another and that they cover different types of regression models that might be used in financial and economic forecasting. We therefore include the random walk (with drift) which is the competitor to beat in many forecast model races, as well as a time series (autoregressive) model, representing another class a models often successfully employed in financial forecasting. Three different specifications of structural models are also considered, alongside what we term the 'piecewise constant mean' model which allows for a structural break.
Random walk with drift
AR (4) y t = 0.5 + 0.9y t-1 -0.1y t-2 + 0.2y t-3 -0.6y t-4 + u t
Linear structural model
(We assume the true value of x in the forecast with x t ∼NIID(0,1)).
Quadratic structural model
Multiplicative Structural model
(We assume the true values of x and z in the forecast, x t , z t ∼NIID(0,1) and the correlation between x and z is a constant ρ, such that
, where u t , v t and x t are separate
Piecewise constant mean model
(where D t = 0 for the first T/2 observations and 1 thereafter).
So to give an illustration of how this works, suppose that T=25 and that the data generating process is a random walk with drift. We thus construct 126 data points (including 100 for burn in and one for the pre-sample value) of the model according to equation (19) . We then estimate all of the models above (even though we know that five of these models are wrong) using the first five observations (k max ), with the forecasts beginning at observation 6 for each of the weighting functions except the standard one based on an arbitrary 2/3-1/3 sample split. For the standard approach, the first 17 observations are used for in-sample estimation, with the forecasts effectively beginning at observation 18. We then produce the forecasts from all seven models and compute their MSEs in each case, weighting according to the various schemes described above. The model with the lowest MSE for a given weighting scheme is the chosen one for that replication. We then re-run the experiment a further 9999 times and note the model selected in each case. A good weighting criterion should select the random walk with drift, which is the correct model and constitutes the DGP in this case, a relatively high proportion of the time.
Figure 1 presents a graphical illustration of how the weighting schemes work for an overall sample size of T=30. Given that k-max in our setup is five, the one-step ahead forecasting begins at observation six and then continues in a recursive manner with an additional data point added until the end of the sample is reached. 15 In the figure, as in the Monte Carlo experiments and when the actual data are used, all of the weights for a given evaluation framework are normalised to sum to one. The standard approach based on using two thirds of the data for in-sample estimation will only begin forecasting from observation 21, giving a high but equal weight to the remaining forecasts and a zero weight to all forecasts before that. All of the other approaches give increasing weight to the forecasts as the estimation sample increases from left to right in the figure. For the deterministic schemes: t and 1+log(t), the increase is monotonic and linear for the t but increasing at a decreasing rate for 1+log(t). The remaining two schemes -the 1/f and 1/SE(regression) weightings -generally increase from left to right as the sample size increases and the amount of uncertainty falls; however, this increase is not monotonic as the addition of an outlying observation on y to the sample will increase rather than reduce parameter uncertainty. The other approach we employ, as discussed
above, is what we term the fully recursive one, where the forecasting begins at observation six but with equal weighting (of 0.04 in this example) of forecast errors thereafter.
Intuitively, we would expect the standard 2/3-1/3 approach to perform poorly in general for the small sizes that are focus in this paper, due to the inefficient initial use of the 2/3 of the data for insample estimation and the equal weighting of forecast errors whatever the parameter uncertainty thereafter. Similarly, we would expect the fully recursive approach to perform poorly since the initial forecast errors early in the sample are given equal weighting in the model evaluation criterion but are likely to be highly inaccurate due to the very small sample size used in model estimation.
Statistical Comparisons of Forecast Accuracy
Formal tests for equality of predictive accuracy are commonly employed in the literature since it is often considered desirable to know whether the differences between competing models are statistically significant, and this information cannot be gleaned from a pure 'first past the post' evaluation. 16 By far the most popular such test is due to Diebold and Mariano (1995) -DM hereafter -who provide an asymptotic framework for comparing a sequence of h-step ahead forecasts from two models. 17 The null hypothesis is of equal predictive accuracy across the two models. Their approach is as follows:
(i) Define a metric, L(.), to be applied to each forecast (in our case each one-step ahead forecast) for each of two models.
(ii) Take the difference between the two.
(iii) Average these differences over all the recursive forecasts produced.
(iv) Test whether this average difference is significantly different from zero estimating the variance of the difference using a long-run variance estimator.
As above, the notation (i) as a superscript is used to denote a quantity relating to the i th model. The one-step ahead forecast from model i is based on sample τ = 1, 2, …, t and
. The metric for our generalised mean squared error is given by
where
The difference between the metrics is
The average difference is
Then the DM statistic is 16 However, Inoue and Kilian (2006) argue that tests of equality of forecast accuracy are unnecessary since they will not affect the decision about which model to use -whatever the outcome of the test in terms of whether the null is rejected or not, the most accurate model will always be used. 17 An alternative framework would be to construct forecast encompassing tests along the lines of, for example, Clements and Hendry (1993) or Harvey, Leybourne and Newbold (1998) . However, we do not pursue this line of enquiry here.
[ ] Diebold (2013) argues that this is unnecessary and that the tabulated critical values will be sufficient. 19 A particular issue arises in the comparison of the forecasts from nested models since the forecasts will converge asymptotically and are likely to be cross-correlated even in finite samples, resulting in the test being severely undersized and lacking power if standard critical values are employed (see Clark and McCracken, 2001; Clark and West, 2006; Busetti and Marcucci, 2013 ).
Nonetheless, it seems clear that the DM test in its earliest form is still by far the most prevalent in empirical work and Diebold (2013) argues that the assumption behind the original test can "often be credibly evoked even when comparing estimated models". Harvey, Leybourne and Newbold (1997) show through a Monte Carlo study that when the number of predicted data points exceeds around 30, the standard Diebold-Mariano test has acceptable size when the forecast horizon, h, is only one period; however, its performance rapidly deteriorates as h increases. DM in its standard form is therefore the focus of our attention in comparisons of forecast accuracy. A particular advantage is that it does not require forecast unbiasedness and can be applied in contexts other than quadratic model evaluation criterions (Harvey, Leybourne and Newbold, 1997) . 18 Harvey, Leybourne and Newbold (1997) develop a finite sample corrected version of this statistic. 19 It has also been argued that the modifications are "burdensome to compute" (see Hansen and Timmermann, 2013, p. 1, who again effectively advocate a return to in-sample testing).
Since the recursive one-step ahead forecast errors are not autocorrelated, it seems possible that the autocovariances of d t+1 might be zero, in which case the long run variance reduces to the standard sample variance estimator of the mean. Optimal multi-step ahead forecasts are almost certain to be serially correlated due to the overlapping horizons but we side-step this serious issue by focusing only on one-step ahead forecasts. 20
The Simulation Results
The core results of the study -those of the Monte Carlo experiments -are presented in Tables 1 to   5 for total sample sizes, T, of 15, 25, 50, 100, and 250, observations respectively. 2122 The cell entries are the percentages of the 10000 replications that each model is selected given a specific forecasting and weighting scheme and each row will sum to 100% (with possible slight discrepancies due to rounding errors). The tables all have six panels, each one for a different data If we begin the analysis with T=15 in Table 1 , it is evident that this represents an extremely small sample, perhaps of the order that might be employed when only annual data are available. Under the null of equal predictive accuracy, DM has an asymptotic standard normal distribution. However, for this asymptotic result to hold, Diebold and Mariano (1995) state a (sufficient but not necessary) assumption that is important for our considerations: they assume that the difference d t+1 is covariance stationary. We note that in a recursive scheme the (un-weighted) one-step ahead forecast errors have time-varying variance; it is therefore likely that the squared loss differential, d t , will also have non-constant variance which would contradict the stationarity assumption. Using the first weighting scheme that we propose in Section 2.1 would, however, resolve this problem. 21 As a referee points out, at the smallest of these sample sizes, it is possible that all of the methods will have some difficulty in identifying the best model since the estimation errors will be very large. 22 We also ran the simulations for T = 500 and 1000 observations, but the asymptotic behaviour is clearly already becoming evident by T = 250 and therefore we do not present results for the larger samples to preserve space.
schemes and a 22% hit rate for the 2/3-1/3 approach. Overall, the recursive approaches always outperform, and quite palpably, the 2/3-1/3 split. Regarding the recursive approaches, with the exception of the final model (the piecewise constant), there is always at least one weighting scheme which outperforms the non-weighted recursive approach, albeit mildly.
Increasing the total sample size to 25 observations (still a very short time-series) in Table 2 already results in a substantial improvement in evaluation performance across all models, although the 2/3-1/3 approach is still inferior to the others. Most of the models are correctly identified around 80-90% of the time by all criteria except for 2/3-1/3, which typically manages less than 70% accuracy.
This standard approach appears to have particular difficulty identifying the piecewise linear model, where the model selections are roughly equally split between all the other possibilities although it performs slightly better than the other frameworks when the DGP is an AR(4). In sum, Table 2 shows that weighting the forecast errors has some benefits, albeit modest, since the unweighted fully recursive framework never selects the correct model the highest proportion of times. The 1+log-t weighting scheme works best for the structural models with exogenous variables, while the f-function is best for the piecewise linear model. Tables 3 to 5 continue, presenting the findings for sample sizes of 50, 100, and 250 respectively.
The entries demonstrate the tendency towards asymptotic behaviour, which is again slower for the 2/3-1/3 approach than the others. In general, all of the weighting schemes except 2/3-1/3 are able to identify any data generating processes with good and increasing accuracy. The relative performance of the f-and SE-weighting schemes gradually improves following quite a poor showing for the smallest sample sizes, probably because the divisors in these approaches are themselves datadependent and therefore noisy and unreliable in such instances. In contrast, the 1+log(t) based function performs well throughout. By 100 observations (Table 4 ), the correct model identification rate is already well over 80%, and with 250 observations (Table 5 ), the figure is near 100% in most cases. Hence it is clear that by 100 observations (at least for the DGPs we examine), any forecasting framework will identify the appropriate model with a high degree of dependability, and even 2/3-1/3 has almost caught up. Therefore, the issues that we highlight and the proposal to weight the forecast errors are only relevant in the context of samples smaller than this. those from the other five models and the powers are then averaged across all of the DGPs and comparator models for presentational ease.
The results in Panel B of Table 6 again demonstrate that weighting the forecast errors can lead to some (again modest) improvements, now in terms of correct rejection of the null hypothesis of equal predictive accuracy of competing models, compared with the use of unweighted errors from recursive forecasting. For example, when 50 observations are available, the DM test can correctly distinguish between two models on average 62.69% of the time when fully recursive forecasting is used without weighting, but 64.44% when 1+log(t) weighting is used. The weightings by the standard error of the regression also perform well, and both weighting schemes are uniformly superior to no weighting.
For illustration, Table 7 unpacks the power results that were averaged in Panel B of Table 6 , focusing on a sample size of 100 observations. 23 Here, we make each of the six models the DGP and then examine the ability of the DM test with each weighting scheme to distinguish it from each 23 It would of course be possible to present a similar breakdown for all of the sample sizes that we investigate; however, we do not do so to preserve space.
of the five other models -thus, in total, there are 30 model comparisons. Here, the gain from weighting the forecast errors becomes very evident for some data generating processes. For example, when the DGP is the random walk with drift and the comparator model is an AR(4), the DM test can correctly distinguish them 74.25% of the time when 1+log(t) weights are used but only 62.77% of the time when the squared forecast errors are unweighted. Of all the weighting schemes, the 1+log(t) function provides the highest power most frequently (around one third of the time) with f-and regression standard error weighting yielding the highest power for around a quarter of the DGP-comparator model combinations. For the individual comparisons, the no-weighting approach is never the best among the various schemes although in some instances it comes fairly close.
Forecast Evaluation with Real Data
Background
In this section, we now turn our attention to forecast evaluation with actual rather than simulated data based on the various weighting schemes described above. Although there is an almost infinite number of possible series and sample periods that we could have investigated, we elect to employ the data used by Meese and Rogoff (1983) given the prominence of their conclusions within the literature and the extent to which their work has become regarded as a defining moment in the forecasting world. In essence, their finding that the simple random walk model could produce better forecasts than a raft of more sophisticated time-series and structural models, and also better than the forward rate obtained from the financial markets, has become a stylised fact.
An extremely large body of research has since tried to further test and explain these findings. Cheung, Chinn and Pascual (2005) show that the key conclusions still hold when an additional two decades of more recent data are added to the sample. That the random walk model could not be beaten has been viewed in the literature as somewhat of a puzzle. Meese and Rogoff advocate outof-sample testing as a way to circumvent possible endogeneity issues that may bias in-sample tests of model adequacy, but if such bias exists in the model, it is surely bound to adversely affect forecast performance as well. They suggest that the poor performance of the macroeconomic models, which are built on apparently strong theoretical foundations, may be attributable to simultaneous equations bias, parameter instability or another form of model misspecification.
Bacchetta, van Wincoop and Beutler (2009) comprehensively test but rule out parameter instability
as an explanation of Meese and Rogoff's findings and thus the search for a reliable justification continues. However, it is perhaps useful to state at the outset that we do not intend to contribute to the debate about why the random walk model appears to describe exchange rate movements so well; rather, we now revisit their conclusions using the same data and forecasting models but using the various squared error weighting schemes highlighted in Section 2. 
Data and Methodology
Equation (1) in Meese and Rogoff (1983) summarises the structural models they implement (with time subscripts suppressed): (29) is what Meese and Rogoff (1983) call the Hooper-Morton model. Meese and Rogoff (1983) subsequently estimate six univariate time series models: four AR models, with lags determined, respectively, using the Akaike criterion, Schwartz criterion and a deterministic rule -lag length = sample size/ log(sample size), the latter using both the original and an exponentially weighted sample, and the random walk, with or without a drift. They also estimate a multivariate time series model, a VAR model where each variable (in their structural model (1)) is regressed against its own lagged values as well as lagged values of the other variables, the lag length being estimated using Parzen's (1975) selection criterion. We shall repeat the exercise above by simulating one time series model, what they call the 'long AR', where the lag length is given by a deterministic formula depending on sample size, and evaluate the forecasts obtained with the structural and the other time series models, using the same criteria as above.
Meese and Rogoff's sample covers the months January 1973 to December 1982, although some of the data are missing for certain variables and thus the common period for all the series July 1973 to July 1982 is used throughout. In our recursive framework, the initial model estimation runs to July 1974 with the first one-step ahead forecast being made for August 1974. Then the estimation window is extended by one month at a time, the models re-estimated and a new set of one-step ahead forecasts produced until the sample is exhausted. This results in a total of 100 out of sample forecasts, and the forecast errors are squared and weighted using the six approaches (equally weighted (fully recursive and 2/3-1/3 split), t-weighted, 1/f-weighted, 1/SE(weighted), and 1+log(t)-weighted). The 2/3-1/3 approach retains 36 observations (August 1979 -July 1982 as the hold-out sample. We follow Meese and Rogoff in using the actual values of any exogenous variables required in the models despite the fact that they were not observable at that time and in reality would have needed to have been forecast. As they note, this provides a considerable artificial advantage to such models which makes their poor performance all the more surprising.
Empirical Results
When the Meese-Rogoff data are employed with the various weighting schemes, we find for all three currency pairs that the random walk model has the lowest MSE when either weighted or unweighted squared errors are employed, or if the sample is split on a 2/3-1/3 basis. Almost invariably, the random walk with drift has the second lowest MSE, the forward rate is third and the AR (12) is fourth with the structural models all performing worst. Thus the split in performance accuracy between the time-series and structural models is so stark that use of different weighting functions will not overturn the well-established conclusions. We therefore do not tabulate these findings on the MSE figures themselves or the model rankings to preserve space but instead the results presented are for the Diebold-Mariano test statistics. Panels A to C of Table 8 Echoing the findings from the Monte Carlo we conducted above, the real data application demonstrate that using a 2/3-1/3 approach is inadvisable. For the GBP_USD rate (Panel A), the DM statistics are significant for any weighting schemes based on the use of all available data for prediction (i.e. commencing the forecasts at observation k max +1) but not for 2/3-1/3 and this is probably a function of the lack of power resulting from the reduced effective sample in the latter case. Similarly, in the case of the DEM_USD (Panel B), 2/3-1/3 leads to a rejection of the null of equal predictive capacity when comparing the random walk with the random walk with drift, or comparing the random walk with the AR(12) but for none of the weighting schemes. Given the Monte Carlo results, this appears likely to be a spurious rejection of the null due to the severe oversizing of the former approach.
More interestingly, the no-weighting fully recursive approach shows no statistically significant DM statistics when comparing the random walk with the forward rate for the GBP_USD, and yet all of the weighting schemes do. Similarly, the t-and f-weighting schemes show rejections at the 10% level or better for the VAR(2) but the unweighted (and other weighting functions) squared errors do not. This is suggestive that weighting the squared forecast errors may lead to qualitatively different conclusions in some cases, and we conjecture that the variation would be even greater if the total sample size were smaller.
Conclusions
This paper has proposed and employed an approach to determining the most accurate forecaster among a set of competing models when a limited sample of data is available. Relevant applications could include studies of emerging markets, or those which use data that is only available at relatively low frequency -such as, for example, macroeconomic data or data on new or less frequently traded assets (e.g., real estate). The core of our idea is essentially to weight the forecast errors according to the amount of information contained in the (in-sample) model estimation. We propose a weighting scheme based on the ex ante forecast uncertainty but also a family of simpler approximations to this.
The approach that we advocate, where recursive forecasting begins at the earliest possible opportunity, can be seen as a viable alternative to pure in-sample testing but where the power of out-of-sample tests of forecast accuracy is not reduced by 'losing' a large proportion of the data for initial model estimation. 25 We demonstrate that in small samples there are significant improvements brought about by employing any member of this family rather than the standard (2/3-1/3 sample split) approach. Firstly, we show that the proposed approaches deliver the correct model a considerably higher proportion of the time than the standard approach in the literature, which we stylise as using two thirds of the data for initial in-sample model estimation and to equally weight the forecast errors for the remaining third. Our simulation study also shows that they deliver Diebold Mariano (DM) tests which are much better sized than in the case of the standard approach and that the proposed weighting schemes result in an improvement (at times considerable) over the unweighted fully recursive scheme.
We then apply the new criteria to the exchange rate data employed in the classic Meese and Rogoff (1983) study. In common with the results for the simulated data, we find that there are relevant differences between the recursive weighting schemes that we propose and the standard 2/3-1/3 sample split approach. When we use the Diebold Mariano methodology in this context, we find that the weighted recursive schemes and the standard approach can lead to different conclusions regarding the significance of the differences in accuracy between competing forecasts. Combining this finding with the fact that our Monte Carlo study on the size of the Diebold Mariano test showed that the standard approach can result in significant over-sizing, we conclude that the 2/3-1/3 approach can erroneously signal differences in forecast accuracy when there is none, whereas the proposed weighting approaches, which appeared to produce much better sized DM tests, would correctly identify two models as having equal forecast accuracy.
We conclude by noting that while an in-sample comparative evaluation of models is more powerful than pseudo-out of sample-based tests under fairly weak conditions, if researchers continue to express a preference for the latter, the current practice of sample-splitting is unadvisable and a fully recursive approach exhibits better properties, especially in small samples. Hence the implications of our findings for applied researchers are very clear and can be summarised in two statements. First, it is considerably better to employ as much of the available data as possible in the evaluation of outof-sample forecasts than to waste a large slab of information in estimating the models in-sample.
Second, given that the forecasting begins recursively as early as possible in the sample, weighting the forecasts will further improve the effectiveness of the identification of the correct model, but only slightly. Weighting can also improve the size of the Diebold Mariano test for equal predictive accuracy, albeit not to a great extent; improvements in the power of such tests, however, can be significant in certain cases. If weighting is undertaken, this can be just as well achieved by using a heuristic function based on the sample size (either linear or logarithmic) as by using a more sophisticated approach based on in-sample estimation accuracy or ex ante one-step ahead forecasting accuracy.
There are many natural ways in which the analysis conducted in this paper could be extended, in part as a result of the numerous simplifications we made in the research design to aid tractability.
First, we have focused specifically on one-step ahead forecasts and it would be of considerable interest to consider whether our results also apply when longer term forecasts are required. Second, our approach has considered only linear models while empirical research, especially in finance and related fields, is frequently concerned with non-linear models -for example, when forecasting volatilities or correlations. Third, we have assumed that mean squared errors represent the model evaluation criterion of interest but it would be possible to instead adopt mean absolute errors or economically motivated error aggregation metrics. Finally, it would be of interest to more fully investigate the impact of structural breaks or more general periods of parameter instability in the data generating process on the effectiveness of the various forecast evaluation measures. Note: the models in each column are compared with a random walk; p-values from asymptotic 2-sided critical values are given in parentheses.
