Abstract. This paper discusses verification and optimization of complex systems with respect to a set of specifications under stochastic parameter variations. We introduce a simulation-based statistically sound model inference approach that considers systems whose responses depend on a few design parameters and many stochastic parameters. The technique iteratively searches over the space of design parameters by alternating between verification and optimization phases. The verification phase uses statistical model checking to check if the model using the current design parameters satisfies the specifications. Failing this, we seek new values of the design parameters for which statistical verification could potentially succeed. This is achieved through repeated simulations for various values of the design and stochastic parameters, and quantile regression to construct a model that predicts the spread of the responses as a function of the design parameters. The resulting model is used to select a new set of values for the design parameters. We evaluate this approach over several benchmark examples. In each case, the performance is improved significantly compared to the nominal design.
Introduction
We address the problem of selecting design parameter values for complex systems that are "robust" with respect to varying stochastic parameters. For instance, a control designer often faces the problem of selecting gain values of a controller so that the design is robust under stochastic disturbances and variations in the plant model parameters. Elsewhere, the problem of designing "robust" analog circuits that can function correctly under stochastic process variations is also well known. Thus, the problem of finding appropriate design parameter values for a complex system whose output responses depend on a few controllable (tunable) design parameters, and numerous uncontrollable stochastic parameters with known probability distributions, is quite common. In this work, we present an automatic search method that seeks to adjust the design parameters so that the resulting system satisfies the specifications with a given probability bound.
We introduce an approach that combines simulation, quantile regression [12] and a generalization procedure. The approach iterates between two phases: verification and optimization. The verification phase determines whether the system is safe given the currently chosen design parameters. If not, we search for a new set of values for the design parameters (design point) that can potentially yield a safe system. The new design point is chosen by constructing a relational model that captures the spread of the responses as a function of the design parameters using simulations and quantile regression. This relational model is then constructed to search for new design points that potentially satisfy the specifications with the given probability bound. Repeated iterations of this process checks correctness over a sequence of design points, while iteratively refining the relational model, converging to optimal values for the design parameters.
The relational model effectively marginalizes the effects of the stochastic parameters. It is constructed using quantile regression to fit through the upper and lower quantiles of the responses as a function of the design parameters, followed by a generalization procedure that relaxes the model into a statistical over-approximation of the response. The procedure iterates until it successfully finds a design point that satisfies the specifications, or stops when a new design point cannot be found. In the latter case, we report that we cannot find a safe design point and suggest that the specifications may be too stringent.
The main contribution of this paper is the introduction of a simulation-based statistically sound model inference approach that combines verification and optimization. This problem is hard for formal verification techniques that reason symbolically about the distribution of an output response. In recent years, statistical verification techniques have received increasing attention [24, 19, 10, 22, 27, 17, 13] . They are simulation-based, requiring just the ability to simulate the model efficiently for various values of design and stochastic parameters. Such a technique can be used to place "high confidence" bounds on the probability that a response satisfies a given specification. Statistical model checking (SMC) [24, 10] is a family of statistical verification techniques that relies on sequential hypothesis testing [21, 11] . An SMC technique checks whether a time-bounded LTL property is satisfied with a certain probability bound by deciding between two mutually exclusive hypotheses through simulation.
SMC provides a "likely yes/no" answer for a system and its specifications. In contrast, we wish to find design points for which the system is likely to satisfy the specifications. A straightforward, but impractical, approach iterates through individual design points, and runs SMC for each of them. Hence, it is desirable to build a model that characterizes the relationship between design parameters and responses. For this purpose, regression-based performance modeling techniques are natural candidates and have been studied extensively [20, 15, 14, 3, 26, 6] . They use simulation data to fit functions that approximate the true response. However, since the outcome of a regressionbased approach is an approximation, rather than a sound model of the response function, few guarantees can be provided. Our previous work attempts to combine regression and hypothesis testing techniques to provide a statistically sound model inference approach [25] . A statistically sound model provides an envelope of a response that is guaranteed to contain the corresponding response with a high probability. Such a model is useful when dealing with complex systems, in which case a formally sound model cannot be obtained.
In the control community, similar problems have been considered, such as robust convex optimization [2] and chance-constrained optimization [16] . A classic technique to solve for these problems is known as the scenario approach [4] , which provides solutions that guaranteed to be optimal with a desired probability. The similarity between the scenario approach and our approach lies in that both of them deal with uncertainties in a system and provide statistical guarantees on the solutions. However, the scenario approach assumes that the system dynamics are available in a closed form, while our approach only relies on the ability to simulate the system.
To our knowledge, the idea of this paper, which combines quantile regression with SMC is unique. Nevertheless, the use of SMC for tuning model parameters has received some attention in the past. Jha et al. present the use of SMC to tune parameters for closed loop controller models in order to satisfy a given set of temporal logic specifications [9] . Their approach uses Monte-Carlo sampling over the design parameter values, wherein the number of simulation runs required to resolve the hypothesis testing problem is used as the fitness function for each design parameter. A similar idea is used by Palaniappan et al. to fit parameter values for biological models based on experimental observations as well as model specifications [17] . In their work, SMC is used to derive a fitness function that seeks to measure the fraction of the specifications satisfied by a particular choice of model parameters. Our approach builds a more sophisticated "global" model of how the properties depend on the design parameters using quantile regression, and is expected to use fewer number of simulations.
While our approach considers controllable design parameters, a significant body of work treats problems involving uncontrollable, non-deterministic parameters along with stochastic parameters using SMC. We refer the reader to recent papers by Zuliani et al. [8] and Ellen et al. [7] that use reinforcement learning techniques to verify the correctness properties under the worst case values of non-deterministic parameters.
The paper is organized as follows. Section 2 presents an overview of the proposed approach. Section 3 formulates the use of quantile regression. Section 4 discusses how to manipulate the model from quantile regression to achieve statistical soundness. Section 5 introduces a method to find new design points that are potentially safe. Section 6 shows applications of the proposed approach.
Overview
Consider a system with design parameters u ∈ U and stochastic parameters x ∈ X, where U and X are the domains of the parameters. Assume that the design parameters are controllable, i.e., we can choose values for them, and the stochastic parameters, following a joint distribution F (x), are uncontrollable. We also assume give nominal design parameters u nom . A response φ is defined by a function r(u, x) where r is computable as a black-box, but has an complex analytic form. A specification of such a system has the form φ ∈ [a, b], with a, b ∈ R. We wish to find a design parameter u that satisfies the specification with probability at least θ 0 (a given probability threshold):
First, we statistically verify whether the system with the nominal parameters u nom satisfies (1) . If the verification fails, we search for new design point u new ∈ U. Example 1 (A Two-Mass-Spring System). A two-mass-spring system [23] is shown in Figure 1a . It consists of two rigid bodies and a spring. The model is uncertain in which m 1 = 1.0 ± 20%, m 2 = 1.0 ± 20% and k = 1.0 ± 20% with appropriate units. We apply force u to m 1 and measure y = x 2 , the position of m 2 . In Figure 1b , a controller is used to track y with r, the reference position.
A lead compensator controls the plant. It has two tunable parameters, the pole p ∈ [−1200, −800] and the zero z ∈ [−1.2, −0.8]. Nominally, p = −1000 and z = −1. The goal is to design a controller so that the step response of the system satisfies: (1) the settling time t ≤ 2.5 and (2) the overshoot r ≤ 15% of the steady state value.
The key idea of the proposed approach is to fit a relational model for the response r(u, x). Let I be the set of real-valued intervals. A relational model g maps design parameters u ∈ U to intervals g(u) ∈ I. In effect, g(u) marginalizes the effects of the stochastic parameters. Such a model attempts to over-approximate the spread of r(u, x) over x ∼ F (x). The key notion that we seek to satisfy is called statistical soundness.
Definition 1 (Statistical Soundness). Given a probability θ 0 ∈ (0, 1), a relational model g :
While constructing an accurate but fully sound relational model is often expensive, if not impossible, a statistically sound model can be used instead with guarantees that are probabilistic rather than absolute. In Definition 1 there is a universal quantifier over u. Since the response function r is assumed to be a black-box, finding a model that satisfies (2) is not possible. In the proposed approach, we will restrict ourselves to show that (2) is true for some finite subset of design points. Furthermore, checking if a model g(u) is statistically sound at a given design point u requires detailed knowledge of the function r(u, x), which is not available. To address this, we will use hypothesis testing techniques such as the sequential Bayesian test to conclude statistical soundness with high confidence at a given design point u. Figure 2 shows the basic flow of the proposed approach. First, using quantile regression, we compute a relational modelĝ(u) = [ĝ (u),ĝ u (u)] with affine functionŝ g andĝ u , to approximate the response function r(u, x) with u ∈ U and x ∈ X. Quantile regression is carried out using randomly sampled design and stochastic parameters, and the corresponding values of the response. However,ĝ is not guaranteed to be statistically sound. Next, we check whether the nominal design point u nom satisfy the specifications under stochastic parameter variations. This is achieved by a generalization technique [25] , which derives a relational model g(u) that is θ 0 -statistically sound for u = u nom with high confidence. Intuitively, the procedure fixes the design parameters to u nom and samples the stochastic parameters sequentially. A tolerance interval I : [ , u] is computed so that a long enough sequence of the observed responses fall in the interval
, we conclude that with a high probability (which depends on θ 0 ) the system is safe at u nom . Otherwise, we search for new design point that yields a safe system. To carry out the search, the response r(u, x) is modeled by g(u). We then look for a point u 1 ∈ U that has the largest margin from violating the specifications. Since g is statistically sound only at u nom , generalization is applied again so that g becomes statistically sound at {u nom , u 1 }. Then we check whether the specifications hold. The procedure continues until either the system is safe at some u i at the i th iteration, or a limit on the number of iterations is exceeded, in which case, a failure is returned.
Example 2. Let us continue with Example 1. First, we simulate the system with randomly sampled design and stochastic parameters
We use quantile regression to fit a lower and an upper bound function for the responses t and r. For instance, 1.157 + 0.03966p + 0.7071z is the lower bound of t, with p and z normalized to [−1, 1]. Figure 3 shows the histograms of t and r at u nom and u new . Apparently, the system violates the specification r ≤ 15% at u nom (p = −1000 and z = −1). After optimization, we have p = −1200 and z = −0.928. The histograms show that both specifications are satisfied.
In this section, we present the basic notion of quantile regression. For a real-valued random variable X with a distribution F X (x) = Pr(X ≤ x), the τ th quantile of X is defined as Q X (τ ) = inf{x : F X (x) ≥ τ }. Informally, it is the smallest x such that Pr(X ≥ x) is at most 1 − τ .
Consider a complex system with design parameters u, stochastic parameters x and a response φ = r(u, x). For a fixed u, r(u, x) can be regarded as a random variable, denoted asr u . The random variabler u follows the distribution of r(u, x), which depends on r and the distribution of x. A τ th quantile function g τ (u) = Qr u (τ ) maps the design parameters onto the τ th quantile of the random variabler u . In the proposed approach, the goal of quantile regression is to approximate the quantile function g τ (u) with an affine function of the formĝ τ (u; c) = c 0 + k i=1 c i u i , where c = (c 0 , c 1 , . . . , c k ) are unknown coefficients and u i is the i th design parameter. The coefficients c are computed by minimizing the residual between g τ (u) andĝ τ (u),
Since g τ (u) is often not available, (3) is merely conceptually useful. We show a general approach to solve forĝ τ (u; c). For a given set of simulation data with m data points, quantile regression relies on the following penalty function,
where
) are the residuals between the response function and the approximation, evaluated at (u (i) , x (i) ). Here u (i) and x (i) refers to the i th observations of the design and the stochastic parameters, respectively. For a fixed τ (except for 0.5), (4) incurs an asymmetric penalty on the positive and the negative side of the residual e. For τ > 0.5 (τ < 0.5), a positive (negative) residual incurs more penalty and thus is minimized. The penalty function (4) leads to the following optimization problem.
Since (4) is piecewise linear, it has a unique minimum. The problem in (5) is solved as a linear program [12] . The penalty function in (4) is encoded by adding auxiliary variables s = (s 1 , . . . , s m ) and t = (t 1 , . . . , t m ). The auxiliary variables s and t correspond to the cases that the response φ is greater and less than the approximationĝ τ , respectively. With them, we write (5) as
To minimize the objective function, at most one of s i and t i should be non-zero. The first constraint forces that either s or t equals to the residuals. The last two constraints ensures s and t to be non-negative (notice the sign change in the second sum of the objective function in (4) and (6)).
It is important to understand that the formulation in (6) only solves for τ ∈ (0, 1). For τ = 0 and τ = 1, (6) fails to find the maximum lower bound and the minimum upper bound. This is because in the two cases, (4) penalizes only one side of the residuals and thus allows the approximation to behave arbitrarily on the opposite side. Such a solution is meaningless in practice. For instance, for τ = 0, the lower bound function of t in Example 2 can be either 0 + 0p + 0z or −100 + 0p + 0z, with the same objective value of 0. To obtain a meaningful lower (upper) bound approximation from quantile regression, we set τ close to 0 (1). Note thatĝ τ is not necessarily close to the true lower (upper) bound. In the case that there are outliers in the simulation data,ĝ τ can be distant from the true bound. In contrast,ĝ τ tends to leave out the outliers and only concerns with the normal data. Such a property is often desirable when dealing with data from practical settings. In the following, we writeĝ andĝ u to indicate the estimated lower and the upper bound, respectively. By default, we assume thatĝ is computed with τ = 0.01 andĝ u with τ = 0.99.
Generalization and Verification
As mentioned in Section 2,ĝ andĝ u form a relational modelĝ(u)
Clearly,ĝ is not necessarily statistically sound (see Definition 1) and thus does not provide guarantees on the behavior of the underlying system. We now present a generalization technique that convertsĝ into a statistically sound model with high likelihood, and statistically verifies whether specifications of the form φ ∈ [a, b] are satisfied.
Generalization Recall that Definition 1 defines statistical soundness for all u ∈ U. Such a condition is too strong since our goal is to (1) learn whether the specifications hold at u nom and if not, (2) find a new point u new that satisfies them. Hence we are only concerned with statistical soundness at these two design points.
Once the design parameters are fixed,ĝ becomes an interval. We derive a tolerance interval [ , u] so that the interval [ĝ (u) + ,ĝ u (u) + u] is a statistically sound bound for the response φ under stochastic parameter variations. The procedure is based on sequential Bayesian test which is briefly reviewed here.
1 Sequential Bayesian test investigates statistical hypotheses through a sequence of observations and determine which one should be accepted. It computes Bayes factor
where H 1 and H 2 are mutually exclusive hypotheses, each z i is a random variate of a Bernoulli random variable Z, and H s is interpreted as s is in favor of H. A large
, u, count = 0 ; while count < K do x = Sample the stochastic parameter space ; φ = Simulate the system at design parameters u and measure response ; ifĝ (u) + ≤ φ ≤ĝu(u) + u then count = count + 1 ; continue ;
Algorithm 1: Generalization that achieves statistical soundness at fixed u.
Bayes factor indicates that the observed data support H 1 over H 2 . Thus we specify a threshold T such that we accept H 1 when B grows beyond T , and accept H 2 when it falls below 1/T . Usually H 1 and H 2 have the form Pr(Ψ ) ≥ θ 0 and Pr(Ψ ) < θ 0 , where θ 0 is a specified probability and Ψ denotes the assertion
The goal is to derive proper and u for given θ 0 and T such that H 1 is accepted. Algorithm 1 shows the generalization procedure to derive a tolerance interval to achieve statistical soundness at fixed design parameters. The inputs are the modelĝ(u) = [ĝ (u),ĝ u (u)], fixed design parameters u, a probability θ 0 which indicates the desired probability that (7) should happen, and a Bayes factor threshold T . The algorithm first computes a sequence length K with the specified θ 0 and T . Intuitively, it is the minimum number of consecutive supportive observations required to accept H 1 for the given θ 0 and T . Then the tolerance interval [ , u], as well as a count variable, is initialized to 0. The count variable records the number of consecutive supportive observations. Next, we sample the stochastic parameters x according to the distribution F (x) and simulate the system to obtain the response φ. The observation supports H 1 if (7) holds. In this case, the variable count is incremented, terminating when it reaches K. Otherwise, count is reset to 0, and and u are updated to satisfy (7) .
One may have noticed that Algorithm 1 did not employ the comparison between the Bayes factor B and its threshold T . Instead, it derives a sequence length K and lets a count variable grows towards K. In fact, there is a natural correspondence between count and B, as well as K and T (see Zhang et al. [25] for details). An important observation is that count is only incremented when we find a supportive observation. Therefore, for fixed θ 0 and T , that count reaches K is equivalent to that the Bayes factor B grows to at least T . 
that is θ 0 statistically sound at the fixed design parameters. It means that for a fixed u, we have a high level of confidence to claim that the response φ has a probability of at least θ 0 to lie in the interval (8) . It has been shown that the level of confidence is linked to the Bayes factor threshold T such that the type I/II error is bounded by 1 T +1 [10, 27] . Hence with large θ 0 and T , the interval (8) is almost an over-approximation of the response φ under stochastic parameter variations. To verify whether specifications φ ∈ [a, b] hold at some u, we simply check whether (8) is contained in [a, b] . If yes, we conclude that with a confidence level of at least 1 − 1 T +1 , the system is safe with a probability of at least θ 0 at u. Otherwise, we continue to search for new design point.
Optimization
To find a new design point, we introduce an iterative procedure. At the i th iteration, we try to find a candidate u
new that is safe with respect to the model in (8) . We may fail if either the specifications are too stringent or our approximation is too excessive. In these cases, we stop and report that for u ∈ U and x ∈ X, we cannot find a design point which satisfies all the specifications. Suppose u new is the final design point. Otherwise, we try again with the updated model in (8) . After the i th iteration,
new is included in the set of points at which (8) is statistically sound. It is easy to pick up a candidate point from (8) that satisfies the specifications. However, an arbitrary choice can easily lead to a failed attempt in verification. As a consequence, more iterations and thus more simulations would be required. Therefore, the candidate should be the one that is most likely to satisfy the specifications. Our solution is to search for the point that has the largest margin from violating the specifications using the following linear program:
In the case of multiple specifications, (9) consists of multiple constraints, each corresponding to a specification. Also, the objective function of becomes the sum of the margin for each specification. Clearly, (9) is infeasible if and only if we cannot find any candidate.
Experimental Evaluation
We present four applications: (1) a motor with a rigid arm controlled by a PI controller, (2) a ring oscillator circuit modeled at the transistor-level, (3) an insulin pump that controls the blood glucose level of diabetic patients, and (4) an aircraft flight control model. All models have stochastic parameter variations. We use our approach to search for a design point that maximizes the empirical probability of satisfying the given specifications. The experiments are performed on a AMD Athlon II quad-core 2.8 GHz CPU with 4 G RAM. The proposed approach is implemented in Python-2.7. Figure 4a shows a DC motor with an attached rigid arm controller by a PI controller. We control the input voltage v of the motor which determines the angle α of the rigid arm. The goal is to set α to a reference α 0 , thus holding the arm at a constant angle. The design parameters are the proportional gain K p and the integral gain K i . There are 5 stochastic parameters, such as the resistance and the inductance in the motor model. The step response α(t) should satisfy the following specifications. Over t ∈ [0, 2], α(t) ≤ 1.5. The specification is φ 1 ≥ 0 where
Motor with PI Controller
Over t ∈ [2, T ] where T is the total simulation time, α(t) ∈ [0.8, 1.2]. The specifications are φ 2 ≥ 0 and φ 3 ≥ 0 where
The nominal design point u nom is K p = −2.5 and K i = −1. Our goal is to verify whether the specifications hold at u nom and if not, find a new design point u new from K p ∈ [−3, −2] and K i ∈ [−1.2, −0.8] to satisfy the specifications. The system is designed in Matlab R with Simulink R . Table 1 shows the results of this example. The column "MC-1000" shows the yields of each specification at u nom and u new estimated through 1000 Monte-Carlo simulations. Sim R and T R are the number of simulations and time spent, respectively, for quantile regression; Sim W , T W represent the same for generalization and Sim O , T O for optimization. "Iters" is the number of iterations of our search. Finally, I nom and I new are the statistically sound performance bounds at u nom and u new .
First, notice that the the system fails to satisfy all the three specifications at u nom as shown by the Monte-Carlo simulations. The proposed approach makes the same conclusion by showing that the performance bounds I nom are not contained in the specifications. The bounds are derived from a relational model g that is statistically sound at u nom . Next, we pick up a new design point u new from the model g according to the linear program (9) , and check whether it satisfies the specifications. In fact it does, as shown by the performance bounds I new . Having yields of 100%, the conclusion is also confirmed by the Monte-Carlo simulations at u new . The new design parameters for this application is K p = −2 and K i = −0.8. To obtain this result, 500 simulations are spent in quantile regression and 398 simulations in generalization. 2 Figure 4b, 4c and 4d present the histograms of the responses φ 1 , φ 2 and φ 3 at u nom and u new . We choose θ 0 = 0.95 and T = 100 in generalization. This means that the probability that the intervals under I nom and I new are the true performance bounds is at least 95%. Given that, we have at least 100% − 1 T +1 × 100% ≈ 99% confidence that u new satisfies the specifications. Yield estimation from the Monte-Carlo simulations is a strong support to our conclusion. Figure 5 shows a ring oscillator. It is is designed to oscillate at a frequency f of 2.1 GHz with a power consumption w of 5 mW. However, a real circuit suffers from process variations, such as the doping concentration and oxide layer thickness, resulting in deviation from the ideal performance. The performance specifications are
Ring Oscillator
We choose 12 design parameters. They are the channel widths and lengths of each transistor. Also, 54 stochastic parameters are considered, arising from process variations in the transistor parameters. The goal is to verify whether the two specifications can be We use LTSpice R [1] , a freely available SPICE simulator, to simulate the circuit. The results are shown in Table 2 . The columns have the same meanings as in Table 1 . The circuit at the nominal widths and lengths has a poor performance in the power consumption w, which has a yield of only 60.1%. The upper bound of I nom violates the specification (2) excessively. Our approach finds a new design point that has performance bounds that satisfies both specifications, which is confirmed by the Monte-Carlo simulations. The yield is boosted from 60% to almost 100%. Figure 6 shows the histograms of the two responses, f and w, at u nom and u new . Obviously, we have a significant performance improvement.
Insulin Pump
We study a previously published model of an insulin pump used by type-1 diabetic patients [18, 5] . Our model incorporates a physiological model of the human insulinglucose response from Dalla-Man et al. [5] , models of sensor errors and a typical pump usage by type-1 diabetic patients [18] . A type-1 diabetic patient uses their insulin pump with at least three "design parameters" that include (a) the basal rate (basal) that represents the rate at which background insulin is delivered, (b) the insulin-to-carbohydrates ratio (icRatio) that controls how much bolus insulin is to be administered to the patient for each gram of carbohydrate to be consumed, and (c) a correction factor (cor) to correct blood glucose levels that are higher than normal. Clinically, these values are tuned manually by a physician upon close observation of the patient's blood glucose levels, meal and sleep patterns over time. Our study attempts to automate this choice assuming that personalized models are available for patients. The stochastic parameters include the time of the meal, the amount of carbohydrates in each meal, sensor noise and the discrepancies between the planned and actual meals [18] . Overall, the model has 3 design parameters and 10 stochastic parameters. We used virtual patient parameters published for 30 patients by Dalla Man et al. [5] . Our study here focuses on a single model patient. The total simulation time is 1400 min.
There are many important correctness properties. Ideally, the human blood glucose level should be between 70 mg/dl and 180 mg/dl. A level lower than 70 mg/dl is called hypoglycemia, and a level higher than 180 mg/dl is called hyperglycemia. In practice, hypoglycemia is usually much more critical than hyperglycemia since it can cause seizures, unconsciousness and even death. Therefore, our goal is to control the blood glucose level higher than 70 mg/dl at all time time and reduce the time that the patient stays in hyperglycemia as much as possible.
The above description yields the following specifications. The blood glucose level g(t) should be between 70 mg/dl and 240 mg/dl over t ∈ [0, T ] where T is the total simulation time.
(1) min(g(t)) ≥ 70 mg/dl , (2) max(g(t)) ≤ 240 mg/dl ;
The maximum period p h for hyperglycemia is at most 240 min, and the total time in hyperglycemia is at most 20% of the total simulation time. Table 3 shows the results of applying our approach to the data for model that pertains to a single patient, whose insulin pump is tuned to a nominal design point basal = 0.3, icRatio = 0.06 and cor = 0.06. Observe that the pump works well except that it has a 3.8% chance of dangerous hypoglycemia. Our approach lowers this chance to 0.4%, a significant lowering of a risk. Another observation comes from the number of iterations. Unlike the other examples, our approach takes 3 iterations to find a new design point. It indicates that the system has a relatively small margin from violating the specifications, as shown by I new . The new design point basal = 0.225, icRatio = 0.080 and cor = 0.049. Histograms of min(g(t)) at u nom and u new are shown in Figure 7b . Figure 8 shows a model of the flight control system in an aircraft. This model is available in Matlab R R2014a Robust Control Toolbox TM . The aircraft is modeled as a 6th-order state-space system. The state variables include the velocity on x, y and z-body axis (u, v, w), the pitch rate q, the roll rate p and the yaw rate r. These variables together with three responses, the flight-path bank angle µ, the angle of attack α and the sideslip angle β, are available to the controller. The controller, which consists of a state feedback control and an integral control, is designed to generate the deflections of the elevators, the ailerons and the rudder so that a good tracking performance is maintained on the responses with respect to the reference µ 0 , α 0 and β 0 .
Aircraft Flight Control System
The controller has two gain matrices, K x and K i , that maps the controller inputs to deflections. K x is a 3 × 6 state-feedback matrix, and K i is a 3 × 3 matrix for integrating the three tracking errors. In all, we have 27 design parameters. The stochastic parameters arise from uncertainties in the state matrix and the input matrices along with the stochastic wind disturbance. In all, we have 73 stochastic parameters. The following specifications concern the step response of µ(t), α(t) and β(t). First, the settling time of each trajectory should be smaller than 7.5 s.
(1) t µ ≤ 7.5 s , (2) t α ≤ 7.5 s , (3) t β ≤ 7.5 s ; Also, the overshoot should be less than 20% of the steady state value.
(4) r µ ≤ 20% , (5) r α ≤ 20% , (6) r β ≤ 20% . Table 4 presents the results of applying our approach. Observe that the specification (2) and (5) are not satisfies at u nom , confirmed by both the Monte-Carlo simulations and the performance bounds I nom . We use 500 simulations in quantile regression and 507 in generalization, and find a new design point in one iteration. The new point leads to better performance on t α and r α and thus a boost of the overall yield from 74.1% to 99.5%. Figure 9 shows the histograms of t α and r α at u nom and u new , which clearly shows the performance improvement. Now let us compare I nom with I new . Note that except for t α and r α in specification (2) and (5), all the other responses have larger performance bounds at u new but still satisfy the specifications. It indicates that the proposed approach trades off the performance of the other responses so that (2) and (5) can be satisfied.
