Abstract-Maximum-likelihood (ML) theory presents an elegant asymptotic solution for the estimation of the parameters of time-series models. Unfortunately, the performance of ML algorithms in finite samples is often disappointing, especially in missing-data problems. The likelihood function is symmetric with respect to the unit circle for the estimated zeros of time-series models. As a consequence, the unit circle is either a local maximum or a local minimum in the likelihood of moving-average (MA) models. This is a trap for nonlinear optimization algorithms that often converge to poor models, with estimated zeros precisely on the unit circle. With ML estimation, it is much easier to estimate a long autoregressive (AR) model with only poles. The parameters of that long AR model can then be used to estimate MA and autoregressive moving-average (ARMA) models for different model orders. The accuracy of the estimated AR, MA, and ARMA spectra is very good. The robustness is excellent as long as the AR order is less than 10 or 15. For still-higher AR orders until about 60, the possible convergence to a useful model will depend on the missing fraction and on the specific properties of the data at hand.
I. INTRODUCTION
A N EFFICIENT, numerically stable, and simple algorithm for spectral analysis when data are missing would be a useful tool for signal processing in many areas of science and technology. Practical observations are often incomplete, because sensor failure or outliers cause missing data. Discarding all data records with spurious or missing observations may be expensive or impossible. Sometimes the only information that is available is a missing-data record. In meteorological, astronomical or satellite observations, the weather conditions may disturb the equidistant sampling scheme. In paleoclimatic data, the relation between the chronological time and the physical depth gives a time-base distortion, which is the cause that an observed time series has missing observations on an equidistant time grid [1] .
An easily applicable spectral estimator for missing data is the method of Lomb [2] . This computes Fourier coefficients as the least squares fit of sines and cosines to the available remaining observations. The Lomb-Scargle spectrum is accu- rate in detecting strong spectral peaks, but this assumption biases the description of slopes and background shapes in the spectrum [3] , [4] . A second group of methods relies on estimation algorithms that have been developed for uninterrupted equidistant data. First, they reconstruct the missing data with linear, cubic, or spline interpolation or with sample-and-hold or nearest neighbor resampling. That is followed by the estimation of the spectral density from the reconstructed uninterrupted signal. These methods can only give accurate or acceptable results for very small missing fractions [4] .
A third type of estimators fits a time-series model directly to the available observations. An exact maximum-likelihood (ML) approach using Kalman filtering has been described for missing data [5] . Also, an approximate method has been developed for autoregressive (AR) models with good practical results [4] . The methods that have been tested for AR will be extended to moving-average (MA) and combined autoregressive movingaverage (ARMA) estimation in this paper.
The layout of the paper is as follows. Time series are described as a parametrical description of the power-spectral density and of the autocorrelation function of measured data. The main question in this paper is whether it is possible to estimate reliable and accurate MA and ARMA models when data are missing. Some choices for a numerically stable and efficient ML algorithm are described for MA and ARMA models. However, the results of ML estimation for MA and ARMA are often disappointing in simulations. Therefore, a reduced-statistics (RS) algorithm is developed that uses the parameters of an intermediate estimated AR model to compute MA and ARMA models. This AR model is first estimated from the missing-data observations with an ML algorithm. Attention is given to the selection of appropriate MA-or ARMAmodel orders.
II. TIME-SERIES MODELS
ARMA models describe the characteristics of stationary stochastic processes [6] . The power spectrum and the autocovariance function are determined completely as functions of the estimated parameters of the ARMA model. An ARMA(p, q) model can be written as
where ε n is a purely random white-noise process with zero mean and variance σ 
Also, the infinitely long true autocorrelation function is completely determined by the p + q true parameters of (1). For MA(q) models, the finite autocorrelation length is given by [6] 
where ρ n denotes the expectation E(
The Yule-Walker relations [7] describe the complete autocorrelation function of an AR(p) process and also the autocorrelation for ARMA(p, q) for orders greater than the maximum of p and q + 1
For pure AR processes, (4) is valid for all n > 0. The complete ARMA autocovariance function for the first lags is easily derived [7] . Equations (2)-(4) can be used with the true process parameters as well as with the parameters of estimated models.
Reflection coefficients k i are used to recursively determine the AR parametersÂ m (z) of all model orders m between 1 and p, with the Levinson-Durbin formulas [7] 
whereâ m i is the estimated parameter of order i in the model of order m. These relations have the property that all poles are inside the unit circle if and only if the reflection coefficients are all less than 1 in absolute value. This property is important for a robust algorithm for missing data.
The accuracy of estimated models is evaluated with the model error (ME). This is a relative measure in the frequency domain based on the integrated ratio of estimated and true spectra. Also, a time-domain expression for ME exists as a normalized prediction error (PE) [8] 
The PE is defined as the expectation of the mean-square error of the one-step-ahead prediction of an estimated model to new uninterrupted data of the same process. The multiplication with the number of observations N gives the ME an expectation that is independent of the sample size for unbiased models from uninterrupted data. It yields the number of parameters p + q as the minimally obtainable expectation of the ME for unbiased estimated ARMA(p , q ) models, with p ≥ p and q ≥ q. When data are missing, the minimum value of the ME can sometimes be smaller, but it will generally be much greater than the number of estimated parameters [4] .
III. MA AND ARMA ESTIMATORS

A. Numerically Stable ML Estimator
Two different algorithms for the ML estimation of AR models have been described for missing-data problems [4] , [5] . They can also be used for MA and ARMA models. The exact estimator [5] requires a computing time that is proportional to the sum of the number of available and missing data, which is equal to the total observation interval. The approximate estimator's time is proportional to only the available number of data [4] . The speed of the exact algorithm is higher if more than about 15% of the data remains; the approximate can be much quicker for very sparse data. To improve the numerical robustness, the algorithms build the estimated polynomials A(e jω ) and B(e jω ) in (2) with reflection coefficients k i , like in (5). Then, the unconstrained optimization of tan(π/2 * k i ) gives estimated parameters for increasing orders p and q. This transform guarantees that the estimated k i is always in the range −1 < k i < 1. Hence, all AR, MA, and ARMA models computed by nonlinear numerical-optimization routines are stationary and invertible, with all the poles of A(z) and zeros of B(z) inside the unit circle [6] .
B. Starting Values
The AR and the MA parts have separate starting values. As possible starting values for the nonlinear optimization of the ARMA(p, q) model, the reflection coefficients of the ARMA(p − 1, q − 1) model have been considered. They are the reflections coefficients of the AR(p − 1) model and of the MA(q − 1) model, with additional zeros as the start for the new k p and k q . These starting values were successful in AR estimation [4] . However, this method fails completely for MA and ARMA. In estimating the ML parameter of an MA(1) model, that parameter will exactly be +1 if the correlation coefficient ρ 1 at lag 1 is greater than 0.5, and it would be −1 if ρ 1 < −0.5. This value 1 or −1 for k 1 also remains as a local minimum of the likelihood for higher order MA models. By adding an additional zero as the initial value for the second parameter in an MA(2) model, the MA(2) solution found by the nonlinear minimization always kept the first reflection coefficient at +1 or −1, if that was taken as the starting value for the optimization algorithm. In almost all simulation examples, it did not get out of this lower order local minimum. This behavior can be improved somewhat by taking 0.95 or 0.98 times the previous reflection coefficients as new starting values, which forces the initial search vector away from that local lower order minimum. However, this improved trick also often failed to converge to the global minimum. The same problem arises with the estimated zeros of an ARMA model.
In Monte Carlo simulations, it has been demonstrated that convergence to the global minimum really was a problem of choosing good starting values. Using the true parameters of the process as starting values for the ML estimator in simulations would often converge to a good model. However, knowledge of the truth is no option for practical data with unknown process parameters. No good recipe for practical starting values has been found in the literature or in our simulations.
ARMA models have a second problem in the ML method. If the true process has a pole and a zero that both have a rather small radius, they are almost canceling. The estimated model with one pole and one zero less would be more accurate than the estimated model of the true order. The likelihood will mostly converge then to a model with an almost-canceling pair of a pole and a zero, but their joint location has often a zero close to the unit circle in the complex plane, with a narrow spectral valley. For high-order ARMA models, there is an especially strong tendency to estimate such models. This happens if highorder models are estimated from measured observations where the true order is not known, which is usually the case in practice.
C. RS Estimator
A practical solution that has been found for the estimation of MA(q) or ARMA(p, q) models is the RS estimator [9] . This algorithm estimates MA and ARMA models from a limited number of estimated AR parameters, using the methods of Durbin [10] , [11] . This RS MA(q) or ARMA(p, q) model is itself a good estimator for uninterrupted data [9] . However, if data are missing, it can also be used as a realizable starting point for the nonlinear ML optimization for that model. First, the best MA(q) or ARMA(p, q) model will be estimated and selected with the RS estimator in missing-data problems. Afterwards, a nonlinear ML optimization is carried out with that selected model as starting point. The model-quality ME of the RS model and the ME of the resulting ML model will be compared in this paper, to see how much the minimization of the likelihood function can improve the estimated model that was used as the recipe for the starting point.
D. Order Selection
Order selection for models estimated by likelihood minimization can be performed with a generalized information criterion (GIC) defined as
The model with the smallest GIC value is selected. In missingdata problems, N denotes the number of remaining observations. Only these N give a contribution to the likelihood; the fraction of missing data has no explicit influence in (7). In ML optimization, it is common to minimize the negative of the log-likelihood function, which is denoted L in (7). The best value for the penalty factor α for MA and ARMA estimation with missing data is investigated later in this paper.
The famous Akaike's information criterion (AIC) is given by (7), with α = 2 [6], [7] . In order selection for finite samples of uninterrupted data, α = 3 gives better results [8] . For missingdata AR models, penalties α between 3 and 5 are good choices, depending on the missing fraction [12] . Penalty 3 was the best in simulations if less than 25% is missing, penalty 5 if more than 75% was missing, and penalty 4 for a missing fraction between 25% and 75%. The GIC criterion of (7) is used for the order selection of all estimation methods for missing data. If models are estimated with methods other than ML, e.g., with RS, the likelihood of that estimated model is computed afterwards for use in order selection.
IV. FIXED-ORDER SIMULATIONS
Several algorithms have been studied in simulations. If a total of N remaining observations is required, N/γ uninterrupted equidistant MA or ARMA observations are generated first, where γ denotes the remaining fraction and the missing fraction is given by 1 − γ. Those observations are transformed into a missing-data problem by randomly leaving out observations, keeping a fraction γ, which gives precisely N remaining observations. For each missing-data record, AR(p ), MA(q ), and ARMA(r , r − 1) models have been estimated to show that it is possible to estimate all types of models from unknown data. The limitation to ARMA models with one order difference between AR and MA is computationally attractive. It is often used in spectral estimation for uninterrupted data if the order has to be selected [8] , [9] , and it has no serious influence on the accuracy of the selected models.
For the simulations with AR and MA processes, the true parameters of the generating process are built from reflection coefficients with (5), with k m = β m . In this way, all poles or zeros of the generating process have the same radius β. ARMA processes are generated with the same rule for the AR part; the MA part is found using k m = (−β) m , which gives the true zeros in the complex plane at the same radius β, but at different angles.
The convergence of the ML algorithms is rather good for low-order AR models and for few missing data [4] and it may become a problem if higher orders must be calculated for a large missing fraction. Furthermore, the convergence of the likelihood is generally much better for AR models than for the other model types. Fig. 1 shows a true ARMA(4, 3) spectrum, together with three estimates in a single simulation run with 500 remaining observations and γ = 0.75. The best fitting model in this example is the AR(4) estimate selected with (7), with q = 0 and α = 3. The ARMA(4, 3) RS estimate obtained from the AR(6) model has a spurious small wide peak around f = 0.4. Using this RS model as the starting value for the ML procedure gives the ARMA(4, 3) ML model with the neighboring peak and valley in Fig. 1 . The estimated and selected AR(4) ML spectrum is quite accurate for this example; the ARMA(4, 3) ML estimate shows a narrow peak and a narrow valley.
It has been observed in many examples that ML solutions tend to diverge if more data are missing, giving spurious peaks and valleys in the estimated spectra. It happens for rather low orders in MA and ARMA, but high-order AR models can also have this behavior. The likelihood is used in (7) for order (6) model, and the ML estimate with starting values taken from the true process. All spectra are estimated from 500 remaining observations with 25% missing data, generated with β = −0.5. In this realization, the ME for AR(4) is 6.0, for ARMA(4, 3) RS is 11.4, and for the ARMA(4, 3) ML solution is 33. 5. selection. It is the smallest for the ARMA(4, 3) ML solution in the example of Fig. 1 . Therefore, it would be selected with (7), but the ME quality (6) of that model is poor. Many other ARMA(4, 3) models and also the true ARMA(4, 3) process have a much better ME quality, although the value of the log likelihood is higher, especially for large missing fractions. In missing-data problems with a finite number of remaining observations, the relation between a small or minimum value of the log likelihood of ARMA models and a small ME is not as strong as it is when all data are available.
The occurrence of combined peaks and valleys is very common in higher order estimated ARMA models, if the ML optimization is used. It can also happen if no data are missing. If poles and zeros are distinct and statistically significant, ML estimation may be accurate. However, higher order ML models often give spurious peak-valley combinations that lead to a lower value of the likelihood but at the same time to a poor model quality. This is a serious problem in selecting the order of MA and ARMA models estimated with ML, because there is a strong tendency to select those questionable models.
V. SIMULATIONS WITH ORDER SELECTION
Without data missing, order-selection criteria are generally based on the log likelihood or on the decrease of the residual variance for higher model orders. If there are data missing, the value of the likelihood function is the only available basis for order selection with (7) . Even for RS models that do not use the likelihood for estimation but a long AR model, the log likelihood has to be computed for use in the order-selection criterion (7) .
In missing-data records, convergence and order selection have never been a problem with AR models for orders lower than 10 or 15. Sometimes, very-high-order AR models until order 60 could be estimated accidentally in a single simulation run, at considerable computational costs. It has been found that the GIC criterion of (7) sometimes selected a very high AR order in those situations. The selected model would then always have a number of strong peaks in the estimated spectrum for data where the true spectrum and lower order estimated AR models were smooth. For reasons of convergence, automatic order selection, and computation time, the maximum AR candidate order is taken to be 15 in the simulations.
The AR model order is selected as the order K with the minimum GIC (K, α). It has been shown that the best compromise penalty α for AR depends on the remaining fraction γ. This gives penalty α = 3 for γ > 0.75, α = 5 for γ < 0.25, and α = 4 in the range between those limits [12] . The intermediate AR order to determine MA or ARMA models for uninterrupted data is chosen with a sliding window [8] . That order is then much higher than the selected order K of the best AR model. For AR models estimated from uninterrupted data, too-high model orders are only slightly less accurate than the model with the best order. However, it turns out that high-order AR models from missing-data problems can have very much greater values for the ME, and are poor representations for the character of the data. Therefore, the choice for the intermediate order has to be adapted for missing data to make sure that no spurious details are present in that AR model. The intermediate AR order to estimate MA or ARMA models is taken as the highest order P for which the ME in comparison with the selected AR(K) model is less than 2(P − K)
The orders K and higher are candidates for P . This ensures that the spectra of the AR(K) and the AR(P ) models are similar, because a difference of 2 in the ME for each extra parameter is rather small. This is a practical compromise between the high preferred orders for uninterrupted data [8] and the fact that high-order estimated AR models can become very inaccurate for small values γ of the remaining fraction. Table I gives the average ME of models for simulations with an ARMA(2, 1) process, all with N = 500 remaining observations and six different values for the remaining fraction γ. Table II gives the ME of models estimated for MA(4) data with 250 remaining observations. The ME of two different AR models, two ML models, and five RS models estimated from a long AR model are compared in each table. All algorithms can also be applied to uninterrupted data; the accuracy for γ = 1 is given in the final columns of the tables for comparison.
1) The first two rows of the tables give the average ME in 100 runs of two ML AR models: the AR(K) model selected with (7) and the highest order AR(15) model that has been computed. 2) Then, the ME of two different ML models is given. ARMA models are estimated in Table I for the ARMA(2, 1) data and MA models in Table II for MA(4) data. The first row gives the true-order model and is computed with the true process parameters as starting values. This is only possible in simulations where the truth is known and it is considered as the best possible starting value for the ML minimization. If it did not converge from these starting values, it never converged in our simulations. Also, a realizable ML solution is given, with the parameters of the RS model that was selected with penalty α = 3 as the starting values and with the same order as that selected RS model. In this way, it can be verified whether postprocessing with an ML algorithm can improve the quality of the model estimated previously with the RS algorithm. 3) Then, the quality of five RS models follows. Four are estimated from the same AR(P ) model, with an individually ordered P in every simulation run, selected with (8) . The first and the fifth of these rows have the true model order, the others are selected with α = 2, 3, and 4, respectively. To illustrate the advantage of the AR(P ) model as an intermediate AR model in comparison with a fixed high-order AR model, the ME of the trueorder model computed from AR(15) is also given in the final row.
The results presented in the two tables are just representative illustrations of what has been found in numerous other simulations with different generating processes. Only conclusions that are supported by similar results in all other simulations are drawn. Therefore, the conclusions to be presented are more general than only for the examples in Tables I and II. All AR models are estimated with the ML method of Jones [5] . The first two rows show that selecting the AR order is always better than taking order 15. The quality of the AR(15) model deteriorates strongly if more than 25% is missing. Generally, lower AR orders are selected from the same number of remaining observations if the missing fraction becomes greater.
The quality of the true-order ARMA(2, 1) and MA(4) models obtained from the intermediate AR(P ) models is about the (15) models if 10% or less of the data is missing. It is also close to the accuracy without missing observations. For more data missing, say γ < 0.9, the quality of the RS models obtained from the AR(P ) model is the best. Therefore, selecting the intermediate order P with (8) gives good results in the simulations for all missing fractions.
The comparison of the three values for the penalty factor α in the RS estimates obtained from AR(P ) definitely shows that penalty 2 is not the best. Hardly any preference for 3 or 4 can be given in those examples. However, it is known that penalty 4 can lead to an undesirable underfit in simulations with small true-parameter values with uninterrupted data. Based on this experience, the penalty 3 is advised. In contrast with AR order selection [12] , there is no reason to make the penalty dependent on the missing fraction for MA and ARMA order selection.
Two different models have been estimated with ML. The difference between using the realizable starting values obtained from the RS estimate with the AR(P ) model and selected with α = 3 and using the true parameters as starting values for the ML minimization is small, if not too many data are missing. This is a strong indication that it is not possible to improve the quality of the ML algorithm by using still other starting values. The optimization converges mostly to the true minimum of the likelihood function.
However, the quality of the model belonging to the minimum of the likelihood is sometimes disappointing, especially if many data are missing. The poor quality of the ML solution for ARMA models is also illustrated in Fig. 1 , where the true-order model with the smallest likelihood has a spurious peak-valley combination for f = 0.39. An extensive search did not deliver an example where the average ME quality of the ML model was much better than the average ME of the RS model obtained from the intermediate AR(P ) model. That agrees more or less with the conclusion that has been obtained for uninterrupted data. There, it has been concluded that the RS estimators for MA and ARMA estimation were as accurate as the best of the other existing algorithms [9] .
In the examples, the RS estimates obtained from the AR(P ) model and selected with α = 3 or 4 provide the best estimated ARMA and MA models. There is no reason to optimize the likelihood function to estimate MA or ARMA models. The result of postprocessing that selected the model by using it as a starting value for an ML optimization does not improve the quality of the model. A smaller value of the likelihood does not give a better value of the model quality measured with the ME. This follows from the comparison of the second ML row with the third RS row in the tables.
The Cramér-Rao lower bound for the ME is given by the number of estimated parameters if all observations are available. For small missing fractions, several estimated models are close to that benchmark value, which is 3 and 4 in Tables I and II, respectively.
The quality of the selected RS model is good in comparison with the true-order RS model. Hence, if good models are among the estimated candidates, they will be selected with the described algorithm. Selection of the MA or ARMA order gives about the same quality as estimating the trueorder model. Not knowing the true order is not a problem because the order can be selected with a very small loss of accuracy.
Taking a model of too-high order can have an enormously detrimental influence on the accuracy. This is clear from the ME of the AR(15) models for small γ in the second row of both tables. This is not the case in the RS MA and ARMA models of different orders, because these are all derived from the same intermediate AR(P ) model, with P defined in (8) .
The average quality of the selected MA or ARMA models in the presented examples is always better than the quality of the selected AR model. It was significantly better for small missing fractions. The difference becomes small if more data are missing. Therefore, MA and ARMA models are a welcome addition as candidate models for measured unknown data. Using only AR models may lead to less accuracy. AR models can be estimated for very small values of γ, as long as γN is great enough [4] . This number γN can be seen as an effective number of observations because it gives approximately the number of pairs of two contiguous observations and of pairs separated by one missing observation and of pairs separated by any specific larger gap. The RS algorithm can always be used to investigate whether a better fit to the data can be found with MA or ARMA models.
VI. CONCLUDING REMARKS
AR models of increasing orders can be estimated with the ML approach. Starting values for AR are found by using the reflection coefficients of the previous model with an additional zero for the nonlinear optimization for the higher order. The AR models can also be used as input for an RS algorithm for MA and ARMA estimation. That turns out to be better for the accuracy of MA and ARMA models than the nonlinear optimization of the log-likelihood function. The minimum of the log-likelihood function is often found at MA or ARMA models with spurious spectral details. For each model type, examples have been given where that specific type gives the most accurate estimated spectrum. Therefore, it is advisable in missing-data problems to estimate AR models with the ML estimator and to estimate MA and ARMA models with the RS estimator. MA and ARMA model orders can be selected automatically with an order-selection criterion based on the afterwards-calculated likelihood of those candidate models, with penalty of 3.
