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Abstract
In this paper an additive regression model for a symmetric positive-definite matrix valued response
and multiple scalar predictors is proposed. The model exploits the abelian group structure inherited
from either the Log-Cholesky metric or the Log-Euclidean framework that turns the space of symmetric
positive-definite matrices into a Riemannian manifold and further a bi-invariant Lie group. The additive
model for responses in the space of symmetric positive-definite matrices with either of these metrics
is shown to connect to an additive model on a tangent space. This connection not only entails an
efficient algorithm to estimate the component functions but also allows to generalize the proposed additive
model to general Riemannian manifolds that might not have a Lie group structure. Optimal asymptotic
convergence rates and normality of the estimated component functions are also established. Numerical
studies show that the proposed model enjoys superior numerical performance, especially when there are
multiple predictors. The practical merits of the proposed model are demonstrated by analyzing diffusion
tensor brain imaging data.
Keywords: Riemannian manifold, Lie group, diffusion tensor, asymptotic normality, additive regression,
Log-Euclidean metric, Log-Cholesky metric.
1 Introduction
Data in the form of symmetric positive-definite matrices arise in many areas, including computer vision
(Caseiro et al., 2012; Rathi et al., 2007), signal processing (Arnaudon et al., 2013; Hua et al., 2017), medical
imaging (Dryden et al., 2009; Fillard et al., 2007) and neuroscience (Friston, 2011), among other fields and
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2 Lin, Müller, Park 1 INTRODUCTION
applications. For instance, they are used to model brain functional connectivity that is often characterized
by covariance matrices of blood-oxygen-level dependent signals (Huettel et al., 2008). In diffusion tensor
imaging analysis (Le Bihan, 1991), a 3×3 symmetric positive matrix that is computed for each voxel describes
the dominant shape of local diffusion of water molecules.
The space S+ of symmetric positive matrices is a nonlinear metric space and, depending on the metric,
forms a Riemannian manifold. Various metrics have been studied (Pigoli et al., 2014); one criterion for the
choice of the metric is to avoid the swelling effect in the geodesics connecting two elements of S+ (Arsigny
et al., 2007) that negatively affects the Frobenius metric and various other metrics. The abundance of S+-
valued data in many areas stands in contrast with the relative sparsity of work on their statistical analysis,
in particular regarding regression with S+-valued responses, which is the theme of this paper. Existing work
includes Riemannian frameworks to analyze diffusion tensor images with a focus on averages and modes of
variation (Fletcher and Joshi, 2007; Pennec et al., 2006) and various versions of nonparametric regression such
as spline regression (Barmpoutis et al., 2007), local constant regression (Davis et al., 2010), intrinsic local
linear regression (Yuan et al., 2012), wavelet regression (Chau and von Sachs, 2019) and Fréchet regression
(Petersen et al., 2019). Various metric, manifold and Lie group structures have been proposed, for example,
the trace metric (Lang, 1999), affine-invariant metric (also called Fisher–Rao metric) (Moakher, 2005; Pennec
et al., 2006; Fletcher and Joshi, 2007), Log-Euclidean metric (Arsigny et al., 2007), Log-Cholesky metric (Lin,
2019), scaling-rotation distance (Jung et al., 2015) and Procrustes distance (Dryden et al., 2009). As the
S+ manifold is a Riemannian manifold and more generally a metric space, regression techniques developed
for general Riemannian manifolds (e.g., Pelletier, 2006; Shi et al., 2009; Steinke et al., 2010; Davis et al.,
2010; Fletcher, 2013; Hinkle et al., 2014; Cornea et al., 2017, among many others) and metric spaces (Hein,
2009; Petersen and Müller, 2019; Lin and Müller, 2019) also apply to the S+ space.
Additive regression originated with Stone (1985) and is known to be an efficient way of avoiding the well
known curse of dimensionality problem that one faces in nonparametric regression when the dimension of the
covariate vector increases but so far has been by and large limited to the case of real-valued and functional
responses. Examples for additive regression approaches for real-valued responses include the original work
on smooth backfitting (Mammen et al., 1999), its extensions to generalized additive models (Yu et al.,
2008), to additive quantile models (Lee et al., 2010), to generalized varying coefficient models (Lee et al.,
2012), and to the case of errors-in-variables (Han and Park, 2018). Additive models for functional responses
include additive functional regression based on spline basis representation (Scheipl et al., 2015), smooth
backfitting via real-valued singular components (Park et al., 2018), and modeling density-valued responses
(Han et al., 2020) with transformations (Petersen and Müller, 2016). Recently, a general framework for
Hilbert-space-valued responses has been developed (Jeon and Park, 2020).
This paper contains three major contributions. First, to the best of our knowledge, this is the first
paper to study additive regression for S+-valued responses. As theoretically and numerically demonstrated
below, additive regression is less prone to the curse of dimensionality while maintaining a high degree of
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flexibility in the spirit of structured nonparametric modeling. In contrast, previous studies for modeling S+-
valued responses focused on “full” nonparametric regression such as local constant/polynomial regression
that are well known to be subject to the curse of dimensionality when there are many predictors. Second,
by focusing on the Log-Cholesky and Log-Euclidean frameworks that endow the space S+ with an abelian
Lie group structure and a bi-invariant metric, we propose a novel intrinsic group additive regression model
that exploits the abelian group structure of the manifold S+ in a regression setting for the first time. This
sets our work apart, as previously only the general manifold structure of S+ was considered in regression
approaches. Third, we show that this group additive model can be transformed into an additive model on
tangent spaces by utilizing the Riemannian logarithmic map. This not only leads to an efficient way to
estimate the additive component functions, but also paves the way for extending the additive model to other
more general manifolds, leading to a general approach to manifold additive modeling.
2 Methodology
2.1 Preliminaries on Manifolds
The proposed approaches for manifold additive modeling are closely tied to the manifold structure of the
response space in a general regression model, where we showcase the proposed approaches for the space
S+ of symmetric positive-definite matrices. To properly define the proposed manifold additive models we
require some basic notions for Riemannian manifolds and Lie groups that are compiled in the following.
Let M be a simply connected and smooth manifold modeled on a D-dimensional Euclidean space. The
tangent space TyM at y ∈ M is a linear space consisting of velocity vectors α′(0) where α : (−1, 1) →M
represents a differentiable curve passing through y, i.e., α(0) = y. Each tangent space TyM is endowed with
an inner product gy that varies smoothly with y and thus is a D-dimensional Hilbert space with the induced
norm denoted by ‖ · ‖y. The inner products {gy : y ∈ M} are collectively denoted by g, referred to as the
Riemannian metric ofM that also defines a distance d onM.
A geodesic γ is a curve defined on [0,∞) such that for each t ∈ [0,∞), γ([t, t + ]) is the shortest path
connecting γ(t) and γ(t+) for all sufficiently small  > 0. The Riemannian exponential map Expy at y ∈M
is a function mapping TyM into M and defined by Expy(u) = γ(1) with γ(0) = y and γ′(0) = u ∈ TyM.
Conversely, γy,u(t) = Expy(tu) is a geodesic starting at y and with direction u. For a tangent vector u ∈ TyM,
the cut time cu is the positive number such that γy,u([0, cu]) is a shortest path connecting γy,u(0) and γy,u(cu),
but γy,u([0, cu+]) is not a shortest path for any  > 0. Let Ey = {Expy(tu) : u ∈ TyM, ‖u‖y = 1, 0 ≤ t < cu}.
The inverse of Expy, denoted by Logy and called the Riemannian logarithmic map at y, can be defined by
Logyz = u for z ∈ Ey such that Expyu = z.
A vector field U is a function defined onM such that U(y) ∈ TyM. The Levi–Civita covariant derivative
∇ onM is a torsion-free bilinear form that, at y ∈M, maps a tangent vector v ∈ TyM and a vector field U
to another tangent vector ∇vU ∈ TyM. Given a curve γ(t) onM, t ∈ I for a real interval I, a vector field U
3
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along γ is a smooth map defined on I such that U(t) ∈ Tγ(t)M. We say U is parallel along γ if ∇γ′(t)U = 0
for all t ∈ I. In this paper, we primarily focus on parallel vector fields along geodesics. Let γ : [0, 1] →M
be a geodesic connecting y and z, and U a parallel vector field along γ such that U(0) = u and U(1) = v.
Then v is the parallel transport of u along γ, denoted by τy,zu = v.
When M is a group such that the group operation ⊕ and inverse ι : y 7→ y−1 are smooth, (M,⊕) is
called a Lie group. The tangent space at the identity element e is a Lie algebra denoted by g. It consists of
left-invariant vector fields U , i.e., U(y⊕ z) = (DLy)(U(z)), where Ly : z 7→ y⊕ z and DLy is the differential
of Ly. A Riemannian metric g is called left-invariant if gz(u, v) = gy⊕z((DLy)u, (DLy)v) for all y, z ∈ M
and u, v ∈ TzM, i.e., DLy is an isometry for all y ∈M. Right-invariance can be defined in a similar fashion.
A metric is bi-invariant if it is both left-invariant and right-invariant. The Lie exponential map, denoted by
exp that maps g intoM, is defined by exp(u) = γ(1) where γ : R→M is the unique one-parameter subgroup
such that γ′(0) = u ∈ g. Its inverse, if it exists, is denoted by log. When g is bi-invariant, then exp = Expe,
i.e., the Riemannian exponential map at the identity element coincides with the Lie exponential map.
2.2 Additive models for symmetric positive-definite matrices
The space of m × m symmetric positive-definite matrices S+m is a smooth submanifold of Rm×m, and its
tangent spaces are identified with S(m), the collection of m ×m symmetric matrices. Upon endowing the
tangent spaces with a Riemannian metric g, S+m becomes a Riemannian manifold. We specifically focus
on the Log-Cholesky (Lin, 2019) and Log-Euclidean (Arsigny et al., 2007) metrics while we also consider
extensions to other metrics and general Riemannian manifolds. Each of these metrics is associated with a
group operation ⊕ that turns S+m into an abelian Lie group in which the metric is bi-invariant.
Example 1 (Log-Cholesky metric). Let LT(m) be the space of m × m lower triangular matrices and
LT+(m) ⊂ LT(m) the subspace such that L ∈ LT+(m) if all diagonal elements of L are positive. One can
show that LT+(m) is a smooth submanifold of LT(m) and its tangent spaces are identified with LT(m).
For a fixed L ∈ LT+(m), we define a Riemannian metric g˜ on LT+(m) by g˜L(A,B) =
∑
1≤j<i≤mAijBij +∑m
j=1AjjBjjL
−2
jj , where Aij denotes the element of A in the ith row and jth column. It is further turned into
an abelian Lie group with the operation  defined by L1 L2 = L(L1) +L(L2) +D(L1)D(L2), where L(L)
is the strict lower triangular part of L, that is, (L(L))ij = Lij if j < i and (L(L))ij = 0 otherwise, and D(L)
is the diagonal part of L, that is, a diagonal matrix whose diagonals are equal to the respective diagonals of
L. One can show that g˜ is a bi-invariant metric for the Lie group LT+(m) with the group operation . It
is well known that a symmetric positive-definite matrix P is associated with a unique matrix L in LT+(m)
such that LL> = P . This L is called the Cholesky factor of P in this paper. For U, V ∈ TPS+m = S(m), we
define the metric gP (U, V ) = g˜L(L(L−1UL−>) 12 , L(L
−1V L−>) 1
2
), where (S) 1
2
= L(S)+D(S)/2 for a matrix
S. We also turn S+m into an abelian Lie group with the operator ⊕ such that P1⊕P2 = (L1L2)(L1L2)>,
where L1 and L2 are the Cholesky factors of P1 and P2, respectively. The metric g is a bi-invariant metric
of the Lie group S+m with the group operation ⊕.
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Example 2 (Log-Euclidean metric). For a symmetric matrix S, exp(S) = Im +
∑∞
j=1
1
j!S
j is a symmetric
positive-definite matrix. For a symmetric positive-definite matrix P , the matrix logarithmic map is log(P ) =
S such that exp(S) = P . The log map is a smooth map from the manifold S+m to the space S(m). The
operation ⊕ defined as P1⊕P2 = exp(log(P1) + log(P2)) turns S+m into an abelian group. Define gP (U, V ) =
trace
[(
(DP log)U
)(
(DP log)V
)]
, where DP log denotes the differential of the log map at P . This is a
bi-invariant metric on S+m with the group operation ⊕.
For random elements Y ∈ S+m we define the Fréchet function F (y) = Ed2(y, Y ), where d is the Riemannian
distance function induced by the Log-Cholesky or the Log-Euclidean metric. If F (y) <∞ for some y ∈ S+m
and hence F (y) < ∞ for all y ∈ S+m according to the triangle inequality, we say Y is of the second order.
If Y is a second-order element in S+m, then the minimizer of F (y), called the Fréchet mean, exists and is
unique. This follows from the fact that both Log-Cholesky and Log-Euclidean metrics turn S+m into a Hamard
manifold, i.e., a simply connected Riemannian manifold that is also a Hadamard space; Sturm (2003) showed
that the Fréchet mean exists and is unique for such spaces.
Given scalar variables X1 ∈ X1, . . . , Xq ∈ Xq, which are predictors that are paired with a manifold-valued
response Y and where Xj ⊂ R, j = 1, . . . q, are their domains, we are now in a position to formulate the
proposed manifold additive model as follows,
Y = µ⊕ w1(X1)⊕ · · · ⊕ wq(Xq)⊕ ζ, (1)
where µ is the Fréchet mean of Y , each wk is a function that maps Xk into M, ζ is random noise which
has a Fréchet mean that corresponds to the group identity element e, and Xk are compact domains of R.
The above model generalizes the additive model for vector-valued response to S+m-valued and more generally
Lie group responses. It includes noise impacting the responses, which cannot be additively modeled in the
absence of a linear structure; the effect of the mean response and of the additive component functions,
which again cannot be additively modeled. The Lie group operation is the natural way to substitute for the
addition operation in Euclidean spaces when responses lie in a Lie group.
The statistical task is now to estimate the unknown parameter µ and the component functions w1, . . . , wq,
given a sample of independently and identically distributed (i.i.d.) observations of size n. This is challenging
due to the lack of a linear structure in S+m or more generally, for any general Lie group elements. The
following crucial observation about the model is the key to tackle this challenge.
Proposition 1. If (M,⊕) is an abelian Lie group endowed with a bi-invariant metric g that turnsM into
a Hadamard manifold, then (1) is equivalent to
LogµY =
q∑
k=1
τe,µlogwk(Xk) + τe,µlogζ. (2)
Let fk(Xk) = τe,µlogwk(Xk) and ε = τe,µlogζ. Then according to Proposition 1, one may rewrite the
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model (1) as
LogµY =
q∑
k=1
fk(Xk) + ε (3)
with Eε = Eτe,µlogζ = τe,µElogζ = 0. We also note that E
(∑q
k=1 fk(Xk)
)
= 0 since ELogµY = 0. For the
identifiability of the individual component functions fk, we assume that Efk(Xk) = 0. This is equivalent
to assuming that the Fréchet mean of each wk(Xk) in (1) equals the group identity element e. These
considerations motivate to estimate the component functions wk through estimation of the fk, as follows.
Step 1: Compute the sample Fréchet mean µˆ. Closed-form expressions of µˆ are available for many special
cases including the Log-Cholesky and Log-Euclidean metrics.
Step 2: Compute LogµˆYi. There is also a closed-form expression available for the Log-Cholesky metric.
For the Log-Euclidean metric, there is no closed-form expression, and a numerical approach is
required.
Step 3: Solve the system of integral equations
fˆk(xk) = mˆk(xk)− n−1
n∑
i=1
LogµˆYi −
∑
j:j 6=k
∫
Xj
fˆj(xj)
pˆkj(xk, xj)
pˆk(xk)
dxj , 1 ≤ k ≤ q, (4)
subject to the constraints
∫
Xj fˆk(xk)pˆk(xk)dxk = 0 for 1 ≤ k ≤ q. Here, pˆk(xk) = n−1
∑n
i=1Khk(xk, Xik),
pˆkj(xk, xj) = n−1
∑n
i=1Khk(xk, Xik)Khj (xj , Xij), and
mˆk(xk) = n−1pˆk(xk)−1
n∑
i=1
Khk(xk, Xik)LogµˆYi. (5)
Here Khj is a kernel function with
∫
Xj Khj (u, v) du = 1 for all v ∈ Xj , see Jeon and Park (2020).
Note that n−1
∑n
i=1 LogµˆYi = 0 since µˆ is the sample Fréchet mean.
Step 4: Finally, estimate wk(xk) by wˆk(xk) = exp{τµˆ,efˆk(xk)}.
Step 3 is a multivariate version of the standard Smooth Backfitting (SBF) system of equations (Mammen
et al., 1999). Since the tangent space TµˆS+m is also a Hilbert space, the above SBF system of equations
can be interpreted from a Bochner integral perspective, see Jeon and Park (2020), where also the empirical
selection of bandwidths hk is discussed.
2.3 Extension to general manifolds
When S+m is endowed with another metric, such as the affine-invariant metric (Moakher, 2005; Pennec et al.,
2006; Fletcher and Joshi, 2007), it is no longer an abelian group with a bi-invariant metric, and Proposition
1 does not hold. However, model (3) might still apply, since it depends only on two ingredients, the existence
and uniqueness of the Fréchet mean µ, and the well-definedness of LogµY . These ingredients are satisfied
6
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for S+m endowed with the affine-invariant metric, for which S+m becomes a Hadamard manifold. For general
metrics that might feature positive sectional curvature, or more generally, for manifolds beyond S+m, we
require additional conditions for model (3) to be applicable, as follows.
Let (M, g) now denote a general Riemannian manifold and Y a random element onM. Assume that:
(A1) The minimizer of F exists and is unique.
As previously mentioned, this condition is satisfied whenM is a Hadamard manifold. For other manifolds,
we refer readers to Bhattacharya and Patrangenaru (2003) and Afsari (2011) for conditions that imply (A1).
For a nonempty subset A ⊂M, let d(y,A) = inf{d(y, z) : z ∈ A} be the distance between y and the set
A. For a positive real number , we denote A = {y : d(y,A) < } and A− = M\(M\A). When A = ∅,
set A = ∅. We make the following assumption; it is not needed for the case of a Hadamard manifold.
(A2) Pr{Y ∈ E−0µ } = 1 for some 0 > 0, where Eµ is defined in Section 2.1.
If (A1) and (A2) are satisfied, the proposed manifold additive model (3) remains well defined, and the first
three steps of the estimation method described in the previous subsection are still valid and can be employed
to estimate f1, . . . , fq, with S+m replaced byM.
3 Theory
We first establish convergence rates and asymptotic normality of the estimators for the mean and the
component functions for general manifolds in the manifold additive model (3) and then provide additional
details for the space S+m endowed with either the Log-Cholesky metric or the Log-Euclidean metric. We
consider a manifoldM that satisfies at least one of the following two properties but not necessarily both.
(M1) M is a finite-dimensional Hadamard manifold that has sectional curvature bounded from below by
c0 ≤ 0.
(M2) M is a complete compact Riemannian manifold.
The space S+m with the Log-Cholesky metric, Log-Euclidean metric or affine-invariant metric is a manifold
that satisfies (M1), while the unit sphere that is used to model compositional data (Dai and Müller, 2018)
serves as an example of a manifold that satisfies (M2).
To establish the convergence rate of µˆ, we also make the following assumptions.
(A3) The manifoldM satisfies at least one of the conditions (M1) and (M2).
(A4) For some constant c2 > 0, F (y)− F (µ) ≥ c2d2(y, µ) when d(y, µ) is sufficiently small.
(A5) For some constant c3 > 0, for all y, z ∈ M, the linear operator Hy,z : TzM → TzM, defined by
gz(Hy,zu, v) = gz(∇uLogzy, v) for u, v ∈ TzM, has its operator norm bounded by c3{1 + d(z, y)}.
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The operator Hy,z in the technical condition (A5) is indeed the Hessian of the squared distance function
d; see also the equation (5.4) of Kendall and Le (2011). It is superfluous if the manifold M is compact,
and is satisfied by manifolds of zero curvature. It can also be replaced by a uniform moment condition on
the operator norm of Hz,Y over all z in a small local neighborhood of µ. We then obtain a parametric
convergence rate for the Fréchet mean estimates µˆ.
Proposition 2. Assume that (A1), (A3) and (A4) hold and Y is of the second order. Then
d(µˆ, µ) = OP (n−1/2).
To obtain convergence rates of the estimated component functions, we require some additional conditions
that are standard in the literature on additive regression.
(B1) The kernel function K is positive, symmetric, Lipschitz continuous and supported on [−1, 1].
(B2) The bandwidths hk satisfy n1/5hk → αk > 0.
(B3) The joint density p of X1, . . . , Xq is bounded away from zero and infinity on X ≡ X1×· · ·×Xq. The
densities pkj are continuously differentiable for 1 ≤ j 6= k ≤ q.
(B4) The additive functions fk are twice continuously (Fréchet) differentiable.
Without loss of generality, assume Xk = [0, 1] for all k and let Ik = [2hk, 1−2hk]. The moment condition
on ε in the following theorem is required to control the effect of the error of µˆ as an estimator of µ on the
discrepancies of LogµˆYi from LogµYi after parallel transportation, see Lemma 2. It is a mild requirement
and is satisfied for example when the manifold is compact or ‖ε‖µ follows a sub-exponential distribution.
Theorem 1. Assume that the conditions (A1)–(A5) and (B1)–(B4) are satisfied, that E‖ε‖αµ <∞ for some
α ≥ 10 and that E(‖ε‖2µ |Xj = ·) are bounded on Xj, respectively, for 1 ≤ j ≤ q. Then,
max
1≤k≤q
∫
Ik
‖τµˆ,µfˆk(xk)− fk(xk)‖2µ pk(xk)dxk = OP (n−4/5),
max
1≤k≤q
∫
Xk
‖τµˆ,µfˆk(xk)− fk(xk)‖2µ pk(xk)dxk = OP (n−3/5),
where τµˆ,µ is the parallel transport operator along geodesics.
The following corollary is an immediate consequence.
Corollary 1. Under the conditions of Theorem 1, if the M is S+m endowed with either the Log-Cholesky
metric or the Log-Euclidean metric, then
max
1≤k≤q
∫
Ik
‖logwˆk(xk)− logwk(xk)‖2e pk(xk)dxk = OP (n−4/5),
max
1≤k≤q
∫
Xk
‖logwˆk(xk)− logwk(xk)‖2e pk(xk)dxk = OP (n−3/5).
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To derive the asymptotic distribution of fˆk, we define Ck(x) = E{ε⊗ ε | Xk = x}, where u⊗ v : TµM→
TµM is a tensor product operator such that (u⊗ v)z = gµ(u, z)v. In addition, define
Σk(x) = α−1k pk(x)
−1
∫
K(u)2du · Ck(x), (6)
δk(x) =
p′k(x)
pk(x)
∫
u2K(u) du · f ′k(x), (7)
δjk(u, v) =
∂pjk(u, v)
∂v
1
pjk(u, v)
∫
u2K(u) du · f ′k(v), (8)
∆˜k(x) = α2k · δk(x) +
∑
j:j 6=k
α2j
∫
Xj
pkj(x, u)
pk(x)
· δkj(x, u) du, (9)
where αk are the constants in the condition (B2). Let (∆1, . . . ,∆q) be a solution of the system of equations
∆k(x) = ∆˜k(x)−
∑
j:j 6=k
∫
Xj
pkj(x, u)
pk(x)
·∆j(u)du, 1 ≤ k ≤ q, (10)
satisfying the constraints
∫
Xk
pk(x) ·∆k(x)dx = α2k ·
∫
Xk
pk(x) · δk(x)dx, 1 ≤ k ≤ q. (11)
Finally, define ck(x) = 12
∫
u2K(u) du · f ′′k (x) and θk(x) = α2k · ck(x) + ∆k(x).
We assume that
(B5) E{ε ⊗ ε | Xk = ·} are continuous operators on Xk for all 1 ≤ k ≤ q and operators E{ε ⊗ ε | Xj =
·, Xk = ·} are bounded on Xj ×Xk for all 1 ≤ j 6= k ≤ q.
(B6) ∂p/∂xk, k = 1, . . . , q, exist and are bounded on X =
∏q
k=1 Xk.
Note that condition (B5) is superfluous if the random noise ε is independent of the predictors X1, . . . , Xq.
Let Nµ(x) be the product measure N(θ1(x1),Σ1(x1))×· · ·×N(θq(xq),Σq(xq)) on (TµM)q, where N(θ,Σ)
denotes a Gaussian measure on TµM with the mean vector θ and covariance operator Σ. For a set A, let
Int(A) denote the interior of A.
Theorem 2. Assume that conditions (A1)–(A5) and (B1)–(B6) hold, that E‖ε‖αµ < ∞ for some α > 10
and that there exists α′ > 5/2 such that E(‖ε‖α′µ | Xk = ·) are bounded on Xk for all 1 ≤ k ≤ q. Then, for
x = (x1, . . . , xq) ∈ Int(X ), it holds that
(
n2/5
(
τµˆ,µfˆk(xk)− fk(xk)
)
: 1 ≤ k ≤ q
)
→ Nµ(x) in distribution. In
addition, n2/5
(∑q
k=1 τµˆ,µfˆk(xk)−
∑q
k=1 fk(xk)
)
converges to Nµ(θ(x),Σ(x)), where θ(x) =
∑q
k=1 θk(xk)
and Σ(x) = Σ1(xq) + · · ·+ Σq(xq).
When M is S+m equipped with either the Log-Cholesky metric or the Log-Euclidean metric, the above
asymptotic normality can be formulated on the Lie algebra g. To this end, assume that ΣSPD1 , . . . ,ΣSPDq and
∆SPD1 , . . . ,∆SPDq are defined by equations (6)–(11) with Ck(x) and fk replaced by E{logζ⊗logζ | Xk = x} and
9
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ψk := logwk, respectively. Also, let cSPDk = 12
∫
u2K(u) du ·ψ′′k (x) and θSPDk (x) = α2k · cSPDk (x) + ∆SPDk (x), for
k = 1, . . . , q. The following corollary is an immediate consequence of Theorem 2, by noting that the manifold
S+m when equipped with the Log-Cholesky metric or the Log-Euclidean metric satisfies the conditions (A1)–
(A4) when the second moment of the random noise ζ is finite.
Corollary 2. Assume that the conditions (B1)–(B6) hold and that E‖logζ‖αµ < ∞ for some α > 10.
Furthermore, assume that there exists α′ > 5/2 such that E(‖logζ‖α′e | Xk = ·) are bounded on Xk for all
1 ≤ k ≤ q. For S+m endowed with either the Log-Cholesky metric or the Log-Euclidean metric, for x =
(x1, . . . , xq) ∈ Int(X ), it holds that
(
n2/5
(
logwˆk(xk)− logwk(xk)
)
: 1 ≤ k ≤ q)→ NIm(x) in distribution. In
addition, n2/5 (
∑q
k=1 logwˆk(xk)−
∑q
k=1 logwk(xk)) converges to NIm(θ(x),Σ(x)), where Im is the m × m
identity matrix, θ(x) =
∑q
k=1 θ
SPD
k (xk) and Σ(x) = ΣSPD1 (xq) + · · ·+ ΣSPDq (xq).
4 Simulations
To illustrate the numerical performance of the proposed manifold additive model estimators, we conducted
simulations for M = S+m for m = 3 endowed with the Log-Cholesky metric. We set Xk = [0, 1] for k =
1, . . . , q. The predictors X1, . . . , Xk are independently and identically sampled from the uniform distribution
on [0, 1]. We also fix µ to be the identity matrix. We then generate the response variable Y by Y =
µ⊕ w(X1, . . . , Xq)⊕ ζ, where w(X1, . . . , Xq) = expτµ,ef(X1, . . . , Xq) with three settings for f :
I. f(x1, . . . , xq) =
∑q
k=1 fk(xk) with fk(xk) being an m ×m matrix whose (j, l)-entry is g(xk; j, l, q) =
exp(−|j − l|/q) sin(2qpi(xk − (j + l)/q));
II. f(x1, . . . , xq) = f12(x1, x2) +
∑q
k=3 fk, where fk is defined as in the setting I, while f12(x1, x2) is an
m×m matrix whose (j, l)-entry is g(x1; j, l, q)g(x2, j, l, q);
III. f(x1, . . . , xq) = f12(x1, x2)
∏q
k=3 fk(xk), where f12(x1, x2) is an m × m matrix whose (j, l)-entry is
exp{−(j + l)(x1 + x2)}, and fk(xk) is an m×m matrix whose (j, l)-entry is sin(2pixk).
The random noise ζ is generated according to logζ =
∑6
j=1 Zjvj , where Z1, . . . , Z6 are independently
sampled from N(0, σ2), and v1, . . . , v6 are an orthonormal basis of the tangent space TeS+m. The signal-to-
ratio (SNR) is measured by SNR = E‖logw(X1, . . . , Xq)‖2e/E‖logζ‖2e. We tweak the value of the parameter
σ2 to cover two settings for the SNR, namely, SNR = 2 and SNR = 4. We note that the model for f in I is an
additive model, while models II and III are not additive. In particular, model III has no additive components
and thus represents the most challenging scenario for the proposed additive regression. We consider q = 3
and q = 4 to probe the effect of the dimensionality of the predictor vector and sample sizes n = 50, 100, 200.
The quality of the estimation is measured by the prediction root mean squared error on an independent
10
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Table 1: Prediction RMSE and its Monte Carlo standard error
Setting q n MAM ILPR
SNR=2 SNR=4 SNR=2 SNR=4
I
3
50 0.591 (0.056) 0.508 (0.057) 1.046 (0.147) 1.042 (0.146)
100 0.413 (0.026) 0.339 (0.020) 0.912 (0.076) 0.909 (0.092)
200 0.300 (0.017) 0.230 (0.012) 0.787 (0.030) 0.785 (0.050)
4
50 0.772 (0.062) 0.685 (0.063) 1.075 (0.100) 1.056 (0.100)
100 0.523 (0.029) 0.436 (0.036) 0.964 (0.033) 0.952 (0.040)
200 0.354 (0.019) 0.284 (0.013) 0.918 (0.026) 0.902 (0.024)
II
3
50 0.624 (0.029) 0.581 (0.024) 0.948 (0.208) 0.914 (0.208)
100 0.544 (0.017) 0.516 (0.013) 0.769 (0.078) 0.755 (0.195)
200 0.498 (0.009) 0.481 (0.008) 0.645 (0.048) 0.624 (0.115)
4
50 0.687 (0.035) 0.619 (0.032) 1.069 (0.150) 1.054 (0.158)
100 0.553 (0.023) 0.503 (0.018) 0.933 (0.088) 0.924 (0.095)
200 0.471 (0.014) 0.438 (0.010) 0.862 (0.045) 0.838 (0.040)
III
3
50 0.801 (0.067) 0.789 (0.065) 0.808 (0.220) 0.791 (0.269)
100 0.750 (0.045) 0.744 (0.045) 0.681 (0.210) 0.688 (0.258)
200 0.725 (0.050) 0.721 (0.050) 0.489 (0.083) 0.467 (0.138)
4
50 0.871 (0.079) 0.866 (0.079) 1.000 (0.237) 1.009 (0.272)
100 0.871 (0.077) 0.870 (0.078) 0.874 (0.191) 0.891 (0.230)
200 0.857 (0.063) 0.857 (0.064) 0.776 (0.115) 0.776 (0.139)
test dataset of 1000 observations, defined by
RMSE =
√√√√ 1
1000
1000∑
i=1
d2(µˆ⊕ wˆ1(x˜i1)⊕ · · · ⊕ wˆq(x˜iq), Y˜i),
where (x˜i1, . . . , x˜iq, Y˜i), i = 1, . . . , 1000, are i.i.d. observations in the test data. As a comparison method for
the proposed manifold additive model (MAM), we also implement the intrinsic local polynomial regression
(ILPR) proposed in Yuan et al. (2012), which is a fully nonparametric approach. Each simulation setting is
repeated 100 times, and the Monte Carlo prediction RMSE and its standard error are shown in Table 1.
These results lead to the following observations. First, as q = 3 is increased to q = 4, the prediction RMSE
of both methods increases for most cases, with the increase of ILPR much more prominent in almost all cases.
This suggests that MAM is less subject to the curse of dimensionality. Second, when the model is correctly
specified as in Setting I, the proposed model outperforms ILPR by a significant margin. When the underlying
model is not a fully additive model but contains some additive components, such as the model in Setting
II, the MAM approach still clearly outperforms ILPR. When the true model has no additive components,
the fully nonparametric approach ILPR is favored in some cases, especially when q = 3. However, in the
case q = 4 and the sample size is relatively small, i.e., n = 50 or n = 100, the additive model still enjoys
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better performance even if misspecified. In summary, when there are several predictors or the sample size
is relatively small, the additive model is often preferrable, and when the number of predictors is limited or
the sample size is large, a fully nonparametric approach can be competitive.
5 Application to Diffusion Tensor Imaging
We apply the proposed additive model to study diffusion tensors from Alzheimer’s Disease Neuroimaging
Initiative1 (ADNI). Diffusion tensors are 3×3 symmetric positive-definite matrices that characterize diffusion
of water molecules in tissues and convey rich information about brain tissues with important applications
in tractography. They are utilized to investigate the integrity of axons and to aid in the diagnosis of brain
related diseases. In statistical modeling, diffusion tensors are typically considered to be random elements in
the space S+3 ⊂ S, and were studied by Fillard et al. (2005); Arsigny et al. (2006); Lenglet et al. (2006); Pennec
(2006); Zhou et al. (2016); Fletcher and Joshi (2007); Dryden et al. (2009); Zhu et al. (2009); Pennec (2020),
among many others. A traditional Euclidean framework for diffusion tensors suffers from significant swelling
effects that undesirably inflate the diffusion tensors (Arsigny et al., 2007) and impede their interpretation.
Consequently, statistical models have adopted a non-Euclidean approach for diffusion tensor analysis. In
the analysis reported below we use the Log-Cholesky metric (Lin, 2019) to analyze diffusion tensors; it is a
metric designed to eliminate the swelling effect.
We focus on the hippocampus that plays a central role in Alzheimer’s disease (Lindberg et al., 2012).
In the ADNI study, subjects were invited to visit a center for acquisition of their brain images as well
as assessment of their memory, executive functioning and language ability. For each raw diffusion tensor
image, a standard preprocessing protocol that includes denoising, eddy current and motion correction, skull
stripping, bias correction and normalization is applied. Diffusion tensors for each hippocampal voxel are
derived from the preprocessed images. Then the Log-Cholesky mean (Lin, 2019) of the diffusion tensors is
computed. This results in an average diffusion tensor for each raw image. The goal is to study the relation
between the average hippocampal diffusion tensor and memory, executive functioning and language ability
of the subject. To this end, we utilize the neuropsychological summary scores available from ADNI and
documented in Gibbons et al. (2012). In this study we only consider visits that feature both a properly
acquired diffusion tensor image and neuropsychological summary scores. After excluding visits with outliers
and missing values, there are 590 data tuples of the form (Y,X1, X2, X3), where Y is the average diffusion
tensor, which serves as response, while X1, X2, X3, standardized to the interval [0, 1], are the predictors
and consist of scores for memory, executive functioning and language ability, respectively; 181 are from
cognitively normal (CN) subjects and the remainder from patients who were diagnosed as having either
early mild cognitive impairment, mild cognitive impairment, late mild cognitive impairment or Alzheimer’s
disease (AD). We applied the proposed manifold additive model (1) to the CN and AD groups, respectively.
1http://adni.loni.usc.edu/
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The resulting component functions w1(x1), w2(x2), w3(x3) are depicted in Figure 1, where each diffusion
tensor is visualized as an ellipsoid whose volume corresponds to the determinant of the tensor, and the color
encodes fractional anisotropy which describes the degree of anisotropy of diffusion of water molecules. For
a 3 × 3 symmetric positive-definite matrix A that represents a diffusion tensor, its fractional anisotropy is
defined by
FA =
√
3
2
(ρ1 − ρ¯)2 + (ρ2 − ρ¯)2 + (ρ3 − ρ¯)2
ρ21 + ρ22 + ρ23
with eigenvalues ρ1, ρ2, ρ3 of A and ρ¯ = (ρ1 + ρ2 + ρ3)/3. Larger values of fractional anisotropy suggest that
movement of the water molecules is constrained by structures such as white matter fibers. In Figure 1 the
first component function w1 suggests that the diffusion tensors are differently associated with memory for the
CN and AD groups. In addition, the function w1 of the CN group overall exhibits larger fractional anisotropy.
Similar results are observed for the associations with language ability. In contrast, the association patterns
in the two groups are rather similar for executive functioning. The relatively weak association between the
average hippocampal diffusion tensor and executive functioning suggests that the hippocampus may play
less of a role for executive functioning. In contrast, the significant memory loss and language impairment
that accompany Alzheimer’s disease appear to be at least partially mediated by the hippocampus. This is
in line with previous findings that the integrity of the hippocampus is not only critical to memory (Müller
et al., 2005) but also important for the flexible use and processing of language (Duff and Brown-Schmidt,
2012).
Appendix: Proofs
Proof of Proposition 1. First, sinceM is a Hadamard manifold, the Riemannian logarithmic map Logµ and
the Lie logarithmic map log are well defined for all elements ofM. Moreover, for a bi-invariant Lie group,
the Riemannian exponential map Expe at the identity element e coincides with the Lie exponential map exp.
For z ∈ M, let u = log(z) ∈ g and denote by U the associated left-invariant vector field. Define
γµ(t) = Lµ(exp(tu)). Then γ′µ(t) = U(µ⊕ γe(t)) based on the proof of Lemma 6 in Lin (2019). The fact that
γe(0) = e further leads to γ′µ(0) = U(µ) = τe,µu, where the second equality is due to the fact that the parallel
transport of u is realized by the vector field U . Noting that γµ(0) = µ, by the definition of the Riemannian
exponential map, Expµγ′µ(0) = γµ(1), which leads to Expµτe,µu = `µ(exp(u)) = µ ⊕ z. The last equation is
equivalent to Logµ(µ⊕ z) = τe,µlog(z).
Applying the above with z = w1(X1)⊕· · ·⊕wq(Xq)⊕ζ, we have LogµY = τe,µlog(w1(X1)⊕· · ·⊕wq(Xq)⊕
ζ) =
∑q
k=1 τe,µlogwk(Xk) + τe,µlogζ, where the second equality stems from exp(u + v) = exp(u)⊕ exp(v) for
u, v ∈ g and this leads to log(u⊕ v) = log(u) + log(v) for u, v ∈M.
Proof of Proposition 2. We utilize Corollary 1 of Schötz (2019). We first observe that d(µˆ, µ) = oP (1)
according to Theorem 2.3 of Bhattacharya and Patrangenaru (2003) and condition (A1). Then according to
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Figure 1: Regression of 3 × 3 diffusion tensor on memory (X1), executive functioning (X2) and language
ability (X3), depicting the estimated additive component functions wk in model (1): Component function
w1(X1) for the AD group (Row 1) and the CN group (Row 2); function w2(X2) for the AD group (Row 3)
and the CN group (Row 4); function w3(X3) for the AD group (Row 5) and the CN group (Row 6). The
color encodes the level of fractional anisotropy.
Schötz (2019) the growth and entropy conditions are required to hold only in a neighborhood of µ, where the
corresponding existence and growth conditions are in assumptions (A1) and (A4), respectively. Condition
(A1) implies that F is finite for some point and thus by the triangle inequality for all points in the manifold.
If Z is an independent copy of Y , then Ed2(Y, Z) ≤ 2E{d2(Y, µ)} + 2E{d2(µ,Z)} = 4F (µ) < ∞, and the
moment condition of Schötz (2019) follows, as well as the weak quadruple condition, where the latter holds
for all Hadamard spaces and bounded spaces. Since a compact manifold is a bounded space, the weak
quadruple condition holds for manifolds under (M1) or (M2).
Finally we verify the entropy condition of Schötz (2019). IfM is compact, then its sectional curvature
is bounded away from −∞ and +∞. According to the Bishop–Günther inequality (Gray, 2004, Eq. (3.34)),
vol(B(z)) ≥ C1D for all sufficiently small  > 0, where B(z) = {y ∈M : d(y, z) < } and C1 is a constant
independent of z and . With this result and equation (3.33) of Gray (2004), the packing number and thus
the covering number of Bδ(µ) is bounded by O(δD−D). Therefore, the entropy condition holds for α = β
for a sufficiently small neighborhood of µ and the result follows.
The following lemmas are instrumental to establish Theorems 1 and 2.
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Lemma 1. If Z1, . . . , Zn are nonnegative i.i.d. random variables with EZα1 < ∞ for some α > 0, then
max1≤i≤n Zi = OP (n1/α).
Proof of Lemma 1. Let an = n1/α. By i.i.d. assumption, for  > 0,
Pr
{
max
1≤i≤n
Zi ≤ Can
}
= (Pr{Z1 ≤ Can)n = (1− Pr{Z1 > Can})n
≥
(
1− EZ
α
1
Cαaαn
)n
=
(
1− EZ
α
1
Cαn
)n
→ e−EZα1 /Cα
≥ 1− 
for a sufficiently large C that depends on  > 0.
Lemma 2. Assume the conditions (A1)–(A5) and (B4). If E‖ε‖αµ <∞ for some α > 2, then
max
1≤i≤n
‖τµˆ,µLogµˆYi − LogµYi‖µ = OP (n−(α−2)/(2α)).
Proof of Lemma 2. Using the inequality (5.7) of Kendall and Le (2011), the condition (A5) and d(µˆ, µ) =
oP (1) that is guaranteed by Proposition 2, we deduce that, with probability tending to one,
max
1≤i≤n
‖τµˆ,µLogµˆYi − LogµYi‖µ = O(1)d(µˆ, µ) max1≤i≤n ‖LogµYi‖µ.
By Lemma 1, the moment condition E‖ε‖αµ < ∞, the compactness of X and the continuity of f1, . . . , fq
assumed in (B4), we have max1≤i≤n ‖LogµYi‖µ = OP (n1/α). The conclusion of the lemma then follows from
Proposition 2.
Proof of Theorem 1. We sketch the proof. Define m˜j as mˆj in (5) with LogµˆYi being replaced by LogµYi.
Let (f˜j : 1 ≤ j ≤ q) denote the solution of the system of equations
f˜k(xk) = m˜k(xk)− n−1
n∑
i=1
LogµYi −
∑
j:j 6=k
∫
Xj
f˜j(xj)
pˆkj(xk, xj)
pˆk(xk)
dxj , 1 ≤ k ≤ q,
subject to the constraints
∫
Xk f˜k(xk)pˆk(xk)dxk = 0 for 1 ≤ k ≤ q. According to the theory of Jeon and Park
(2020), under the conditions of the theorem, the solution exists and is unique with probability tending to
one. Furthermore, it holds that
max
1≤k≤q
∫
Ik
‖f˜k(xk)− fk(xk)‖2µ pk(xk)dxk = OP (n−4/5),
max
1≤k≤q
∫
Xk
‖f˜k(xk)− fk(xk)‖2µ pk(xk)dxk = OP (n−3/5).
(12)
Since the smooth backfitting operation at (4) is linear in response variables and the parallel transport
τµˆ,µ : Tµˆ(M)→ Tµ(M) is also a linear map, we get that (τµˆ,µfˆj : 1 ≤ j ≤ q) is nothing else than the smooth
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backfitting estimator that one gets from the smooth backfitting operation with τµˆ,µLogµˆYi as responses. We
claim
max
1≤k≤q
∫
Xk
‖τµˆ,µfˆk(xk)− f˜k(xk)‖2µ pk(xk)dxk = OP (n−(α−2)/α). (13)
The results (12) and (13) give the theorem.
To prove the claim (13), let δk = τµˆ,µfˆk − f˜k. Then, (δj : 1 ≤ j ≤ q) is the solution of the system of
equations
δk(xk) = τµˆ,µmˆk(xk)− m˜k(xk)− n−1
n∑
i=1
(
τµˆ,µLogµˆYi − LogµYi
)
−
∑
j:j 6=k
∫
Xj
δj(xj)
pˆkj(xk, xj)
pˆk(xk)
dxj , 1 ≤ k ≤ q,
subject to the constraints
∫
Xk δk(xk)pˆk(xk)dxk = 0 for 1 ≤ k ≤ q. From Lemma 2 it follows that
∥∥∥τµˆ,µmˆk(xk)− m˜k(xk)− n−1 n∑
i=1
(
τµˆ,µLogµˆYi − LogµYi
) ∥∥∥2
µ
= OP (n−(α−2)/α)
uniformly for xk ∈ Xk for all 1 ≤ k ≤ q. Using the arguments in the proof of Theorem 4.1 in Jeon and Park
(2020), we may then prove
sup
xk∈Xk
‖δk(xk)‖2µ = OP (n−(α−2)/α). (14)
This gives (13).
Proof of Theorem 2. Let m˜Aj (xj) = n−1pˆj(xj)−1
∑n
i=1Khj (xj , Xij)εi. Then we find
n2/5
(
f˜j(xj)− fj(xj)
)
= n2/5m˜Aj (xj) + τe,µ
(
1
2α
2
ju2 · ψ′′j (xj) + ∆j(xj)
)
+ oP (1) (15)
for each xj ∈ Int(X ) for all 1 ≤ j ≤ q, where u2 =
∫
u2K(u)du and f˜j is defined in the proof of Theorem 1.
Here, Wn = oP (1) means limn→∞ P (‖W‖µ > ) = 0 for all  > 0. The assertion (15) can be proved along
the lines of the proof of Theorem 4.3 in Jeon and Park (2020). The expansion (15) together with (14) entails
n2/5
(
τµˆ,µfˆj(xj)− fj(xj)
)
= n−3/5pˆj(xj)−1
n∑
i=1
Khj (xj , Xij)εi + θj(xj) + oP (1), 1 ≤ j ≤ q.
Here, we have used α > 10. By identifying TµM and its metric gµ with the Hilbert space H and the
associated inner product 〈·, ·〉 in Jeon and Park (2020), respectively, and utilizing Theorem 1.1 in Kundu
et al. (2000), we may prove that the joint distribution of
(
n−3/5pˆj(xj)−1
∑n
i=1Khj (xj , Xij)εi : 1 ≤ j ≤ q
)
converges to N(x). This completes the proof of the theorem.
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