More than 90% of stations from the Irish and Celtic Seas are found to have significantly higher backscattering ratios in the blue (470 nm) than in the red (676 nm) wave band. Attempts to obtain optical closure by use of radiance transfer modeling were least successful for stations at which backscattering ratios are most strongly wavelength dependent. Significantly improved radiance transfer simulation results were obtained with a modified scattering correction algorithm for AC-9 absorption measurements that took wavelength dependency in the scattering phase function into account.
Introduction
Using commercially available software such as Hydrolight 1 to combine radiance transfer computations with in situ measurements from modern optical instrumentation, it should be possible to construct realistic mathematical models of underwater light fields and to predict remote-sensing reflectance accurately. Recent results indicate unexpected variability in the degree to which this aim can be achieved. [2] [3] [4] [5] The variability has been attributed to poor quality control of either the inherent optical property measurements used to constrain the models or the radiometric measurements used for model validation. 4, 5 However, since the degree of closure obtained varies from one station to another in a given cruise and even between wavelengths for a given station, it is likely that the source of variation lies in the optical characteristics of the water body in which the measurements are being made rather than in the measurement procedures. In this paper, we consider whether the difficulties encountered in obtaining consistent closure between models and measurements in shelf seas can be attributed to wavelength dependence of the scattering phase function. The methodology employed was developed for modeling coccolithophore blooms, 3 but it can be applied to other waters where standard inherent optical property (IOP) measurements are difficult to reconcile with in situ radiometric profiles.
Theory
The IOPs of seawater are commonly measured with an AC-9 dual-tube spectrophotometer (WET Labs, Philomath, Oregon) and a Hydroscat backscattering meter (HOBI Labs, Inc., Tucson, Arizona). The AC-9 provides coefficients of attenuation (c n ) and absorption (a n ) for materials other than water, and the Hydroscat provides total backscattering coefficients (b b ). Data from both instruments are subject to correction procedures that make assumptions about the optical properties of the medium in which the measurements are made. These assumptions may be valid for oceanic waters, but they are largely untested for shelf seas. In this paper, we consider possible modification of the correction procedure for the AC-9 because the manufacturer has published a critical analysis of the geometric and optical principles involved. It is likely that Hydroscat correction procedures should also be examined critically in coastal waters, but we only consider whether the errors involved invalidate the main thrust of the argument. tion from the analysis by Zaneveld et al. 6 leads to a modified version of the scattering correction algorithm for reflecting tube absorption measurements of the form
where a n is the corrected estimate of the absorption coefficient for materials other than water, a i and c i are the uncorrected instrument measurements of absorption and attenuation, denotes the wavelength at which the corrected value is calculated, and r is the reference wavelength (715 nm) at which a n is assumed to be zero. Equation 1 differs from the original expression by the presence of an extra factor F͑, r ͒ that can be written in full as
where k a ͑͒ is the fraction of scattered light that is not collected by the absorption sensor and k c ͑͒ is the fraction of scattered light that is collected by the attenuation sensor. Zaneveld et al. 6 assumed k a ͑͒ ϭ k a ͑ r ͒ and k c ͑͒ ϭ k c ͑ r ͒, and consequently F͑, r ͒ ϭ 1, but this assumption does not hold if the scattering phase function varies significantly with wavelength. Unfortunately, none of the terms on the righthand side of Eq. 2 are readily obtained from in situ optical measurements, and F͑, r ͒ must be determined by a computationally intensive iterative procedure. 3 The magnitude of the error that results from ignoring wavelength dependence depends on the product of F͑, r ͒ and a i ͑ r ͒, and it is greatest in turbid waters, where a i ͑ r ͒ values tend to be highest. In waters in which wavelength dependency was observed, the ratio of the total backscattering coefficient to the total scattering coefficient (b b ͞b) generally decreased with increasing wavelength. From Eqs. 1 and 2, the effect is to produce an overestimate of a n and consequently an underestimate of b n .
B. Hydroscat Correction
The sigma correction procedure for Hydroscat data can be written as
where b bu is the uncorrected signal and k 0,1,2 are calibration coefficients supplied by the manufacturer. K bb is a measure of the attenuation of the signal by water within the sensor's measurement geometry and is calculated for each wavelength with 7 K bb ϭ a ϩ 0.75b.
(3c) Figure 1 shows the effect of sigma correction on measurements of backscattering for surface waters at all stations occupied in the Irish Sea. Significant divergence between b b and b bu occurs as the level of turbidity increases, and so backscattering measurements become increasingly sensitive to correction errors in strongly attenuating shelf seas. The Hydroscat-2 data presented in this paper have been corrected with values of total absorption and scattering derived from AC-9 measurements in which the standard scattering correction algorithm was used. Since positive errors in a and negative errors in b partially cancel in Eq. 3c, and k 0 Ͼ k 1 Ͼ k 2 in Eq. 3b, the sigma correction procedure is rather insensitive to the artifacts in the AC-9 data discussed in the previous section. In the extreme case of a being overestimated by 50% and b being underestimated by 5%, b b would be calculated to be 2.5% above its true value for this data set.
C. Wavelength Dependence of the Scattering Phase Function
The wavelength dependence of the scattering phase function can be characterized in terms of available IOP measurements by
B is subject to errors in the correction procedures applied to measurements of both total backscattering Much of our discussion here rests on the observation that measured values of b b ͞b470 tended to be higher than those for b b ͞b676 and that their ratio [B in Eq. 4] was usually greater than unity. However, the Hydroscat 676-nm channel covers a relatively broad wave band ( The magnitude of fluorescence augmentation of the backscattering signal in the present data set is difficult to measure directly. However, its likely significance can be judged from an analysis of seawater composition. Chlorophyll-a concentrations measured by acetone extraction were generally low, with 95% of the stations having values of less than 2 mg m concentrations but was highly correlated with suspended mineral concentration (r 2 ϭ 0.92) for all stations. It therefore appears that backscattering in this data set is dominated by the suspended mineral component and that chlorophyll fluorescence is likely to be of minor significance.
E. Predicted Effects on Radiance Transfer Calculations
The qualitative effect of wavelength-dependent scattering phase functions on attempts to achieve optical closure can be predicted from established relations between IOPs and apparent optical properties. To reasonable approximations, the radiance reflectance
and the diffuse attenuation coefficient for downward
Overestimation of a therefore leads to values of R L that are too low and to values of K d that are too high. As a result, the computed downward irradiance (E d ) decreases more rapidly with depth than actual measurements, and since
the upward radiance (L u ) is also underestimated.
For coccolithophore blooms, we were able to show that the use of Eq. 1 with computationally derived values of F͑, r ͒ for correcting AC-9 data produced improved fits between radiance transfer models and in situ measurements in turbid waters. We extend these observations to a larger geographical area (the Irish and Celtic Seas) whose optics are not dominated by coccolithophores.
Materials and Methods
Data were obtained during a series of cruises in the Irish and Celtic Seas between May 2001 and July 
A. Inherent Optical Property Measurements
A 25-cm path-length WET Labs AC-9 was used to measure the absorption coefficient (a n ) and beam attenuation coefficient (c n ) of materials other than water at nine wavelengths (10 nm FWHM) across the visible spectrum. Optical blanks for the AC-9 were regularly measured with ultrapure Millipore water treated with ultraviolet light, and calibration of the two optical channels remained within the manufacturer=s specifications of Ϯ0.005 m Ϫ1 . Absorption and attenuation signals at 715 nm were corrected for temperature-dependent water absorption, 10 and the data were averaged over 1-m depth intervals. We assumed that the standard correction algorithm always suffices for AC-9 measurements at 676 nm, since this is close to the 715-nm reference wavelength. Total absorption (a) and attenuation (c) coefficients were obtained by addition of partial coefficients for water obtained from the literature. 11, 12 Scattering coefficients were obtained from b ϭ c Ϫ a. Values of absorption and scattering at 470 nm, which are used at various points in the paper, were obtained by interpolation between readings at 440 and 488 nm. Sets of modified AC-9 data were generated with Eq. 1 with values of F͑, r ͒ ranging between 1 and 1.5. Total backscattering (b b ) was measured at 470 and 676 nm by use of a Hydroscat-2 (HOBI Labs) and was corrected with calibration constants supplied by the manufacturer.
B. Radiometric Measurements
Downward irradiance (E d ) and upward radiance (L u ) were measured in seven wavebands (10 nm FWHM) across the visible spectrum by use of a Satlantic SeaWiFS Profiling Multi-Channel Radiometer (SPMR). The SPMR was deployed at a distance of at least 20 m from the ship to avoid shadowing. A reference radiometer measuring surface irradiance (E s ) in the same wave bands was mounted on the superstructure of the ship. The stability of the irradiance sensors was monitored at the start and the end of each cruise by use of a 100-W standard lamp, and the radiance sensors were checked by use of the same lamp to illuminate a Spectralon reflectance target. All sensors remained within factory specifications. Signals from the SPMR were processed with ProSoft, a MATLAB module supplied by the manufacturers. Data processing steps included application of calibration constants and averaging over 1-m depth intervals.
C. Radiance Transfer Modeling
Radiance transfer calculations were carried out with Hydrolight (Sequoia Scientific, Bellevue, Washington).
1 Surface irradiance data for each station were obtained from the SPMR deck reference. The choice of wavelength for this study was limited by the fact that we had access only to a two-channel Hydroscat backscattering meter operating at 470 and 676 nm. The analysis was limited to the blue wave band to avoid the complicated effects of inelastic processes on the radio- It is assumed that the 18-nm wavelength discrepancy between the backscattering data and the other IOPs has a negligible effect on the results. We performed separate runs with AC-9 input files generated by use of different values of F͑, r ͒ for the modified scattering correction algorithm [Eq. 1]. Fournier-Forand 13,14 scattering phase functions for each station and depth were chosen using sigmacorrected Hydroscat-2 values for the backscattering coefficient. The match between the Hydrolight output and the in situ measurements from the SPMR was evaluated by use of the average standard percentage error ε, defined as
where n is the number of observations, x in refers to in situ measurements, x mod refers to modeled values, and x is the parameter being investigated (either E d or L u ). Figure 2 shows b b ͞b at 470 nm, plotted against b b ͞b at 676 nm for surface waters at 120 stations in the Irish Sea, derived from Hydroscat and AC-9 data corrected with the standard procedures. For most stations the points lie above the 1:1 line, indicating that backscattering ratios are higher at shorter wavelengths. Figure 3 shows the distribution of B for the data in Fig. 2 . For 95% of the stations, B Ͼ 1.1, and for 50% B Ͼ 1.3. These percentages are not changed significantly by the possible existence of an 8% overestimate in B values for the most wavelengthdependent stations. The implications of this result for the correction of AC-9 measurements and the ability to obtain optical closure were therefore investigated. Figure 4 shows backscattering ratios at 470 nm plotted against backscattering ratios at 676 nm for the top 10 m of four stations that cover a representative range of B values. These ratios were derived from IOP data corrected with standard procedures. Stations B4 and ST19 are examples with low wavelength dependency in the backscattering ratio (B Ͻ 1.2), whereas stations ST12 and ST16 are examples with marked wavelength dependency (1.2 Ͻ B Ͻ 1.8).
Results

A. Backscattering Ratios in the Irish Sea
B. Case Studies
Equations 5-7 predict that radiance transfer models in which standard IOP inputs are used will produce satisfactory outputs for stations B4 and ST19 and will underestimate both E d and L u for ST12 and ST16. (Fig. 6 ). For both these stations the average standard percentage error was less than 6% for measurements of E d . There was a tendency to overestimate L u , with values of ϳ 11% for B4 and ϳ32% for ST19. However, the apparently poor performance of the simulation for L u at ST19 corresponded to an average absolute error of less than 5 ϫ 10 Ϫ5 W m Ϫ2 nm Ϫ1 sr Ϫ1 and represented the smallest absolute error of any of the simulations presented. Light levels were very low for this station, which provided a severe test of modeling and measurement The scattering and backscattering coefficients and backscattering ratios were all significantly higher for ST12 than for ST16, but in both cases backscattering ratios were higher in the blue than in the red (Fig. 4) . Radiance transfer modeling with AC-9 data corrected by use of the standard algorithm [F͑, r ͒ ϭ 1.0] produced systematic underestimates of both E d and L u (Fig. 8) for both these stations. The discrepancy was most obvious for ST12 for which the average standard percentage errors were 38% and 54% for E d and L u , respectively. The errors for ST16 were lower at 13% for E d and 17% for L u . As predicted, the standard [F͑, r ͒ ϭ 1.0] AC-9 scattering correction algorithm for these stations results in a systematic overestimate of absorption at blue wavelengths. Figure 9 shows the effect of varying F͑, r ͒ on the performance of radiance transfer simulations. For ST12 the minimum average error for both E d and L u occurred when F͑, r ͒ ϭ 1.2. For ST16 the optimal value of F͑, r ͒ was closer to 1.3. It is interesting to note that the overall magnitude of the error with F͑, r ͒ ϭ 1.0 was greater for ST12 than for ST16 even though the optimal value of F͑, r ͒ was less for ST12 than for ST16. This occurrence was probably due to a higher residual absorption [a i ͑ r ͒] for ST12 as a result of significantly higher scattering at this station. When the optimal values of F͑, r ͒ derived above were incorporated in the AC-9 correction algorithm (Fig. 10) , the average standard percentage errors for the radiance transfer simulations were less than 10% for ST12 and less than 5% for ST16. This result represents a significant improvement in modeling accuracy over the results from use of standard AC-9 data. Figure 11 illustrates the effect of using optimized F͑, r ͒ values on absorption coefficients for these two stations. In both cases the modified AC-9 absorption signals were lower than the standard values, with the average percentage difference varying from 27% for ST12 to 11% for ST16. The resulting scattering coefficients (not shown) were approximately 4% greater than the standard values for both stations.
Discussion
The observations presented here show that it can be difficult to obtain optical closure in waters where scattering coefficients are high relative to oceanic values. The nature of the errors observed in radiance transfer calculations and the changes in AC-9 correction procedures necessary to obtain closure were both consistent with the hypothesis of wavelength dependence in the scattering phase function. In the Irish Sea, where the backscattering ratio was generally found to decrease with increasing wavelength, the standard AC-9 scattering correction produces overestimates in the absorption coefficient and underestimates in the scattering coefficient at blue and green wavelengths. These errors can be reduced by introduction of a modified scattering correction algorithm [Eq. 1] with an additional term F͑, r ͒ whose magnitude can be determined computationally by minimization of the discrepancies between radiance transfer models and IOP measurements. However, the significance of the IOP measurement errors will be determined not only by F͑, r ͒ but also by a i ͑ r ͒, the magnitude of the residual scattering signal at 715 nm. Since the latter term generally varies with suspended particle concentration, the greatest errors are expected in coastal and shelf seas. One approach to obtaining appropriately corrected measurements of the absorption and scattering coefficients in these waters would be to extend the method described here to all wave bands by deploying spectrally matched instrument packages. It may be necessary to carry out further Monte Carlo simulation of the reflecting tube design 15, 16 with appropriate wavelength dependency being prescribed for all IOPs, including the scattering phase function. 17 Alternatively, a number of relations between IOPs and apparent optical properties have been published that would allow IOPs to be derived from radiometric measurements with reduced precision but greater freedom from systematic errors. 18 -20 Whichever method is adopted, improvement in the accuracy of IOP measurements is urgently required for validating remote-sensing products and for interpreting data from moored arrays of optical sensors in coastal seas.
