In this study, a data-driven subspace system identification approach is proposed for modeling guided wave propagation in plate media. In the data-driven approach, the subspace system identification estimates a mathematical model fitted to experimentally measured data, but the black-box model identified captures the dynamics of wave propagation. To demonstrate the versatility of the black-box model, wave motions in various shapes of aluminum plates are investigated in the study. In addition, a waveform predictor and temperature change indicator are proposed as applications of the black-box models, to further promote the modeling approach to guided wave propagation.
Introduction
Nondestructive testing (NDT) using guided wave propagation has been popularly adopted in the recently developed field of structural health monitoring (SHM) due to its high sensitivity to damage (e.g., cracks, flaws, delamination, etc) in plate-like structures [1] : the wave nature of long-distance propagating characteristics enables far-field assessment of structural integrity [2] ; multiple waves in a spatial pitch-catch network lead to the construction of a diagnostic imaging map [3] . Besides the damage detection applications, mechanical characterization and analytical formulation have been conducted for physical modeling of propagating waves in the plate media [4] [5] [6] .
Closely related to the physical modeling of wave propagation, an inverse problem of estimating parameters in the physical models based on experimentally measured data has been studied, and is referred to as physics-based identification in the identification profession. Since the to-be-estimated parameters in the physical models are mainly material properties, the purpose of the inverse problem is material property characterization of wave propagation media. For example, Young's modulus and Poisson's ratio are estimated considering onedimensional wave propagation in homogeneous and isotropic media [7] . A few technological challenges can be addressed with the identification of the physical models. This all ends up with an optimization problem accompanying nonlinear stochastic searches (e.g., genetic algorithms and simulated annealing) which are computationally expensive searches and practically do not guarantee convergence.
Lessening the dependence on the orthodox physical principles and adopting numerically friendly assumptions, semiphysical or parametric models have been strategically considered. For example, a parametric model with complex modulus is identified by a least squares solution [8] ; a heuristic transmission line model is proposed for modeling wave propagation along lap joints [9] . There is an interesting task of estimation of a transfer function, between white-noise excitation and propagating waves in a thin aluminum strip [10] ; the estimated transfer function is a data-fitted auto-regressive with exogenous input (ARX) model and thus considered a data-driven black-box model not directly related to the underlying physical principles of wave propagation. Following Lynch's work, numerous time-series models of wave propagation have been estimated for damage detection purposes [11] . Since the wave motions identified by the researchers are standing motions (i.e., stationary waves formed when a wave train is reflected at a boundary), these works are clearly differentiated from the identification of the propagation of traveling waves.
Recently, there has been growing interest in data-driven identification approaches based on subspace system identification algorithms developed in the control theory community [12, 13] and intensively applied to a wide range of identification problems in structural dynamics and modal analysis over the recent decade [14] [15] [16] [17] [18] . The data-driven approach allows one to skip physical parameterization and thus entails only numerical operations (i.e., signal processing) applied to measured data to identify mathematical or black-box models. The approach is deemed very attractive, especially for modeling the complex dynamics of wave propagation.
In this study, the state-of-the-art subspace system identification technique is applied to model guided wave propagation for the first time, to the best of the authors' knowledge. Among the propagations of three ultrasonic guided waves (i.e., Rayleigh, Lamb, and Stonely waves), that of Lamb waves in different shapes of aluminum plates is selected as a target motion for identification. The rest of the paper is organized as follows. Section 2 revisits the theoretical background and the execution of subspace system identification algorithms. In section 3, a series of wave propagation experiments are conducted for data collection, and then system identification using the collected data is explained. Showcasing core contributions of the paper, a waveform predictor and temperature change indicator are proposed as engineering applications of the models of wave propagation identified, in section 4.
Subspace system identification theory
Considering a data-driven approach for estimating a statespace model directly from the measured input and output data, the linear time-invariant (LTI) deterministic-stochastic identification problem is written as
where u k ∈ R m is the vector of m measured inputs at time step k, y k ∈ R l is the vector of l measured outputs at time step k, x k ∈ R n is the n-dimensional unknown discrete-time state vector, w k ∈ R n is the process noise and v k ∈ R l is the measurement noise. The identification of the best-fit system model of A, B, C, and D to the given measured input and output data is conducted solely by data processing, without consideration of relevant physical principles (i.e., in this study, guided wave propagation in the plate media). However, the model identified captures the dynamical process of the physical system and thus is referred to as a black-box model. Data processing for the identification problem mainly concerns projection operations mapping the data to a subspace spanned by the signal basis [15] . Among the numerous algorithms of the subspace system identification family, the numerical algorithm for subspace state-space system identification (N4SID) [12] is adopted and its theoretical derivation is briefly revisited in this paper. A structured Hankel matrix is composed of a total of 2i + j output data sequences as follows:
where the partitioned data blocks, Y p and Y f , are named the past and future output data, respectively. Another structured Hankel matrix, U 0|2i−1 , is similarly composed of input data sequences. Using the past output and input data, the instrumental variables are defined as
Assuming that the model order is n, an n-dimensional state vector can be considered at each time step. Then, using j consecutive state vectors in time steps from i to i + j − 1, a bank of state sequences is composed as follows:
On the basis of linear system theory, the following is valid:
where P i ∈ R li× j is the projection of the row space of Y f along the row space of U f onto the row space of W p and numerically calculated by LQ decomposition of the Hankel matrices of input and output data;
T ∈ R li×n is the extended observability matrix. Van Overschee and De Moor prove that the state sequence in equation (5) is approximately equal to a bank of non-steady state Kalman filter states,X i ∈ R n× j [12] . Hence, the Kalman filter state sequences are obtained by taking the right part of the singular value decomposition of P i ∈ R li× j . Given the estimate of Kalman filter state sequences and the measured input and output data, a linear regression problem for state-space model estimation is eventually solved by the least squares method:
where † is the Moore-Penrose pseudo-inverse operator; X i+1 ∈ R n× j is the one-step-shifted Kalman filter states sequence estimate; U i|i and Y i|i are the input and output data sequences, respectively. In this study, the MATLAB R n4sid function is utilized due to its convenient execution.
Identification of guided wave propagation models
System identifications of guided wave propagation models are conducted using the N4SID algorithm. Skipping consideration of the underlying physical principles, the data-driven subspace system identification requires solely signal processing of experimentally measured data in order to estimate a blackbox model which mathematically captures the dynamics of the system. To showcase the versatility of the data-driven model identification approach, wave propagations in three different types of plates are considered in the experimental and identification phases of this study.
The experimental setup and initial tests
Using a cyanoacrylate adhesive, PSI-5A4E single-layer circular PZT patches from Piezo Systems, Inc., which have a 6.4 mm outer diameter and 0.508 mm thickness, were bonded on one side at the center of three different types of aluminum plates (figure 1): a thin plate (1.0 m × 1.5 m × 6 mm), a 9 cm wide stiffener-welded thin plate (60 cm × 60 cm × 6 mm), and a thin plate (70 cm × 50 cm) of varying thickness of 3-6 mm. Excitation waveforms were generated by an Agilent 33220A via an adjustable amplifier of Piezo Systems, Inc., EPA-104-115 A commercial laser Doppler vibrometer (LDV) from the PSV-400 system (Polytec GmbH) was selected for measuring the out-of-plane particle velocity of the plates by sensing the Doppler frequency shift of light backscattered from moving surfaces. Even though the noncontact LDV monitors arbitrary points on the plates by virtue of its programmable facet mirrors in the scanning head, three different points which are 5 cm apart in a row were selected for points of measurement of propagating waves in each plate (figure 1).
Prior to experiments for guided wave propagation data collection, preliminary experiments were conducted with the flat plate ( figure 1(a) ) for the selection of the excitation frequency range, investigation of the wave propagation path, and determination of the identification scope. For these purposes, Morlet wavelet signals of different central frequencies were selected for Lamb wave excitation due to their narrow frequency bands. figure 2(a) illustrates a resulting set of 100 kHz Morlet wavelet excitation and propagating waves at two different points, being separated by 10 cm and 20 cm from the excitation point, respectively. As expected, the propagating waves were incident waves followed by reflected wave trains. Considering the geometry of the plate and locations of the measurement points, paths were identified for each reflected wavepacket and these are explained pictorially in figures 2(a) and (b). On the basis of a theoretical dispersion curve, the incident waves were considered antisymmetric modes (A0) following small amplitude symmetric modes (S0). Similar patterns of incident wave propagations were confirmed in the experiments with Morlet wavelet inputs up to 200 kHz, except as regards the amplitude changes of the A0 and S0 waves-an additional A1 mode was generated by Morlet wavelet inputs of frequencies higher than 200 kHz. Nine Morlet wavelet excitations of different central frequencies (i.e., 20, 40, 60, 80, 100, 120, 140, 160, and 180 kHz) were tested, and experimental results were compared with theoretical group velocities as shown in figure 3 .
The aim of this study is the identification of a model of wave propagation for plate media by subspace system identification, which is a sort of time-domain method. Considering the aforementioned complex and path-dependent characteristics of reflected waves, it is deemed that identification of the whole propagating wave trains including both incident and reflected waves is challenging. As a result, the identification scope of this study was confined to the propagation of incident waves. Challenges of identification of reflected waves will be given in the stiffened plate test of section 4.1.
Subspace model identification and verification
Implementation of the N4SID algorithm requires the determination of two user-specified integers: the size of the instrumental variables and the model order, which are denoted by the subscript i and superscript n, respectively, in section 2. Even though the size of the instrumental variables is theoretically equal to or larger than the model order, it is set to be twice the model order, implementing the n4sid MATLAB function to achieve a user-friendly automated manner [19] . Thus, the remaining problem for the execution of subspace system identification is to properly determine the model order which governs the accuracy of the state-space model identified. Among numerous methods for determining the model order (e.g., singular value plotting [19] and using Akaike's information criterion [20] ), interpretation of stability diagrams is exclusively adopted for determining the model order. Stability diagrams are plots of the model order versus the modal parameters extracted from the state-space models identified. Assuming an execution of the n4sid MATLAB function with a tentative model order, n, the estimated system matrix,Â, can be decomposed by eigendecomposition as follows:
where the diagonal matrix = diag(λ di ) ∈ C n×n (i = 1, . . . , n) consists of the discrete-time complex eigenvalues, λ di . ∈ C n×n contains the complex-valued eigenvectors in each column. By using the discrete time interval, t, the continuoustime complex eigenvalue is calculated as
The real and imaginary components of the conjugate pairs of eigenvalues are written as
where ω i is the modal frequency of the ith mode and ς i is the modal damping ratio of the ith mode. Thus, the two modal parameters can be checked while varying the model order. In this study, the stability diagram of the modal frequency is utilized to determine the model order, since the modal damping ratio tends to be less stable even in the models with a higher model order compared to the modal frequency. Instead, the stability diagram of the modal damping ratio will be investigated as an indicator for temperature changes in section 4.2.
For the purpose of model order determination, 200 µs long chirp signal excitation (a linear rate of frequency change from 10 to 180 kHz) modulated by the first half of a 400 µs period sine signal was adopted as an excitation signal ( figure 5(a) ) in the three types of plates. The excitation signal and measured propagating waves at the three points (figure 1) were collected simultaneously with a sampling rate of 2 9 times ten thousand samples per second (i.e., 5.12 MHz) at the LDV decoder (PSV-E-401). For enhancing the signal-to-noise ratio of the measurements, signal averaging with 30 successive experiments was automatically conducted in the PSV 9.0 Scanning Vibrometer Software.
Subspace system identification by the N4SID algorithm was conducted off-line using the measured input-output data (i.e., the excitation chirp signal and incident waves extracted from measured propagating waves) and then modal parameters were identified separately for each plate. Among the results for the three different plates, the case of the flat plate is adopted as an example for a detailed discussion: varying the model orders from 1 to 150 with an increment of 1, modal frequencies were calculated. For achieving readability, the stability diagram given in figure 4 has its frequency range limited to 150 kHz, omitting the higher frequency range where numerous stabilized modes are also witnessed. A number of stable modes show up as vertical columns in figure 4-this means that physically meaningful modes are repeatedly identified regardless of the model order. Although interpretation is rather subjective, the model order of 85 can be determined with an acceptable degree of engineering judgment. Similarly, model orders of the stiffened and tapered plate were determined as 97 and 117, respectively. All of the following system identification results given in the paper are those from N4SID executions with the predetermined model orders.
A black-box model of guided wave propagation was identified from the experimentally collected input-output data separately for each plate. For verification of the models identified, this study examined the reproducibility, which shows a model's ability to generate the output signal of the system from the given input signal already used in the system identification phase. As for the result for the flat plate, figure 5 displays the system input (i.e., the excitation chirp signal) as well as the reproduced system output (i.e., the out-of-plane velocity of the propagating wave). A very close match is discovered for the three points. The corresponding rms average errors between the reproduced and measured outputs are 84.6, 72.8, and 59.7 µm s −1 , respectively.
Applications of guided wave propagation models
Since the data-driven black-box models identified from the experiments on the plates inherently capture dynamic characteristics of guided wave propagations, numerous engineering applications can be sought using them. In this study, two practical uses of the models (i.e., a waveform predictor and a temperature change indicator) are proposed, leveraging the versatility of the computational models.
Waveform predictors
The black-box models identified were used for predicting an output signal for an arbitrary input signal (i.e., a new input not used in the system identification phase). As for unused inputs, nine Morlet wavelets from 20 to 180 kHz with a 20 kHz increment were considered for excitation signals. First, prediction results for the flat plate are introduced. Even though the model identified was estimated from the chirp excitation and traveling waves, it predicts precisely propagating Morlet wavelets at point 1 ( figure 1(a) ) as seen in figure 6 . The prediction by the model identified precisely represents two dominant Lamb wave dispersion characteristics: the excitation frequency-dependent propagating velocity (i.e., as the excitation frequency decreases, consecutive wavelets disperse more) and amplitude changes of the corresponding wave modes (i.e., as the excitation frequency increases, the S0 mode becomes strong). It should be noted that the frequency band of the arbitrary input signals should fall into that of the input signal (i.e., a 10-180 kHz chirp signal in this study) used in the identification phase in order to accurately predict output signals-this is also studied via inverse Fourier transformation of frequency spectra acquired from wideband chirp excitation [21] .
Using the model identified from the measured data for the chirp excitation and propagating waves at the three points illustrated in figure 1 , propagating waves were predicted using the 60 kHz Morlet wavelet excitation separately for the stiffened and tapered plates. Figure 7 illustrates the comparison between the measured and predicted signals. Excellent agreement is found especially for the tapered platethe ratios of the rms errors between the prediction and measurement for peak values are 0.297, 0.0301, and 0.0309, respectively, for outputs 1, 2, and 3. A relatively significant discrepancy is noticeable at succeeding waves after the Morlet wavelet in the stiffened plate-the ratios of the rms errors between the prediction and measurement for peak values are 0.477, 0.0459, and 0.0494, respectively, for outputs 1, 2, and 3. Considering the width of the stiffener attached to the plate, the succeeding waves are reflected waves at the free end of the stiffener. Hence, it is concluded that it is rather challenging to predict exactly reflected waves, unlike incident waves-as mentioned previously in section 3.1, this study confines its scope of identification to incident wave propagation to maintain high prediction accuracy. Even though the discrepancy is not significant, the accuracy drop of the prediction of reflected waves might be pointed out as a downside of the proposed methodology in this study.
Temperature change indicators
This study investigates the effect of temperature changes on wave propagation and its reflection in the parameters in the models identified, in order to propose the use of the models identified as a means of indicating temperature changes. The investigation requires wave propagation experiments in a thermal chamber. Due both to the limited room in the thermal chamber and the relatively massive LDV used in this study, piezoelectric transducers were used both for generation and sensing of Lamb waves-namely, three additional PZT patches at the three measurement points on each plate (figure 1) were attached for the measurement of traveling waves.
With 30% relative humidity fixed, predetermined room temperatures of 0, 30, and 70 • C were programed via the thermal chamber controller. By using a type-k thermocouple contacted to the three plates, temperature equilibrium between the air inside the chamber and tested plate was confirmed. Guided wave propagation tests were conducted using 90 kHz Morlet wavelet excitation for each equilibrium temperature. The signals measured with the PZT patch using the flat plate, at point 1, are presented in figure 8 . Although the temperature changes are substantial, no general trend of arrival delay and wave peak attenuation among these three is discernible in the measured time-domain signals. Theoretically speaking, changes of temperature physically lead to those of Young's modulus and Poisson's ratio in the wave propagation media and they consequently result in those of the propagating wave velocity and attenuation. However, it is challenging to find a proof of the temperature effects on the wave propagation in experiments with waves traveling short wave paths [22] .
Instead of interpreting the raw time-domain signals, the damping ratio of the models identified is effectively used as an indicator of the temperature change. On the basis of the experimental data collected for the thermal chamber, system identification was conducted varying the model order from 100 to 150. Figure 9 illustrates damping ratio stability diagrams for the flat plate, superimposing the means of damping ratios at each model order. A very clear distinction between the three temperature cases is found-as temperature decreases, damping ratios tend to decrease. For a quantitative analysis, mean lines are superimposed on each plot. Thus a conclusion can be drawn that the damping ratio estimated from the models identified sensitively reflects temperature changes even in the case of waves traveling short wave paths.
Conclusions
In this paper, we have proposed the use of subspace system identification to model guided wave propagation, highlighting the data-driven approach. Experiments on guided wave propagation in flat, stiffened, and tapered aluminum plates were carried out for data collection for wave excitations and traveling waves. Then, subspace system identification was conducted with the experimental data without parameterizing the model based on the fundamental physics of wave propagation. As engineering applications of utilizing the models identified, the models' capabilities in providing a waveform predictor and temperature change indicator were confirmed. On the basis of the experimental findings, the following conclusions are drawn:
• the ability to simulate propagating waves can efficiently replace real tests of guided wave propagation under the condition of frequency band matching;
• the temperature-dependent damping ratio can be used as an engineering metric for temperature change which enhances the accuracy of wave propagation-based SHM practice.
Future work will be aimed at applying the models of wave propagation identified in the detection of damage in plate media, in order to achieve one of the major goals of SHM. The limited scope of incident wave identification is planned to include reflected waves for automated implementation. Most importantly, physical interpretation of the wave propagation models identified will be studied-on the basis of the previous research achievements in the physical interpretation of structural vibration models by the authors [23, 24] , future efforts will be directed towards physical interpretation of the wave propagation models identified.
