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Abstract
We classify all functions on a locally compact, abelian group giving equality in an entropy
inequality generalizing the Heisenberg Uncertainty Principle. In particular, for functions on a
real line, we proof a conjecture of Hirschman published in 1957.
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0. Introduction and background
The Heisenberg inequality essentially states that a function of a real variable and
its Fourier transform cannot both be arbitrarily concentrated. However there is no
straightforward analog of the Heisenberg inequality even for functions deﬁned on a
ﬁnite cyclic group (one problem is that the ‘‘position operator’’ does not make
sense in this case). One way around this problem is to consider the Lp norms of a
function, for 1opoN (see [B1,B2,L] and their references for a sample of the
extensive literature in this direction). More to the point is via information theory,
where the deﬁnitive measure of the concentration of a probability density function is
entropy [S].
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The entropy approach in the continuous case goes back to Hirschman, who in
1957 proved that the sum of entropies of a function f of a real variable, with
jj f jj2 ¼ 1; and its Fourier transform is nonnegative [Hi]. He also observed that
Weyl’s formulation of the Heisenberg Uncertainty Principle is a consequence of a




j f ðxÞj2 logðj f ðxÞj2Þ dx 
Z
R




where the log stands for the natural logarithm with base e; fASðRÞ; the Schwartz
space (see [H1]) and jj f jj2 ¼ 1: This was proven by Beckner [B1] in 1975.
In [Hi], Hirschman also conjectured that the minimizers for the sharp inequality
(0.1) were Gaussians, as is the case for the Heisenberg Uncertainty Principle. The
special case of our Main Theorem 1.5 below, where the group A is chosen to be the
additive group of real numbers, veriﬁes this conjecture. The related problem of
ﬁnding all the maximizers realizing the norm of the Fourier transform viewed as an
operator from LpðRnÞ to LqðRnÞ was solved by Lieb (see [L] and the references there).
There is an analog of (0.1) for functions f deﬁned on a ﬁnite cyclic group, proved
in [D-C-T], with applications in Signal Processing. The minimizers for this ﬁnite case
were determined in [P-D-O] (verifying the conjecture in [D-O-P]). This corresponds
to choosing a ﬁnite cyclic group as A in our Main Theorem 1.5. These minimizers
depend on the factorization of the order of the ﬁnite cyclic group and are not
‘‘Gaussians’’ or discretized Gaussians. This discrepancy between the ﬁnite and the
continuous case seems to be unexpected in the Signal Processing community. In fact
the main motivation for our result was to certify this fundamental difference.
Another Uncertainty Principle in the ﬁnite case, due to Matolcsi and Szu¨cs [M-S]
states that the product of the cardinalities of the support of a function, deﬁned on a
ﬁnite cyclic group, and the support of its Fourier transform is no less than the order
of the group (see also [D-S]). This inequality follows from the Heisenberg–Weyl
(entropy) version [D-C-T]. It turns out that the minimizers for both versions are
exactly the same functions [P-D-O]. The main theorem below classiﬁes the
minimizers of the entropy inequality in the multidimensional case where the ﬁnite
cyclic group may be replaced by an arbitrary locally compact abelian group. The
minimizers for the corresponding Donoho–Stark inequality for an arbitrary ﬁnite
abelian group are the same. The ﬁrst proof of this is in [Sm], an elementary proof is
given in [M-O¨-P]. Another elementary proof of a generalization as well as related
results are in [G-G-I], (see also [F-S,Te,Ta]).
1. The main theorem
Let A be a locally compact abelian group. As was explained to the second author
by Michael Cowling, a result of Ahern and Jewett [A-J], together with [H-R, 9.8],
imply that A is isomorphic to the direct product of a ﬁnite number of copies of R (the
reals) and an abelian locally compact group B which contains an open compact
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subgroup:
A ¼ Rn  B: ð1:1Þ
Let Aˆ be the Pontriagin dual of A: Then Aˆ ¼ Rn  Bˆ; where Bˆ also contains an open
compact subgroup. Let a be a Haar measure on A and let #a be the Haar measure on
Aˆ; dual to a; so that the Fourier transform and the inverse Fourier transform are








fˆðaˆÞaˆðaÞ d #aðaˆÞ ðaAAÞ; ð1:2Þ
whenever both integrals make sense.
Let GDUðL2ðA; aÞÞ be the Heisenberg group generated by the translations and
the modulations:
Ta0 f ðaÞ ¼ f ða þ a0Þ; Maˆ0 f ðaÞ ¼ aˆ0ðaÞf ðaÞ
ð fAL2ðA; aÞ; a0; aAA; aˆ0AAˆÞ; ð1:3Þ
and by multiplications by complex numbers of absolute value 1: Recall the notion of





which is well deﬁned whenever integral (1.4) is absolutely convergent (see [S]). Here
the log stands for the natural logarithm with base e:
Theorem 1.5. For any function fAL2ðA; aÞ; with jj f jj2 ¼ 1; satisfying
fAL1ðA; aÞ and fˆAL1ðAˆ; #aÞ ðÞ
the following inequality holds:




where ‘n’ is defined in (1.1). The set of minimizers for (a) coincides with the union of
orbits
G 	 f ; ðbÞ
where, according to decomposition (1.1), f ¼ g#h; g is a normalized Gaussian on Rn
and h is the normalized indicator function of a subgroup of B:
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Here by a Gaussian on Rn we understand a function of the form gðxÞ ¼ const eQðxÞ;
xARn; where Q is a positive deﬁnite quadratic form on Rn:
We proof Theorem 1.5(b) in the next three sections. The ﬁrst assertion of Theorem
1.5(a), is essentially known. When A ¼ Rn it is due to Beckner, [B1]. When A is a
ﬁnite abelian group it can be found in [M,M-U,D-C-T, p. 1513]. The general case can
be obtained by taking the left derivative of both sides of inequality (4.1) below, at
p ¼ 2 (since (4.1) is an equality for p ¼ 2). Assumption 1.5() assures that all the
integrals we are going to consider converge, and that, in an appropriate context, we
shall be able to reverse the order of differentiation and integration. These details are
left to the reader.
2. The case A ¼ B










where fj f j ¼ 0 outside the support of f ; and similarly for fˆj fˆ j: Integral (2.1) is
absolutely convergent. Indeed, a straightforward application of Ho¨lder’s inequality
and the Riesz–Thorin Theorem shows that for 1
2
pxp1; yAR; p ¼ 1
x





¼ 1 (with q ¼N if p ¼ 1), we have
jFðx þ iyÞjp jjðj f j2xþi2y fj f jÞˆjjq 	 jj j fˆ j
2xþi2yjjppjj j f j2xþi2yjjp 	 jj j fˆ j2xþi2yjjp
¼ jj f jj2 	 jj fˆ jj2 ¼ 1: ð2:2Þ
The function F is analytic in the open strip (2.1) and continuous in the closed strip. A




ðj f j2z fj f j logðj f j





ðj f j2z fj f jÞˆðaˆÞ j fˆðaˆÞj
2z fˆðaˆÞ
j fˆðaˆÞj logðj fˆðaˆÞj
2Þ d #aðaˆÞ:
Hence, by the Plancherel formula,
F 0 1
2
  ¼ Hðj f j2Þ  Hðj fˆ j2Þ: ð2:3Þ
Since f is a minimizer, the right-hand side of Eq. (2.3) is zero. In particular Re FðzÞ is





; which achieves the maximum at z ¼ 1
2
and has derivative equal to zero at this
ARTICLE IN PRESS
M. .Ozaydin, T. Przebinda / Journal of Functional Analysis 215 (2004) 241–252244
point. Hence the Hopf’s Maximum Principle, [H2, Theorem 3.1.6’], implies that
Re FðzÞ ¼ 1 on the disc. Hence, FðzÞ ¼ 1 on the disc. In particular,
1 ¼ Fð1Þ ¼
Z
Aˆ
ðj f j f ÞˆðaˆÞj fˆðaˆÞj f ðaˆÞ d #aðaˆÞ: ð2:4Þ






j f ðaÞj2j fˆðaˆÞj2aˆðaÞ f ðaÞj f ðaÞj
fˆðaˆÞ








j f ðaÞj2j fˆðaˆÞj2 daðaÞ d #aðaˆÞ
Eq. (2.5) implies that (almost everywhere, with respect to the measure a #a), we
have
1 ¼ aˆðaÞ f ðaÞj f ðaÞj
fˆðaˆÞ
j fˆðaˆÞj ðaAsupp f ; aˆA supp fˆ Þ: ð2:6Þ
Hence,
aˆðaÞ ¼ f ðaÞj f ðaÞj
fˆðaˆÞ
j fˆðaˆÞj:




f ðaÞaˆðaÞ daðaÞ ¼
Z
A
f ðaÞ f ðaÞj f ðaÞj daðaÞ
fˆðaˆÞ




j fˆðaˆÞj ¼ jj f jj1 ðaˆA supp fˆ Þ; ð2:7Þ
and similarly
j f ðaÞj ¼ jj fˆ jj1 ðaA supp f Þ: ð2:8Þ
Statement (2.7) implies that the function j fˆ j is constant on its support. Since jj fˆ jj2 ¼
1; the constant is equal to #aðsupp fˆ Þ1=2: Hence,
Hðj fˆ j2Þ ¼ logð#aðsupp fˆ ÞÞ:
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Similarly
Hðj f j2Þ ¼ logðaðsupp f ÞÞ:
Since f is a minimizer,
logðaðsupp f Þ 	 #aðsupp fˆ ÞÞ ¼ 2ðHðj f j2Þ þ Hðj fˆ j2ÞÞ ¼ 0:
Therefore
aðsupp f Þ 	 #aðsupp fˆ Þ ¼ 1: ð2:9Þ







j f ðaÞj daðaÞ:
Therefore there is lAC such that f ¼ lj f j: Hence (2.7) may be rewritten asZ
A





j f ðaÞj daðaÞ ðaˆAsupp fˆ Þ: ð2:10Þ
Therefore
supp fˆDðsupp f Þ>; ð2:11Þ
where for a subset SDA; S> ¼ faˆAAˆ; aˆjS ¼ 1g: Similarly (2.8) implies
supp fDðsupp fˆ Þ>: ð2:12Þ
By dualizing (2.11) and (2.12) we deduce
supp fDðsupp f Þ>>Dðsupp fˆ Þ> ð2:13Þ
and
supp fˆDðsupp fˆ Þ>>Dðsupp f Þ>
But, as is well known (see (1.2)),
#aððsupp fˆ Þ>Þ 	 aððsupp fˆ Þ>>Þ ¼ 1: ð2:14Þ
By combining (2.9), (2.13) and (2.14) we see that inclusions (2.13) are equalities
(almost everywhere). In particular supp f is a subgroup of A and f is invariant under
the translations by this subgroup. Thus f is a constant multiple of the indicator
function of a subgroup of A; as claimed.
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3. The case A ¼ Rn
In this section we consider A ¼ Rn and we identify Aˆ with A via the formula
aˆðbÞ ¼ e2pia	b ða; bARnÞ;
where a 	 b ¼ a1b1 þ a2b2 þ?þ anbn is the usual dot product in Rn: Then the
Lebesgue measure dx serves as the Haar measure daðxÞ and as the dual Haar
measure d #aðxÞ:
Our proof follows closely some arguments of Lieb [L]. Let FAL1ðRn 




e2pix	xFðx; yÞ dx ðx; yARnÞ







e2piðx	xþZ	yÞFðx; yÞ dx dy ðx; ZARnÞ
denote the Fourier transform of F : From now on we assume that jjF jj2 ¼ 1: For




¼ 1; we deduce the following














































is the Babenko–Beckner constant, see [Ba,B1, p. 162]. If p ¼
2; all the inequalities in (3.1) are equalities. Hence, by taking the left derivative with
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jFðx; yÞj2 logðjFðx; yÞjÞ dx dy: ð3:2Þ










































The rest of the proof is straightforward. We reproduce an argument of Lieb in a
concise form [L, pp. 202, 203], for the readers convenience.
Let f be a minimizer for inequality 1.5(a) for Rn; and let gðyÞ ¼ 2n4epy	y; yARn:
Then the tensor product, f ðxÞgðyÞ is a minimizer for R2n: Since the rotation
Rn  Rn{ðx; yÞ- x þ yﬃﬃﬃ
2
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leaves the Lebesgue measure invariant and commutes with the Fourier transform,
the function










is also a minimizer for R2n:
A straightforward calculation shows that













dt ðx; y; wARnÞ: ð3:6Þ
The function Q extends to an analytic function on Cn: Clearly, there are ﬁnite
constants c1 and c2 such that
jQðwÞjpc1ec2jwj
2 ðwACnÞ: ð3:7Þ
Let Mðx; yÞ ¼ Qðpðy  ixÞÞ; and let Mðx; yÞ ¼ Mð%x; %yÞ; x; yACn: Then M and M
are analytic functions on Cn  Cn and
Mðx; yÞMðx; yÞ ¼ jFð#x; yÞj22n=2e2pðx	xþy	yÞ ðx; yARnÞ:
Hence, by (3.4), there are functions M1; M2 such that
Mðx; yÞMðx; yÞ ¼ M1ðxÞM2ðyÞ ðx; yARnÞ: ð3:8Þ
It is easy to see that the functions M1 and M2 extend to analytic functions on C
n and
that Eq. (3.8) holds for all x; yACn: The zero set of the left-hand side of (3.8) is the
union of sets of the form
fðx; yÞACn  Cn; y  ix ¼ zg; fðx; yÞACn  Cn; y þ ix ¼ zg ðzACnÞ:
On the other hand, the zero set of the right-hand side of (3.8) is the union of sets of
the form
fxg  Cn; Cn  fyg ðx; yACnÞ:
Since function (3.8) is not identically equal to zero we see from the above, that it has
no zeros. Thus the function Fð#x; yÞ has no zeros. Therefore the function
Cn{x- logðFð#x; 0ÞÞAC
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is well deﬁned, analytic, and satisﬁes the following estimate:
jlogðFð#x; 0ÞÞjplogðc1Þ þ c2jxj2 ðxACnÞ:
Hence, by the Cauchy estimate, there is a symmetric matrixA with complex entries,
a vector BACn and a number CAC such that
logðFð#x; 0ÞÞ ¼ xtAxþB 	 xþ C ðxACnÞ:
Therefore
Fð#x; 0Þ ¼ extAxþB	xþC ðxARnÞ:
Since the above function is integrable, the matrix A is real and positive deﬁnite.
Hence, by Fourier inversion, the function Fðx; 0Þ is a translation and a modulation








; we see that f is also a translation and a
modulation of a Gaussian.
4. The general case
In this section A ¼ Rn  B; where B contains an open compact subgroup. Let b be
a Haar measure on the group B; and let #b be the dual Haar measure on the dual
group Bˆ: Then dx dbðbÞ is a Haar measure on A and dx d #bðbˆÞ is the dual Haar
measure on Aˆ ¼ Rn  Bˆ:
Notice that by Riesz–Thorin, Beckner and Minkowski we have for a suitable
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Hence, the argument used to prove (3.4) shows that if F is a minimizer for Rn 
Rn  B then










jFð#x1; y; bÞj2 dx1
 
ðbAB; x; yARnÞ; ð4:2Þ
and if f is a minimizer for A; then for xARn; bAB and bˆABˆ;
j f ð#x; bÞj2 ¼
Z
Rn
j f ð#x1; bÞj2 dx1
  Z
B
j f ð#x; b1Þj2 dbðb1Þ
 
;
j f ðx; bˆÞj2 ¼
Z
Rn
j f ðx1; bˆÞj2 dx1
  Z
Bˆ
j f ðx; bˆ1Þj2 d #bðb1Þ
 
; ð4:3Þ
where f ðx; bˆÞ stands for the Fourier transform of f with respect to the second









is a minimizer for A: As in Section 3, we deduce from (4.2) that
there are matrix valued function A and B such that
f ð#x; bÞ ¼ extAðbÞxBðbÞ	xhðbÞ ðxARn; bABÞ ð4:4Þ
But then (4.3) implies that the functions A and B are constant. Hence f is a tensor
product of a translation and a modulation of a Gaussian and a function h on B: By
normalizing the Gaussian we may assume that jjhjj2 ¼ 1: Then it is easy to see that h
is a minimizer for the group B; and therefore has the desired form, by the results of
Section 2.
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