ABSTRACT Detection and classification of any anomaly at its commencement are very crucial for optimal management of assets in power system grids. This paper presents a novel hybrid approach that combines S-transform (ST) and feedforward neural network (FFNN) for the detection and classification of distribution grid faults. In this proposed strategy, the measured three-phase current signals are processed through ST with a view to extracting useful statistical features. The extracted features are then fetched to FFNN in order to detect and classify different types of faults. The proposed approach is implemented in two different test distribution grids modeled and simulated in real-time digital simulator and MATLAB/SIMULINK. The obtained results justify the efficacy of the presented technique for both noise-free and noisy data. In addition, the developed technique is independent of fault resistance, inception angle, distance, and prefault loading condition. Besides, the comparative results confirm the superiority and competitiveness of the developed technique over the available techniques reported in the literature.
I. INTRODUCTION
Fast detection of faults allows the relays to isolate the faulty part from the rest of the power system in order to protect the assets of the faulty part and to continue power supply to the healthy part. In addition, the accurate classification of faults provides necessary information regarding fault location that expedites the required repair works. Consequently, fast and reliable fault detection and classification have become an essential operational requirement of modern electricity grids.
The fault diagnosis techniques for the transmission grids got maturity due to decades of researches and investments, but those techniques cannot be applied to the distribution grids immediately due to their inherent complexities i.e., nonhomogeneity, short-distribution line, the presence of single, double and three-phase laterals. Hence, the researchers developed different fault diagnosis schemes for the distribution grids considering their inherent properties. Among many techniques, Abdel-Akher and Nor [1] successfully analyzed different types of faults employing positive, negative and zero sequence impedances, but the authors did not investigate the effects of the variations of fault resistances and inception angles as well as the presence of measurement noises on the performance of the developed approach. Acácio et al. [2] evaluated the impact of neural network structure in detecting single-line-to-ground faults with reasonable accuracy (~95%) considering the variations of pre-fault loading conditions and fault resistances. However, the authors did not investigate other types of faults. The wide area measurement along with the radial distribution grid information matrix was employed to detect the distribution grid faults in [3] . Cui et al. [4] detected distribution grid faults employing discrete Fourier transform and Kalman filter estimation whereas Li et al. [5] illustrated a cost-effective approach to detect distribution grid faults in real time fashion employing an alarm monitoring center along with a set of wireless distributed measurement units without assessing the accuracy of the developed method. Abdel-Akher and Nor [1] , Acácio et al. [2] , Wang and Wang [3] , Cui et al. [4] , and Li et al. [5] just detected the faults in distribution grids and they did not discuss any fault classification approach. However, Zhang and He [6] used local transient electrical quantities along with modal electrical component and detected and classified faults in the distribution network. The authors only classified the faults in four classes and did not consider the effect of pre-fault loading conditions and measurement noises. A multi-sensor feeder-level fault diagnosis scheme based on principal components analysis and support vector machine (SVM) was presented in [7] by taking into account the effect of the dynamic loading conditions and measurement noises but the authors did not report the computational time of the computationally expensive SVM classifiers.
In addition to the conventional techniques, the combination of signal processing and machine learning tools have drawn a significant attention in analyzing the transients of electricity grids [8] - [10] . Klomjit and Ngaopitakkul [11] developed a wavelet transform based fuzzy logic approach to classify faults in underground distribution grid applying a fixed fault resistance. The accuracy (~89.5%) of the developed classification approach was not promising even though they did not consider the effect of pre-fault loading conditions of variations of fault resistances. Another fault detection technique based on the combination of the time-time transform and the adaptive resonance theory (ART) neural network was illustrated in [12] . Jana and Dutta [13] diagnosed distribution grid faults employing wavelet entropy based neural network approach where the authors generated the faults by varying the fault locations and resistances. A wavelet multi-resolution approach was presented in [14] to diagnose distribution grid faults by varying the fault resistances. Nikoofekr et al. [12] , Jana and Dutta [13] , and Dwivedi et al. [14] managed to classify different types of faults with accuracies of 99.18%, 98.40%, and 94.73 %, but the authors did not investigate the performance of the developed techniques under the presence of measurement noises and variations of pre-fault loading conditions. The time-frequency characteristics of fault waveforms were employed to classify faults in [15] whereas Dehghani et al. [16] combined fuzzy logic and wavelet singular entropy theories to develop an accurate distribution grid fault detection and classification scheme with a view to comparing the obtained results with one-class quartersphere support vector machine (QSSVM), attribute QSSVM, and temporal attribute QSSVM. The authors did not assess the fault diagnosis performance considering the presence of measurement noises, variations of pre-fault loading conditions, fault resistances and inception angles. In addition to the discussed techniques, the combination of wavelet transforms with different machine learning tools including neural network [17] , support vector machine [18] , adaptive neuro-fuzzy inference system [19] , and extreme learning machine [20] were employed to diagnose distribution grid faults.
However, the accuracy of most of the reported techniques was not investigated considering the effect of measurement noises, the variations of pre-fault loading conditions, fault resistances and inception angles. Besides, though the wavelet transform is one of the widely used signal processing tools, sometimes fails to diagnose power system transients accurately under noisy environment [21] whereas the S-Transform combines the advantages of short-term Fourier transform and wavelet transform and analyze power system transients efficiently even under noisy environment [22] - [25] . To the best of the author's knowledge, the implementation of ST in combination with multilayer perceptron feedforward neural networks for detection and classification of the distribution grid faults has not been explored yet considering the effect of measurement noises, the variations of pre-fault loading conditions, fault resistances and inception angles. This paper proposes a novel hybrid technique to detect and classify distribution grid faults by combining S-Transform with multilayer perceptron feedforward neural networks considering the above mentioned issues. The proposed approach extracts useful features employing S-Transform from the recorded current signals and fetches them to neural networks in order to detect and classify distribution grid faults. It is implemented on two different distribution grids considering the variations of pre-fault loading conditions, fault resistances, and inception angles. The performance of the developed approach is also investigated under both noisy and noise-free measurements. The obtained results justify the efficacy of the developed approach and its' independence on fault resistances, inception angles, locations, pre-fault loading conditions and presence of measurement noises.
II. BACKGROUND THEORY A. STOCKWELL TRANSFORM (S-TRANSFORM)
Among many signal processing techniques, Fourier transform (FT) is the most popular one for the analysis of stationary signals. But both discrete and continuous FT provides erroneous information for the non-stationary signals due to the loss of temporal data, though they contain spectral component information. Consequently, advanced signal processing methods including short-term Fourier transform (STFT), wavelet transform (WT), and Stockwell transform (ST) were introduced with a view to analyzing the non-stationary signals effectively. The STFT uses fixed sampling windows that are usually applied for time-frequency analysis but a better time resolution may lead towards worse frequency resolution and vice versa. Conversely, the WT uses relatively bigger windows at lower frequencies and smaller windows at higher frequencies that overcome the resolution problems of the STFT [26] and is very effective in extracting both frequency and time domain information. However, the WT does not contain the phase information of the processed signals and it is sensitive to noise [21] , [27] , [28] . In order to uphold the phase information of the non-stationary signals, Stockwell along with his coworkers developed the ST by combining the advantages of both STFT and WT. The ST provides full timefrequency decomposition for the non-stationary signals that contains the phase information and the absolutely-referenced frequency perfectly. The ST of a given function x(t) can be defined as [28] - [30] :
is the Gaussian window function, 't' and 'τ ' are both time variables, and 'f ' is the frequency. The ST decomposes the signal x(t) into both temporal and frequency components. The coefficients of the ST create full resolutions for each designated frequency and cover the whole temporal axis by selecting the possible values of τ as τ refers the center of the window function. The sizes of the Gaussian windows are adjusted by different values of 'f ' in order to realize multiresolution over different frequencies over the temporal axis. Based on the applications, the ST applies different window functions such as Gaussian window, the bi-Gaussian window, and the hyperbolic window [27] . In Fourier domain the equation (1) can be re-written as [28] - [30] :
Where,
. . , N − 1 with a time sampling interval of T . The discrete FT can be written as [28] - [30] :
Using the above equations and making τ = pT and f = n NT , the ST of the discrete x [kT ] can be written as [28] - [30] :
Where, m, n, p = 0, 1, 2, . . . , N −1 and N is the total number of samples. The discrete inverse of the ST can be obtained as [28] :
The output of the ST is a N × M matrix usually known as S-matrix whose columns pertain to time and rows pertain to frequency. The elements of the S-matrix are complex numbers. However, the energy matrix of the signal x (t) can be calculated with the following equation from the S-matrix.
B. FEEDFORWARD NEURAL NETWORK
The artificial neural networks deal with extremely complex and non-convex problems by mimicking the behaviors of human brains. Their learning speeds are very fast that make them suitable for the real-time analysis of transients of electrical systems. Additionally, the capabilities of parallel computation along with adaptiveness to external disturbances make them the very promising computational tools for analyzing engineering problems [18] , [31] , [32] . In this paper, the feedforward multilayer perceptron (MLP) structure of the neural network has been employed to diagnose the faults of power distribution grids. Besides, the Levenberg-Marquardt algorithm also known as the damped least-squares method has been used as the training function. A typical MLP neural network consisting of input, hidden and output layers are shown in Fig. 1 where the layers are interconnected through modifiable weights and adjustable biases [9] , [33] , [34] . In Fig. 1 , the w nh represents the connecting weights between n th input and h th hidden nodes, the w hm represents the connecting weights between h th hidden and m th output nodes, the b hh represents the bias of h th hidden node and the b ym represents the bias of m th output node. Pseudorandom values are selected for the weights and the biases initially and are updated through supervised learning method in order to reduce the mean squared error.
III. PROPOSED FAULT DETECTION AND CLASSIFICATION APPROACH
At the beginning of the proposed approach, different types of faults such as single-line-to-ground (SLG), line-to-lineto-ground (LLG) and three-phase-to-ground (LLLG) faults were applied on arbitrary locations of the distribution lines of the selected distribution feeders by varying the fault resistances, inception angles, and pre-fault loading conditions. The approach then measured branch currents from the selected branches of the distribution grids and used one pre and one post cycle current signals to produce S-matrix employing ST. Hence, the proposed method produced new matrices namely S max and E max from the S-matrices and the E-matrices as discussed in section 2(A). The S max -matrices contain the maximum absolute values of the columns of the S-matrices and the E max -matrices contain the absolute maximum values of the columns of the energy matrices. Standard statistical techniques were then applied to the mentioned matrices in order to extract important features from the decomposed three-phase current signals. Among many features of the S-matrix, amplitude, gradient of amplitude, energy of different harmonics, standard deviation, entropy, skewness, kurtosis, and mean are widely used features for the detection and the classification of power quality disturbances [35] , [36] . However, in this paper the following features were chosen through a systematical trial and error These selected features were then fed to two MLP neural networks placed one after another as shown in Fig. 2 The first neural network was employed for fault detection purpose whereas the second one was employed to classify the detected faults. Fig. 2 illustrates the proposed fault detection and classification approach.
IV. SIMULATION RESULTS AND DISCUSSIONS
The proposed ST based fault detection and classification approach were applied on two different distribution grids as mentioned earlier. The following parts of this section present the simulation results of the proposed technique along with the brief descriptions of the selected distribution grids. 
A. EXAMPLE 1: A SIMPLIFIED TEST DISTRIBUTION GRID
A simplified distribution network with two distribution transformers, four nodes, a lumped load, a source, and a distribution line was taken as the first test case. Fig. 3 presents the single line diagram (SLD) of the first grid and Table 1 summarizes the technical specifications of the simplified grid. This case was modelled in MATLAB/SIMULINK environment. However, in order to assess the efficacy of the presented technique, both balanced and unbalanced loading conditions were taken into consideration. Additionally, the proposed technique varied the loading condition from −10 % to +10% of the rated load for both balanced and unbalanced loading conditions. 
1) DEMONSTRATION OF PHASE TO GROUND (AG) FAULT
In this section, the feature extraction process of a phase A to ground (AG) fault is illustrated where the fault was applied 10 km away from the sending end with a fault resistance of 15 and the considered sampling frequency was 10 kHz. Then one pre and one post cycle data measured from the sending end from the inception of the fault was processed employing ST. The selected four prominent features obtained through ST from the noisy and the noise-free measurement are shown in Fig. 4 to Fig. 7 . Fig. 4 and Fig. 5 show the maximum absolute values of the column vectors of the S-matrices and the E-matrices, respectively for the decomposed three-phase currents. As can be observed, both features can effectively distinguish the faulty phase from the non-faulty phases. However, though the features are slightly disturbed by the presence of measurement noise, still can easily distinguish the faulty phase from the healthy phases.
Phases in radians corresponding to maximum absolute values of the column vectors of the S-matrices are shown in Fig. 6 . This feature can effectively separate the faulty phase from the others. In addition, the feature is not disturbed by the presence of noise at all. Consequently, it can be considered as one of the most prominent features. Conversly, Fig. 7 presents VOLUME 6, 2018 the maximum absolute values of the row vectors of the S-matrices, this features can also differentiate the faulty phase from the sound phases. Table 2 and Table 3 present the values of the selected features (F 1 -F 5 ) of a single measurement (noisy and noise-free) for all phases during an AG fault case. As can be seen, the features are capable to differentiate faulty phase from the healthy phases. Besides, though some features are slightly affected by the presence of noise, still they can effectively distinguish the faulty phase from the sound phases.
2) DETECTION CAPABILITY OF THE PROPOSED ST-FFNN APPROACH
In order to evaluate the fault detection performance of the proposed method, the extracted features of 200 faulty and 200 non-faulty cases were fetched to the detection neural network. The proposed approach generated the healthy cases by changing the loading conditions only whereas the faulty cases were generated by varying the fault resistances, locations, types, inception angles, and the loading conditions. Besides, the faulty cases include LG (AG, BG, and CG), LLG (ABG, BCG, and CAG), and LLLG (ABCG) faults. The approach measured branch current (three-phase) from the sending end of Example 1 and extracted five features from each phase current as mentioned in Section 3. Eventually, the overall sample size used for the detection neural network was (3 × 5) × (200 × 2) = 15 × 400. In supervised learning process 50%, 10% and 40% of the cases were employed for training, validation and testing purposes, respectfully. In addition, the multilayer perceptron feedforward neural network was tested with a variety of hidden neurons and the 8084 VOLUME 6, 2018 best configuration in terms overall accuracy had five hidden neurons whereas the objective function of the optimization process was to minimize the mean squared error (MSE). Finally, it was observed that the proposed approach separated the faulty cases from their healthy counterparts with 100 % accuracy.
The performance of the developed fault detection approach was also evaluated under noisy environment as in practice the measured data may be affected by the presence of noise. Therefore, three more 15 × 400 sizes datasets were generated by adding additive white Gaussian noise (AWGN) to the measured branch current with the noise levels of 40 dB, 30 dB, and 20 dB SNR. The proposed technique was also capable to separate the faulty and the healthy cases with 100 % accuracy even under noisy environments. However, the degraded performance was observed when the neural network was trained with a very smaller number of cases and/or the number of hidden neurons of the neural network was set to less than three. 
3) CLASSIFICATION CAPABILITY OF THE PROPOSED ST-FFNN APPROACH
To evaluate the fault classification performance, 200 cases for each type of faults such as AG, BG, CG, ABG, BCG, CAG, and ABCG were simulated by varying the fault resistances, locations, inception angles, and the loading conditions. Similar to fault detection problem, fifteen features of each case were extracted employing ST, hence the overall sample size used for the classification problem was (3 × 5) × (200×7) = 15×1400. In the supervised learning procedure to train, validate and test the network 50%, 10%, and 40% data were employed, respectively. To construct the best possible network, the feedforward neural network was tested with a variety of hidden neurons and the best performance was obtained with five hidden neurons in terms of overall accuracy where the objective function of the neural network was to minimize the MSE. Table 4 presents the overall confusion matrix obtained from the classification neural network for noise-free data. The off-diagonal and the diagonal elements of the confusion matrix refer to the unsuccessful and successful classifications, respectively for a specific type of fault. The overall accuracy of the proposed technique was 99.93% that illustrates the effectiveness of the proposed classification approach.
The performance of the proposed fault classification approach was also evaluated under noisy environment. Similar to the detection problem, three more 15 × 1400 datasets were generated by adding 40 dB, 30 dB, and 20 dB SNR noises to the simulated signals. Table 5 summarizes the classification performance of the proposed technique with different level of SNR where the recorded overall accuracy were 99.86%, 99.79%, and 99.79%, respectively. The presented results of Table 4 and Table 5 demonstrates the effectiveness of the proposed approach in classifying different types of faults with an accuracy closer to 100% for both noisy and noise-free measurements.
4) DETECTION AND CLASSIFICATION CAPABILITY UNDER UNBALANCED LOADING CONDITIONS
The efficacy of the proposed technique on the same distribution grid was also evaluated under unbalanced loading conditions. Similar to Part B, the extracted features of 200 healthy and 200 faulty data were fetched to the detection neural network consisting of five hidden neurons. The proposed technique detected the faults with 100% accuracy for both noisy and noise-free measurements. Additionally, the fault classification accuracy was evaluated by feeding data to classification neural network consisting of five hidden neurons. Table 6 summarizes the classification results of the proposed approach for the unbalanced loading conditions. As can be observed, the developed scheme was capable of classifying faults with more than 99.79 % overall accuracy for both noisy and noise-free measurements.
B. EXAMPLE 2: IEEE 13-NODE TEST DISTRIBUTION GRID
After developing the hybrid fault detection and classification scheme in the previous section for a simplified distribution grid, the efficacy of the developed system was also tested on the IEEE 13-node test distribution feeder. Fig. 8 shows the test feeder consisting of an in-line transformer that is connected to unbalanced single, double and three-phase spot and dis- tributed loads, overhead distribution lines and underground cables. Table 7 provides the brief technical specifications of the feeder and the details can be found in [37] - [39] . The test feeder was designed in RSCAD software and simulated in RTDS machine.
The proposed approach applied different types of faults on the mentioned points of Fig. 8 by varying the loading conditions of the test feeder as well as varying the fault resistances and inception angles employing 'batch-mode' option of the RSCAD software. In addition, the proposed approach measured three-phase fault currents from eight different branches as mentioned in Fig. 8 . The measured signals were then processed through ST in MATLAB/SIMULINK environment to extract previously mentioned features. Eventually, it extracted 120 (=8×3×5) features for each fault case. Similarly, the proposed approach extracted features healthy cases by changing the loading conditions of the test distribution feeder. The selected features were then fetched to the detection and classification neural networks. The supervised learning procedure employed 50%, 10%, and 40% samples to train, validate and test both detection and classification neural networks.
1) DETECTION CAPABILITY OF THE PROPOSED ST-FFNN APPROACH
For the fault detection task, 500 faulty cases were generated by varying the fault resistances, inception angles, types and the pre-fault loading conditions. An equal number of nonfaulty cases were also generated varying the loading conditions of the test feeder. Consequently, the proposed approach produced an overall matrix of (8 × 3 × 5) × (500 × 2) = 120 × 1000 size for the detection purpose. The feedforward neural network was then tested with a variety of hidden neurons and the best network consisted of seven neurons in terms overall accuracy. The fault detection results of the proposed technique on the IEEE 13-node test distribution feeder without and with considering the presence of measurement noise are summarized in Table 8 . As can be observed, the approach managed to separate the faulty cases from their non-faulty counterparts with a minimum accuracy of 99.60%. The presented results prove the effectiveness of the developed ST based fault detection approach. 
2) CLASSIFICATION CAPABILITY OF THE PROPOSED ST-FFNN APPROACH
Similarly, for fault classification task, 600 faults of each type were generated by varying the fault resistances, inception angles, locations and the pre-fault loading condition. As mentioned earlier, the presented approach applied seven types of faults. Hence, it produced an overall matrix of (8 × 3 × 5) × (600 × 7) = 120 × 4200 size for the classification neural network. The feedforward neural network was tested with a variety of hidden neurons and the best configuration in terms overall accuracy had eight hidden neurons. The fault classification results of the proposed technique without and with considering the presence of noise are tabulated in Table 9 . As can be seen, the developed approach managed to reach an accuracy of 99.47% for the noise-free measurements. Additionally, the accuracies were 99.33%, 99.14% and 99.02% with the SNR level of 40 dB, 30 dB, and 20 dB, respectively. Consequently, it can be concluded that the overall results confirm the efficacy of the proposed ST based fault classification approach.
C. COMPARISONS OF THE RESULTS AND COMPUTATIONAL TIME
This section compares the proposed ST based fault detection and classification approach with referenced techniques in terms of overall accuracy. The comparisons of the fault 8086 VOLUME 6, 2018 detection and the classification techniques are presented in Table 10 and Table 11 , respectively. As can be observed, most of the referenced techniques detected and classified distribution grid faults with satisfactory accuracy whereas few of them diagnosed faults with lower accuracy. In addition, only very few of the referenced works assessed their performance considering the presence of measurement noises.
However, the fault detection and classification accuracies of the developed scheme exceeded 99.00% in all cases for both examples. Consequently, it can be concluded that the presented technique effectively diagnosed distribution grid faults with better or a competitive accuracy over the referenced works. Furthermore, the proposed approach showed it independency on the pre-fault loading conditions, fault resistances and inception angles, locations and the presence of measurement noises. It is worth mentioning that the proposed approach required an average time of 0.0158 seconds that is less than a cycle of 60 Hz system to extract characteristics features employing ST and to detect and classify faults employing the trained neural networks after receiving the three-phase current signals from different locations of the distribution grids. Hence, it can also be concluded that the developed approach can be implemented in real time in order to detect and classify distribution grid faults.
V. CONCLUSIONS
This paper presented a novel S-Transform based FFNN approach for detection and classification of distribution grid faults. The technique started by extracting useful features from the measured three-phase current signals. The extracted features were then fetched to multilayer perceptron feedforward neural networks for a decision regarding the applied faults. It was observed from the obtained results that the proposed technique detected and classified faults for selected distribution grids with satisfactory accuracy (>99.00%). Additionally, the obtained results confirmed that the proposed technique was independent of fault resistances, inception angles, locations and pre-fault loading conditions. Furthermore, the obtained results justified the superiority and competitiveness of the proposed technique compared to available techniques in the literature for both noisy and noise-free data in terms of overall accuracy. As a part of the future extension, other popular classification tools including probabilistic neural network, support vector machine and extreme learning machine can be explored and compared with the developed ST based FFNN classifier. Besides, the sensitivity of the developed approach can be investigated by incorporating different types of distributed generators in distribution grids. Furthermore, the combination of signal processing techniques and machine learning tools can be employed to identify the faulty section/branch and specific location of the fault on the test distribution feeder. 
