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Abstract
We provide a theoretical treatment of over-specified Gaussian mixtures of experts
with covariate-free gating networks. We establish the convergence rates of the
maximum likelihood estimation (MLE) for these models. Our proof technique is
based on a novel notion of algebraic independence of the expert functions. Drawing
on optimal transport theory, we establish a connection between the algebraic inde-
pendence and a certain class of partial differential equations (PDEs). Exploiting
this connection allows us to derive convergence rates and minimax lower bounds
for parameter estimation.
1 Introduction
Gaussian mixtures of experts, a class of piece-wise regression models introduced by [9, 14, 15],
have found applications in many fields including social science [8, 7, 2], speech recognition [21,
19], natural language processing [3, 24, 18, 19], and system identification [22]. Gaussian
mixtures of experts differ from classical finite Gaussian mixture models in two ways. First,
the mixture components (the “experts”) are regression models, linking the location and scale
of a Gaussian model of the response variable to a covariate vector X via parametric models
h1(X, θ1) and h2(X, θ2), where θ1, θ2 are parameters. Second, the mixing proportions (the
“gating network”) are also functions of the covariate vector X, via a parametric model π(X, γ)
that maps X to a probability distribution over the labels of the experts. The overall model can
be viewed as a covariate-dependent finite mixture. Despite their popularity in applications,
the theoretical understanding of Gaussian mixtures of experts has proved challenging and
lagged behind that of finite mixture models. The inclusion of covariates X in the experts and
the gating networks leads to complex interactions of their parameters, which complicates the
theoretical analysis.
In the setting of finite mixture models, while the early literature focused on identifiability
issues [25, 26, 27, 17], recent work has provided a substantive inferential theory; see for
example [23, 20, 5, 6]. Chen [1] set the stage for these recent developments by establishing a
convergence rate of n−1/4 for parameter estimation in the univariate setting of over-specified
mixture models. Later, Nguyen [20] used the Wasserstein metric to analyze the posterior
convergence rates of parameter estimation for both finite and infinite mixtures. Recently,
Ho et al. [6] provided a unified framework to rigorously characterize the convergence rates
of parameter estimation based on the singularity structures of finite mixture models. Their
results demonstrated that there is a connection between the singularities of these models and
the algebraic-geometric structure of the parameter space.
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Moving to Gaussian mixtures of experts, a classical line of research focused on the identi-
fiability in these models [13] and on parameter estimation in the setting of exact-fitted models
where the true number of components is assumed known [11, 10, 12]. This assumption is,
however, overly strong for most applications; the true number of components is rarely known
in practice. There are two common practical approaches to deal with this issue. The first
approach relies on model selection, most notably the BIC penalty [16]. This approach is, how-
ever, computationally expensive as we need to search for the optimal number of components
over all the possible values. Furthermore, the sample size may not be large enough to support
this form of inference. The second approach is to over-specify the true model, by using rough
prior knowledge to specify more components than is necessary. However, theoretical analysis
is challenging in this setting, given the complicated interaction among the parameters of the
expert functions, a phenomenon that does not occur in the exact-fitted setting of Gaussian
mixtures of experts. Another challenge arises from inhomogeneity—some parameters tend to
have faster convergence rates than other parameters. This inhomogeneity makes it nontrivial
to develop an appropriate distance for characterizing convergence rates.
In the current paper we focused on a simplified setting in which the expert functions are
covariate-dependent, but the gating network is not. We refer to this as the Gaussian mixture
of experts with covariate-free gating functions (GMCF) model. Although simplified, this
model captures the core of the mixtures-of-experts problem, which is the interactions among
the different mixture components. We believe that the general techniques that we develop
here can be extended to the full mixtures-of-experts model—in particular by an appropriate
generalization of the transportation distance to capture the variation of parameters from the
gating networks—but we leave the development of that direction to future work.
1.1 Setting
We propose a general theoretical framework for analyzing the statistical performance of
maximum likelihood estimation (MLE) for parameters in the setting of over-specified Gaus-
sian mixtures of experts with covariate-free gating functions. In particular, we assume that
(X1, Y1), . . . , (Xn, Yn) are i.i.d. samples from a Gaussian mixture of experts with covariate-free
gating functions (GMCF) of order k0, with conditional density function gG0(Y |X):
gG0(Y |X) :=
k0∑
i=1
π0i f(Y |h1(X, θ01i), h2(X, θ02i)), (1)
where G0 :=
∑k0
i=1 π
0
i δ(θ01i,θ02i) is a true but unknown probability measure (mixing measure)
and θ0ji ∈ Ωj ⊂ Rqj for all i, j. We over-specify the true model by choosing k > k0 components.
We estimate G0 under the over-specified GMCF model via maximum likelihood estimation
(MLE). We denote the MLE as Ĝn. Our results reveal a fundamental connection between the
algebraic structure of the expert functions h1 and h2 and the convergence rates of the MLE
through a general version of the optimal transport distance, which refers to as the generalized
transportation distance. A similar distance has been used to study the effect of algebraic
singularities on parameter estimation in classical finite mixtures [6].
1.2 Generalized transportation distance
In contrast to the traditional Wasserstein metric [29], the generalized transportation distance
assigns different orders to each parameter. This special property of generalized transportation
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distance provides us with a tool to capture the inhomogeneity of parameter estimation in
Gaussian mixtures of experts. In order to define the generalized transportation distance, we
first define the semi-metric dκ(., .) for any vector κ = (κ1, . . . , κq1+q2) ∈ Nq1+q2 as follows:
dκ(θ1, θ2) :=
( q1+q2∑
i=1
|θ(i)1 − θ(i)2 |κi
)1/‖κ‖∞
,
for any θi =
(
θ
(1)
i , . . . , θ
(q1+q2)
i
)
∈ Rq1+q2 . Generally, dκ(., .) does not satisfy the standard
triangle inequality. More precisely, when not all κi are identical, dκ satisfies a triangle inequal-
ity only up to some positive constant less than one. When all κi are identical, dκ becomes a
metric.
Now, we let G =
∑k
i=1 πiδ(θ1i,θ2i) be some probability measure. The generalized trans-
portation distance between G and G0 with respect to κ = (κ1, . . . , κq1+q2) ∈ Nq1+q2 is given
by:
W˜κ(G,G0) :=
(
inf
∑
i,j
qijd
‖κ‖∞
κ (ηi, η
0
j )
)1/‖κ‖∞
, (2)
where the infimum is taken over all couplings q between pi and pi0; i.e., where
∑
j qij = πi
and
∑
i qij = π
0
j . Additionally, ηi = (θ1i, θ2i) and η
0
j = (θ
0
1j, θ
0
2j) for all i, j.
In general, the convergence rates of mixing measures under generalized Wasserstein dis-
tance translate directly to the convergence rates of their associated atoms or parameters. More
precisely, assume that there exist a sequence {Gn} and a vector κ = (κ1, . . . , κq1+q2) ∈ Nq1+q2
such that W˜κ(Gn, G0)→ 0 at rate ωn = o(1) as n→∞. Then, we can find a sub-sequence of
Gn such that each atom (support) (θ
0
1i, θ
0
2i) of G0 is the limit point of atoms of Gn. Addition-
ally, the convergence rates for estimating (θ01i)
(u), the uth component of θ01i, are ω
‖κ‖∞/κu
n while
those for estimating (θ02i)
(v) are ω
‖κ‖∞/κq1+v
n for 1 ≤ u ≤ q1 and 1 ≤ v ≤ q2. Furthermore,
the convergence rates for estimating the weights associated with these parameters are ω
‖κ‖∞
n .
Finally, there may exist some atoms of Gn that converge to limit points outside the atoms of
G0. The convergence rates of these limit points are also similar to those for estimating the
atoms of G0.
1.3 Main contribution
The generalized transportation distance in (2) allows us to introduce a notion of algebraic
independence between expert functions h1 and h2 that is expressed in the language of partial
differential equations (PDEs). Using this notion, we are able to characterize the convergence
rates of parameter estimation for several choices of expert functions h1 and h2 when they
are either algebraically independent or not. Our overall contributions in the paper can be
summarized as follows:
• Algebraically independent settings: When the expert functions h1 and h2 are
algebraically independent, we establish the best possible convergence rate of order n−1/4
for W˜κ(Ĝn, G0) (up to a logarithmic factor) where κ = (2, . . . , 2). Furthermore, we
demonstrate that this convergence rate is minimax. That result directly translates to a
convergence rate of n−1/4 for the support of Ĝn.
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• Algebraically dependent settings: When the expert functions h1 and h2 are alge-
braically dependent, we prove that the convergence rates of parameter estimation are
very slow and inhomogeneous. More precisely, the rates of convergence are either deter-
mined by the solvability of a system of polynomial equations or by the admissibility of
a system of polynomial limits. The formulations of these systems depend on the PDEs
that capture the interactions among the parameters for the expert functions. Further-
more, we show that the inhomogeneity of parameter estimation can be characterized
based on the generalized transportation distance.
Organization. The remainder of the paper is organized as follows. In Section 2, we
introduce the problem setup for Gaussian mixtures of experts with covariate-free gating func-
tions. Section 3 establishes convergence rates for parameter estimation and provides global
miximax lower bounds under the algebraically independent setting. In Section 4, we consider
various settings in which the expert functions are algebraically dependent and establish the
convergence rates of parameter estimation under these settings. We provide proofs for a few
key results in Section 5 while deferring the majority of the proofs to the Appendices. Finally,
we conclude in Section 6.
Notation. For any vector x ∈ Rd, we use superscript and subscript notation inter-
changeably, letting x = (x(1), . . . , x(d)) or x = (x1, . . . , xd). Thus, either x
(i) or xi is the
i-th component of x. Additionally, for each x ∈ Rd, we denote xκ =
d∏
i=1
(x(i))κi for any
κ = (κ(1), . . . , κ(d)) ∈ Nd. Finally, for any two vectors x, y ∈ Rd, we write x  y if x(i) ≤ y(i)
for all 1 ≤ i ≤ d and x ≺ y if x  y and x 6= y.
For any two density functions p, q (with respect to the Lebesgue measure µ), the total vari-
ation distance is given by V (p, q) =
1
2
∫
|p(x)− q(x)|dµ(x). The squared Hellinger distance
is defined as h2(p, q) =
1
2
∫
(
√
p(x)−
√
q(x))2dµ(x).
2 Background
In this section, we provide the necessary background for our analysis of the convergence
rates of the MLE under over-specified Gaussian mixtures of experts with covariate-free gating
functions. In particular, in Section 2.1, we define the over-specified Gaussian mixture of
experts with covariate-free gating functions, and in Section 2.2, we establish identifiability
and smoothness properties for these models as well as establishing the convergence rates of
density estimation.
2.1 Problem setup
Let Y ∈ Y ⊂ R be a response variable of interest and let X ∈ X ⊂ Rd be a vector of covariates
believed to have an effect on Y . We start with a definition of identifiable expert functions.
Definition 1. Given Θ ⊂ Rq for some q ≥ 1. We say that an expert function h1 : X ×Θ→ R
is identifiable if h1(X, η1) = h1(X, η2) almost surely for X implies η1 = η2.
Recall that we focus on Gaussian mixtures of experts [9, 14, 15] for which the gating
functions are independent of covariate X. In particular, we denote {f(·|θ, σ)} as the family of
location-scale univariate Gaussian distributions and define our models of interest as follows.
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Definition 2. Assume that we are given two identifiable expert functions h1 : X ×Ω1 → Θ1 ⊂
R and h2 : X ×Ω2 → Θ2 ⊂ R+ where Ωi ⊂ Rqi for given dimensions qi ≥ 1 as 1 ≤ i ≤ 2. Let
{πi}ki=1 denote k weights with
k∑
i=1
πi = 1. We say that (X,Y ) follows a Gaussian mixtures
of experts with covariate-free gating functions (GMCF) of order k, with respect to expert
functions h1, h2 and gating functions πi, if the conditional density function of Y given X has
the following form
gG(Y |X) :=
∫
f (Y |h1(X, θ1), h2(X, θ2)) dG(θ1, θ2)
=
k∑
i=1
πif(Y |h1(X, θ1i), h2(X, θ2i)),
where G =
k∑
i=1
πiδ(θ1i,θ2i) is a discrete probability measure that has exactly k atoms on Ω :=
Ω1 × Ω2.
As an example, when q1 = q2 = d + 1, generalized linear expert functions take the form
h1(X, θ1) = θ
⊤
1 [1,X] and h2(X, θ2) = exp
(
θ⊤2 [1,X]
)
.
Over-specified GMCF Let (X1, Y1), . . . , (Xn, Yn) be i.i.d. draws from a GMCF of order
k0 with conditional density function gG0(Y |X) where G0 :=
∑k0
i=1 π
0
i δ(θ01i,θ02i)
is a true but
unknown probability measure (mixing measure). Since k0 is generally unknown in practice,
one popular approach to estimate the mixing measure G0 is based on over-specifying the
true number of components k0. In particular, we fit the true model with k > k0 number of
components where k is a given threshold that is chosen based on prior domain knowledge.
We refer to this setting as the over-specified GMCF.
Maximum likelihood estimation (MLE) To obtain an estimate of G0, we define the
MLE as follows:
Ĝn := argmax
G∈G
n∑
i=1
log(gG(Yi|Xi)), (3)
where G is some subset of Ok(Ω) := {G =
∑l
i=1 πiδ(θ1i,θ2i) : 1 ≤ l ≤ k}, namely, the set of all
discrete probability measures with at most k components. Detailed formulations of G will be
given later based on the specific structures of expert functions h1 and h2.
Universal assumptions and notation Throughout this paper, we assume that Ω1 and
Ω2 are compact subsets of R
q1 and Rq2 respectively. Additionally, Ω := Ω1 × Ω2 and X is
a random vector and has a given prior density function f(X), which is independent of the
choices of expert functions h1, h2. Furthermore, X is a fixed compact set of Rd. Finally we
denote
pG(X,Y ) := gG(Y |X)f(X)
as the joint distribution (or equivalently mixing density) of X and Y for any G ∈ Ok(Ω).
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2.2 General identifiability, smoothness condition, and density estimation
In order to establish the convergence rates of Ĝn, our analysis relies on three main ingredients:
general identifiability of the GMCF, Ho¨lder continuity of the GMCF up to any order r ≥ 1,
and parametric convergence rates for density estimation under the over-specified GMCF. We
begin with the following result regarding the identifiability of GMCF.
Proposition 1. For given identifiable expert functions h1 and h2, the GMCF is identifiable
with respect to h1 and h2, namely, whenever there are finite discrete probability measures G
and G′ on Ω such that pG(X,Y ) = pG′(X,Y ) almost surely (X,Y ) ∈ X × Y, then it follows
that G ≡ G′.
A second result that plays a central role in analyzing convergence of the MLE in over-
specified GMCF is the uniform Ho¨lder continuity, formulated as follows:
Proposition 2. For any r ≥ 1, the GMCF admits the uniform Ho¨lder continuity up to the
rth order, with respect to the expert functions h1, h2 and prior density function f :
∑
|κ|=r
f(x)
∣∣∣∣( ∂|κ|f∂θκ11 ∂θκ22 (y|h1(x, θ1), h2(x, θ2))
− ∂
|κ|f
∂θκ11 ∂θ
κ2
2
f
(
y|h1(x, θ′1), h2(x, θ′2)
))
γκ
∣∣∣∣ ≤ C‖(θ1, θ2)− (θ′1, θ′2)‖δ‖γ‖r,
for any γ ∈ Rq1+q2 and for some positive constants δ and C that are independent of x, y and
(θ1, θ2), (θ
′
1, θ
′
2) ∈ Ω. Here, κ = (κ1, κ2) ∈ Nq1+q2 where κi ∈ Nqi for any 1 ≤ i ≤ 2.
Finally, when the expert functions h1 and h2 are sufficiently smooth in terms of their
parameters, we can guarantee the parametric convergence rate of density estimation.
Proposition 3. Assume that the expert functions h1 and h2 are twice differentiable with
respect to their parameters. Additionally, assume that there exist positive constants a, γ, γ
such that h1(X, θ1) ∈ [−a, a], h2(X, θ2) ∈ [γ, γ] for all X ∈ X , θ1 ∈ Ω1, θ2 ∈ Ω2. Then, the
following holds:
P(h(pĜn , pG0) > C(log n/n)
1/2) - exp(−c log n) (4)
for universal positive constants C and c that depend only on Ω.
The proof of Proposition 3 is provided in Appendix C.
3 Algebraically independent expert functions
In this section, we consider the MLE in (3) over the entire parameter space Ok(Ω). That
is, we let G = Ok(Ω). To analyze the convergence rates of MLE under over-specified GMCF
we capture the algebraic interaction among the expert functions h1 and h2 via the following
definition.
Definition 3. We say that the expert functions h1, h2 are algebraically independent if they
are twice differentiable with respect to their parameters θ1 and θ2 and the following holds:
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(O.1) For any (θ1, θ2), if we have αi, βuv ∈ R (for 1 ≤ i ≤ q2, and 1 ≤ u, v ≤ q1) such that
βuv = βvu and
q2∑
i=1
αi
∂h22
∂θ
(i)
2
(X, θ2) +
∑
1≤u,v≤q1
βuv
∂h1
∂θ
(u)
1
(X, θ1)
∂h1
∂θ
(v)
1
(X, θ1) = 0,
almost surely in X, then we must also have αi = βuv = 0 for all 1 ≤ i ≤ q2 and
1 ≤ u, v ≤ q1.
Note that in this definition we use the convention that if
∂h22
∂θ
(i)
2
(X, θ2) = 0 almost surely for
some 1 ≤ i ≤ q2, then we have αi = 0. The same convention goes for other derivatives in Con-
dition (O.1). An equivalent way to express the algebraic independence notion in Definition 3
is that the elements in a set of partial derivatives,{
∂h1
∂θ
(u)
1
(X, θ1)
∂h1
∂θ
(v)
1
(X, θ1),
∂h22
∂θ
(i)
2
(X, θ2) : 1 ≤ i ≤ q2, 1 ≤ u, v ≤ q1
}
,
are linearly independent with respect to X. To exemplify Definition 3, consider the following
simple examples of expert functions h1 and h2 that are algebraically independent.
Example 3.1. (a) Let X ⊂ R. If we choose expert functions h1(X, θ1) = θ1X and h22(X, θ2) =
θ2 for all θ1 ∈ Ω1 ⊂ R and θ2 ∈ Ω2 ⊂ R+, then h1 and h2 are algebraically independent.
(b) Let X ⊂ R+. If we choose expert functions h1(X, θ1) = (θ(1)1 + θ(2)1 X)m for all θ1 =
(θ
(1)
1 , θ
(2)
1 ) ∈ Ω1 ⊂ R2, where m > 1 and h22(X, θ2) = θ2X for all θ2 ∈ Ω2 ⊂ R+, then h1, h2
are algebraically independent.
Under the algebraic independence condition for the expert functions h1 and h2, we have
the following result regarding the convergence rates of parameter estimation Ĝn as well as
their corresponding minimax lower bound under the over-specified GMCF model.
Theorem 1. Assume that expert functions h1 and h2 are algebraically independent. Then,
we have:
(a) (Maximum likelihood estimation) There exists a positive constant C0 depending on G0
and Ω such that
P(W˜κ(Ĝn, G0) > C0(log n/n)
1/4) - exp(−c log n),
where κ = (2, . . . , 2) ∈ Nq1+q2 and c is a positive constant depending only on Ω.
(b) (Minimax lower bound) For any κ′such that (1, . . . , 1)  κ′ ≺ κ = (2, . . . , 2),
inf
Gn
sup
G∈Ok(Ω)\Ok0−1(Ω)
EpG
(
W˜κ′(Gn, G)
)
≥ c′n−1/(2‖κ′‖∞).
Here, the infimum is taken over all sequences of estimates Gn ∈ Ok(Ω). Furthermore,
EpG denotes the expectation taken with respect to the product measure with mixture
density pnG, and c
′ stands for a universal constant depending only on Ω.
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The proof of Theorem 1 is deferred to Section 5.1.
Remark: First, part (a) of Theorem 1 establishes a convergence rate of n−1/4 (up to a
logarithmic factor) of Ĝn to G0 under the generalized transportation distance W˜κ while part
(b) of the theorem indicates that this convergence rate is minimax. The convergence rate
n−1/4 of Ĝn suggests that the rate of estimating individual components (β
0
1i)
(u) and (β02i)
(v) is
n−1/4 for 1 ≤ u ≤ q1 and 1 ≤ v ≤ q2. The main reason for these slow convergence rates is the
singularity of Fisher information matrix for these components. Such a singularity phenomenon
is caused by the effect of fitting the true model by larger model, a phenomenon which has been
observed previously in traditional mixture models settings under strong identifiability [1, 20].
Second, we would like to emphasize that Theorem 1 is not only of theoretical interest.
Indeed, it provides insight into the choice of expert functions that are likely to have favorable
convergence in practice. When the expert functions are not algebraically independent, we
demonstrate in the next section that the convergence rates of parameter estimation in over-
specified GMCF are very slow and depend on a notion of complexity level of over-specification.
4 Algebraically dependent expert functions
In the previous section we established a convergence rate n−1/4 for the MLE as well as a
minimax lower bound when the expert functions h1 and h2 are algebraically independent. In
many scenarios, however, the expert functions are taken to be algebraically dependent. Here
we show that in these settings the convergence rates of the MLE can be much slower than
n−1/4.
To simplify our proofs in the algebraically-dependent case, we focus on the case in which
the MLE is restrained to a parameter space G that has the following structure:
G = Ok,c¯0(Ω) = {G =
l∑
i=1
πiδ(θ1i,θ2i) : 1 ≤ l ≤ k and πi ≥ c0 ∀i}.
That is, we consider the set of discrete probability measures with at most k components such
that their weights are lower bounded by c0 for some given sufficiently small positive number c0.
Under this assumption, the true but unknown mixing measure G0 =
k0∑
i=1
π0i δ(θ01i,θ02i)
∈ Ek0(Ω)
is assumed to have π0i ≥ c0 for 1 ≤ i ≤ k0.
4.1 Linear expert functions and uniform convergence rates of the MLE
In this section, we consider a few representative examples involving expert functions h1 and
h2 that are algebraically dependent. We establish the corresponding convergence rates of the
MLE for these examples. Our analysis will be divided into two distinct choices for h2: when
h2 is covariate independent and when h2 depends on the covariate.
4.1.1 Covariate-independent expert function h2
We first consider an algebraic dependence setting where the expert function h2 is independent
of the covariate X.
Example 4.1. Let the expert functions be h1(X|θ1) = θ(1)1 + θ(2)1 X for all θ1 = (θ(1)1 , θ(2)1 ) ∈
Ω1 ⊂ R2 and h22(X|θ2) = θ2 for all θ2 ∈ Ω2 ⊂ R+. These expert functions h1 and h2 are
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algebraically dependent, as characterized via the following PDE relating h1 and h2(
∂h1
∂θ
(1)
1
(X, θ1)
)2
=
∂h22
∂θ2
(X, θ2), (5)
for all θ1 and θ2.
Let r := r(k − k0 + 1) be the minimum value of r such that the following system of
polynomial equations:
k−k0+1∑
j=1
∑
n1,n2
c2ja
n1
j b
n2
j
n1!n2!
= 0 for each α = 1, . . . , r, (6)
does not have any nontrivial solution for the unknown variables (aj , bj , cj)
k−k0+1
j=1 . The ranges
of n1 and n2 in the second sum consist of all natural pairs satisfying the equation n1+2n2 = α.
A solution to the above system is considered nontrivial if all of variables cj are non-zeroes,
while at least one of the aj is non-zero.
Our use of the parameter r builds on earlier work by [6] who used it to establish convergence
rates in the setting of over-specified Gaussian mixtures. The following theorem shows that r
plays a role in our setting in both the upper bound for the convergence of the MLE and in
the minimax lower bound.
Theorem 2. Given expert functions h1(X|θ1) = θ(1)1 + θ(2)1 X for θ1 = (θ(1)1 , θ(2)1 ) ∈ Ω1 ⊂ R2
and h22(X|θ2) = θ2 for θ2 ∈ Ω2 ⊂ R+, the following holds:
(a) (Maximum likelihood estimation) There exists a positive constant C0 depending only on
G0 and Ω such that
P
(
W˜κ(Ĝn, G0) > C0(log n/n)
1/2r
)
- exp(−c log n),
where κ = (r, 2, ⌈r/2⌉) and r is defined in (6). Here, c is a positive constant depending
only on Ω.
(b) (Minimax lower bound) For any κ′such that (1, 1, 1)  κ′ ≺ κ = (r, 2, ⌈r/2⌉),
inf
Gn
sup
G∈Ok(Ω)\Ok0−1(Ω)
EpG
(
W˜κ′(Gn, G)
)
% n−1/(2‖κ
′‖∞).
The proof of Theorem 2 is in Section 5.2.
Remark: First, the convergence rates of MLE in part (a) of Theorem 2 demonstrate that
the best possible convergence rates of estimating (θ01i)
(1), (θ01i)
(2), and θ02i are not uniform.
In particular, the rates for estimating (θ01i)
(1) and (θ01i)
(2) are n−1/2r and n−1/4, respectively,
while the rate for estimating θ02i is n
−1/2⌈r/2⌉ (up to a logarithmic factor) for all 1 ≤ i ≤ k0.
Therefore, estimation of the second component of θ01i is generally much faster than estimation
of the first component of θ01i and θ
0
2i. As is seen in the proof, the slow convergence of (θ
0
1i)
(1)
and θ02i arises from the way in which the structure of the PDE (5) captures the statistically
relevant dependence of the expert functions h1 and h2. In particular, the PDE shows that
(θ01i)
(1) and θ02i are linearly dependent, but, since the second component of θ
0
2i is associated
with the covariate X, it does not have any interaction with θ02i, which explains why it enjoys
a much faster convergence rate than the other parameters.
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Second, if we choose expert functions h1(X, θ1) = θ
(1)
1 + θ
(2)
1 X + . . . + θ
(q1)
1 X
q1 for any
q1 ≥ 2 and h22(X, θ2) = θ2 where θ1 = (θ(1)1 , . . . , θ(q1)1 ), then with a similar argument we obtain
that the best possible convergence rates for estimating (θ01i)
(j) for j 6= 1 are n−1/4 for all
1 ≤ i ≤ k0 while those for (θ01i)(1) and θ02i are n−1/2r and n−1/2⌈r/2⌉, respectively (up to a
logarithmic factor).
4.1.2 Covariate-dependent expert function h2
We now turn to the setting of algebraic dependence between the parameters associated with
covariate X in h1 and the parameters of h2.
Example 4.2. Define expert functions h1(X, θ1) = θ
(1)
1 +θ
(2)
1 X for all θ1 = (θ
(1)
1 , θ
(2)
1 ) ∈ Ω1 ⊂
R
2 and h22(X, θ2) = θ
(1)
2 + θ
(2)
2 X
2, for all θ2 = (θ
(1)
2 , θ
(2)
2 ) ∈ Ω2 ⊂ R2 such that θ(1)2 , θ(2)2 ≥ 0
and θ
(1)
2 + θ
(2)
2 ≥ γ for some positive constant γ. We have the following PDE for these expert
functions: (
∂h1
∂θ
(1)
1
(X, θ1)
)2
=
∂h22
∂θ
(1)
2
(X, θ2), (7)(
∂h1
∂θ
(2)
1
(X, θ1)
)2
=
∂h22
∂θ
(2)
2
(X, θ2), (8)
which shows that h1 and h2 are algebraically dependent.
The main distinction between Example 4.2 and Example 4.1 is that we have the covariate
X2 in the formulation of the expert function h2 in Example 4.2. This inclusion leads to a
rather rich spectrum of convergence rates for the MLE. To illustrate these convergence rates,
we consider two distinct cases for the expert function h2:
• without offset: θ(1)2 = 0, i.e., h22(X, θ2) = θ(2)2 X2.
• with offset: θ(1)2 is taken into account; i.e., h22(X, θ2) = θ(1)2 + θ(2)2 X2.
Theorem 3. (Without offset) Let r be defined as in (6). Given expert functions h1(X, θ1) =
θ
(1)
1 + θ
(2)
2 X for θ1 = (θ
(1)
1 , θ
(2)
1 ) ∈ Ω1 ⊂ R2 and h22(X, θ2) = θ2X2 for θ2 ∈ Ω2 ⊂ R+, we have:
(a) (Maximum likelihood estimation) There exists a positive constant C0 depending only on
G0 and Ω such that
P
(
W˜κ(Ĝn, G0) > C0(log n/n)
1/2r
)
- exp(−c log n),
where κ = (2, r, ⌈r/2⌉). Here, c is a positive constant depending only on Ω.
(b) (Minimax lower bound) For any κ′ such that (1, 1, 1)  κ′ ≺ κ = (2, r, ⌈r/2⌉),
inf
Gn
sup
G∈Ok(Ω)\Ok0−1(Ω)
EpG
(
W˜κ′(Gn, G)
)
% n−1/(2‖κ
′‖∞).
The proof of Theorem 3 is deferred to Appendix A.1.
In contrast to the setting of Theorem 2, the expert function h2 is now a function ofX
2. The
convergence rate of Ĝn in Theorem 3 demonstrates that the convergence rates for estimating
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(θ01i)
(1), (θ01i)
(2), and θ02i are n
−1/4, n−1/2r, and n−1/2⌈r/2⌉, respectively, for all 1 ≤ i ≤ k0.
Therefore, with the formulation of expert functions given in Theorem 3, estimation of the
first component of θ01i is much faster than estimation of the second component of θ
0
1i. This
is in contrast to the results in Theorem 2. A high-level explanation for this phenomenon is
again obtained by considering the PDE structure, which in this case is given by (8):(
∂h1
∂θ
(2)
1
(X, θ1)
)2
=
∂h22
∂θ2
(X, θ2).
Such a structure implies the dependence of the second component of θ01i and θ
0
2i; therefore,
there exists a strong interaction between (θ01i)
(2) and θ02i in terms of their convergence rates.
On the other hand, the first component of θ01i and θ
0
2 are linearly independent, which implies
that there is virtually no interaction between these two terms. As a consequence, (θ01i)
(1) will
enjoy much faster convergence rates than (θ01i)
(2) and θ02i.
In contrast to the setting without an offset term in the expert function h2, the convergence
rate of the MLE under the setting with the offset term in h2 suffers from two ways: one which
is captured by the PDE structure with respect to θ
(1)
1 and θ
(1)
2 in (7) and another from the
PDE structure with respect to θ
(2)
1 and θ
(2)
2 in (8).
Theorem 4. (With offset) Let r be defined as in (6). Given expert functions h1(X|θ1) =
θ
(1)
1 +θ
(2)
1 X for θ1 = (θ
(1)
1 , θ
(2)
2 ) ∈ Ω1 ⊂ R2 and h22(X|θ2) = θ(1)2 +θ(2)2 X2 for θ2 = (θ(1)2 , θ(2)2 ) ∈
Ω2 ⊂ R2 such that θ(1)2 , θ(2)2 ≥ 0 and θ(1)2 + θ(2)2 ≥ γ for some given positive γ, we have:
(a) (Maximum likelihood estimation) There exists a positive constant C0 depending only on
G0 and Ω such that
P
(
W˜κ(Ĝn, G0) > C0(log n/n)
1/2r
)
- exp(−c log n), (9)
where κ = (r, r, ⌈r/2⌉, ⌈r/2⌉). Here, c is a positive constant depending only on Ω.
(b) (Minimax lower bound) For any κ′ such that (1, 1, 1, 1)  κ′ ≺ κ = (r, r, ⌈r/2⌉, ⌈r/2⌉),
inf
Gn
sup
G∈Ok(Ω)\Ok0−1(Ω)
EpG
(
W˜κ′(Gn, G)
)
% n−1/(2‖κ
′‖∞).
The proof of Theorem 4 is given in Appendix A.2.
Note that when there is an offset term in the expert function h2, the convergence rate of
Ĝn suggests that the convergence rates for estimating (θ
0
1i)
(1), (θ01i)
(2), (θ02i)
(1), and (θ02i)
(2)
are n−1/2r, n−1/2r, n−1/2⌈r/2⌉, and n−1/2⌈r/2⌉, respectively, for all 1 ≤ i ≤ k0. In comparison
to the convergence rate n−1/4 for estimating (θ01i)
(2) under the setting without covariate X2
in h2 in Theorem 2, the convergence rate n
−1/2r for estimating (θ01i)
(2) under the setting of
Theorem 4 is much slower. Furthermore, the convergence rate n−1/2r for estimating (θ01i)
(2)
in the setting of Theorem 4 is much slower than the corresponding rate n−1/4 for estimating
(θ01i)
(2) in the setting of Theorem 3.
Note also that if we choose more general expert functions, h1(X, θ1) = θ
(1)
1 + θ
(2)
1 X +
. . . + θ
(q1)
1 X
q1 , for any q1 ≥ 1 and h22(X, θ2) = θ(1)2 + θ(2)2 X2 + . . . + θ(q1)2 X2q1 , where θ1 =
(θ
(1)
1 , . . . , θ
(q1)
1 ) and θ2 = (θ
(1)
2 , . . . , θ
(q1)
2 ), i.e., letting q2 = q1, then we also obtain that the
best possible convergence rates for estimating (θ01i)
(j) are n−1/2r while those for estimating
11
(θ02i)
(j) are n−1/2⌈r/2⌉ for all 1 ≤ i ≤ k0 and 1 ≤ j ≤ q1. Such results can be explained by the
following system of PDEs characterizing the dependence between θ
(i)
1 and θ
(i)
2 for 1 ≤ i ≤ q1:(
∂h1
∂θ
(i)
1
(X, θ1)
)2
=
∂h22
∂θ
(i)
2
(X, θ2), for all 1 ≤ i ≤ q1,
for any (θ1, θ2).
4.2 Nonlinear expert functions and non-uniform convergence rates of MLE
Thus far we have considered various algebraic dependence settings for linear expert functions
h1 and h2 with respect to their parameters. Under these settings, the convergence rates of
the MLE are uniform; i.e., they are independent of the values of the true mixing measure G0.
In this section, we demonstrate that in the case of nonlinear expert functions h1 and h2 that
are algebraically dependent, the convergence rates of Ĝn strongly depend on the values of G0.
The specific setting that we consider is when h1 is nonlinear in terms of its parameter
θ1 while h2 is independent of the covariate X. In that setting, we have the following simple
example of algebraically dependent expert functions:
h1(X, θ1) =
(
θ
(1)
1 + θ
(2)
1 X
)2
, h22(X|θ2) = θ2, (10)
for all θ1 = (θ
(1)
1 , θ
(2)
1 ) ∈ Ω1 = [0, τ 1]× [0, τ 2] and θ2 ∈ Ω2 ⊂ R+ where τ1, τ2 are given positive
numbers. Here, the choice regarding the ranges of θ1 is to ensure that the expert function h1
is identifiable with respect to its parameter θ1. The following result shows that the expert
functions h1 and h2 are algebraically dependent.
Proposition 4. Assume that the expert functions h1 and h2 take the forms in (10). Then
the expert functions h1 and h2 are algebraically dependent, as captured in the following PDE
that relates h1 and h2: (
∂h1
∂θ
(1)
1
(X, θ1)
)2
= 4(θ
(1)
1 )
2∂h
2
2
∂θ2
(X, θ2), (11)
for all θ1 = (θ
(1)
1 , 0) and θ2.
Unlike the previous PDEs in (5), (7), and (8), which hold for all (θ1, θ2), the PDE in (11)
holds only under a special structure for θ1; namely, θ1 = (θ
(1), 0), where the second component
of θ1 needs to be zero. Such a special structure of the PDE leads to an interesting phase
transition regarding the convergence rates of the MLE under specific values of true mixing
measure G0. In order to capture this phase transition precisely, we distinguish two separate
settings of G0:
• Nonlinearity setting I: As long as there exists (θ01i)(2) = 0 for some 1 ≤ i ≤ k0, we
have (θ01i)
(1) = 0.
• Nonlinearity setting II: There exists θ01i such that (θ01i)(1) 6= 0 and (θ01i)(2) = 0 for
some index 1 ≤ i ≤ k0.
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4.2.1 Nonlinearity setting I
Under the nonlinearity setting I for the true mixing measure G0, we have the following result
regarding the convergence rate of the MLE.
Theorem 5. Let the expert functions h1 and h2 be defined as in (10). Under the nonlinearity
setting I for G0, the following holds:
(a) (Maximum likelihood estimation) There exists a positive constant C0 depending only on
G0 and Ω such that
P(W˜κ(Ĝn, G0) > C0(log n/n)
1/4) - exp(−c log n),
where κ = (2, 2, 2). Here, c is a positive constant depending only on Ω.
(b) (Minimax lower bound) For any κ′ such that (1, 1, 1)  κ′ ≺ κ = (2, 2, 2),
inf
Gn∈G1
sup
G∈G1
EpG
(
W˜κ′(Gn, G)
)
% n−1/(2‖κ
′‖∞),
where the structure of the parameter space G1 ⊂ Ok(Ω)\Ok0−1(Ω) is given by
G1 =
{
G =
k′∑
i=1
πiδ(θ1i,θ2i) : k0 ≤ k′ ≤ k and as long as θ(2)1i = 0 for some 1 ≤ i ≤ k′,
then θ
(1)
1i = 0
}
.
The proof of Theorem 5 is provided in Appendix A.4.
Under the nonlinearity setting I for G0, the result of Theorem 5 suggests that the conver-
gence rates for estimating (θ01i)
(1), (θ01i)
(2), and θ02i are n
−1/4. These convergence rates match
those under the settings in which the expert functions h1 and h2 are algebraically indepen-
dent. This phenomenon arises because there is no linkage between θ01i and θ
0
2i in the PDE for
the nonlinearity setting I.
4.2.2 Nonlinearity setting II
Unlike the nonlinearity setting I of G0, the convergence rate of MLE under nonlinearity setting
II is more complicated to analyze due to the existence of the zero-valued coefficient (θ01i)
(2)
for some 1 ≤ i ≤ k0. To simplify the presentation, we first start with a result regarding the
structure of the partial derivatives of f when the second component of θ1 is zero. We then
define an inhomogeneous system of polynomial limits based on this structural assumption to
analyze the behavior of the MLE. Finally, we state a formal convergence rate result of the
MLE under the general nonlinearity setting II for G0.
Partial derivative structures Since there exists a zero-valued coefficient (θ01i)
(2) for some
1 ≤ i ≤ k0 under the nonlinearity setting II of G0, we will focus on understanding the
partial derivatives of f when the second component of θ1 is 0, i.e., θ
(2)
1 = 0. To facilitate the
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discussion, we firstly consider a few specific simple examples of these derivatives:
∂f
∂θ
(1)
1
= 2θ
(1)
1
∂f
∂h1
,
∂f
∂θ
(2)
1
= 2θ
(1)
1 X
∂f
∂h1
,
∂f
∂θ2
=
∂f
∂h22
=
1
2
∂2f
∂h21
,
∂2f
∂(θ
(1)
1 )
2
= 2
∂f
∂h1
+ 4(θ
(1)
1 )
2 ∂
2f
∂h21
,
∂f
∂(θ
(2)
1 )
2
= 2X2
∂f
∂h1
+ 4(θ
(1)
1 )
2X2
∂2f
∂h21
,
∂2f
∂θ22
=
∂2f
∂h42
=
1
4
∂4f
∂h41
,
∂3f
∂(θ
(1)
1 )
3
= 12θ
(1)
1
∂2f
∂h21
+ 8(θ
(1)
1 )
3∂
3f
∂h31
.
Here, we suppress the condition on h1(X, θ1) and h2(X, θ2) in the notation to simplify the
presentation. From this computation, it is clear that ∂f
∂θ
(1)
1
, ∂f∂θ2 , and
∂2f
∂(θ
(1)
1 )
2
are not linearly
independent with respect to X and Y . This dependence among these partial derivatives
underlies the complex behavior of the MLE in this setting.
By iterating this computation of partial derivatives of f up to a high order, we obtain the
following key lemma generalizing the structure of partial derivatives of f with respect to θ
(1)
1
and θ2.
Lemma 1. Assume that θ
(2)
1 = 0. For any value of θ
(1)
1 6= 0, θ2, and γ = (γ1, γ2) ∈ N2, the
following holds:
(a) When γ1 is an odd number, we have:
∂|γ|f
∂(θ
(1)
1 )
γ1∂θγ22
(Y |h1(X, θ1), h2(X, θ2))
=
1
2γ2
( (γ1−1)/2∑
u=0
P (γ1)u (θ
(1)
1 )
∂
γ1+1
2
+u+2γ2f
∂h
γ1+1
2
+u+2γ2
1
(Y |h1(X, θ1), h2(X, θ2))
)
.
(b) When γ1 is an even number, then:
∂|γ|f
∂(θ
(1)
1 )
γ1∂θγ22
(Y |h1(X, θ1), h2(X, θ2))
=
1
2γ2
( γ1/2∑
u=0
P (γ1)u (θ
(1)
1 )
∂
γ1
2
+u+2γ2f
∂h
γ1
2
+u+2γ2
1
(Y |h1(X, θ1), h2(X, θ2))
)
.
Here, P
(γ1)
u (θ
(1)
1 ) are polynomials in terms of θ
(1)
1 that satisfy the following iterative equations:
P
(1)
0 (θ
(1)
1 ) := 2θ
(1)
1 , P
(γ1+1)
0 (θ
(1)
1 ) :=
∂P
(γ1)
0
∂θ
(1)
1
(θ
(1)
1 ),
P (γ1+1)τ (θ
(1)
1 ) := 2θ
(1)
1 P
(γ1)
τ−1 (θ
(1)
1 ) +
∂P
(γ1)
τ−1
∂θ
(1)
1
(θ
(1)
1 ),
for any 1 ≤ u ≤ (γ1 − 1)/2 when γ1 is an odd number or for any 1 ≤ u ≤ (γ1 − 2)/2 such
that γ1 is an even number. Additionally, P
(γ1+1)
(γ1+1)/2
(θ
(1)
1 ) = 2θ
(1)
1 P
(γ1)
(γ1−1)/2
(θ
(1)
1 ) if γ1 is an odd
number while P
(γ1+1)
γ1/2
(θ
(1)
1 ) = 2θ
(1)
1 P
(γ1)
(γ1−2)/2
(θ
(1)
1 ) when γ1 ≥ 2 is an even number.
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Inhomogeneous system of polynomial limits Given the specifications of the polynomi-
als P
(γ1)
τ (θ
(1)
1 ) in Lemma 1, we define a system of polynomial limits that is useful for studying
convergence rates under the nonlinearity setting II as follows. Assume that we are given s ∈ N
and 3s sequences {ai,n}n≥1, {bi,n}n≥1, and {ci,n}n≥1 such that ai,n → 0, bi,n → 0 as n → ∞
for 1 ≤ i ≤ s, while ci,n ≥ 0 as 1 ≤ i ≤ s and
s∑
i=1
ci,n ≤ c for some given c > 0. For each θ(1)1
and r ∈ N, we denote the following inhomogeneous system of polynomial limits:
∑
γ1,γ2,u
P
(γ1)
u (θ
(1)
1 )
2γ2
(
s∑
i=1
ci,n
aγ1i,nb
γ2
i,n
γ1!γ2!
)
s∑
i=1
ci,n
(
|ai,n|r + |bi,n|⌈r/2⌉
) → 0, (12)
as n→∞ for all 1 ≤ l ≤ 2r where the summation with respect to γ1, γ2, u in the numerator
satisfies γ1/2+u+2γ2 = l, u ≤ γ1/2 when γ1 is an even number while (γ1+1)/2+u+2γ2 = l,
u ≤ (γ1 − 1)/2 when γ1 is an odd number. Additionally, γ1 + γ2 ≤ r.
From these conditions, it is clear that the system of polynomial limits (12) contains exactly
2r polynomial limits. For example, when r = 2, the system of polynomial limits contains four
polynomial limits, which take the following form:( s∑
i=1
ci,na
2
i,n + 2θ
(1)
1
s∑
i=1
ci,nai,n
)/( s∑
i=1
ci,n
(
|ai,n|2 + |bi,n|
))
→ 0,
(
4(θ
(1)
1 )
2
( s∑
i=1
ci,na
2
i,n
)
+
s∑
i=1
ci,nbi,n
)/( s∑
i=1
ci,n
(
|ai,n|2 + |bi,n|
))
→ 0,
θ
(1)
1
( s∑
i=1
ci,nai,nbi,n
)/( s∑
i=1
ci,n
(
|ai,n|2 + |bi,n|
))
→ 0,
( s∑
i=1
ci,nb
2
i,n
)/( s∑
i=1
ci,n
(
|ai,n|2 + |bi,n|
))
→ 0.
Studying system of polynomial limits In general, when r is large, the system of polyno-
mial limits (12) does not have a solution; i.e., not all the polynomial limits go to zero. We can
therefore find a smallest value of r such that this system of polynomial limits has no solution.
This motivates the following definition that plays a key role in obtaining a convergence rate
for the MLE.
Definition 4. For any s ≥ 1 and θ(1)1 , define r˜(θ(1)1 , s) as the smallest positive integer r such
that system of polynomial limits (12) does not hold for any choices of sequences {ai,n}n≥1,
{bi,n}n≥1, and {ci,n}n≥1.
In general, determining the exact value of r˜(θ
(1)
1 , s) is difficult as the system of polynomial
limits (12) is intricate. In the following lemma, we demonstrate that we can obtain an upper
bound of r˜(θ
(1)
1 , s) based on the system of polynomial equations (6), for any s ≥ 1 and θ(1)1 6= 0.
Lemma 2. For a general value of s ≥ 2 and for all θ(1)1 6= 0, we have
3 ≤ r˜(θ(1)1 , s) ≤ r(s),
where r(s) is defined as in (6).
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Convergence rates of MLE Equipped with the definition of r˜(θ
(1)
1 , s), we have the fol-
lowing result for the convergence rate of the MLE under the nonlinearity setting II.
Theorem 6. Given the nonlinearity setting II for G0 and the expert functions h1 and h2
in (10), we define A := {i ∈ [k0] : (θ01i)(1) 6= 0 and (θ01i)(2) = 0} and
imax := argmax
i∈A
r˜((θ01i)
(1), k − k0 + 1).
Additionally, we denote r˜sin := r˜((θ
0
1imax
)(1), k− k0+1). Then, there exists a positive constant
C0 depending only on G0 and Ω such that
P(W˜κ(Ĝn, G0) > C0(log n/n)
1/2 r˜sin) - exp(−c log n),
where κ = (˜rsin, 2, ⌈˜rsin /2⌉).
The proof of Theorem 6 is in Appendix A.5.
A few comments are in order. First, the result of Theorem 6 indicates that the convergence
rates for estimating (θ01i)
(1), (θ01i)
(2), θ02i are n
−1/2 r˜sin , n−1/4, and n−1/2⌈˜rsin /2⌉, respectively, for
1 ≤ i ≤ k0. The slow convergence rates of estimating (θ01)(1) and θ02 under nonlinearity setting
II is captured by the PDE (11), which indicates that (θ01i)
(1) and θ02i are linearly dependent
when the second component of θ01i is zero.
Second, since r˜sin ≤ r = r(k− k0+1), the convergence rates for estimating (θ01i)(1) and θ02i
under the settings of expert functions h1 and h2 in (10) may be faster than those of (θ
0
1i)
(1)
and θ02i under the choice of expert functions h1 and h2 in Example 4.1, i.e., h1(X|θ1) =
θ
(1)
1 + θ
(2)
1 X and h
2
2(X|θ2) = θ2. Therefore, parameter estimation when h1 is quadratic in
terms of θ
(1)
1 + θ
(2)
1 X is generally easier than when h1 is linear in terms of θ
(1)
1 + θ
(2)
1 X.
General picture In general, if we have an expert function h1(X|θ1) = (θ(1)1 + θ(2)1 X)m
for some positive integer m ≥ 1, and expert function h2 is independent of covariate X as
in (10), then we also have that h1 and h2 are algebraically dependent. The corresponding
PDE strucure is the following:(
∂h1
∂θ
(1)
1
(X, θ1)
)2
= m2(θ
(1)
1 )
2(m−1) ∂h
2
2
∂θ2
(X, θ2), (13)
for all θ1 = (θ
(1)
1 , 0) and θ2. This PDE structure captures a phase transition between nonlin-
earity setting I and nonlinearity setting II. More precisely, we can check that the convergence
rate of Ĝn will be n
−1/4, which is similar to that in Theorem 5 under the nonlinearity setting
I. Under the nonlinearity setting II, the convergence rates of Ĝn are again determined by a
system of polynomial limits, which is dependent on m and much more complicated than that
in (12). A useful insight that arises from these systems is that the convergence rates of (θ01i)
(1)
and θ02i are better than n
−1/2r and n−1/2⌈r/2⌉ respectively while that of (θ01i)
(2) is n−1/4 for
any 1 ≤ i ≤ k0. As a consequence, the convergence rates for parameter estimation when
m ≥ 2 are always better than m = 1.
5 Proofs of key results
In this section, we provide the proofs of the key theoretical results in the paper while deferring
the rest to the Appendices. Our proof techniques build on previous work for establishing the
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convergence rates for parameter estimation under traditional finite mixture models [1, 5, 6]
and are based on using a generalized transportation distance to provide controls on various
Taylor expansions. We begin with a lemma that presents a general strategy for obtaining
convergence rates and minimax lower bounds.
Lemma 3. (a) (MLE estimation) Assume that there exists some κ ∈ Nq1+q2 such that
inf
G∈G
h(pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0, (14)
where G is a subset of Ok(Ω) for the over-fitted setting of the GMCF model. Then there exists
some positive constant C0 depending only on G0 and Ω such that
P(W˜κ(Ĝn, G0) > C0(log n/n)
1/2‖κ‖∞) - exp(−c log n),
where c is a positive constant depending only on Ω.
(b) (Minimax lower bound) Assume that inequality (14) holds for any G0 ∈ G. Furthermore,
as long as G0 ∈ G, the following holds
inf
G∈G
h(pG, pG0)/W
‖κ′‖∞
κ′ (G,G0) = 0 (15)
for all κ′ ≺ κ. Then, for any κ′such that (1, . . . , 1)  κ′ ≺ κ,
inf
Gn∈G
sup
G∈G\Ok0−1(Ω)
EpG
(
W˜κ′(Gn, G)
)
≥ c′n−1/(2‖κ′‖∞).
Here, EpG denotes the expectation taken with respect to product measure with mixture density
pnG, and c
′ stands for a universal constant depending on Ω.
The proof of part (a) in Lemma 3 is straightforward from the parametric convergence rate
of h(pĜn , pG0) established in Proposition 3. The proof of part (b) in Lemma 3 is a standard
application of Le Cam’s Lemma utilized in previous work [6]. We therefore omit the proof of
Lemma 3 for the brevity of presentation.
5.1 Proof of Theorem 1
Given Lemma 3, we obtain the conclusion of Theorem 1, by demonstrating the following
results:
inf
G∈Ok(Ω)
h(pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0, (16)
inf
G∈Ok(Ω)
h(pG, pG0)/W˜
‖κ′‖∞
κ′ (G,G0) = 0 (17)
for any κ′ ≺ κ where κ = (2, . . . , 2).
5.1.1 Proof for inequality (16)
The proof of (16) is divided into two parts: local structure and global structure.
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Local structure We first demonstrate that inequality (16) holds when W˜κ(G,G0) is suffi-
ciently small. It is equivalent to verify that
lim
ǫ→0
inf
G∈Ok(Ω):W˜κ(G,G0)≤ǫ
h(pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0.
Due to the standard lower bound h ≥ V , it is sufficient to show that
lim
ǫ→0
inf
G∈Ok(Ω):W˜κ(G,G0)≤ǫ
V (pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0.
Assume that the above statement does not hold. This implies that we can find a sequence
Gn ∈ Ok(Ω) such that V (pGn , pG0)/W˜ ‖κ‖∞κ (Gn, G0)→ 0 and W˜κ(Gn, G0)→ 0 as n→∞. As
being demonstrated in Lemma 4 in Appendix B, we can assume the sequence Gn has exactly
k¯ atoms, where k0 ≤ k¯ ≤ k, and can be represented as follows:
Gn =
k0+l∑
i=1
si∑
j=1
pnijδ(θn1ij ,θn2ij),
where l ≥ 0 is some nonnegative integer and si ≥ 1 for 1 ≤ i ≤ k0 + l such that
k0+l∑
i=1
si = k.
Additionally, (θn1ij , θ
n
2ij) → (θ01i, θ02i) and
si∑
j=1
pnij → π0i for all 1 ≤ i ≤ k0 + l. Here, π0i = 0
as k0 + 1 ≤ i ≤ k while (θ01i, . . . , θ0di) are possible extra limit points from the convergence of
components of Gn as k0 + 1 ≤ i ≤ k.
Now, according to Lemma 5 in Appendix B, we have
W˜ ‖κ‖∞κ (G,G0) -
k0+l∑
i=1
si∑
j=1
pnijd
‖κ‖∞
κ
(
ηnij , η
0
i
)
+
k0+l∑
i=1
∣∣∣∣∣∣
si∑
j=1
pnij − π0i
∣∣∣∣∣∣
=
k0+l∑
i=1
si∑
j=1
pnij
(∥∥θn1ij − θ01i∥∥22 + ∥∥θn2ij − θ02i∥∥22)+ k0+l∑
i=1
∣∣∣∣∣∣
si∑
j=1
pnij − π0i
∣∣∣∣∣∣ := Dκ(Gn, G0),
where κ = (2, . . . , 2), η0i =
(
θ01i, θ
0
2i
)
and ηnij =
(
θn1ij , θ
n
2ij
)
for 1 ≤ i ≤ k0 and 1 ≤ j ≤ si.
For the simplicity of presentation, we introduce the following notation: ∆θn1ij := θ
n
1ij − θ01i,
∆θn2ij := θ
n
2ij − θ02i for 1 ≤ i ≤ k0 + l and 1 ≤ j ≤ si. Additionally, we denote ∆θn1ij :=((
∆θn1ij
)(1)
, . . . ,
(
∆θn1ij
)(q1))
and ∆θn2ij :=
((
∆θn2ij
)(1)
, . . . ,
(
∆θn2ij
)(q2))
for all i, j.
Since V (pGn , pG0)/W˜
‖κ‖∞
κ (Gn, G0)→ 0 as n→∞, we obtain that V (pGn , pG0)/Dκ(Gn, G0)
→ 0. To facilitate the proof argument, we divide it into several steps.
Step 1 - Structure of Taylor expansion By means of a Taylor expansion up to the
second order, for any 1 ≤ i ≤ k0 + l and 1 ≤ j ≤ si, the following holds:
f
(
Y |h1(X, θn1ij), h2(X, θn2ij)
)− f (Y |h1(X, θ01i), h2(X, θ02i))
=
∑
1≤|α|+|β|≤2
1
α!β!
q1∏
u=1
{
(∆θn1ij)
(u)
}αu q1∏
u=1
{
(∆θn2ij)
(v)
}βv ∂|α|+|β|f
∂θα1 ∂θ
β
2
(
Y |h1(X, θ01i), h2(X, θ02i)
)
+Rij(X,Y ),
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where α = (α1, . . . , αq1), β = (β1, . . . , βq2), |α| = α1 + . . . + αq1 , and |β| = β1 + . . . + βq2 .
Rij(X,Y ) is the remainder from the Taylor expansion and it satisfies
Rij(X,Y )f(X) = O
(
‖∆θ1ij‖2+γ2 + ‖∆θ2ij‖2+γ2
)
,
for some universal constant γ > 0 for all 1 ≤ i ≤ k0 and 1 ≤ j ≤ si. We thus have:
pGn(X,Y )− pG0(X,Y )
=
k0+l∑
i=1
si∑
j=1
pnij
[
f(Y |h1(X, θn1ij), h2(X, θn2ij)− f(Y |h1(X, θ01i), h2(X, θ02i)
]
f(X)
+
k0+l∑
i=1
( si∑
j=1
pnij − p0i
)
f(Y |h1(X, θ01i), h2(X, θ02i))f(X)
=
k0+l∑
i=1
si∑
j=1
pnij
∑
1≤|α|+|β|≤2
1
α!β!
q1∏
u=1
{
(∆θn1ij)
(u)
}αu q1∏
u=1
{
(∆θn2ij)
(v)
}βv
× ∂
|α|+|β|f
∂θα1 ∂θ
β
2
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X)
+
k0+l∑
i=1
( si∑
j=1
pnij − p0i
)
f(Y |h1(X, θ01i), h2(X, θ02i))f(X) +R(X,Y )
:= An +Bn +R(X,Y ),
where R(X,Y ) =
(
k0+l∑
i=1
si∑
j=1
Rij(X,Y )
)
f(X) = O
(
k0+l∑
i=1
si∑
j=1
pnij
[
‖∆θ1ij‖2+γ2 + ‖∆θ2ij‖2+γ2
])
.
From the formulation of Dκ(Gn, G0), it is clear that
R(X,Y )/Dκ(Gn, G0) -
k0+l∑
i=1
si∑
j=1
[‖∆θ1ij‖γ2 + ‖∆θ2ij‖γ2]→ 0 (18)
as n → ∞. For the univariate location-scale Gaussian distribution, we have the following
characteristic PDE:
∂2f
∂µ2
(x, µ, σ) = 2
∂f
∂σ2
(x, µ, σ), (19)
where µ and σ respectively stand for the location and scale parameter in a location-scale
Gaussian distribution. Governed by that PDE, we find that
∂2f
∂h21
(Y |h1(X, θ1), h2(X, θ2)) = 2 ∂f
∂h22
(Y |h1(X, θ1), h2(X, θ2)) , (20)
for all (θ1, θ2). Therefore, for any (θ1, θ2), a straightforward calculation yields the following:
∂f
∂θ
(u)
1
(Y |h1(X, θ1), h2(X, θ2)) = ∂h1
∂θ
(u)
1
(X, θ1)
∂f
∂h1
(Y |h1(X, θ1), h2(X, θ2)) ,
∂f
∂θ
(v)
2
(Y |h1(X, θ1), h2(X, θ2)) = ∂h
2
2
∂θ
(v)
2
(X, θ2)
∂f
∂h22
(Y |h1(X, θ1), h2(X, θ2))
=
1
2
∂h22
∂θ
(v)
2
(X, θ2)
∂2f
∂h21
(Y |h1(X, θ1), h2(X, θ2)) ,
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for all 1 ≤ u ≤ q1 and 1 ≤ v ≤ q2. Similarly, the PDE structure (18) leads to
∂2f
∂θ
(u)
1 ∂θ
(v)
1
(Y |h1(X, θ1), h2(X, θ2)) = ∂
2h1
∂θ
(u)
1 ∂θ
(v)
1
(X, θ1)
∂f
∂h1
(Y |h1(X, θ1), h2(X, θ2))
+
∂h1
∂θ
(u)
1
(X, θ1)
∂h1
∂θ
(v)
1
(X, θ1)
∂2f
∂h21
(Y |h1(X, θ1), h2(X, θ2)) ,
∂2f
∂θ
(u)
2 ∂θ
(v)
2
(Y |h1(X, θ1), h2(X, θ2)) = ∂
2h22
∂θ
(u)
2 ∂θ
(v)
2
(X, θ2)
∂f
∂h22
(Y |h1(X, θ1), h2(X, θ2))
+
∂h22
∂θ
(u)
2
(X, θ2)
∂h22
∂θ
(v)
2
(X, θ2)
∂2f
∂h42
(Y |h1(X, θ1), h2(X, θ2))
=
1
2
∂2h22
∂θ
(u)
2 ∂θ
(v)
2
(X, θ2)
∂2f
∂h21
(Y |h1(X, θ1), h2(X, θ2))
+
1
4
∂h22
∂θ
(u)
2
(X, θ2)
∂h22
∂θ
(v)
2
(X, θ2)
∂4f
∂h41
(Y |h1(X, θ1), h2(X, θ2)) ,
∂2f
∂θ
(u)
1 ∂θ
(v)
2
(Y |h1(X, θ1), h2(X, θ2)) = ∂h1
∂θ
(u)
1
(X, θ1)
∂h22
∂θ
(v)
2
(X, θ2)
∂2f
∂h1∂h
2
2
(Y |h1(X, θ1), h2(X, θ2))
=
1
2
∂h1
∂θ
(u)
1
(X, θ1)
∂h22
∂θ
(v)
2
(X, θ2)
∂3f
∂h31
(Y |h1(X, θ1), h2(X, θ2)) ,
for all u, v.
Equipped with the above equations, we can rewrite An as follows
An =
k0+l∑
i=1
4∑
τ=1
A(i)n,τ (X)
∂τ f
∂hτ1
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) :=
k0+l∑
i=1
A
(i)
n,τ (X,Y ),
where the explicit forms of A
(i)
n,τ (X) are
A
(i)
n,1(X) :=
si∑
j=1
pnij
( q1∑
u=1
(
∆θn1ij
)(u) ∂h1
∂θ
(u)
1
(X, θ01i)
+
∑
1≤u,v≤q1
(
∆θn1ij
)(u) (
∆θn1ij
)(v)
1 + 1{u=v}
∂2h1
∂θ
(u)
1 ∂θ
(v)
1
(X, θ01i)
)
,
A
(i)
n,2(X) :=
si∑
j=1
pnij
{
1
2
q2∑
u=1
(
∆θn2ij
)(u) ∂h22
∂θ
(u)
2
(X, θ02i)
+
∑
1≤u,v≤q1
(
∆θn1ij
)(u) (
∆θn1ij
)(v)
1 + 1{u=v}
∂h1
∂θ
(u)
1
(X, θ01i)
∂h1
∂θ
(v)
1
(X, θ01i)
+
1
2
∑
1≤u,v≤q2
(
∆θn2ij
)(u) (
∆θn2ij
)(v)
1 + 1{u=v}
∂2h22
∂θ
(u)
2 ∂θ
(v)
2
(X, θ02i)
}
,
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A
(i)
n,3(X) :=
1
2
si∑
j=1
pnij
q1∑
u=1
q2∑
v=1
(
∆θn1ij
)(u) (
∆θn2ij
)(v) ∂h1
∂θ
(u)
1
(X, θ01i)
∂h22
∂θ
(v)
2
(X, θ02i),
A
(i)
n,4(X) :=
1
4
si∑
j=1
pnij
∑
1≤u,v≤q2
(
∆θn2ij
)(u) (
∆θn2ij
)(v)
1 + 1{u=v}
∂h22
∂θ
(u)
2
(X, θ02i)
∂h22
∂θ
(v)
2
(X, θ02i).
In view of the above computations, we can treat A
(i)
n,τ (X,Y )/Dκ(Gn, G0) as a linear com-
binations of elements from Fτ (i) for 1 ≤ τ ≤ 4, which can be defined as follows:
F1(i) :=
{
∂h1
∂θ
(u)
1
(X, θ01i)
∂f
∂h1
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) : 1 ≤ u ≤ q1
}
∪
{
∂2h1
∂θ
(u)
1 ∂θ
(v)
1
(X, θ01i)
∂2f
∂h21
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) : 1 ≤ u, v ≤ q1
}
,
F2(i) :=
{
∂h22
∂θ
(u)
2
(X, θ02i)
∂2f
∂h21
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) : 1 ≤ u ≤ q2
}
∪
{
∂h1
∂θ
(u)
1
(X, θ01i)
∂h1
∂θ
(v)
1
(X, θ01i)
∂2f
∂h21
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) : 1 ≤ u, v ≤ q1
}
∪
{
∂2h22
∂θ
(u)
2 ∂θ
(v)
2
(X, θ02i)
∂2f
∂h21
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) : 1 ≤ u, v ≤ q2
}
,
F3(i) :=
{
∂h1
∂θ
(u)
1
(X, θ01i)
∂h22
∂θ
(v)
2
(X, θ02i)
∂3f
∂h31
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) :
1 ≤ u ≤ q1, 1 ≤ v ≤ q2
}
,
F4(i) :=
{
∂h22
∂θ
(u)
2
(X, θ02i)
∂h22
∂θ
(v)
2
(X, θ02i)
∂4f
∂h41
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) : 1 ≤ u, v ≤ q2
}
.
Therefore, we can view An/Dκ(Gn, G0) as a linear combination of elements from F :=
∪k0+li=1 ∪4j=1 Fj(i). Similarly, we can view Bn/Dκ(Gn, G0) as a linear combination of elements
of the form f(Y |h1(X, θ01i), h2(X, θ02i))f(X) for 1 ≤ i ≤ k0 + l.
Step 2 - Non-vanishing coefficients Assume that all of the coefficients in the represen-
tation of An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) go to 0 as n → ∞. By taking the summation
of the absolute values of the coefficients of Bn/Dκ(Gn, G0), the following limit holds
k0+l∑
i=1
∣∣∣∣∣∣
si∑
j=1
pnij − π0i
∣∣∣∣∣∣
/
Dκ(Gn, G0)→ 0.
From the expression for Dκ(Gn, G0), this yields:
k0+l∑
i=1
si∑
j=1
pnij
(∥∥∆θn1ij∥∥22 + ∥∥∆θn2ij∥∥22)/Dκ(Gn, G0)→ 1. (21)
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On the other hand, according to the formulation of A
(i)
n,4(X), the coefficients associated with
the elements
(
∂h22
∂θ
(u)
2
(X, θ02i)
)2
∂4f
∂h41
in F4(i) are
si∑
j=1
pnij
{(
∆θn2ij
)(u)}2
/ [8Dκ(Gn, G0)] as 1 ≤
i ≤ k0+ l and 1 ≤ u ≤ q2. According to the hypothesis, these coefficients go to zero; therefore,
by taking the summation of all of these coefficients, we obtain that
k0+l∑
i=1
si∑
j=1
pnij
∥∥∆θn2ij∥∥22/Dκ(Gn, G0)→ 0. (22)
Furthermore, from the formulation of A
(i)
n.2(X), we can check that the coefficients attached to
the elements
(
∂h1
∂θ
(u)
1
(X, θ01i)
)2
∂2f
∂h21
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) in F2(i) are
si∑
j=1
pnij
{(
∆θn1ij
)(u)}2/
[2Dκ(Gn, G0)] ,
as 1 ≤ i ≤ k0 + l and 1 ≤ u ≤ q1. As all of these coefficients go to zero, by taking the
summation of these coefficients, we obtain the following limit:
k0+l∑
i=1
si∑
j=1
pnij
∥∥∆θn1ij∥∥22/Dκ(Gn, G0)→ 0. (23)
Combining the results from (22) and (23), the following limit holds:
k0+l∑
i=1
si∑
j=1
pnij
(∥∥∆θn1ij∥∥22 + ∥∥∆θn2ij∥∥22)/Dκ(Gn, G0)→ 0,
which is a contradiction to (21). Therefore, not all the coefficients in the representation of
An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) go to zero as n→∞.
Step 3 - Fatou’s argument We denote mn as the maximum of the absolute values of the
coefficients in the representation of An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0). From here, we define
dn := 1/mn. Since not all the coefficients of An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) vanish, we
have dn 6→ ∞ as n→∞. From the definition of mn, we denote si∑
j=1
pnij − p0i
 /mn → α(i);
 si∑
j=1
pnij
(
∆θnτij
)(u) /mn → βτu(i), si∑
j=1
pnij
(
∆θnτij
)(u) (
∆θnτij
)(v) /mn → γτuv(i), si∑
j=1
pnij
(
∆θn1ij
)(u) (
∆θn2ij
)(v) /mn → ηuv(i),
22
as n → ∞ for all 1 ≤ i ≤ k0 + l and all u, v. Here, at least one among α(i), βτu(i), γτuv(i),
and ηuv(i) is different from zero for all i, u, v. Invoking Fatou’s lemma, we have:
0 = lim
n→∞
dn
V (pGn , pG0)
Dκ(Gn, G0)
≥
∫
lim inf
n→∞
dn
|pGn(X,Y )− pG0(X,Y )|
Dκ(Gn, G0)
d(X,Y ). (24)
From the definition of α(i), βτu(i), γτuv(i), ηuv(i), the following holds:
dn
pGn(X,Y )− pG0(X,Y )
Dκ(Gn, G0)
→
k0+l∑
i=1
4∑
τ=0
E(i)τ (X)
∂τf
∂hτ1
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X), (25)
for all (X,Y ) where the expressions for E
(i)
τ (X) are:
E
(i)
0 (X) := α(i), E
(i)
1 (X) =
q1∑
u=1
β1u(i)
∂h1
∂θ
(u)
1
(X, θ01i) +
∑
1≤u,v≤q1
γ1uv(i)
1 + 1{u=v}
∂2h1
∂θ
(u)
1 ∂θ
(v)
1
(X, θ01i),
E
(i)
2 (X) :=
1
2
q2∑
u=1
β2u(i)
∂h22
∂θ
(u)
2
(X, θ02i) +
∑
1≤u,v≤q1
γ1uv(i)
1 + 1{u=v}
∂h1
∂θ
(u)
1
(X, θ01i)
∂h1
∂θ
(v)
1
(X, θ01i)
+
1
2
∑
1≤u,v≤q2
γ2uv(i)
1 + 1{u=v}
∂2h22
∂θ
(u)
2 ∂θ
(v)
2
(X, θ02i),
E
(i)
3 (X) :=
1
2
q1∑
u=1
q2∑
v=1
ηuv(i)
∂h1
∂θ
(u)
1
(X, θ01i)
∂h22
∂θ
(v)
2
(X, θ02i),
E
(i)
4 (X) :=
1
4
∑
1≤u,v≤q2
γ2uv(i)
1 + 1{u=v}
∂h22
∂θ
(u)
2
(X, θ02i)
∂h22
∂θ
(v)
2
(X, θ02i).
Combining the results from (24) and (25), the following equation holds
k0+l∑
i=1
4∑
τ=0
E(i)τ (X)
∂τf
∂hτ1
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X) = 0,
almost surely (X,Y ). For each X, the set{
∂τf
∂hτ1
(
Y |h1(X, θ01i), h2(X, θ02i)
)
: 0 ≤ τ ≤ 4
}
is linearly independent with respect to Y . Therefore, the above equation eventually leads to
E
(i)
τ (X) = 0 almost surely X for 0 ≤ τ ≤ 4 and 1 ≤ i ≤ k0 + l. When τ = 0, it is clear
that the equation E
(i)
τ (X) = 0 almost surely X demonstrates that α(i) = 0 for all i. When
τ ≥ 3, the equations E(i)τ (X) = 0 almost surely X lead to γ2uv = 0 and ηuv = 0 for all (u, v).
Invoking the fact that the expert functions h1 and h2 are algebraically independent and the
result that γ2uv = 0 for all (u, v), the equation E
(i)
2 (X) = 0 almost surely X implies that
β2u(i) = 0 and γ1uv(i) = 0 for all i and (u, v). Collecting the previous results, the equation
E
(i)
1 (X) = 0 almost surely X leads to β1u(i) = 0 for all i and u. Therefore, all the coefficients
α(i), βτu(i), γτuv(i), and ηuv(i) are equal to zero for all i and u, v, which is a contradiction.
As a consequence, we can find some ǫ0 > 0 such that
inf
G∈Ok(Ω):W˜κ(G,G0)≤ǫ0
h(pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0.
23
Global structure Given the local bound that we have just established, to obtain the con-
clusion of inequality (16), it is sufficient to demonstrate that
inf
G∈Ok(Ω):W˜κ(G,G0)>ǫ0
h(pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0.
Assume that the above result does not hold. This indicates that we can find a sequence
Gn ∈ Ok(Ω) such that h(pGn , pG0)/W˜
‖κ‖∞
κ (Gn, G0)→ 0 as n→∞ while W˜κ(Gn, G0) > ǫ0 for
all n ≥ 1. Since the set Ω is bounded, there exists a subsequence of Gn such that Gn → G′ for
some mixing measure G′ ∈ Ok(Ω). To facilitate the discussion, we replace this subsequence
by the whole sequence of Gn. Then, as W˜κ(Gn, G0) > ǫ0 for all n ≥ 1, this implies that
W˜κ(G
′, G0) ≥ ǫ0. Combining the previous bound with h(pGn , pG0)/W˜
‖κ‖∞
κ (Gn, G0) → 0, we
obtain that h(pGn , pG0) → 0 as n → ∞. Invoking Fatou’s lemma, the following inequality
holds:
0 = lim
n→∞
h2(pGn , pG0) ≥
1
2
∫
lim inf
n→∞
(√
pGn(X,Y )−
√
pG0(X,Y )
)2
d(X,Y )
=
1
2
∫ (√
pG′(X,Y )−
√
pG0(X,Y )
)2
d(X,Y ).
This inequality leads to pG′(X,Y ) = pG0(X,Y ) for almost surely X,Y . Due to the iden-
tifiability of GMCF, this leads to G′ ≡ G0, which is a contradiction to the result that
W˜κ(G
′, G0) ≥ ǫ0 > 0. Hence, we achieve the conclusion of inequality (16).
5.1.2 Proof for equality (17)
To achieve the conclusion of equality (17), it is equivalent to find a sequence Gn ∈ Ok(Ω) such
that h(pGn , pG0)/W˜
‖κ′‖∞
κ′ (Gn, G0)→ 0 as n→∞ for every κ′ ≺ κ. In fact, for any κ′ ≺ κ, we
have min
1≤i≤k0
κ′(i) < 2. Without loss of generality, we assume κ′(1) = min
1≤i≤k0
κ′(i) < 2. Now, we
construct a sequence of mixing measures, Gn =
∑k0+1
i=1 π
n
i δ(θn1i,θn2i)
, with k0+1 components as
follows: (πni , θ
n
1i, θ
n
2i) ≡ (π0i−1, θ01(i−1), θ02(i−1)) for 3 ≤ i ≤ k0 +1. Additionally, πn1 = πn2 = 1/2,
(θn11, θ
n
21) ≡ (θ011 − 1q1/n, θ021 − 1q2/n), and (θn12, θn22) ≡ (θ011 + 1q1/n, θ021 + 1q2/n). Now, by
means of Taylor expansion up to the first order, we have
pGn(X,Y )− pG0(X,Y ) =
2∑
i=1
πni
(
f(Y |h1(X, θn1i, θn2i)− f(Y |h1(X, θ011, θ021)
)
f(X)
=
2∑
i=1
πni
∑
|α|+|β|=1
1
α!β!
q1∏
u=1
{
(∆θn1i)
(u)
}αu q1∏
u=1
{
(∆θn2i)
(v)
}βv
× ∂f
∂θα1 ∂θ
β
2
(
Y |h1(X, θ011), h2(X, θ021)
)
f(X) +R(X,Y ),
where ∆θn1i = θ
n
1i−θ011 and ∆θn2i = θn2i−θ021 for 1 ≤ i ≤ 2. Here R(X,Y ) is a Taylor remainder
from the above expansion. With the choice of πni , θ
n
1i, and θ
n
2i for 1 ≤ i ≤ 2, we can verify
that:
2∑
i=1
πni
q1∏
u=1
{
(∆θn1i)
(u)
}αu q1∏
u=1
{
(∆θn2i)
(v)
}βv
= 0,
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for all |α|+ |β| = 1. Therefore, we have the following representation
pGn(X,Y )− pG0(X,Y ) = R(X,Y ),
where the explicit form of the Taylor remainder R(X,Y ) is as follows:
R(X,Y ) =
2∑
i=1
πni
∑
|α|+|β|=2
2
α!β!
q1∏
u=1
{
(∆θn1i)
(u)
}αu q1∏
u=1
{
(∆θn2i)
(v)
}βv
×
1∫
0
(1− t) ∂
2f
∂θα1 ∂θ
β
2
(
Y |h1(X, θ011 + t∆θn1i), h2(X, θ021 + t∆θn2i)
)
f(X)dt.
From the properties of a univariate location-scale Gaussian distribution, it is not hard to
verify that
Tα,β = sup
t∈[0,1]
∫
(
∂2f
∂θα1 ∂θ
β
2
(
Y |h1(X, θ011 + t∆θn1i), h2(X, θ021 + t∆θn2i)
))2
f(Y |h1(X, θ011), h2(X, θ021)
d(X,Y ) <∞, (26)
for all |α|+ |β| = 2. Additionally, the expressions for θn1i and θn2i indicate that
Fα,β =
2∑
i=1
πni
2
α!β!
q1∏
u=1
{
(∆θn1i)
(u)
}αu q1∏
u=1
{
(∆θn2i)
(v)
}βv
= O(n−2), (27)
for all |α|+ |β| = 2. Now a direct computation yields that
h2(pGn , pG0)
W˜
2‖κ′‖∞
κ′ (Gn, G0)
=
1
2
∫
(pGn(X,Y )− pG0(X,Y ))2(√
pGn(X,Y ) +
√
pG0(X,Y )
)2
W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y )
≤ 1
2
∫
R
2
(X,Y )
pG0(X,Y )W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y ).
The Cauchy-Schwartz inequality implies that the following inequality holds:∫
R
2
(X,Y )
pG0(X,Y )
d(X,Y ) -
∑
|α|+|β|=2
Tα,βF
2
α,β = O(n−4),
where the final bound comes from the bounds on Tα,β and Fα,β in (26) and (27). On the other
hand, the choice of Gn guarantees that W˜
2‖κ′‖∞
κ′ (Gn, G0) = O(n−2κ
′(1)
) as κ′(1) = min
1≤i≤k0
κ′(i).
Since κ′(1) < 2, it is clear that∫
R
2
(X,Y )
pG0(X,Y )W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y )→ 0,
as n→∞. Therefore, h2(pGn , pG0)
/
W˜
2‖κ′‖∞
κ′ (Gn, G0)→ 0. As a consequence, we obtain the
conclusion of equality (17).
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5.2 Proof of Theorem 2
By means of Lemma 3, we prove Theorem 2 by establishing the following results:
inf
G∈Ok,c0 (Ω)
h(pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0, (28)
inf
G∈Ok(Ω)
h(pG, pG0)/W˜
‖κ′‖∞
κ′ (G,G0) = 0, (29)
for any κ′ ≺ κ where κ = (r, 2, ⌈r/2⌉). To simplify the presentation, we assume that r is an
even number throughout this proof, which leads to κ = (r, 2, r/2). The proof when r is an
odd number can be obtained in a similar fashion.
5.2.1 Proof for inequality (28)
To streamline the argument, we provide a proof only for the local structural inequality:
lim
ǫ→0
inf
G∈Ok,c0 (Ω):W˜κ(G,G0)≤ǫ
V (pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0;
the global structural result, for inequality (28), can be argued in a similar fashion as in
the proof of Theorem 1. Assume now that the local structure inequality does not hold. This
implies that we can find a sequence Gn ∈ Ok,c0(Ω) such that V (pGn , pG0)/W˜ ‖κ‖∞κ (Gn, G0)→ 0
and W˜κ(Gn, G0) → 0 as n → ∞. Employing the similar argument as in Theorem 1 in
Section 5.1.1, we can represent the sequence Gn as follows:
Gn =
k0∑
i=1
si∑
j=1
pnijδ(θn1ij ,θn2ij), (30)
where (θn1ij , θ
n
2ij) → (θ01i, θ02i) for all 1 ≤ i ≤ k0, 1 ≤ j ≤ si and
si∑
j=1
pnij → π0i for all 1 ≤
i ≤ k0. Note that we do not have l in the representation of Gn ∈ Ok,c0(Ω), in contrast
to the result in Section 5.1.1. The reason is that the weights of Gn are lower bounded by
a positive number c0, which entails that there exists no extra components (θ
0
1i, θ
0
2i) as the
limit points of the components of Gn. In this proof, for the simplicity of presentation, we
denote ∆θn1ij = θ
n
1ij − θ01i and ∆θn2ij = θn2ij − θ02i for all 1 ≤ i ≤ k0, 1 ≤ j ≤ si. Additionally,
∆θn1ij = ((∆θ
n
1ij)
(1), (∆θn1ij)
(2)) for all 1 ≤ i ≤ k0, 1 ≤ j ≤ si. Now, according to Lemma 5 in
Appendix B, we have:
W˜ ‖κ‖∞κ (Gn, G0) -
k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣r+∣∣∣∣(∆θn1ij)(2)∣∣∣∣2 + |∆θn2ij |r/2)
+
k0∑
i=1
|
si∑
j=1
pnij − π0i | := Dκ(Gn, G0),
where κ = (r, 2, r/2). Since V (pGn , pG0)/W˜
‖κ‖∞
κ (G,G0)→ 0, we have V (pGn , pG0)/Dκ(Gn, G0)
→ 0. We again divide our proof argument into several steps.
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Step 1 - Structure of Taylor expansion Using the decomposition pGn(X,Y )−pG0(X,Y ),
as in the proof of inequality (16) in Section 5.1.1, we carry out a Taylor expansion up to the
order r:
pGn(X,Y )− pG0(X,Y ) =
k0∑
i=1
si∑
j=1
pnij
∑
1≤|α|≤r
1
α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2
(∆θn2ij)
α3
× ∂
|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X)
+
k0∑
i=1
( si∑
j=1
pnij − p0i
)
f(Y |h1(X, θ01i), h2(X, θ02i))f(X) +R(X,Y )
:= An +Bn +R(X,Y ), (31)
where R(X,Y ) is a remainder term. This remainder term is such that R(X,Y )/Dκ(Gn, G0)→
0 as n→∞, is due to the uniform Ho¨lder continuity of a location-scale Gaussian family with
respect to expert functions h1, h2, and prior density f (cf. Proposition 2).
From the formulation of the expert functions h1, h2 as well as the structural form of the
PDE for location-scale Gaussian kernel, we obtain the following:
∂|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(Y |h1(X, θ1), h2(X, θ2)) = X
α2
2α3
∂α1+α2+2α3f
∂hα1+α2+2α31
(Y |h1(X, θ1), h2(X, θ2)),
for any α1, α2, α3 ∈ N, θ1 ∈ Ω1, and θ2 ∈ Ω2. From this equation, we can rewrite An as
follows:
An =
k0∑
i=1
si∑
j=1
pnij
∑
1≤|α|≤r
1
α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2
(∆θn2ij)
α3
×X
α2
2α3
∂α1+α2+2α3f
∂hα1+α2+2α31
(Y |h1(X, θ01i), h2(X, θ02i))f(X)
=
k0∑
i=1
si∑
j=1
pnij
r∑
α2=0
2(r−α2)∑
l=0
∑
α1,α3
1
2α3α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2
(∆θn2ij)
α3
×Xα2 ∂
l+α2f
∂hl+α21
(Y |h1(X, θ01i), h2(X, θ02i))f(X), (32)
where α1, α3 ∈ N in the sum of the second equation satisfies α1 + 2α3 = l and 1 − α2 ≤
α1 + α3 ≤ r − α2. We define
F :=
{
Xα2
∂l+α2f
∂hl+α21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) : 0 ≤ α2 ≤ r, 0 ≤ l ≤ 2(r − α2), 1 ≤ i ≤ k0
}
.
We claim that the elements of F are linearly independent with respect to X and Y . We prove
this claim at the end of this proof. Assume that this claim is given at the moment. Inspecting
the explicit form of F , we can treat An/Dκ(Gn, G0), Bn/Dκ(Gn, G0) as a linear combination
of elements of F .
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Step 2 - Non-vanishing coefficients To simplify the proof, we denote Eα2,l(θ
0
1i, θ
0
2i)
as the coefficient of Xα2
∂l+α2f
∂hl+α21
(Y |h1(X|θ01i), h2(X|θ02i))f(X) in An and Bn for any 0 ≤
α2 ≤ r, 0 ≤ l ≤ 2(r − α2), and 1 ≤ i ≤ k0. Then, the coefficients associated with
Xα2
∂l+α2f
∂hl+α21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) in An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) take the
form Eα2,l(θ
0
1i, θ
0
2i)/Dκ(Gn, G0).
Assume that all of the coefficients in the representation of An/Dκ(Gn, G0), Bn/Dκ(Gn, G0)
go to zero as n→∞. By taking the summation of |E0,0(θ01i, θ02i)/Dκ(Gn, G0)| for all 1 ≤ i ≤
k0, we obtain that ( k0∑
i=1
|
si∑
j=1
pnij − π0i |
)
/Dκ(Gn, G0)→ 0.
Additionally, according to equation (32), we can verify that
E2,0(θ
0
1i, θ
0
2i)
Dκ(Gn, G0)
=
si∑
j=1
pnij
∣∣∣∣(∆θn1ij)(2)∣∣∣∣2
Dκ(Gn, G0)
→ 0,
for all 1 ≤ i ≤ k0. From the formulation of Dκ(Gn, G0), the above limits lead to{ k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣r + |∆θn2ij|r/2)}/Dκ(Gn, G0)→ 1 as n→∞.
Therefore, we can find an index i∗ ∈ {1, . . . , k0} such that
L =
{ si∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r + |∆θn2i∗j |r/2)}/Dκ(Gn, G0) 6→ 0,
as n → ∞. Without loss of generality, we assume that i∗ = 1. Now, since we have
Eα2,l(θ
0
1i, θ
0
2i)/Dκ(Gn, G0)→ 0 for all values of α2, l, i, we obtain that
Mα2,l(θ
0
1i, θ
0
2i) =
Eα2,l(θ
0
1i, θ
0
2i)
si∑
j=1
pn1j
(∣∣∣∣(∆θn11j)(1)∣∣∣∣r + |∆θn21j|r/2)
=
1
L
Eα2,l(θ
0
1i, θ
0
2i)
Dκ(Gn, G0)
,→ 0
for any 0 ≤ α2 ≤ r, 0 ≤ l ≤ 2(r − α2), and 1 ≤ i ≤ k0. By the representation of An in (32),
we can verify that
M0,l(θ
0
11, θ
0
21) =
s1∑
j=1
pn1j
∑
α1+2α3=l
α1+α3≤r
{
(∆θn11j)
(1)
}α1
(∆θn21j)
α3
2α3α1!α3!
si∑
j=1
pn1j
(∣∣∣∣(∆θn11j)(1)∣∣∣∣r + |∆θn21j |r/2)
→ 0.
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Step 3 - Understanding the system of polynomial limits The technique for studying
the above system of polynomial limits is similar to that of Step 1 in the proof of Propo-
sition 3.3 in [6]. Here, we briefly sketch the proof for completeness. We denote M =
max
1≤j≤s1
{
|(∆θn11j)(1)|, |∆θn21j |1/2
}
and p = max
1≤j≤s1
{pj}. Given this notation, let (∆θn11j)(1)/M →
aj , ∆θ
n
21j/M
2 → bj , and pn1j/p → c2j for all 1 ≤ j ≤ s1. Since pn1j ≥ c0, we will have cj > 0
for all 1 ≤ j ≤ s1. By dividing both the numerators and the denominators of M0,l(θ011, θ021)
by M
l
, we obtain the following system of polynomial equations:
s1∑
j=1
∑
α1+2α3=l
α1+α3≤r
c2ja
α1
j b
α3
j
2α3α1!α3!
= 0
for all 1 ≤ l ≤ r. Since s1 ≤ k−k0+1 (as si ≥ 1 for all 1 ≤ i ≤ k0), this system of polynomial
equations will not admit any nontrivial solutions (aj , bj , cj)
s1
j=1 according to the definition of
r. This is a contradiction. As a consequence, not all the coefficients of An/Dκ(Gn, G0) and
Bn/Dκ(Gn, G0) go to zero as n→∞.
Step 4 - Fatou’s argument Equipped with the above result, we utilize Fatou’s argument
in Step 3 of the proof of inequality (16) to obtain a contradiction. We denote
mn = max
0≤α2≤r, 0≤l≤2(r−α2), 1≤i≤k0
∣∣Eα2,l(θ01i, θ02i)∣∣ /Dκ(Gn, G0);
i.e., mn is the maximum of the absolute values of the coefficients in the representation of
An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0). We now define Eα2,l(θ
0
1i, θ
0
2i)/mn → τα2,l(i) as n → ∞
for all 1 ≤ i ≤ k0, 0 ≤ α2 ≤ r, and 0 ≤ l ≤ 2(r − α2). Here, at least one among τα2,l(i) is
different from zero. Armed with Fatou’s lemma as in the proof of inequality (16), we obtain
the following equation:∑
i,α2,l
τα2,l(i)X
α2 ∂
l+α2f
∂hl+α21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) = 0, (33)
almost surely (X,Y ) where the ranges of (i, α2, l) in the sum satisfy 1 ≤ i ≤ k0, 0 ≤ α2 ≤ r,
and 0 ≤ l ≤ 2(r−α2). According to the claim that the elements of F are linearly independent
with respect to X and Y , equation (33) indicates that τα2,l(i) = 0 for all i, α2, l, which is a
contradiction. As a consequence, we prove inequality (28).
Proof for claim that the elements of F are linearly independent To facilitate the
presentation, we reuse the notation from Step 4. In particular, assume that we can find
τα2,l(i) ∈ R (1 ≤ i ≤ k0, 0 ≤ α2 ≤ r, and 0 ≤ l ≤ 2(r − α2)) such that equation (33) holds
almost surely X and Y . This equation is equivalent to
k0∑
i=1
2r∑
u=0
( ∑
α2+l=u
τα2,l(i)X
α2
)
∂uf
∂hu1
(Y |h1(X|θ01i), h2(X|θ02i)) = 0 (34)
for almost surely X and Y . Since (θ011, θ
0
21), . . . , (θ
0
1k0
, θ02k0) are k0 distinct pairs, we also obtain
that (h1(X|θ011), h2(X|θ021)), . . . , (h1(X|θ01k0), h2(X|θ02k0)) are k0 distinct pairs for almost surely
X. With that result, for X almost surely, we have that
∂uf
∂hu1
(Y |h1(X|θ01i), h2(X|θ02i)) are
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linearly independent with respect to Y for 0 ≤ u ≤ 2r. Therefore, equation (34) implies that∑
j+l=u
τα2,l(i)X
j = 0 for all 1 ≤ i ≤ k0 and 0 ≤ u ≤ 2r. As it is a polynomial of X ∈ X ,
which is a bounded subset of R, equation (34) only holds when all the coefficients are zero;
i.e., τα2,l(i) = 0 for all α2 + l = u, 1 ≤ i ≤ k0 and 0 ≤ u ≤ 2r. Hence, we establish the claim.
5.2.2 Proof for equality (29)
In a manner similar to the proof strategy in Theorem 1, to obtain the conclusion for (29), it
is sufficient to construct some sequence Gn ∈ Ok(Ω) such that
h(pGn , pG0)/W˜
‖κ′‖∞
κ′ (Gn, G0)→ 0,
for any κ′ ≺ κ = (r, 2, r/2). The construction for Gn will be carried out under two particular
settings of κ′.
Case 1: κ′ = (κ′(1), κ′(2), κ′(3)) where κ′(2) < 2. Under this setting, we construct Gn =∑k0+1
i=1 π
n
i δ(θn1i,θn2i) such that (π
n
i , θ
n
1i, θ
n
2i) ≡ (π0i−1, θ01(i−1), θ02(i−1)) for 3 ≤ i ≤ k0 +1. Addition-
ally, πn1 = π
n
2 = π
0
1/2,
(
(θn1i)
(1), θn2i
)
=
(
(θ011)
(1), θ021
)
for 1 ≤ i ≤ 2, and (θn11)(2) = (θ011)(2)−1/n,
(θn12)
(2) = (θ011)
(2)+1/n. From this construction for Gn, we can verify that W˜
‖κ′‖∞
κ′ (Gn, G0) ≍
n−κ
′(2)
. Denote ∆θn1i = θ
n
1i − θ01i for 1 ≤ i ≤ 2. Now, by means of Taylor expansion up to the
first order around (θ011)
(2), we have
pGn(X,Y )− pG0(X,Y ) =
2∑
i=1
πni
(
f(Y |h1(X, θn1i), h2(X, θn2i))− f(Y |h1(X, θ011), h2(X, θ021))
)
f(X)
=
2∑
i=1
πni (∆θ
n
1i)
(2) ∂f
∂θ
(2)
1
(
Y |h1(X, θ011), h2(X, θ021)
)
f(X) +R1(X,Y ),
where (∆θn1i)
(2) = (θn1i)
(2) − (θ01i)(2) for 1 ≤ i ≤ 2 and R1(X,Y ) is Taylor remainder such that
R1(X,Y ) =
2∑
i=1
πni
{
(∆θn1i)
(2)
}2 1∫
0
(1− t) ∂
2f
∂(θ
(2)
1 )
2
(Y |h1(X, θ011 + t∆θn1i),
h2(X, θ
0
21 + t∆θ
n
2i))f(X)dt.
It is not hard to check that
2∑
i=1
πni
{
(∆θn1i)
(2)
}2
= O(n−2) and
sup
t∈[0,1]
∫
(
∂2f
∂(θ
(2)
1 )
2∂θβ2
(
Y |h1(X, θ011 + t∆θn1i), h2(X, θ021 + t∆θn2i)
))2
f(Y |h1(X, θ011), h2(X, θ021)
d(X,Y ) <∞.
Therefore, using the same argument as in the proof of equality (17), the following holds:
h2(pGn , pG0)
W˜
2‖κ′‖∞
κ′ (Gn, G0)
-
∫
R
2
1(X,Y )
pG0(X,Y )W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y ) -
O(n−4)
n−2κ
′(2)
→ 0
as n→∞. Therefore, we achieve the conclusion of equality (29) under Case 1.
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Case 2: κ′ = (κ′(1), 2, κ′(3)) where (κ′(1), κ′(3)) ≺ (r, r/2). Under this setting, we construct
Gn =
∑k
i=1 π
n
i δ(θn1i,θn2i) such that (π
n
i+k−k0
, θn1(i+k−k0), θ
n
2(i+k−k0)
) = (π0i , θ
0
1i, θ
0
2i) for 2 ≤ i ≤ k0.
For 1 ≤ j ≤ k − k0 + 1, we choose (θn1j)(2) = (θ011)(2) and
(θn1j)
(1) = (θ011)
(1) +
a∗j
n
, θn2j = θ
0
21 +
2b∗j
n2
, πnj =
π01(c
∗
j )
2∑k−k0+1
i=1 (c
∗
j )
2
,
where (c∗i , a
∗
i , b
∗
i )
k−k0+1
i=1 are the nontrivial solution of the system of polynomial equations (6)
when r = r − 1. With this formulation of Gn, it is clear that
pGn(X,Y )− pG0(X,Y )
=
k−k0+1∑
i=1
πni
(
f(Y |h1(X, θn1i), h2(X, θn2i))− f(Y |h1(X, θ011), h2(X, θ021))
)
f(X).
By means of a Taylor expansion up to the (r − 1)th order around ((θ011)(1), θ021), i.e., along
the direction of the first component of θ011 and θ
0
21, the following equation holds:
[f(Y |h1(X, θn1i), h2(X, θn2i))− f(Y |h1(X, θ011), h2(X, θ021))]f (X)
=
∑
1≤|α|≤r−1
1
α!
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2 ∂
|α|f
∂(θ
(1)
1 )
α1∂θα22
(
Y |h1(X, θ011), h2(X, θ021)
)
f(X) +R2i(X,Y )
=
∑
1≤|α|≤r−1
1
α!
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2 ∂
α1+2α2f
∂hα1+2α21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) +R2i(X,Y ),
where α = (α1, α2) in the sum and R2i(X,Y ) is a remainder. Equipped with this equation,
we can rewrite pGn(X,Y )− pG0(X,Y ) as
pGn(X,Y )− pG0(X,Y ) =
k−k0+1∑
i=1
πni
∑
1≤|α|≤r−1
1
α!
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2
× ∂
α1+2α2f
∂hα1+2α21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) +R2(X,Y )
=
2(r−1)∑
l=1
 ∑
α1+2α2=l
α1+α2≤r−1
1
α!
k−k0+1∑
i=1
πni
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2

× ∂
lf
∂hl1
(Y |h1(X, θ01i), h2(X, θ02i))f(X) +R2(X,Y ),
where R2(X,Y ) =
∑k−k0+1
i=1 π
n
i R2i(X,Y ) and the range of α in the second equality satisfies
α1+2α2 = l and α1+α2 ≤ r−1. From the formulations of πni , θn1i, and θn2i as 1 ≤ i ≤ k−k0+1,
we can check that
∑
α1+2α2=l
α1+α2≤r−1
1
α!
k−k0+1∑
i=1
πni
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2 = 0,
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when 1 ≤ l ≤ r − 1. Additionally, we also have
Ll =
∑
α1+2α2=l
α1+α2≤r−1
1
α!
k−k0+1∑
i=1
πni
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2 = O(n−r),
when r ≤ l ≤ 2(r − 1). Furthermore, the explicit form of R2(X,Y ) is as follows:
R2(X,Y ) =
k−k0+1∑
i=1
πni
∑
|α|=r
r
α!
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2
×
1∫
0
(1 − t)r−1 ∂
rf
∂(θ
(1)
1 )
α1∂θα22
(
Y |h1(X, θ011 + t∆θn1i), h2(X, θ021 + t∆θn2i)
)
f(X)dt.
It is not hard to check that
k−k0+1∑
i=1
πni
{
(∆θn1i)
(1)
}α1
(∆θn2i)
α2 = O(n−r) and
sup
t∈[0,1]
∫
(
∂rf
∂(θ
(1)
1 )
α1∂θα22
(
Y |h1(X, θ011 + t∆θn1i), h2(X, θ021 + t∆θn2i)
))2
f(Y |h1(X, θ011), h2(X, θ021)
d(X,Y ) <∞,
for any |α| = r. By the Cauchy-Schwartz inequality, the following inequality holds:
h2(pGn , pG0)
W˜
2‖κ′‖∞
κ′ (Gn, G0)
-
2(r−1)∑
l=r
L2l
W˜
2‖κ′‖∞
κ′ (Gn, G0)
∫ ( ∂lf
∂hl1
(Y |h1(X, θ01i), h2(X, θ02i))f(X)
)2
pG0(X,Y )
d(X,Y )
+
R
2
2(X,Y )
W˜
2‖κ′‖∞
κ′ (Gn, G0)
.
From a property of the location-scale Gaussian distribution, we have
∫ ( ∂lf
∂hl1
(Y |h1(X, θ01i), h2(X, θ02i))f(X)
)2
pG0(X,Y )
d(X,Y ) <∞,
for any r ≤ l ≤ 2(r − 1). Furthermore, by means of a similar argument as in the proof of
equality (17), we can argue that
R
2
2(X,Y )
W˜
2‖κ′‖∞
κ′ (Gn, G0)
-
O(n−2r)
n−2min{κ
′(1),κ′(3)}
.
Putting these results together, we have
h2(pGn , pG0)
W˜
2‖κ′‖∞
κ′ (Gn, G0)
-
O(n−2r)
n−2min{κ
′(1),κ′(3)}
→ 0, (35)
as n→∞. Therefore, we obtain the conclusion of equality (29) under Case 2.
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6 Discussion
We have provided a systematic theoretical understanding of the convergence rates of param-
eter estimation under over-specified Gaussian mixtures of experts based on an analysis of
an underlying algebraic structure. In particular, we have introduced a new theoretical tool,
which we refer to as algebraic independence, and we have established a connection between
this algebraic structure and a certain family of PDEs. This connection allows us to determine
convergence rates of the MLE under various choices of expert functions h1 and h2.
There are several directions for future research. First, the current convergence rates of
the MLE are established under the assumptions that the parameter spaces are bounded; it
would be important to remove this assumption for wider practical applicability. Second,
the results of the paper demonstrate that the convergence rates of MLE are only very slow
when the expert functions are algebraically dependent. When we indeed fit the models with
algebraically independent expert functions while the true expert functions are algebraically
dependent, i.e., we misspecify the expert functions, the convergence rates of MLE become
n−1/4. However, the MLE will not converge to the true mixing measure. This raises an
interesting challenge of how to characterize the difference between the limiting mixing measure
and the true mixing measure in terms of the generalized transportation distance. Finally, since
the log-likelihood function of over-specified Gaussian mixtures of experts is nonconcave, the
MLE does not have a closed form in practice. Therefore, heuristic optimization algorithms,
such as Expectation-Maximization (EM) algorithm, are generally used to approximate MLE.
It is of practical importance to investigate the computational errors arising from the updates
of these algorithms on the convergence rates of MLE.
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A Appendix
In this appendix, we provide proofs for remaining results in the paper.
A.1 Proof of Theorem 3
Similar to previous proofs in Section 5, it is sufficient to demonstrate the following results:
lim
ǫ→0
inf
G∈Ok,c0 (Ω):W˜κ(G,G0)≤ǫ
V (pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0, (36)
inf
G∈Ok(Ω)
h(pG, pG0)/W˜
‖κ′‖∞
κ′ (G,G0) = 0, (37)
for any κ′ ≺ κ where κ = (2, r, ⌈r/2⌉). Without loss of generality, we assume that r is an even
number throughout this proof, i.e., κ = (2, r, r/2).
A.1.1 Proof for inequality (36)
Assume the inequality (36) does not hold. It indicates that there exists a sequence Gn ∈
Ok,c0(Ω) such that V (pG, pG0)/W˜ ‖κ‖∞κ (Gn, G0)→ 0 and W˜ ‖κ‖∞κ (Gn, G0)→ 0. To simplify the
presentation, we reuse the notation of Gn as in (30) in the proof of Theorem 2 in Section 5.2.1.
Since κ = (2, r, r/2), we have
W˜ ‖κ‖∞κ (Gn, G0) -
k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣2+∣∣∣∣(∆θn1ij)(2)∣∣∣∣r + |∆θn2ij |r/2)
+
k0∑
i=1
|
si∑
j=1
pnij − π0i | := Dκ(Gn, G0).
Similar to the proof of Theorem 2, by means of Taylor expansion up to the r order, we can
represent
pGn(X,Y )− pG0(X,Y ) = An +Bn +R(X,Y ),
where An, Bn, and R(X,Y ) are identifical to those in (31) such that R(X,Y )/Dκ(Gn, G0)→ 0
as n → ∞. Given the formulation of expert functions h1, h2, we have the following key
equation:
∂|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(Y |h1(X|θ1), h2(X|θ2)) = X
α2+2α3
2α3
∂α1+α2+2α3f
∂hα1+α2+2α31
(Y |h1(X|θ1), h2(X|θ2)),
for any α1, α2, α3 ∈ N. Equipped with the above equation, An can be rewritten as
An =
k0∑
i=1
si∑
j=1
πnij
r∑
α1=0
2(r−α1)∑
l=0
∑
α1,α3
1
2α3α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2
(∆θn2ij)
α3
×X l ∂
α1+lf
∂hα1+l1
(Y |h1(X|θ01i), h2(X|θ02i))f(X), (38)
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where α2, α3 ∈ N in the above sum satisfies α2 + 2α3 = l and 1− α1 ≤ α2 + α3 ≤ r − α1. If
we define
F =
{
X l
∂α1+lf
∂hα1+l1
(Y |h1(X|θ01i), h2(X|θ02i))f(X) : 0 ≤ α1 ≤ r, 0 ≤ l ≤ 2(r − α1), 1 ≤ i ≤ k0
}
,
then the elements of F are linearly independent with respect toX and Y . The proof argument
of this claim is similar to that in (34) in Section 5.2.1. Therefore, we can treat An/Dκ(Gn, G0),
Bn/Dκ(Gn, G0) as a linear combination of elements of F .
Similar to the proof of Theorem 2 in Section 5.2.1, we denote Fα1,l(θ
0
1i, θ
0
2i) as the coefficient
of X l
∂α1+lf
∂hα1+l1
(Y |h1(X|θ01i), h2(X|θ02i))f(X) in An and Bn for any 0 ≤ α1 ≤ r, 0 ≤ l ≤ 2(r −
α1), and 1 ≤ i ≤ k0. Then, the coefficients of X l ∂
α1+lf
∂hα1+l1
(Y |h1(X|θ01i), h2(X|θ02i))f(X) in
An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) will be Fα1,l(θ
0
1i, θ
0
2i)/Dκ(Gn, G0).
Assume that all of these coefficients go to 0 as n → ∞. By taking the summation of
|F0,0(θ01i, θ02i)/Dκ(Gn, G0)| for all 1 ≤ i ≤ k0, we obtain that( k0∑
i=1
|
si∑
j=1
pnij − π0i |
)
/Dκ(Gn, G0)→ 0.
Additionally, according to equation (38), we can verify that
F2,0(θ
0
1i, θ
0
2i)/Dκ(Gn, G0) =
( si∑
j=1
pnij
∣∣∣∣(∆θn1ij)(1)∣∣∣∣2)/Dκ(Gn, G0)→ 0
for all 1 ≤ i ≤ k0. From the formulation of Dκ(Gn, G0), the above limits lead to{ k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(2)∣∣∣∣r + |∆θn2ij|r/2)}/Dκ(Gn, G0)→ 1 as n→∞.
Thus, we can find an index i∗ ∈ {1, . . . , k0} such that
J =
{ si∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣r + |∆θn2i∗j |r/2)}/Dκ(Gn, G0) 6→ 0
as n → ∞. Without loss of generality, we assume that i∗ = 1. Now, since we have
Fα1,l(θ
0
1i, θ
0
2i)/Dκ(Gn, G0)→ 0 for all values of α1, l, i, we obtain that
Mα1,l(θ
0
1i, θ
0
2i) =
Fα1,l(θ
0
1i, θ
0
2i)
si∑
j=1
pn1j
(∣∣∣∣(∆θn11j)(2)∣∣∣∣r + |∆θn21j |r/2)
=
1
J
Fα1,l(θ
0
1i, θ
0
2i)
Dκ(Gn, G0)
→ 0,
for any 0 ≤ α1 ≤ r, 0 ≤ l ≤ 2(r−α1), and 1 ≤ i ≤ k0. From the representation of An in (38),
we can verify that
M0,l(θ
0
11, θ
0
21) =
s1∑
j=1
pn1j
∑
α2+2α3=l
α2+α3≤r
{
(∆θn11j)
(2)
}α2
(∆θn21j)
α3
2α3α2!α3!
si∑
j=1
pn1j
(∣∣∣∣(∆θn11j)(2)∣∣∣∣r + |∆θn21j |r/2)
→ 0.
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for 0 ≤ l ≤ 2r. Using the same argument as that in Step 3 of the proof of Theorem 2 in
Section 5.2.1, the above system of polynomial limits does not hold. As a consequence, not all
the coefficients in the linear combinations of An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) go to 0 as
n→∞. From here, using the Fatou’s argument in Step 4 of the proof of Theorem 2 and the
fact that the elements of F are linearly independent with respect to X and Y , we achieve the
conclusion of (36).
A.1.2 Proof for equality (37)
To alleviate the presentation, we will only provide a proof sketch of equality (37). We also
divide the proof into two settings of κ′ ≺ κ = (2, r, r/2).
Case 1: κ′ =
(
κ′(1), κ′(2), κ′(3)
)
when κ′(1) < 2. Under this setting, we construct Gn =∑k0+1
i=1 π
n
i δ(θn1i,θn2i) such that (π
n
i , θ
n
1i, θ
n
2i) ≡ (π0i−1, θ01(i−1), θ02(i−1)) for 3 ≤ i ≤ k0 +1. Addition-
ally, πn1 = π
n
2 = π
0
1/2,
(
(θn1i)
(2), θn2i
)
=
(
(θ011)
(2), θ021
)
for 1 ≤ i ≤ 2, and (θn11)(1) = (θ011)(1)−1/n,
(θn12)
(1) = (θ011)
(1)+1/n. From this construction of Gn, we can verify that W˜
‖κ′‖∞
κ′ (Gn, G0) ≍
n−κ
′(1)
. Given that formulation of Gn, when we perform Taylor expansion up to the first order
around (θ011)
(1), the following equation holds
pGn(X,Y )− pG0(X,Y ) = R1(X,Y ),
where R1(X,Y ) is Taylor remainder such that
R1(X,Y )
=
2∑
i=1
πni
{
(∆θn1i)
(1)
}2 1∫
0
(1− t) ∂
2f
∂(θ
(1)
1 )
2
(
Y |h1(X, θ011 + t∆θn1i), h2(X, θ021 + t∆θn2i)
)
f(X)dt.
Using the same argument as that in Case 1 in the proof of equality (29) in Section 5.2.2, the
following holds
h2(pGn , pG0)
W˜
2‖κ′‖∞
κ′ (Gn, G0)
-
∫
R
2
1(X,Y )
pG0(X,Y )W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y ) -
O(n−4)
n−2κ
′(1)
→ 0
as n→∞. Therefore, we achieve the conclusion of equality (37) under Case 1.
Case 2: κ′ =
(
2, κ′(2), κ′(3)
)
when (κ
′(2)
1 , κ
′(3)) ≺ (r, r/2). Under this setting of κ′, we
construct Gn =
∑k
i=1 π
n
i δ(θn1i,θn2i) such that (π
n
i+k−k0
, θn1(i+k−k0), θ
n
2(i+k−k0)
) = (π0i , θ
0
1i, θ
0
2i) for
2 ≤ i ≤ k0. For 1 ≤ j ≤ k − k0 + 1, we choose (θn1j)(1) = (θ011)(1) and
(θn1j)
(2) = (θ011)
(2) +
a∗j
n
, θn2j = θ
0
21 +
2b∗j
n2
, πnj =
π01(c
∗
j )
2∑k−k0+1
i=1 (c
∗
j )
2
,
where (c∗i , a
∗
i , b
∗
i )
k−k0+1
i=1 are the non-trivial solution of system of polynomial equations (6)
when r = r − 1. From here, by performing Taylor expansion around ((θ011)(2), θ021), i.e., along
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the direction of the second component of θ011 and θ
0
21 and arguing similarly as Case 2 in the
proof of equality (29) in Section 5.2.2, we obtain that
pGn(X,Y )− pG0(X,Y ) =
2r−2∑
l=r
O(n−r) ∂
lf
∂hl1
(Y |h1(X, θ01i), h2(X, θ02i))f(X) +R2(X,Y ),
where R2(X,Y ) is Taylor remainder such that the following limit holds
∫
R
2
2(X,Y )
pG0(X,Y )W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y ) -
O(n−2r)
n−2min{κ
′(2),κ′(2)}
→ 0.
Therefore, we achieve that
h2(pGn , pG0)
/
W˜
2‖κ′‖∞
κ′ (Gn, G0)→ 0
as n→∞. As a consequence, we reach the conclusion of equality (37) under Case 2.
A.2 Proof of Theorem 4
Similar to the previous proofs, it is sufficient to demonstrate the following results:
lim
ǫ→0
inf
G∈Ok,c0 (Ω):W˜κ(G,G0)≤ǫ
V (pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0, (39)
inf
G∈Ok(Ω)
h(pG, pG0)/W˜
‖κ′‖∞
κ′ (G,G0) = 0, (40)
for any κ′ ≺ κ where κ = (r, r, ⌈r/2⌉, ⌈r/2⌉). Without loss of generality, we assume that r is
even, i.e., κ = (r, r, r/2, r/2).
A.2.1 Proof for inequality (39)
Assume that the conclusion of (39) does not hold. By using the same notations of Gn as in
the proof of Theorem 2, we can find a sequence Gn that has representation (30) such that
V (pGn , pG0)/W˜
‖κ‖∞
κ (Gn, G0) → 0 and W˜κ(Gn, G0) → 0. Here, since θn2ij and θ(0)2i have 2
dimensions, we denote ∆θn2ij = ((∆θ
n
2ij)
(1), (∆θn2ij)
(2)) for all 1 ≤ i ≤ k0 and 1 ≤ j ≤ si
throughout this proof. According to Lemma 5, we have
W˜ ‖κ‖∞κ (Gn, G0) -
k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣r+∣∣∣∣(∆θn1ij)(2)∣∣∣∣r+∣∣∣∣(∆θn2ij)(1)∣∣∣∣r/2+∣∣∣∣(∆θn2ij)(2)∣∣∣∣r/2)
+
k0∑
i=1
|
si∑
j=1
pnij − π0i | := Dκ(Gn, G0).
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Invoking Taylor expansion up to the order r, we obtain that
pGn(X,Y )− pG0(X,Y ) =
k0∑
i=1
si∑
j=1
pnij
∑
1≤|α|≤r
1
α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2{
(∆θn2ij)
(1)
}α3
×
{
(∆θn2ij)
(2)
}α4 ∂|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂(θ
(1)
2 )
α3∂(θ
(2)
2 )
α4
(Y |h1(X|θ01i), h2(X|θ02i))f(X)
+
k0∑
i=1
( si∑
j=1
pnij − p0i
)
f(Y |h1(X|θ01i, h2(X|θ02i))f(X) +R(X,Y )
:= An +Bn +R(X,Y ),
where α = (α1, α2, α3, α4) andR(X,Y ) is a Taylor remainder such that R(X,Y )/Dκ(Gn, G0)→
0 as n→∞ for all (X,Y ). The formulation of expert functions h1, h2 and the PDE structure
of Gaussian kernel lead to
∂|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂(θ
(1)
2 )
α3∂(θ
(2)
2 )
α4
(Y |h1(X, θ1), h2(X, θ2))
=
Xα2+2α4
2α3+α4
∂α1+α2+2α3+2α4f
∂hα1+α2+2α3+2α41
(Y |h1(X, θ1), h2(X, θ2)),
for any α1, α2, α3, α4 ∈ N, θ1 ∈ Ω1, and θ2 ∈ Ω2. With the above equation, we can rewrite
An as follows
An =
k0∑
i=1
si∑
j=1
pnij
∑
1≤|α|≤r
1
α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2{
(∆θn2ij)
(1)
}α3{
(∆θn2ij)
(2)
}α4
×X
α2+2α4
2α3
∂α1+α2+2α3+2α4f
∂hα1+α2+2α3+2α41
(Y |h1(X|θ01i), h2(X|θ02i))f(X)
=
k0∑
i=1
si∑
j=1
pnij
∑
1≤l1+l2≤2r
( ∑
α1,α2,α3,α4
1
2α3+α4α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2{
(∆θn2ij)
(1)
}α3
×
{
(∆θn2ij)
(2)
}α4)
X l2
∂l1+l2f
∂hl1+l21
(Y |h1(X|θ01i), h2(X|θ02i))f(X), (41)
where α1, α2, α3, α4 ∈ N in the sum of second equation satisfies α1 + 2α3 = l1, α2 + 2α4 = l2,
and 1 ≤ α1 + α2 + α3 + α4 ≤ r.
As demonstrated in the earlier proofs, we can treat An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) as
a linear combination of X l2
∂l1+l2f
∂hl1+l21
(Y |h1(X|θ01i), h2(X|θ02i))f(X) for 0 ≤ l1 + l2 ≤ 2r and 1 ≤
i ≤ k0, which are linearly independent with respect to X and Y . For the simplicity of presen-
tation, we denote El1,l2(θ
0
1i, θ
0
2i) as the coefficient of X
l2
∂l1+l2f
∂hl1+l21
(Y |h1(X|θ01i), h2(X|θ02i))f(X)
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in An, Bn. From the equation (41), we can check that
E0,l(θ
0
1i, θ
0
2i) =
( si∑
j=1
pnij
∑
α2+2α4=l
α2+α4≤r
{
(∆θn1ij)
(2)
}α2{
(∆θn2ij)
(2)
}α4)
/(2α4α2!α4!),
El,0(θ
0
1i, θ
0
2i) =
( si∑
j=1
pnij
∑
α1+2α3=l
α1+α3≤r
{
(∆θn1ij)
(1)
}α1{
(∆θn2ij)
(1)
}α3)
/(2α3α1!α3!),
for any 1 ≤ l ≤ 2r.
Assume that all of the coefficients of An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) go to 0 as
n→∞. The summation of |E0,0(θ01i, θ02i)/Dκ(Gn, G0)| for all 1 ≤ i ≤ k0 leads to( k0∑
i=1
|
si∑
j=1
pnij − π0i |
)
/Dκ(Gn, G0)→ 0.
From the formulation of Dκ(Gn, G0), the above limit implies that{ k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣r+∣∣∣∣(∆θn1ij)(2)∣∣∣∣r+∣∣∣∣(∆θn2ij)(1)∣∣∣∣r/2+∣∣∣∣(∆θn2ij)(2)∣∣∣∣r/2)}/Dκ(Gn, G0)→ 1.
Therefore, we can find an index i∗ ∈ {1, . . . , k0} such that{ si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r+∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣r+∣∣∣∣(∆θn2i∗j)(1)∣∣∣∣r/2+∣∣∣∣(∆θn2i∗j)(2)∣∣∣∣r/2)}/Dκ(Gn, G0) 6→ 0.
The above result leads to two distinct cases.
Case 1:
{(
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r+∣∣∣∣(∆θn2i∗j)(1)∣∣∣∣r/2)}/Dκ(Gn, G0) 6→ 0. By taking the
product between the inverse of the previous ratio and El,0(θ
0
1i∗ , θ
0
2i∗)/Dκ(Gn, G0), we achieve
the following system of limits(
si∗∑
j=1
pni∗j
∑
α1+2α3=l
α1+α3≤r
{
(∆θn1i∗j)
(1)
}α1{
(∆θn2i∗j)
(1)
}α3)
/(2α3α1!α3!)
(
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r+∣∣∣∣(∆θn2i∗j)(1)∣∣∣∣r/2)
→ 0,
for all 1 ≤ l ≤ 2r, which does not hold according to the argument of the proof of Theorem 2.
Therefore, Case 1 can not hold.
Case 2:
{(
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣r+∣∣∣∣(∆θn2i∗j)(2)∣∣∣∣r/2)}/Dκ(Gn, G0) 6→ 0. By taking the
product between the inverse of the previous ratio with E0,l(θ
0
1i∗ , θ
0
2i∗)/Dκ(Gn, G0), we ob-
tain that following system of limits(
si∗∑
j=1
pni∗j
∑
α2+2α4=l
α2+α4≤r
{
(∆θn1i∗j)
(2)
}α2{
(∆θn2i∗j)
(2)
}α4)
/(2α4α2!α4!)
(
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣r+∣∣∣∣(∆θn2i∗j)(2)∣∣∣∣r/2)
→ 0,
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for all 1 ≤ l ≤ 2r, which does not hold. Thus, Case 2 can not happen.
As a consequence, not all the coefficients of An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) go to 0
as n → ∞. From here, using the same argument as the Fatou’s argument in Step 4 of the
proof of Theorem 2, we achieve the conclusion of inequality (39).
A.3 Proof for equality (40)
To avoid unnecessary repetition, we only sketch the proof for equality (40). Since κ′ =
(κ′(1), κ′(2), κ′(3), κ′(4)) ≺ (r, r, r/2, r/2), one of the two pairs (κ′(1), κ′(3)), (κ′(2), κ′(4)) is strictly
dominated by (r, r/2). Without loss of generality, we assume that (κ′(1), κ′(3)) ≺ (r, r/2).
Under this setting of κ′, we construct a sequence of mixing measures Gn =
∑k
i=1 π
n
i δ(θn1i,θn2i)
as follows. We choose (πni+k−k0 , θ
n
1(i+k−k0)
, θn2(i+k−k0)) = (π
0
i , θ
0
1i, θ
0
2i) for 2 ≤ i ≤ k0. For
1 ≤ j ≤ k − k0 + 1, we choose
(
(θn1j)
(2), (θn2j)
(2)
)
≡ ((θ011)(2), (θ021)(2)) and
(θn1j)
(1) = (θ011)
(1) +
a∗j
n
, (θn2j)
(1) = (θ021)
(1) +
2b∗j
n2
, πnj =
π01(c
∗
j )
2∑k−k0+1
i=1 (c
∗
j )
2
,
where (c∗i , a
∗
i , b
∗
i )
k−k0+1
i=1 are the non-trivial solution of system of polynomial equations (6)
when r = r − 1. From here, by performing Taylor expansion around ((θ011)(1), (θ021)(1)), i.e.,
along the direction of the first component of θ011 and θ
0
21 and arguing similarly as Case 2 in
the proof of equality (29) in Section 5.2.2, we obtain that
pGn(X,Y )− pG0(X,Y ) =
2r−2∑
l=r
O(n−r) ∂
lf
∂hl1
(Y |h1(X, θ01i), h2(X, θ02i))f(X) +R(X,Y ),
where R(X,Y ) is a Taylor remainder such that the following limit holds∫
R
2
(X,Y )
pG0(X,Y )W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y ) -
O(n−2r)
n−2min{κ
′(1),κ′(3)}
→ 0.
As a consequence, we eventually achieve that
h2(pGn , pG0)
/
W˜
2‖κ′‖∞
κ′ (Gn, G0)→ 0
as n→∞, which leads to the conclusion of equality (40).
A.4 Proof of Theorem 5
(a) Similar to the proof of Theorem 2, to obtain the conclusion of part (a), it is sufficient to
demonstrate that
lim
ǫ→0
inf
G∈Ok,c0(Ω):Wκ(G,G0)≤ǫ
V (pG, pG0)/W˜
‖κ‖∞
κ (G,G0) > 0 (42)
where κ := (2, 2, 2). Assume that the above result does not hold, which leads to the exis-
tence of sequence Gn =
k0∑
i=1
si∑
j=1
pnijδ(θn1ij ,θn2ij) such that V (pGn , pG0) /W˜
‖κ‖∞
κ (Gn, G0) → 0 and
W˜κ(Gn, G0)→ 0. Here, (θn1ij , θn2ij)→ (θ01i, θ02i) for all 1 ≤ i ≤ k0, 1 ≤ j ≤ si and
si∑
j=1
pnij → π0i
42
for all 1 ≤ i ≤ k0. In this proof, we denote ∆θn1ij := ((∆θn1ij)(1), (∆θn1ij)(2)) for all 1 ≤ i ≤ k0
and 1 ≤ j ≤ si. According to Lemma 5 in Appendix B, we have
W˜ ‖κ‖∞κ (Gn, G0) -
k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣κ(1)+∣∣∣∣(∆θn1ij)(2)∣∣∣∣κ(2)+∣∣∣∣∆θn2ij∣∣∣∣κ(3))
+
k0∑
i=1
∣∣∣∣∣∣
si∑
j=1
pnij − π0i
∣∣∣∣∣∣ := Dκ(Gn, G0).
Since the proof argument for (42) is rather intricate, we divide this argument into several
steps.
Step 1 - Structure of Taylor expansion By means of Taylor expansion up to the order
‖κ‖∞ = 2, we obtain that
pGn(X,Y )− pG0(X,Y ) =
k0∑
i=1
si∑
j=1
pnij
∑
1≤|α|≤‖κ‖∞
1
α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2
(∆θn2ij)
α3
× ∂
|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(Y |h1(X|θ01i), h2(X|θ02i))f(X)
+
k0∑
i=1
( si∑
j=1
pnij − p0i
)
f(Y |h1(X|θ01i, h2(X|θ02i))f(X) +R(X,Y )
:= An +Bn +R(X,Y ),
where α = (α1, α2, α3) and R(X,Y ) is a Taylor remainder such that R(X,Y )/Dκ(Gn, G0)→ 0
as n→∞.
With the formation of expert functions h1 and h2, we can check that
∂|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(Y |h1(X|θ01i), h2(X|θ02i))f(X) are not linearly independent with respect to X and Y . There-
fore, as being argued in the proof of Theorem 2, we can not consider An as a linear combi-
nations of these derivatives. To see clearly the influence of non-linearity setting I of G0 on
the set of linear independent elements of An, we will provide the detail formulations of key
partial derivatives of f with respect to θ1 and θ2 up to the second order.
Key partial derivatives up to the second order In particular, for any θ1 and θ2, by
means of direct computation and the PDE equation
∂2f
∂h21
= 2
∂f
∂h22
, we can verify that
∂f
∂θ
(1)
1
= 2
(
θ
(1)
1 + θ
(2)
1 X
) ∂f
∂h1
,
∂f
∂θ
(2)
1
= 2X
(
θ
(1)
1 + θ
(2)
1 X
) ∂f
∂h1
,
∂2f
∂(θ
(1)
1 )
2
= 2
∂f
∂h1
+ 4
(
θ
(1)
1 + θ
(2)
1 X
)2 ∂2f
∂h21
,
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∂2f
∂(θ
(2)
1 )
2
= 2X2
∂f
∂h1
+ 4X2
(
θ
(1)
1 + θ
(2)
1 X
)2 ∂2f
∂h21
,
∂2f
∂θ
(1)
1 ∂θ
(2)
1
= 2X
∂f
∂h1
+ 4X
(
θ
(1)
1 + θ
(2)
1 X
)2 ∂2f
∂h21
,
∂f
∂θ2
=
∂f
∂h22
=
1
2
∂2f
∂h21
,
∂2f
∂θ22
=
∂2f
∂h42
=
1
4
∂4f
∂h41
. (43)
Here, we suppress the condition on h1(X, θ1) and h2(X, θ2) in the notation to simplify the
presentation.
Set of linear independent elements We define
F :=
{
X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) : (l1, l2) ∈ B, 1 ≤ i ≤ k0
}
,
where B = {(0, 0), (0, 1)(0, 2), (0, 3), (0, 4), (1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3), (3, 2), (4, 2)}.
According to the key partial derivatives of f up to the second order given by (43), we can
validate that the elements of F are linearly independent with respect to X and Y . Therefore,
we can treat An/Dκ(Gn, G0), Bn/Dκ(Gn, G0) as a linear combination of linear independent
elements of F .
Step 2 - Non-vanishing coefficients Assume that all the coefficients in the representation
of An/Dκ(Gn, G0) and Bn/Dκ(Gn, G0) go to 0 as n → ∞. By taking the summation of the
absolute value of coefficients in Bn/Dκ(Gn, G0), it implies that k0∑
i=1
|
si∑
j=1
pnij − π0i |
 /Dκ(Gn, G0)→ 0.
Furthermore, from the formulations of key partial derivatives in (43), the vanishing of coeffi-
cients of
∂4f
∂h41
(Y |h1(X, θ01i), h2(X, θ02i)) to 0 as 1 ≤ i ≤ k0 leads to
 k0∑
i=1
si∑
j=1
pnij
∣∣∆θn2ij∣∣2
 /Dκ(Gn, G0)→ 0.
Given the above results, the following holds k0∑
i=1

si∑
j=1
pnij
∣∣∆θn2ij∣∣2 + | si∑
j=1
pnij − π0i |

 /Dκ(Gn, G0)→ 0. (44)
On the other hand, the hypothesis that the coefficients of X l1
∂f
∂h1
(Y |h1(X, θ01i), h2(X, θ02i))
as l1 ∈ {0, 2} and X l2 ∂
2f
∂h21
(Y |h1(X, θ01i), h2(X, θ02i)) as l2 ∈ {0, 2} as 1 ≤ l2 ≤ 4 go to 0 as
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1 ≤ i ≤ k0 respectively lead to the following system of polynomial limits:
2(θ01i)
(1)
 si∑
j=1
pnij(∆θ
n
1ij)
(1)
 /Dκ(Gn, G0) + 2In,i → 0,
2(θ01i)
(2)
 si∑
j=1
pnij(∆θ
n
1ij)
(2)
 /Dκ(Gn, G0) + 2Kn,i → 0,
2(θ01i)
(1)(θ01i)
(2)In,i +
{
(θ01i)
(1)
}2
Jn,i → 0,{
(θ01i)
(2)
}2
In,i + 2(θ
0
1i)
(1)(θ01i)
(2)Jn,i +
{
(θ01i)
(1)
}2
Kn,i → 0,
2(θ01i)
(1)(θ01i)
(2)Kn,i +
{
(θ01i)
(2)
}2
Jn,i → 0,{
(θ01i)
(2)
}
Kn,i → 0, (45)
for all 1 ≤ i ≤ k0 where the explicit forms of In,i, Jn,i, and Kn,i are as follows:
In,i :=
 si∑
j=1
pnij
∣∣∣(∆θn1ij)(1)∣∣∣2
 /Dκ(Gn, G0),
Jn,i :=
 si∑
j=1
pnij(∆θ
n
1ij)
(1)(∆θn1ij)
(2)
 /Dκ(Gn, G0),
Kn,i :=
 si∑
j=1
pnij
∣∣∣(∆θn1ij)(2)∣∣∣2
 /Dκ(Gn, G0).
According to the formulation of non-linearity setting I of G0, we only have two possible cases
to consider with respect to a pair
(
(θ01i)
(1), (θ01i)
(2)
)
:
Case 1: (θ01i)
(2) 6= 0. Under this case, the final limit in (45) indicates that Kn,i → 0 as
n → ∞. Plugging this result into the fifth limit in this system, we achieve that Jn,i → 0 as
n→∞. Putting the previous results together, the third limit in the system of limits leads to
In,i → 0 as n→∞.
Case 2: (θ01i)
(1) = (θ01i)
(2) = 0. Under this case, the final four limits in system of polynomial
limits (45) always hold. On the other hand, the first two limits of this system leads to In,i → 0
and Kn,i → 0 as n→∞.
Given the results from Case 1 and Case 2, the following limit holds
k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣2+∣∣∣∣(∆θn1ij)(2)∣∣∣∣2
)
Dκ(Gn, G0)
→ 0. (46)
Putting the results from (44) and (46) together, we obtain that
1 = Dκ(Gn, G0)/Dκ(Gn, G0)→ 0,
45
which is a contradiction. Therefore, not all the coefficients ofAn/Dκ(Gn, G0) andBn/Dκ(Gn, G0)
go to 0 as n → ∞. From here, using the same argument as that of using the Fatou’s argu-
ment in Step 4 of the proof of Theorem 2, we achieve the conclusion of inequality (42) under
non-linearity setting I of G0.
(b) According to Lemma 3, the proof regarding minimax lower bound for estimators under
non-linearity setting I of G0 follows by demonstrating that
lim
ǫ→0
inf
G∈Ok(Ω): Wκ′(G,G0)≤ǫ
h(pG, pG0)/W˜
‖κ′‖∞
κ′ (G,G0) = 0, (47)
for all κ′ ≺ κ = (2, 2, 2). In fact, we will construct a similar sequence of mixing mea-
sures Gn as that in the proof of (17) in Section 5.1.2. More precisely, we define Gn =∑k0+1
i=1 π
n
i δ(θn1i,θn2i)
with k0 + 1 components as follows: (π
n
i , θ
n
1i, θ
n
2i) ≡ (π0i−1, θ01(i−1), θ02(i−1))
for 3 ≤ i ≤ k0 + 1. Additionally, πn1 = πn2 = 1/2, (θn11, θn21) ≡ (θ011 − 12/n, θ021 − 1/n), and
(θn12, θ
n
22) ≡ (θ011 + 12/n, θ021 + 1/n). Now, by means of Taylor expansion up to the first order,
the detail formulations of first order derivatives in (43), and the choice of Gn, we have
pGn(X,Y )− pG0(X,Y ) =
2∑
i=1
πni
(
f(Y |h1(X, θn1i, θn2i)− f(Y |h1(X, θ011, θ021)
)
f(X)
=
2∑
i=1
πni
∑
|α|+|β|=1
1
α!β!
q1∏
u=1
{
(∆θn1i)
(u)
}αu q1∏
u=1
{
(∆θn2i)
(v)
}βv
× ∂f
∂θα1 ∂θ
β
2
(
Y |h1(X, θ011), h2(X, θ021)
)
f(X) +R(X,Y )
= R(X,Y ),
where ∆θn1i = θ
n
1i− θ011 and ∆θn2i = θn2i− θ021 for 1 ≤ i ≤ 2. Using the similar argument as that
in the proof of (17) in Section 5.1.2, R(X,Y ) is a Taylor remainder from the above expansion
such that ∫
R
2
1(X,Y )
pG0(X,Y )W˜
2‖κ′‖∞
κ′ (Gn, G0)
d(X,Y ) -
O(n−4)
n−2min{κ
′(1),κ′(2),κ′(3)}
→ 0
as n→∞. As a consequence, we achieve the conclusion of equality (47).
A.5 Proof of Theorem 6
To achieve the conclusion of the theorem, it is sufficient to demonstrate that
lim
ǫ→0
inf
G∈Ok,c0(Ω):W˜κ˜sin(G,G0)≤ǫ
V (pG, pG0)/W˜
r˜sin
κ˜sin
(G,G0) > 0
where r˜sin = r˜
(
(θ01imax)
(1), k − k0 + 1
)
and κ˜sin = (˜rsin, 2, ⌈˜rsin /2⌉). Assume that the above
result does not hold. It implies that we can find sequence Gn such that
V (pGn , pG0) /W˜
r˜sin
κ˜sin
(Gn, G0)→ 0,
and W˜κ˜sin(Gn, G0)→ 0. To avoid unnecessary repetition, we utilize the same notation of Gn
as part (a) in the proof of Theorem 5 in Appendix A.4.
46
Step 1 - Structure of Taylor expansion Similar to the proof of Theorem 5, we have the
following representation when we perform Taylor expansion up to the order r˜sin:
pGn(X,Y )− pG0(X,Y ) := An +Bn +R(X,Y ),
where R(X,Y ) is a Taylor remainder such that R(X,Y )/Dκ˜sin(Gn, G0) → 0 as n→∞. The
forms of Bn and Dκ˜sin(Gn, G0) are similar to that in Step 1 of Theorem 5 except that we use
κ˜sin instead of κ. Furthermore, An has the following form:
An :=
k0∑
i=1
An(i) =
∑
i∈A
An(i) +
∑
i∈Ac
An(i),
where A := {i ∈ [k0] : (θ01i)(1) 6= 0 and (θ01i)(2) = 0} and
An(i) :=
si∑
j=1
pnij
∑
1≤|α|≤r˜sin
1
α!
{
(∆θn1ij)
(1)
}α1{
(∆θn1ij)
(2)
}α2
(∆θn2ij)
α3
× ∂
|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X)
for i ∈ [k0]. Under the non-linearity setting II of G0, there exists an index i such that
(θ01i)
(1) 6= 0 and (θ01i)(2) = 0. Therefore, we have |A| ≥ 1. To analyze the structure of An(i),
we consider two settings of index i: i ∈ A and i ∈ Ac.
Index i ∈ A: For any i ∈ A, the collection of full partial derivatives ∂
|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(Y |h1(X|θ01i), h2(X|θ02i))f(X) up to order r˜sin ≥ 2 is not linearly independent with respect
to X and Y . Therefore, we cannot treat An(i) as a linear combination of these derivatives
as long as i ∈ A. Our strategy is to reduce this collection of full partial derivatives into a
collection of linearly independent terms of the forms X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X)
as those in the previous proofs for some (l1, l2). Given that idea, we define
F(i) =
{
X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) : (l1, l2) ∈ B(i)
}
,
the set of all linear independent terms deriving from computing the partial derivatives of f
up to order r˜sin with respect to θ1 and θ2. In general, the exact form of B(i) is very difficult
to obtain. For the purpose of this proof, we only need to focus on a subset of B(i) in which
we have a closed form. In particular, we denote a set Bsub as follows:
Bsub := {(2, 0)} ∪ {(0, l2) : 1 ≤ l2 ≤ 2 r˜sin}.
We claim that Bsub is a subset of B(i) for any i ∈ A. We prove this claim at the end of this
proof. From now on, we assume that this claim is given.
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Index i ∈ Ac: For any i ∈ Ac, we also have the linear dependence of the set of full partial
derivatives
∂|α|f
∂(θ
(1)
1 )
α1∂(θ
(2)
1 )
α2∂θα32
(Y |h1(X|θ01i), h2(X|θ02i))f(X) up to order r˜sin ≥ 2. Similar
to the strategy of case i ∈ A, we also reduce the previous set into a collection of linearly
independent terms of the forms X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X), which can be defined
as:
F(i) =
{
X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) : (l1, l2) ∈ B(i)
}
.
However, the structure of B(i) is also very complicated. For the purpose of this proof, we
only consider its subset Bsub, which has the following form:
Bsub := {(0, 1), (0, 4), (1, 2), (2, 1), (2, 2), (2, 3), (3, 2), (4, 2)} .
The proof for the claim that Bsub ⊂ B(i) for any i ∈ Ac is similar to that from claim
Bsub ⊂ B(i) as i ∈ A; therefore, it is omitted. From now on, we also assume that the above
claim is true.
Given the formulations of F(i) and F(i), we can treat An(i)/Dκ˜sin(Gn, G0) as the linear
combinations of elements from F(i) divided by Dκ˜sin(Gn, G0) for i ∈ A and from F(i) divided
by Dκ˜sin(Gn, G0) for i ∈ Ac.
Non-vanishing coefficients Similar to the previous proofs, we assume that all the coeffi-
cients in the representation of An(i)/Dκ˜sin(Gn, G0) and Bn/Dκ˜sin(Gn, G0) go to 0 as n →∞
for all i ∈ [k0]. From the definitions of Bsub and Bsub, we have the coefficients associated with
X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) go to 0 when (l1, l2) ∈ Bsub for i ∈ A or (l1, l2) ∈ Bsub
for i ∈ Ac.
For the simplicity of the presentation, we denote E(l1,l2)(i) the coefficients of the element
X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) when (l1, l2) ∈ Bsub and i ∈ A. Similarly, E(l1,l2)(i)
are the coefficients of X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) when (l1, l2) ∈ Bsub and i ∈ Ac.
For (l1, l2) = (0, l) as 1 ≤ l ≤ 2 r˜sin, the exact formulation of E(l1,l2)(i) can be derived from
determining the coefficient of X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) in the following term:
si∑
j=1
pnij
∑
1≤|γ|≤r˜sin
1
γ!
{
(∆θn1ij)
(1)
}γ1
(∆θn2ij)
γ2 ∂
|γ|f
∂(θ
(1)
1 )
γ1∂θγ22
(
Y |h1(X, θ01i), h2(X, θ02i)
)
f(X),
for γ = (γ1, γ2). Equipped with the result of Lemma 1, we can verify that
E(0,l)(i) =
 ∑
γ1,γ2,τ
P
(γ1)
τ
(
(θ01i)
(1)
)
2γ2
( si∑
j=1
pnij
{
(∆θn1ij)
(1)
}γ1
(∆θn2ij)
γ2
γ1!γ2!
)/Dκ˜sin(Gn, G0), (48)
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where the summation with respect to γ1, γ2, τ in the numerator satisfies γ1/2 + τ + 2γ2 = l,
τ ≤ γ1/2 when γ1 is an even number while (γ1 + 1)/2 + τ + 2γ2 = l, τ ≤ (γ1 − 1)/2 when γ1
is an odd number. Furthermore, γ1 + γ2 ≤ r˜sin.
By taking the summation of the absolute value of coefficients in Bn/Dκ(Gn, G0), it implies
that  k0∑
i=1
|
si∑
j=1
pnij − π0i |
 /Dκ˜sin(Gn, G0)→ 0.
From the definition of Dκ˜sin(Gn, G0), it leads to k0∑
i=1
si∑
j=1
pnij
(∣∣∣∣(∆θn1ij)(1)∣∣∣∣r˜sin+∣∣∣∣(∆θn1ij)(2)∣∣∣∣2+∣∣∣∣∆θn2ij∣∣∣∣⌈˜rsin /2⌉)
/Dκ˜sin(Gn, G0)→ 1.
Therefore, there exists an index i∗ ∈ [k0] such that si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r˜sin+∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣2+∣∣∣∣∆θn2i∗j∣∣∣∣⌈˜rsin /2⌉)
/Dκ˜sin(Gn, G0) 6→ 0.
We denote
Dκ˜sin(Gn, G0) :=
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r˜sin+∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣2+∣∣∣∣∆θn2i∗j∣∣∣∣⌈˜rsin /2⌉).
As E(l1,l2)(i)→ 0 and E(l′1,l′2)(j) → 0 for i ∈ A, j ∈ Ac, (l1, l2) ∈ Bsub, and (l′1, l′2) ∈ Bsub, the
following holds:
K(l1,l2)(i) :=
Dκ˜sin(Gn, G0)
Dκ˜sin(Gn, G0)
E(l1,l2)(i)→ 0,
K(l′1,l′2)(j) :=
Dκ˜sin(Gn, G0)
Dκ˜sin(Gn, G0)
E(l′1,l′2)(j)→ 0,
for all i ∈ A, j ∈ Ac, (l1, l2) ∈ Bsub, and (l′1, l′2) ∈ Bsub. Now, we consider two possible settings
of i∗.
Setting 1 - i∗ ∈ A: By direct computation, the vanishing of K(2,0)(i∗) to 0 is equivalent to si∗∑
j=1
pni∗j
∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣2
/Dκ˜sin → 0.
From the definition of κ˜sin, the above result leads to
Ln :=
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r˜sin+∣∣∣∣∆θn2i∗j∣∣∣∣⌈˜rsin /2⌉)/Dκ˜sin → 1.
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Equipped with the formulation of E(0,l)(i
∗) in (48) for any 1 ≤ l ≤ 2r˜sin, the following system
of limits holds:
1
Ln
K(0,l)(i
∗) =
∑
γ1,γ2,τ
P
(γ1)
τ
(
(θ01i∗)
(1)
)
2γ2
(
si∑
j=1
pni∗j
{
(∆θn1i∗j)
(1)
}γ1
(∆θn2i∗j)
γ2
γ1!γ2!
)
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣r˜sin+∣∣∣∣∆θn2i∗j∣∣∣∣⌈˜rsin /2⌉)
→ 0, (49)
where the summation with respect to γ1, γ2, τ in the numerator satisfies γ1/2 + τ + 2γ2 = l,
τ ≤ γ1/2 when γ1 is an even number while (γ1 + 1)/2 + τ + 2γ2 = l, τ ≤ (γ1 − 1)/2 when γ1
is an odd number. Additionally, γ1 + γ2 ≤ r˜sin.
Recall that r˜sin = r˜((θ
0
1imax)
(1), k − k0 + 1) where imax = argmax
i∈A
r˜((θ01i)
(1), k − k0 + 1).
Therefore, r˜sin ≥ r˜((θ01i∗)(1), k − k0 + 1) ≥ r˜((θ01i∗)(1), si∗) as si∗ ≤ k − k0 + 1. From the
definition of r˜((θ01i∗)
(1), si∗) in Definition 4, the system of polynomial limit (49) does not hold
given the values of r˜((θ01i∗)
(1), si∗). Therefore, it does not happen under r˜sin. As a consequence,
setting 1 that i∗ ∈ A will not hold.
Setting 2 - i∗ ∈ Ac: Since r˜sin ≥ 3, it is clear that (2, 2, 2) ≺ (˜rsin, 2, ⌈˜rsin /2⌉). It implies
that
Dκ˜sin(Gn, G0) . D˜(Gn, G0) :=
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣2+∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣2+∣∣∣∣∆θn2i∗j∣∣∣∣2).
Since E(l1,l2)(i
∗)→ 0 for all (l1, l2) ∈ Bsub, it leads to
F (l1,l2)(i
∗) :=
Dκ˜sin(Gn, G0)
D˜(Gn, G0)
E(l1,l2)(i
∗)→ 0,
for all (l1, l2) ∈ Bsub. We can check that the vanishing of F (0,4)(i∗) to 0 leads to si∗∑
j=1
pni∗j
∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣2
/D˜(Gn, G0)→ 0. (50)
Furthermore, the vanishings of F (l1,l2)(i
∗) to 0 for (l1, l2) ∈ {(0, 1), (1, 2), (2, 1), (2, 2), (3, 2), (4, 2)}
lead to the system of polynomial limits similar to (45) where the index i in this system is
replaced by i∗ and the distance Dκ(Gn, G0) is replaced by D˜(Gn, G0). Due to the fact that
i∗ ∈ Ac, following the argument after (45), we obtain that
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣2+∣∣∣∣∆θn2i∗j∣∣∣∣2)/D˜(Gn, G0)→ 0. (51)
Invoking the results from (50) and (51) leads to
1 =
si∗∑
j=1
pni∗j
(∣∣∣∣(∆θn1i∗j)(1)∣∣∣∣2+∣∣∣∣(∆θn1i∗j)(2)∣∣∣∣2+∣∣∣∣∆θn2i∗j∣∣∣∣2)/D˜(Gn, G0)→ 0,
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which is a contradiction. Therefore, setting 2 that i∗ ∈ Ac will not hold.
As a consequence, not all the coefficients of An(i)/Dκ˜sin(Gn, G0) and Bn/Dκ˜sin(Gn, G0)
go to 0 as n → ∞ for all i ∈ [k0]. From here, by means of the Fatou’s argument as that of
the previous proofs, we achieve the conclusion regarding the convergence rate of MLE under
non-linearity setting II of G0.
Proof of claim Bsub ⊂ B(i) for any i ∈ A: First of all, we demonstrate that the elements
X l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))f(X) where (l1, l2) ∈ Bsub are originated from some partial
derivatives of f with respect to θ1 and θ2. In fact, by means of Lemma 1, the pairs of indices
(l1, l2) = (0, l) ∈ Bsub for 1 ≤ l ≤ 2 r˜sin correspond to the elements coming from the partial
derivatives
∂|γ|f
∂(θ
(1)
1 )
γ1∂θγ22
(Y |h1(X, θ01), h2(X, θ02)) for 1 ≤ |γ| ≤ r˜sin. Additionally, the pair
(2, 0) ∈ Bsub is associated with element from the derivation of ∂
2f
∂(θ
(2)
1 )
2
(Y |h1(X, θ01), h2(X, θ02)).
Furthermore, it is not hard to verify that the collection ofX l1
∂l2f
∂hl21
(Y |h1(X, θ01i), h2(X, θ02i))
f(X) for (l1, l2) ∈ Bsub is linearly independent with respect to X and Y . Therefore, we achieve
the conclusion that Bsub ⊂ B(i).
B Auxiliary results
In this appendix, we provide two lemmas for the whole results in the paper. To streamline
the discussion, we recall that G0 =
k0∑
i=1
π0i δ(θ01i,θ02i)
is the true mixing measure with exactly k0
components such that θ0ji ∈ Ωj for all 1 ≤ j ≤ 2 and 1 ≤ i ≤ k0 where Ωj ⊂ Rqj are compact
sets for some given qj ≥ 1 as 1 ≤ j ≤ 2. Furthermore, Ω = Ω1 × Ω2.
Lemma 4. Assume that κ ∈ Nq1+q2 is a given vector order of generalized transportation
distance and k > k0. For any sequence Gn ∈ Ok(Ω) such that W˜κ(Gn, G0)→ 0 as n→∞, we
can find a subsequence of Gn (by which we replace by the whole sequence Gn for the simplicity
of presentation) that has the following properties:
(a) (Fixed number of components) Gn has exactly k number of components where k0 + 1 ≤
k ≤ k.
(b) (Universal representation) Gn can be represented as:
Gn =
k0+l∑
i=1
si∑
j=1
pnijδ(θn1ij ,θn2ij),
where l ≥ 0 is some non-negative integer number and si ≥ 1 for 1 ≤ i ≤ k0+ l such that
k0+l∑
i=1
si = k. Furthermore, (θ
n
1ij, θ
n
2ij)→ (θ01i, θ02i) and
si∑
j=1
pnij → π0i for all 1 ≤ i ≤ k0 + l.
Here, π0i = 0 as k0+1 ≤ i ≤ k while (θ01i, θ02i) are extra limit points from the convergence
of components of Gn as k0 + 1 ≤ i ≤ k.
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Lemma 5. Given the assumptions with G0 and Gn as those in Lemma 4, we denote η
0
i =(
θ01i, θ
0
2i
)
and ηnij =
(
θn1ij , θ
n
2ij
)
for 1 ≤ i ≤ k0 and 1 ≤ j ≤ si. For any κ ∈ Nq1+q2, we define
the following distance:
Dκ(Gn, G0) :=
k0+l∑
i=1
si∑
j=1
pnijd
‖κ‖∞
κ
(
ηnij, η
0
i
)
+
k0+l∑
i=1
∣∣∣∣∣∣
si∑
j=1
pnij − π0i
∣∣∣∣∣∣
where the pseudo-metric dκ(., .) is defined as in Section 1.2. Then, the following holds:
W˜ ‖κ‖∞κ (Gn, G0) - Dκ(Gn, G0).
The proofs of the above lemmas are similar to those in [6]; therefore, they are omitted.
C Convergence rate of density estimation
In this appendix, we provide a proof for convergence rate of density estimation of over-specified
GMCF in Proposition 3. Our proof technique follows standard result on density estimation
for M-estimators in [28]. To ease the presentation, we adapt several notion from the empirical
process theory into the setting of over-specified GMCF.
C.1 Key notation and results
We denote Pk(Ω) := {pG(X,Y ) : G ∈ Ok(Ω)}. Additionally, we define N (ǫ,Pk(Ω), ‖.‖∞)
as the covering number of metric space (Pk(Ω), ‖.‖∞) and HB(ǫ,Pk(Ω), h) as the bracketing
entropy of Pk(Ω) under Hellinger distance h. We start with the following result regarding the
upper bounds of these terms.
Lemma 6. Suppose that Ω1 and Ω2 are respectively two bounded subsets of R
q1 and Rq2.
Then, for any 0 < ǫ < 1/2, the following results hold
logN (ǫ,Pk(Ω), ‖.‖∞) - log(1/ǫ), (52)
HB(ǫ,Pk(Ω), h) - log(1/ǫ). (53)
The detail proof of Lemma 6 is deferred to Appendix C.3. To utilize the above bounds
with covering number and bracketing entropy of Pk(Ω), we will resort to Theorem 7.4 of [28]
for density estimation with MLE. In particular, we denote the following key notation:
Pk(Ω) := {p(G+G0)/2(X,Y ) : G ∈ Ok(Ω)}, P
1/2
k (Ω) := {p1/2(G+G0)/2(X,Y ) : G ∈ Ok(Ω)}.
For any δ > 0, we define the Hellinger ball centered around pG0(X,Y ) and intersected with
P1/2k (Ω) as follows:
P1/2k (Ω, δ) := {f1/2 ∈ P1/2k (Ω) : h(f, pG0) ≤ δ}.
Furthermore, the size of this set can be captured by the following integral:
JB
(
δ,P1/2k (Ω, δ)
)
:=
δ∫
δ2/213
H
1/2
B
(
u,P1/2k (Ω, u), ‖.‖2
)
du ∨ δ.
Equipped with the above notation, the results from Theorem 7.4 of [28] regarding convergence
rates of density estimation from MLE can be formulated as follows.
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Theorem 7. Take Ψ(δ) ≥ JB
(
δ,P1/2k (Ω, δ)
)
in such a way that Ψ(δ)/δ2 is a non-decreasing
of δ. Then, for a universal constant c and for
√
nδ2n ≥ cΨ(δn),
we have for all δ ≥ δn that
P
(
h(p
Ĝn
, pG0) > δ
)
≤ c exp
(
−nδ
2
c2
)
.
C.2 Proof for Proposition 3
Given Theorem 7, we are ready to finish the proof of Proposition 3. In fact, we have
HB
(
u,P1/2k (Ω, u), ‖.‖2
)
≤ HB (u,P(Ω, u), h) , (54)
for any u > 0. The above inequality leads to
JB
(
δ,P1/2k (Ω, δ)
)
≤
δ∫
δ2/213
H
1/2
B (u,Pk(Ω, u), h) du ∨ δ
-
δ∫
δ2/213
log(1/u)du ∨ δ,
where the second inequality is due to (53) in Lemma 6. Therefore, we can choose Ψ(δ) =
δ (log(1/δ)1/2 such that Ψ(δ) ≥ JB
(
δ,P1/2k (Ω, δ)
)
. From here, with δn = O
(
[log n/n]1/2
)
,
the result of Theorem 7 indicates that
P(h(pĜn , pG0) > C(log n/n)
1/2) - exp(−c log n)
for some universal positive constants C and c that depend only on Ω. As a consequence, we
reach the conclusion of Proposition 3.
C.3 Proof for Lemma 6
The proof of the lemma follows the argument of Theorem 3.1 in [4]. To facilitate the proof
argument, our proof is divided into two parts.
Proof for covering number bound (52) For any set E , we denote Eǫ an ǫ-net of E if each
element of E is within ǫ distance from some elements of Eǫ. Since Ω1 and Ω2 are two bounded
subsets of Rq1 and Rq2 respectively, there exist corresponding ǫ-nets Ω1(ǫ) and Ω2(ǫ) of these
sets with M1 and M2 elements. We can validate that
M1 ≤ c1(q1, k,Ω1)
(
1
ǫ
)q1k
, M2 ≤ c2(q2, k,Ω2)
(
1
ǫ
)q2k
,
where ci(qi, k,Ωi) are universal constants depending only on qi, k,Ωi for 1 ≤ i ≤ 2. Further-
more, we denote ∆(ǫ) an ǫ-net for k-dimensional simplex. It is known that the cardinality of
∆(ǫ) is upper bounded by (5/ǫ)k. We denote
S := {pG ∈ Pk(Ω) : weights and components of G are on ∆(ǫ)× Ω1(ǫ)× Ω2(ǫ)}.
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For each pG ∈ Pk(Ω) whereG =
∑k′
i=1 πiδ(θ1i,θ2i) such that k
′ ≤ k, we denoteG =∑k′i=1 πiδ(θ∗1i,θ∗2i)
such that (θ∗1i, θ
∗
2i) ∈ Ω1(ǫ) × Ω2(ǫ) and (θ∗1i, θ∗2i) are the closest points to (θ1i, θ2i) in this set
for 1 ≤ i ≤ k′. Additionally, we denote G∗ = ∑k′i=1 π∗i δ(θ∗1i,θ∗2i) where π∗i ∈ ∆(ǫ) and π∗ are
the closest points to πi in this set for 1 ≤ i ≤ k′. From the formulation of G∗, it is clear that
pG∗ ∈ S. Invoking triangle inequality with sup-norm, the following inequality holds:
‖pG(X,Y )− pG∗(X,Y )‖∞ ≤ ‖pG(X,Y )− pG(X,Y )‖∞ + ‖pG(X,Y )− pG∗(X,Y )‖∞.
According to the definition of G and G∗, direct computation leads to
‖pG(X,Y )− pG∗(X,Y )‖∞ ≤
k′∑
i=1
|π∗i − πi| ‖f (Y |h1(X, θ∗1i), h2(X, θ∗2i)) f(X)‖∞ - ǫ. (55)
Furthermore, given the formulation of G, we obtain that
‖pG(X,Y )− pG(X,Y )‖∞ ≤
k′∑
i=1
πi‖f(X)
[
f (Y |h1(X, θ∗1i), h2(X, θ∗2i))
− f (Y |h1(X, θ1i), h2(X, θ2i))
]‖∞
-
k′∑
i=1
πi (‖θ∗1i − θ1i‖2 + ‖θ∗2i − θ2i‖2) - ǫ,
where the second inequality is due to the fact that the expert functions h1 and h2 are twice
differentiable with respect to their parameters θ1 and θ2 and the space X is a bounded set.
This inequality implies that the covering number for metric space (Pk(Ω), ‖.‖∞) will be upper
bounded by the cardinality of S. More precisely, we obtain the following bound
N (ǫ,Pk(Ω), ‖.‖∞) ≤ c1(q1, k,Ω1)c2(q2, k,Ω2)
(
5
ǫ
)k (1
ǫ
)(q1+q2)k
.
Putting the above results together, we reach to the conclusion of the bound with covering
number (52).
Proof for bracketing entropy control (53) Recall that, from the assumption with expert
functions h1 and h2, we have h1(X, θ1) ∈ [−a, a] and h2(X, θ2) ∈ [γ, γ] for all X ∈ X , θ1 ∈ Ω1,
and θ2 ∈ Ω2 where a is some positive constant depending only on X and Ω1.
Now, let η ≤ ǫ to be some positive number that we will chose later. From the formulation
of univariate location-scale Gaussian distribution, we can check that
f(Y |h1(X, θ1), h2(X, θ2)) ≤ 1√
2πγ
exp
(−Y 2/(8γ2)) ,
for any |Y | ≥ 2a and X ∈ X . Therefore, if we define
H(X,Y ) =

1√
2πγ
exp
(−Y 2/(8γ2)) f(X), for |Y | ≥ 2a
1√
2πγ
f(X), for |Y | < 2a,
(56)
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then we can verify that that H(X,Y ) is an envelope of Pk(Ω). We denote g1, . . . , gN an η-net
over Pk(Ω). Then, we construct the brackets [pLi (X,Y ), pUi (X,Y )] as follows:
pLi (X,Y ) := max{gi(X,Y )− η, 0}, pUi (X,Y ) := max{gi(X,Y ) + η,H(X,Y )}
for 1 ≤ i ≤ N . We can verify that Pk(Ω) ⊂ ∪Ni=1[pLi (X,Y ), pUi (X,Y )] and pUi (X,Y ) −
pLi (X,Y ) ≤ min{2η,H(X,Y )}. Direct computations lead to∫ (
pUi (X,Y )− pLi (X,Y )
)
d(X,Y ) ≤
∫
|Y |<2a
(
pUi (X,Y )− pLi (X,Y )
)
d(X,Y )
+
∫
|Y |≥2a
(
pUi (X,Y )− pLi (X,Y )
)
d(X,Y )
≤ Cη + exp
(
−C2/(2γ2)
)
≤ cη,
where C = max{2a,√8γ} log(1/η) and c is some positive universal constant. The above
bound leads to
HB(cη,Pk(Ω), ‖.‖1) ≤ N - log(1/η).
By choosing η = ǫ/c, we have
HB(ǫ,Pk(Ω), ‖.‖1) - log(1/ǫ).
Due to the inequality h2 ≤ ‖.‖1 between Hellinger distance and total variational distance, we
reach the conclusion of bracketing entropy bound (53).
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