ydrologic models are essential to watershed planning and management, particularly in the San Antonio River watershed where competition for scarce water resources is a challenge. Model calibration, a parameter selection process, is a critical step for successful watershed hydrology and water quality model applications
Hydrologic Simulation Program -Fortran (HSPF) can be used to simulate real-world processes, it must be calibrated for conditions in the watershed of interest. Traditionally, calibration has been accomplished by a trial-and-error process in which parameters are selected from a wide range of possible values, a somewhat tedious and subjective process (Seibert, 2000) . As a result, for the same system and for the same objective, different modelers can select different parameter values.
HSPF (Johanson et al., 1980 ) is a watershed-scale hydrologic model that is used to address water quantity and quality issues including Total Maximum Daily Load (TMDL) development on impervious and pervious surfaces, and in-stream, well mixed systems (Bicknell et al., 1997) . It is a continuous, lumped parameter model that simulates for extended periods of time on an hourly time step. It contains hundreds of process algorithms developed from theory, lab experiments, and empirical relationships. HSPF has three modules, impervious land (IMPLND), pervious land (PERLND), and reaches (RCHRES), each of which has parameters that are important in simulating hydrology. Each land segment is considered a lumped catchment; however, H spatial variability can be accounted for by dividing the watershed into many hydrological homogeneous land units. Runoff is simulated from each land segment independently, using meteorological inputs and watershed parameters. The model requires a very large number of parameters for each of these modules, both measurable and non-measurable, making calibration all the more difficult.
Calibration by trial-and-error can be refined by performing a sensitivity analysis of the parameters in the model, which reduces the number of parameters in the calibration by focusing on those most important to the objective function of interest (Paul et al., 2004) . Several watershed models include calibration algorithms to remove some of the subjectivity. HSPF has a calibration algorithm, the HSPF Expert System (HSPEXP) (Lumb et al., 1994) . As with the trial-and-error process, one parameter is changed at a time as suggested by output from HSPEXP. However, the user can still spend considerable time repeating simulations, changing parameter values, computing statistics, and plotting results in search of the "best" parameter set. This leaves open the possibility of improved calibration by using some type of optimization method.
Calibrating multiple parameters simultaneously rather than looking at one parameter at a time can be achieved by using one of several optimization techniques (Nicklow, 2000) . Optimization processes are search processes where the algorithm searches for the best parameter set for the desired outcome. Optimization methods for parameter estimation include: direct search, simulated annealing, dynamic programming, greedy algorithm (Sorooshian and Gupta, 1995) , numerical optimization (Jacomino and Fields, 1997) , the Guass-Marquardt-Levenberg (GML) method used in PEST (Parameter Estimation Tool) (Doherty and Johnston, 2003) , the Random multiple Search Method (RSM), the Shuffled Complex Evolution method (developed at the University of Arizona)(SCE-UA) (Duan et al., 1992 (Duan et al., , 1994 , and scatter search (Zhen et al., 2004) .
Several studies have applied novel methods to calibrate HSPF (Jacomino and Fields, 1997; Al-Abed and Whiteley, 2002; Doherty and Johnston, 2003; Iskra and Droste, 2007; Kim et al., 2007) . Jacomino and Fields (1997) used numerical optimization combined with sensitivity analysis to determine the best model parameter values while modeling hydrology for the White Oak Creek watershed in Tennessee. They found that numerical optimization when applied alone was not able to adequately predict hydrology in all cases using the parameter values obtained from numerical optimization. AlAbed and Whiteley (2002) successfully linked PEST and a geographical information system (GIS) to generate hydrologic parameters in HSPF for the Grand River watershed in Canada. The difference between simulated and observed yearly discharges ranged between 4% and 16%, which was considered good to very good calibration. Doherty and Johnston (2003) also used PEST to simultaneously estimate HSPF hydrologic parameters for four neighboring watersheds in the Neuse River basin in North Carolina. They used the nonlinear predictive analysis ability of PEST to explore the model predictive uncertainty. Iskra and Droste (2007) used several local and global optimization techniques, GML (PEST), RSM, and SCE-UA, to optimize HSPF parameters. They found all three methods to be more efficient than manual calibration. Kim et al. (2007) compared the automatic and manual method for HSPF hydrologic calibration. They used PEST for automatic calibration, and the results from PEST were compared to the results from a manual calibration assisted by HSPF-Expert System (HSPEXP). The results obtained from automatic calibration outperformed HSPEXP evaluated by comparing the goodness-of-fit indicators such as coefficient of determination (R 2 ), coefficient of efficiency (E), and root mean square error (RMSE).
Genetic algorithms (GAs) are evolutionary algorithms that are widely used for optimization problems (Holland, 1975; Duan et al., 1992; Franchini, 1996; Liong et al., 1995; Yapo et al., 1998; Ines and Droogers, 2002; Srivastava et al., 2002) , including those in hydrologic models and are better than subjective and time-consuming conventional calibration methods such as trial-and-error (Wang, 1991; Franchini et al., 1998; Seibert, 2000) . GAs are robust and can thoroughly and efficiently scan the search space for the optimal solution of the combinatorial problem. In GA, the parameters that control the outcome of the optimization are termed decision variables. Combinations of decision variables form a population. Each individual in the population is a "chromosome". A single chromosome is a unique combination of values for the parameters used in the calibration. In general, the steps in a GA optimization process are: the GA assigns real values to each parameter; the model is run with this set of parameters and produces output(s); the algorithm compares the model output(s) with observed values using a fitness function; the process terminates if it has identified the optimal parameter values; if not, a new set of parameters is identified using the "biological" processes of crossover, mutation, and elitism (Goldberg, 1989; Reeves, 1993; Carrol, 1997) , and the entire GA process is repeated. Earlier studies on the use of GA in optimization include models that address land use planning (Stewart et al., 2004) , water management practices (Ines and Honda, 2005) , best management practices (Srivastava et al., 2002) , and automatic calibration of distributed watershed models (Muleta and Nicklow, 2005) .
The objective of this study was to develop and validate an autocalibration algorithm for HSPF by externally linking a GA with HSPF using the minimized mean absolute error (MAE) between observed and simulated mean daily streamflow values to evaluate the fitness of the GA. Results were verified using a 5-year simulation of streamflow in the San Antonio River watershed. Goodness-of-fit was assessed using statistical measures (MAE, root mean square error, and Nash-Sutcliffe model efficiency) and graphical techniques (time series representation, flow duration curves, and wavelet analysis).
METHODOLOGY STUDY AREA
The San Antonio River basin encompasses 10,826 km 2 from the headwaters of the Medina River to the point at which the San Antonio River joins with the Guadalupe River before emptying into the Gulf of Mexico, approximately 390 river km ( fig. 1) indicate that approximately 60% of the watershed is pasture/ rangeland, 24% forest, 14% urban impervious/bare, and 2% water. Average annual rainfall is approximately 890 mm. The Edwards Aquifer, a karst system and the sole source of water supply to the City of San Antonio and nearby areas, underlies the watershed about halfway from the headwaters of the river.
HSPF PARAMETERS
Streamflow in HSPF has been found to be sensitive to several parameters in the three HSPF modules (Moore et al., 1988; Laroche et al., 1996; USEPA, 2000; Engelmann et al., 2002; Im et al., 2004; Paul et al., 2004) . The lower zone nominal storage (LZSN) is defined by the precipitation pattern and soil characteristics in the area. The soil infiltration capacity index (INFILT) effectively controls the overall separation of the available moisture from precipitation (after interception) into surface flow, subsurface flow, and storage. It is primarily a function of soil characteristics where the values are related to SCS hydrologic soil groups. The groundwater recession coefficient (AGWRC) is the ratio of current groundwater discharge to that from 24 h earlier. The upper zone nominal storage (UZSN) is related to land surface characteristics, topography, and LZSN. The fraction of groundwater inflow to deep recharge (DEEPFR) is the fraction of infiltrating water that is lost to deep aquifers. The lower zone evapotranspiration parameter (LZETP) is an index that controls evapotranspiration from the lower zone and represents the primary soil moisture storage and the root zone of the soil profile. The interflow inflow parameter (INTFW) is a coefficient that determines the amount of water that enters the ground from surface detention storage and becomes interflow. Calibration centered on adjusting these seven parameters (table 1) .
DATA DESCRIPTION
HSPF needs several inputs, including land use, land cover, precipitation, potential evapotranspiration, and other watershed characteristics; therefore, BASINS (Better Assessment Science Integrating Point and Nonpoint Sources) (USEPA, 2001a) was used to extract the inputs required by HSPF.
The San Antonio River watershed is located within four hydrologic cataloging boundaries (12100301, 12100302, 12100303, and 12100304) (USEPA, 2001a) , for which the soils data from the STATSGO database and topographic data were obtained from the BASINS web site (USEPA, 2001a) . Reach Network File Version 3 (a comprehensive set of digital spatial data that contains information about surface water features such as lakes, ponds, streams, rivers, and wells) was also obtained from BASINS. Land use/land cover data were derived from Land Remote-Sensing Satellite System (LANDSAT) images from 2003 using Environment for Visualizing Images 4.2 (ENVI) software (for image processing) and ARCGIS 9.1 software (for geospatial analysis).
The San Antonio River watershed was subdivided into 44 hydrologically connected subwatersheds using DEMs and the Automatic Watershed Delineation tool available with BASINS 3.0. Features such as land use, slope, soil, and climate were also considered during watershed delineation. This number of subwatersheds was considered the optimal solution based on these features, and the run time of the model. Four National Climatic Data (NCDC) weather stations (COOPIDs 418845, 417945, 417836, and 413618) were selected to represent weather data in the basin for the HSPF simulations ( fig. 1 ). Weather stations were selected on the basis of availability of long-term data for hourly precipitation and daily evapotranspiration from 1996 to 2005. The Thiessen polygon method was used to distribute rainfall across the watershed. Daily evapotranspiration was disaggregated into hourly evapotranspiration using the WDMUtil tool (USEPA, 2001b) in BASINS.
Historical daily mean stream flow data for model calibration and validation at USGS gauging station 08188500 were obtained for the simulation period (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) from USGS (2006). This station is located at the outlet of the San Antonio River watershed.
MODEL CALIBRATION USING GA
HSPF and a binary GA (Balascio et al., 1998) were loosely coupled to parameterize HSPF ( fig. 2 ). In this model architecture, HSPF was externally linked with the GA. Linking models externally keeps the algorithms independent of each other; interaction occurs only in a common external file. The common file transferred the decoded parameters to HSPF, HSPF used the parameters as input and simulated daily streamflow as output, and the output was transferred to the GA for fitness evaluation. The process was repeated until the best fitness was obtained. In this process, the fittest individual (chromosome) survives by randomly exchanging information and arriving at the solution (Holland, 1975; Goldberg, 1989; Ines and Honda, 2005) . The objective function determines the "fitness" of the chromosome (Goldberg, 1989) . Since each chromosome has information about the decision variables, at the end of the simulation the best fitted chromosome contains the optimal parameter values (decision variables). The objective of the simulations was to minimize the mean absolute error (MAE) (the objective function), which is calculated as:
where O i is the observed daily flow for the ith day, S i is the simulated daily flows for the ith day, and n is the total number of days. The closer MAE is to zero, the less difference between observed and simulated values (Weglarczyk, 1998; Legates and McCabe, 1999) . A detailed description of GA implementation can be obtained from Goldberg (1989) . The ranges of values for the San Antonio River watershed for the model parameters in table 1 are given in table 2. The initial parameter values were obtained from studies in similar areas (Paul et al., 2004; Ockerman, 2005) . These parameters were coded to form chromosomes. The length (L) of each parameter with accuracy (δ) was determined (table 1) (Goldberg, 1989; Balascio et al., 1998; Ines and Droogers, 2002) . The total length of the chromosome was 117. Ten individuals were used to search for the optimal solution. Two thousand generations were used for parameter estimation, as suggested by Ines and Droogers (2002) .
The model simulations were executed for daily average flow (cms) from 1 January 1996 to 31 December 2004. The model calibration period using GA was limited to the daily average flow from 1 January 2002 to 31 December 2004. The first six years of simulation (1996) (1997) (1998) (1999) (2000) (2001) were used as a model "warm up" period. Using the optimal parameters obtained from calibration, validation of the model was conducted by using observed daily stream flow data for the years 2001 and 2005. The calibrated HSPF model was validated to assess if the derived parameters could generally Chew et al. (1991) , Laroche et al. (1996) , Engelmann et al. (2002) , Im et al. (2004) , USEPA (2000) .
represent the watershed conditions. The simulated values were matched to the observed values as typically done in inverse modeling (Ines and Droogers, 2002) . The model was calibrated and validated for average daily flow; however, average monthly, average seasonal, and average annual flows were also used to verify the accuracy of the model.
GOODNESS-OF-FIT EVALUATION
Once the GA-HSPF coupled model was calibrated using MAE to evaluate the fitness, additional goodness-of-fit indicators were used to evaluate the result. Numerical indices (root mean square error (RMSE), Nash-Sutcliffe model efficiency (E), and absolute volume error), and graphical methods (time series representation, flow duration curves, and wavelet analysis), provide verification of the goodnessof-fit. These methods were also used to evaluate the goodness-of-fit of model validation.
Different measures of numeric errors between observed and simulated values provide different information about the model. Therefore, it is important to use several indices to assess the accuracy of calibration and validation. MAE and RMSE are both absolute error measures. RMSE calculated as:
RMSE squares the difference between simulated and observed data, which gives more weight to large errors. The RMSE will always be larger than or equal to the MAE. The greater the difference between RMSE and MAE, the greater the variance in the errors between paired values of the observed and simulated data. If MAE is equal to RMSE, then all of the errors are equal (Legates and McCabe, 1999; Willmott, 1981) . The Nash-Sutcliffe coefficient of efficiency, E (Nash and Sutcliffe, 1970), a dimensionless indicator widely used in model verification (Paul et al, 2004; Santhi et al., 2001) , is calculated as:
where O is the mean of observed daily flow. A positive value of E indicates acceptable fit between the observed and simulated values, and therefore the model can be considered to better prediction of the system than just using the average of the observed values (Paul et al., 2004 ). An efficiency of E = 1 corresponds to a perfect match between modeled data and observed data. An efficiency value above 0.5 from model calibration has been considered good model calibration (Santhi et al., 2001; Moriasi et al., 2007) . The absolute error was computed between observed and simulated average daily, monthly, and annual flows. Love and Donigian (2002) used the criteria "very good", "good", and "fair" to quantify goodness-of-fit between observed and simulated data. For hydrologic time series, a difference less than 10% is considered "very good", between 10% and 15% is considered "good", and between 15% and 25% is considered "fair" (Donigian, 2000) .
The simulated daily flow was compared with daily observed stream flow using flow duration curves during calibration and validation. The flow duration curve is a plot that shows the percentage of time that flow is likely to equal or exceed some specified value of interest. The curve shows high and low flow regions. The shape of the curve in the high flow region indicates the type of flood regime that a basin will experience, and the shape of low flow indicates the type of dry season flow that the basin will experience. A comparison between observed and predicted flow duration curves indicates the adequacy of the calibration over the range of flow conditions simulated (Singh et al., 2008) .
The calibrated model-simulated daily flow was also compared with observed flow in the wavelet domain (Kumar and Foufoula-Georgiou, 1997; Torrence and Compo, 1998) . Historically, characterization of geophysical time series has been conducted by classical statistical techniques such as comparing mean and variance. These methods assign a fixed time interval for the duration of analysis. Comparing observed and predicted flows in the wavelet domain indicates the ability of the model to predict the cyclic nature of flows without fixing the time window of analysis. This allows simultaneous observation of the available frequencies and the location of the frequencies in the time series. For this study, a Morlet wavelet was selected (Anctil and Coulibaly, 2004) . The wavelet power spectrum (WPS) is given by:
where ω 0 is the non-dimensional wave number, i is an imaginary unit, and η is a time parameter (non-dimensional, also could represent other metrics such as distance). Existing wavelet algorithms in Matlab (The MathWorks, Inc., Natick, Mass.) were used for the analysis.
RESULTS AND DISCUSSION
The total simulation time of the loosely coupled GA-HSPF model calibration was approximately 11.5 days. Although the model calibration was conducted using 2000 generations, a plot between the MAE and the number of generations of the GA found that the MAE ceased to decrease after approximately 250 generations ( fig. 3) statistics and goodness-of-fit parameters for calibration (2002-2004) and validation  (2001 and 2005) data sets for the San Antonio River watershed simulated using HSPF. Calibration (2002 Calibration ( -2004 Validation (2001) Validation ( systematic trial-and-error method, reduction in the number of parameter set generations would greatly reduce the computation time, bringing it more in line with the 0.5 to 2Ăh that Iskra and Droste (2007) found with their study linking PEST and HSPF. , 2000) . Although the value for DEEPFR obtained from the GA, 0.7, is not within the EPA suggested values, Paul et al. (2004) used this value in a similar study in the same region. Given the underlying karstic Edwards Aquifer, a higher value is expected since the karst system in the region serves as a (macro) pathway to allow water to transport to the aquifer more rapidly.
Both the calibrated and validated time series (fig. 4) show that the GA effectively estimated HSPF parameters that were used to simulate most of the flows. The overall shape of the hydrographs was very well captured; however, HSPF consistently underpredicted peak flow events in all three data sets. Even with a lack of very large events in 2005 due to a much smaller annual rainfall than normal (636 cm), peak flows were not well captured ( fig. 4c ).
Figure 5a also shows that the peak flows (0% to 10% exceedence range) were underpredicted by HSPF during the calibration period. Similarly for the validation in 2001 ( fig.Ă5b) , daily streamflow was underpredicted in the 0% to 10% exceedence range. However, in the 2001 simulation, daily streamflow was overpredicted along most of the time series. In the validation for 2005, the model slightly underpredicted peak flows in the 0% to 5% exceedence range and very low flows in the 95% to 100% exceedence range ( fig. 5c) .
Results of the wavelet analysis yielded similar conclusions. Figure 6 for calibration showed that similar frequencies are present in the lower temporal scale (1 to 53Ădays). However, there is a shift in number of higher frequencies at high temporal scales (131 days and beyond) between the observed and modeled flows. A difference in the presence of high frequencies at a different temporal scale in simulated flows may be attributed to the model's structural limitation. Similar results were found in the 2001 validation ( fig. 7) . Similar frequencies are present in observed and simulated flows at lower temporal scales, but some of the frequencies observed between 36 and 64 days in the modeled flow are not present in observed flow. Interestingly, in the validation year 2005 ( fig. 8 ), frequencies (both higher and lower) for observed and simulated flows were the same at all temporal scales. Additionally, the cyclic nature of flows was more prominent in the lower temporal scale, for all the time series.
All three visual representations show that the model is not capturing the higher peak flows in the San Antonio River watershed over this time period. This may be attributed to the storage/flow routines in HSPF. HSPF assumes that each flow segment is a storage reservoir and uses storage-based routing schemes. While doing so, propagations of flood waves are lost, and the model is unable to predict peak flows accurately (Borah and Bera, 2004) . In order to accurately predict peak flows, use of St. Venant or kinematic wave routing schemes may offer improvement (Borah et al., 2009) .
The mean, standard deviation, E, MAE, and RMSE for average daily, monthly, seasonal, and annual observed and simulated flows for both the calibration and validation periods are given in table 3. E values were high (greater than 0.50) in all cases during both calibration and validation, indicating good agreement with observed stream flow (Santhi et al., 2001; Paul et al., 2004) . The RMSE was much greater than MAE for the daily average streamflow in the calibration and validation datasets, indicating that there was not a consistent error between the observed and simulated pairs of data points. In fact, as we have seen visually, the error in the peak flows is much greater than the error in the average or low flows. As the data become more aggregated (daily to monthly to seasonal to annual), MAE and RMSE decrease. This is attributable to the prominence of the peak flows at smaller temporal scales (daily) being reduced at higher temporal scales (monthly, seasonal, and annual). As expected, the MAE and RMSE values for monthly, seasonal, and yearly flows become much closer as the error is "averaged" out.
Observed and HSPF-predicted mean daily flow values were very close, and the model undersimulated by about 3% (very good fit) for the 3-year calibration period (table 4) and about 1% during the 2001 and 2005 validation periods. During calibration (36 months), the absolute error between observed and simulated mean monthly flows was less than 10% in 7 months, between 10% and 15% in 2 months, and between 15% and 25% in 11 months, another indication that the model calibration was adequate. Further, during the 3-year calibration period (2002) (2003) (2004) , the absolute value of the absolute error between the observed and HSPF-GAsimulated annual streamflow was less than 15% in two of the three years. Out of the three years, HSPF oversimulated (15% to 22%) in 2002 and 2004, and undersimulated (11%) 
CONCLUSIONS
A set of parameters for HSPF that resulted in a good fit with measured streamflow were obtained from a global search space using a GA. The loosely coupled GA-HSPF model structure did not reduce the time for calibration as compared to manual calibration, but it does make the process more objective. Simulation time for the GA-HSPF model is longer than that of other optimization techniques that have been used for parameter estimation in HSPF in the past (Iskra and Droste, 2007) . However, the MAE ceased to decrease after approximately 250 simulations, indicating that a similarly calibrated model can be found with a reduced simulation time. The derived parameter values were within the values reported in the literature and BASINS Technical Note 6. Graphical and goodness-of-fit measures indicated a reasonably good fit between measured and simulated streamflow during calibration and validation for most flows. However, simulated peak streamflow were underestimated to some extent in all three data sets, which could be attributed to the storage-based routing schemes in HSPF (Borah and Bera, 2004) . Comparing observed and simulated flows in the wavelet domain was a useful tool in identifying the ability of the calibrated model to capture the cyclic behavior of the flows without fixing the time frame of analysis. Future work should focus on a multi-objective calibration scheme that more adequately captures peak flows as well as the total volume of flow, measures that are important in terms of longterm land use planning and flood mitigation.
