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1. Introduction
Throughout the paper, by an algebra we shall mean an algebra over a fixed unital commutative ring
R, and we assume without further mentioning that 1
2
∈ R.
Let A be an associative ring with center Z(A). Let a ∈ A. By C(a)we denote the centralizer of a in A.
Let x, y ∈ A, we set [x, y]0 = x, [x, y]1 = xy − yx, and inductively [x, y]k = [[x, y]k−1, y], where k is
a fixed positive integer. Set
Z(A)k = {a ∈ A | [a, x]k = 0 for all x ∈ A}.
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In particular, Z(A)1 = Z(A). An R-linearmap L : A → A is said to be k-commuting on A if [L(x), x]k = 0
for all x ∈ A. In particular, if [L(x), x] = 0, then L is said to be commuting on A. An R-linear map
L : A → A is said to be centralizing if [L(x), x] ∈ Z(A) for all x ∈ A. Each k-commuting map L of the
form L(a) = λa + μ(a), where λ ∈ Z(A) and μ : A → Z(A) is an R-linear map, will be called proper.
In [11] Brešar gave a characterization of commuting maps in prime rings. He proved that if A is a
prime ring with an additive map F : A → A, then F is commuting if and only if there exist λ ∈ C, the
extended centroid of A, and an additive map ζ : A → C such that F(x) = λx + ζ(x) for all x ∈ A [11,
Theorem 3.2]. This result initiated the study of various more general problems, and eventually led to
the theory of functional identities (see [18] for details). Results related to commuting maps on prime
and semiprime rings are considered in [10,12–14,19,24,26,27]. Commuting maps on other algebras
have been studied in [1,2,4,9,17,20,25]. For a full account on commuting maps we refer the reader to
a survey paper of Brešar [16].
In [3] Beidar applied the theory of functional identities in rings to the study of k-commuting maps
in prime rings. In [6] Beidar and Martindale applied the theory of functional identities in rings with
involution to the study of k-commuting maps in prime rings with involution. k-commuting maps on
prime rings were also investigated in [5,15].
Let A and B be two unital algebras over R and letM be a faithful (A, B)-bimodule. The R-algebra
Tri(A,M, B) =
⎧⎨
⎩
⎛
⎝ a m
b
⎞
⎠ | a ∈ A, m ∈ M, b ∈ B
⎫⎬
⎭
under theusualmatrix addition and formalmatrixmultiplicationwill be called a triangular algebra. The
upper triangular matrix algebras and nontrivial nest algebras are two standard examples of triangular
algebras.
Consider a triangular algebra U = Tri(A,M, B). Any element of the form
⎛
⎝ a 0
b
⎞
⎠ ∈ U
will be denoted by a ⊕ b. Let us define two natural projections πA : U → A and πB : U → B by
πA :
⎛
⎝ a m
b
⎞
⎠ → a and πB :
⎛
⎝ a m
b
⎞
⎠ → b.
Let U = Tri(A,M, B) be a triangular algebra. The center of U is
Z(U) = {a ⊕ b | am = mb for allm ∈ M} .
Furthermore, πA(Z(U)) ⊆ Z(A) and πB(Z(U)) ⊆ Z(B), and there exists a unique algebra isomorphism
τ from πA(Z(U)) to πB(Z(U)) such that am = mτ(a) for allm ∈ M (see [20, Proposition 3]).
Cheung [20] initiated the study of commuting linear maps on triangular algebras. He determined
the class of triangular algebras for which every commuting linear map is proper. As applications he
showed that every commuting linear map on upper triangular matrix algebras or nest algebras is
proper. Benkovicˇ and Eremita [8] investigated commuting traces and commutativity preservingmaps,
and Lie isomorphisms on certain triangular algebras. Other mapping problems on triangular algebras
have been investigated in [7,21,28–30].
Motivated by the above results we shall investigate k-commuting maps on triangular algebras. The
main purpose of the paper is to find a certain class of triangular algebras for which every k-commuting
map is proper. As applications we will show that every k-commuting map on an upper triangular
matrix algebra and a nest algebra is proper. More precisely, we will prove the following main result of
this paper.
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Theorem 1.1. Every k-commuting map of U = Tri(A,M, B) is proper if the following three conditions
hold:
(i) Z(A)k = πA(Z(U)).
(ii) Z(B)k = πB(Z(U)).
(iii) There exists m0 ∈ M such that
Z(U) = {a ⊕ b | a ∈ Z(A), b ∈ Z(B), am0 = m0b}.
2. The proof of the main result
We begin with the following simple result, which will be used frequently
Lemma 2.1. Let n be a positive integer. Let A be a ring with 1. Suppose that α : A → A is a map such that
α(a + 1) = α(a) and α(a)an = 0 for all a ∈ A. Then α = 0.
Proof. Replacing awith a + 1 we get that α(a)(a + 1)n = 0. Right-multiplying this relation by an−1
we get that α(a)an−1 = 0. Repeating this process we obtain that α(a)an−2 = 0. Finally we arrive at
α(a) = 0 for all a ∈ A. This proves the lemma. 
The proof of Theorem 1.1. Let U = Tri(A,M, B) be a triangular algebra. Let 1 and 1′ be the identities
of the algebras A and B, respectively. Let L is a k-commuting map of U . Write
L
⎛
⎝ a m
b
⎞
⎠ =
⎛
⎝ f (a, b,m) h0(a, b,m)
g(a, b,m)
⎞
⎠ ,
where
f (a, b,m) = f1(a) + f2(b) + f3(m),
g(a, b,m) = g1(a) + g2(b) + g3(m),
h0(a, b,m) = h01(a) + h02(b) + h03(m).
Then
⎡
⎣L
⎛
⎝ a m
b
⎞
⎠ ,
⎛
⎝ a m
b
⎞
⎠
⎤
⎦
i
=
⎛
⎝ [f , a]i hi
[g, b]i
⎞
⎠ ,
where
hi = [f , a]i−1m + hi−1b − ahi−1 − m[g, b]i−1
for i = 1, 2, . . . , k.
Since L is k-commuting it follows that
0 =
⎡
⎣L
⎛
⎝ a m
b
⎞
⎠ ,
⎛
⎝ a m
b
⎞
⎠
⎤
⎦
k
=
⎛
⎝ [f , a]k hk
[g, b]k
⎞
⎠ .
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Let us first consider the identity
[f1(a) + f2(b) + f3(m), a]k = 0 for all a ∈ A, b ∈ B, andm ∈ M. (1)
Setting b = 0,m = 0 in (1) we see that [f1(a), a]k = 0 for each a ∈ A. That is to say, f1 is k-commuting
on A. Substituting awith a+ 1 we get [f1(1), a]k = 0 for all a ∈ A. Hence, f1(1) ∈ Z(A)k = πA(Z(U)).
Next, settingm = 0 in (1)we get [f2(b), a]k = 0 for all a ∈ A, b ∈ B and so f2(B) ⊆ Z(A)k = πA(Z(U)).
Consequently, f3(M) ⊆ πA(Z(U)).
Analogously, the identity
[g1(a) + g2(b) + g3(m), b]k = 0
for all a ∈ A, b ∈ B and m ∈ M, implies that g2 is k-commuting map on B, g2(1′) ∈ πB(Z(U)), and
g1(B), g3(M) ⊆ πB(Z(U)).
It remains to consider
hi = [f , a]i−1m + hi−1b − ahi−1 − m[g, b]i−1 for all 1  i  k with hk = 0. (2)
Setting a = 0, m = 0 in (2) we get that hi = hi−1b. In view of hk = 0 we infer that h02(b)bk = 0 for
all b ∈ B. In particular, h02(1′) = 0. So h02(b + 1′) = h02(b). It follows from Lemma 2.1 that h02 = 0.
Similarly, setting b = 0, m = 0 in (2) we can obtain h01 = 0. Hence, h0 = h03.
Next, setting a = 0 in (2) we get
hi = hi−1b − m[g2(b), b]i−1 (3)
for i  2 and
h1(0, b,m) = (f2(b) + f3(m))m + h03(m)b − m(g2(b) + g3(m)). (4)
By induction on (3) we have
0 = hk = hk−1b − m[g2(b), b]k−1 = hk−2b2 − m[g2(b), b]k−2b − m[g2(b), b]k−1,
and so
0 = h1bk−1 − m[g2(b), b]bk−2 − · · · − m[g2(b), b]k−1. (5)
Taking b = 1′ in (5) yields h1(0, 1′,m) = 0. It follows from (4) that
0 = (f2(1′) + f3(m))m + h03(m) − m(g2(1′) + g3(m)). (6)
Analogously, setting b = 0 in (2) we can obtain
0 = [f1(a), a]k−1m + · · · + (−1)k−2ak−2[f1(a), a]m + (−1)k−1ak−1h1, (7)
and
h1(a, 0,m) = (f1(a) + f3(m))m − ah03(m) − m(g1(a) + g3(m)). (8)
Setting a = 1 in (7) we see that h1(1, 0,m) = 0. It follows from (8) that
0 = (f1(1) + f3(m))m − h03(m) − m(g1(1) + g3(m)). (9)
Comparing (6) with (9) we obtain
(f1(1) + f2(1′) + 2f3(m))m = m(g1(1) + g2(1′) + 2g3(m)). (10)
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Now, we claim that f3(m)⊕ g3(m) ∈ Z(U). Indeed, set α = f1(1)+ f2(1′) and β = g1(1)+ g2(1′).
Then (10) becomes
(α + 2f3(m0))m0 = m0(β + 2g3(m0)).
So, (α + 2f3(m0)) ⊕ (β + 2g3(m0)) ∈ Z(U) by condition (iii), and thus
(α + 2f3(m0))m = m(β + 2g3(m0))
for allm ∈ M. Now
(α + 2f3(m0 + m))(m0 + m) = (α + 2f3(m0))m0 + 2f3(m0)m + 2f3(m)m0 + (α + 2f3(m))m,
= m0(β + 2g3(m0)) + 2f3(m0)m + 2f3(m)m0 + m(β + 2g3(m))
and
(α + 2f3(m0 + m))(m0 + m) = (m0 + m)(β + 2g3(m0 + m))
= m0(β + 2g3(m0)) + 2mg3(m0)
+ 2m0g3(m) + m(β + 2g3(m)).
The last two relations imply
2f3(m0)m + 2f3(m)m0 = 2m0g3(m) + 2mg3(m0). (11)
In particular, it follows from (11) that 4f3(m0)m0 = 4m0g3(m0) and so f3(m0)m0 = m0g3(m0). In view
of the condition (iii)we get f3(m0)m = mg3(m0). Thus, the identity (11) yields 2f3(m)m0 = 2m0g3(m)
and so f3(m)m0 = m0g3(m). Hence, f3(m) ⊕ g3(m) ∈ Z(U) as claimed.
Since f3(m) ⊕ g3(m) ∈ Z(U) for allm ∈ M we get from (6) and (9) that
h03(m) = −f2(1′)m + mg2(1′) = f1(1)m − mg1(1). (12)
Substituting (12) in (4) we get
h1(0, b,m) = m(τ (f2(b)) − τ(f2(1′))b + g2(1′)b − g2(b)). (13)
Substituting (13) in (5) we get
0= m{τ(f2(b))bk−1 − τ(f2(1′))bk + g2(1′)bk − g2(b)bk−1
−[g2(b), b]bk−2 − · · · − [g2(b), b]k−1}
for allm ∈ M and b ∈ B. Hence
0= τ(f2(b))bk−1 − τ(f2(1′))bk + g2(1′)bk − g2(b)bk−1
−[g2(b), b]bk−2 − · · · − [g2(b), b]k−1.
This implies that
g2(b)b
k−1 + [g2(b), b]bk−2 + · · · + [g2(b), b]k−1 ∈ C(b). (14)
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We now claim that [g2(b), b] = 0 for all b ∈ B. Indeed, it follows from (14) that
[g2(b)bk−1 + [g2(b), b]bk−2 + · · · + [g2(b), b]k−1, b]k−1 = 0.
Since g2 is k-commuting on Bwe get from the last identity that [g2(b), b]k−1bk−1 = 0. Since g2(1′) ∈
Z(B)we see that [g2(b+1′), b+1′]k−1 = [g2(b), b]k−1. By Lemma 2.1we obtain that [g2(b), b]k−1 =
0. Following the same process as above we can get
0 = [g2(b), b]k−2 = [g2(b), b]k−3 = · · · = [g2(b), b],
as claimed. Thus, we get from (5) that h1(0, b,m)b
k−1 = 0. In particular, h1(0, 1′,m) = 0 and so
h1(0, b + 1′,m) = h1(0, b,m). It follows from Lemma 2.1 that h1(0, b,m) = 0 for all b ∈ B,m ∈ M.
In a similar manner, substituting (12) in (8) we obtain
h1(a, 0,m) = (f1(a) + af1(1) − aτ(g1(1)) − τ(g1(a)))m. (15)
Substituting (15) in (7) we can obtain
[f1(a), a]k−1 + · · · + (−1)k−2ak−2[f1(a), a] + (−1)n−1ak−1f1(a) ∈ C(a).
Following the same process as above we can obtain that
[f1(a), a] = 0 for all a ∈ A.
Thus, we get from (7) that ak−1h1(a, 0,m) = 0 for all a ∈ A, m ∈ M. In particular, h1(1, 0,m) = 0
and so h1(a + 1, 0,m) = h1(a, 0,m). It follows from Lemma 2.1 that h1(a, 0,m) = 0 for all a ∈ A,
m ∈ M.
Since h1(a, 0,m) = 0 for all a ∈ A, m ∈ M and f3(m)m = mg3(m) for all m ∈ M, we get from (8)
that
ah03(m) = f1(a)m − mg1(a) for all a ∈ A,m ∈ M. (16)
Substituting (12) in (16) we obtain
(af1(1) − aτ(g1(1)))m = (f1(a) − τ(g1(a)))m for all a ∈ A,m ∈ M
and so
af1(1) − aτ(g1(1)) = f1(a) − τ(g1(a)) for all a ∈ A. (17)
Since h1(0, b,m) = 0 for all b ∈ B,m ∈ M and f3(m)m = mg3(m) for allm ∈ M, we get from (4) that
h03(m)b = −f2(b)m + mg2(b) for all b ∈ B,m ∈ M. (18)
Substituting (12) in (18) we obtain
m(τ (f1(1))b − g1(1)b) = m(−τ(f2(b)) + g2(b)) for all b ∈ B,m ∈ M
and so
τ(f1(1))b − g1(1)b = −τ(f2(b)) + g2(b) for all b ∈ B. (19)
Letμ(u) = L(u)−λu, where λ = (f1(1)− τ(g1(1)))⊕ (τ (f1(1))− g1(1)) ∈ Z(U). We now claim
that μ(U) ⊆ Z(U). Indeed, since f3(m) ⊕ g3(m) ∈ Z(U), we get from (12), (17), and (19) that
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μ
⎛
⎝ a m
b
⎞
⎠= (f1(a) − f1(1)a + τ(g1(1))a) ⊕ g1(a) + f3(m) ⊕ g3(m)
+ f2(b) ⊕ (g2(b) − τ(f1(1))b + g1(1)b)
= τ(g1(a)) ⊕ g1(a) + f3(m) ⊕ g3(m) + f2(b) ⊕ τ(f2(b)) ∈ Z(U)
as claimed. This proves the result. 
The following result will be used in the next section.
Corollary 2.1. If Z(A)k = R1 = Z(B)k, then every k-commuting map of U = Tri(A,M, B) is proper.
Proof. Since R1 ⊆ πA(Z(U)) ⊆ Z(A) ⊆ Z(A)k = R1, we get that R1 = Z(A) = Z(A)k = πA(Z(U)).
Similarly we have R1 = Z(B) = Z(B)k = πB(Z(U)). Obviously, the condition (iii) in Theorem 1.1 is
met. Then the result follows from Theorem 1.1. 
3. Applications
Let Tn(R) be a n×n upper triangularmatrix algebra over R, where n > 1. Then Tn(R) can be viewed
as the triangular algebra
⎛
⎝ R R
n−1
Tn−1(R)
⎞
⎠ .
It is easy to check that Z(Tn(R)) = R1.
A nestN is a totally ordered set of closed subspaces of a Hilbert space H such that {0}, H ∈ N , and
N is closed under the taking of arbitrary intersections and closed linear spans of its elements. The nest
algebra associated to N is the set T (N ) = {T ∈ B(H) | TN ⊆ N for all N ∈ N }.
A nest algebra T (N ) is called trivial if N = {0,H}. A nontrivial nest algebra can be viewed as
a triangular algebra. Namely, if N ∈ N \ {0,H} and E is the orthonormal projection onto N, then
N1 = E(N ) and N2 = (1 − E)(N ) are nests of N and N⊥, respectively. Moreover, T (N1) = ET(N )E,
T (N2) = (1 − E)T (N )(1 − E) are nest algebras and
T (N ) =
⎛
⎝ T (N1) ET (N )(1 − E)
T (N2)
⎞
⎠ .
We refer the reader to [22] for the general theory of nest algebras. Note that Z(T (N )) = C1 [22,
Corollary 19.5].
We begin with the following technical result.
Lemma 3.1. Let U = tri(A,M, B) be a triangular algebra. Suppose that a, b ∈ U such that au+ub ∈ Z(U)
for all u ∈ U , then a = −b ∈ Z(U).
Proof. Set
a =
⎛
⎝ a1 a2
a3
⎞
⎠ and b =
⎛
⎝ b1 b2
b3
⎞
⎠ .
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Then
⎛
⎝ a1 a2
a3
⎞
⎠
⎛
⎝ x m
y
⎞
⎠+
⎛
⎝ x m
y
⎞
⎠
⎛
⎝ b1 b2
b3
⎞
⎠ ∈ Z(U)
for all x ∈ A,m ∈ M, and y ∈ B. This relation yields
(a1x + xb1) ⊕ (a3y + yb3) ∈ Z(U),
a1m + a2y + xb2 + mb3 = 0
for all x ∈ A,m ∈ M, and b ∈ B. Taking x = y = 0 in the above relations we get that a1m + mb3 = 0
for all m ∈ M. Thus, a1 ⊕ (−b3) ∈ Z(U) by [20, Proposition 3]. Taking x = 1 and y = 0 in the
above relations we get a1 = −b1 and b2 = 0. Similarly, we can get a3 = −b3 and a2 = 0. Therefore,
a = −b ∈ Z(U). 
Lemma 3.2. Let U = Tn(R) or T (N ). Then Z(U)k = R1 for every positive integer k, where R = C if
U = T (N ).
Proof. Weprove this result by induction on k. The case of k = 1 follows from the fact that Z(U)1 = R1.
Let a ∈ Z(U)k . Then [d(x), x]k−1 = 0 for all x ∈ U , where d(x) = [a, x] for all x ∈ U .
Suppose that U is a trivial nest algebra. Then U is a centrally closed prime algebra and hence d = 0
by [23, Theorem 1]. That is, a ∈ R1. Hence, Z(U)k = R1.
We now assume that U is either an upper triangular matrix algebra or a nontrivial nest algebra.
Then U can be viewed as the triangular algebra
⎛
⎝ A M
B
⎞
⎠
where A and B are either two upper triangular matrix algebras or two nest algebras. By induction
assumption we know that Z(A)k−1 = R1 = Z(B)k−1.
By Corollary 2.1 we have that there exist λ ∈ R and μ : U → R1 such that
d(x) = [a, x] = λx + μ(x) for all x ∈ U .
This implies that
(a − λ)x + x(−a) ∈ Z(U) = R1 for all x ∈ U .
It follows from Lemma 3.1 that a ∈ R1. Hence, Z(U)k = R1. 
As a consequence of Corollary 2.1 and Lemma 3.2 we have
Corollary 3.1. Every k-commuting map of an upper triangular matrix algebra Tn(R) is of the form a →
λa + μ(a)1, where λ ∈ R1 and μ : Tn(R) → R1 is an R-linear map.
Corollary 3.2. Every k-commuting map of a nest algebra is of the form a → λa + μ(a)1, where λ ∈ C
and μ is a linear functional.
Proof. Let T (N ) be a nest algebra. Assume first that T (N ) is a trivial nest algebra. Then T (N ) =
B(H) is a centrally closed prime algebra and hence the result follows from the main result of [15].
Assume next that T (N ) is a nontrivial nest algebra. Then the result follows from Corollary 2.1 and
Lemma 3.2. 
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