ABSTRACT. Let f n denote the usual kernel density estimator in several dimensions. It is shown that if {a n } is a regular band sequence, K is a bounded square integrable kernel of several variables, satisfying some additional mild conditions ((K 1 ) below), and if the data consist of an i.i.d. sample from a distribution possessing a bounded density f with respect to Lebesgue measure on R d , then
1. Introduction. Let f be a probability density with respect to Lebesgue measure on R d , let X, X i , i ∈ N, be independent identically distributed R d -valued random variables with density f , and let K be a bounded square integrable kernel (a measurable function on R d ). Let a n 0, na n → ∞. The kernel density estimators of f based on the observations X i , with kernel K and banwidths {a n }, are defined as
for all n ∈ N (Rosenblatt, [12] ). Stute [14] , Theorem 3.1, obtained the exact rate at which the deviation of f n with respect to its mean, weighted by its standard deviation, tends to zero uniformly over compact parallellepipeds. The object of this note is to complement Stute's already classical result by obtaining the exact rate of a.s. convergence to zero of the supremum over all of R d of the deviation of f n with respect to its mean, that is, of f n −f n ∞ := sup |f n (t) −f n (t)|, (1.2) wheref n (t) = Ef n (t) =
We will see that when the sup is over the whole space we cannot divide by the standard deviation (which is proportional to √ f ) but, on the other hand, f is not required to be non-zero. In the case d = 1, Silverman [13] obtained an approximate rate under assumptions on f , K and the bandwidths that are more restrictive than the assumptions we will impose.
Our first result will only be approximate: it consists of an upper bound for (1.2), exact only up to a multiplicative constant. Its interest rests upon the facts that the assumptions on K and f are much weaker than is usual, that the interval of uniformity of the bound consists of all of R d , and that it will be part of the proof of a more exact result. In fact our second result gives the exact rate in (1.2) under slightly stronger assumptions on K and f .
The first result, which has an extremely simple proof, is based on direct application of an exponential bound for empirical processes indexed by V C classes of functions from Giné and Guillou [7] which is just a reformulation of results of Talagrand ([15] , [16] ) in a form suitable for our purposes. Einmahl and Mason [6] use a similar inequality.
We obtain the second and main result, Theorem 3.3 below, which is asymptotically exact, by combining the first one with a result that can be inferred with little effort from the proof of the theorem in Einmahl and Mason [6] . We complement the a.s. convergence in Theorem 3.3 with moment bounds and with convergence of the moment generating functions.
After the present article had been completed and circulated, we learned from P. Deheuvels that he had also recently obtained Theorem 3.3 in the particular case of d = 1 (Deheuvels [2] , part of Theorem 3). Our result, which extends his to several dimensions, was obtained independently and the proofs are different.
The general upper bound.
We begin by describing the single most important ingredient in the proofs that follow, which is Talagrand's ( [15] , [16] ) remarkable exponential inequality for general empirical processes, complemented by a moment inequality for empirical processes indexed by classes of functions of VapnikCervonenkis type (Talagrand [15] for classes of sets, Giné and Guillou [7] for classes of functions). Let (S, S) be a measurable space and let F be a uniformly bounded collection of measurable functions on it. We say that F is a bounded measurable V C class of functions if the class F is separable or is image admissible Suslin (Dudley [4] , Section 5.3) and if there exist positive numbers A and v such that, for every probability measure P on (S, S) and every 0 < τ < 1, 1) where N (T, d, τ ) denotes the τ -covering number of the metric space (T, d), that is, the smallest number of balls of radius not larger than τ and centers in T needed to cover T . In the above inequality, d is the L 2 (P ) distance. We will refer to numbers A and v for which the inequality holds for all P as a set of V C characteristics of the class F, and we will assume in what follows, without further mention, that A ≥ 3 √ e and v ≥ 1. These definitions are made only because different authors use slightly different notations and definitions. Set Φ F := sup f ∈F |Φ(f )|. Let P be any probability measure on (S, S) and let ξ i : S N → S, i ∈ N, be the coordinate functions. Then, Theorem 2.1. (Talagrand [15] , [16] ; in this form, Giné and Guillou [7] ) Let F be a measurable uniformly bounded VC class of functions, and let σ 2 and U be any numbers such that σ 2 ≥ sup f ∈F Var P f , U ≥ sup f ∈F f ∞ and 0 < σ ≤ U . Then, there exist a universal constant B and constants C and L, depending only on the V C characteristics A and v of the class F, such that
and
If σ ≤ cU for some c < 1 then log(AU/σ) in this proposition can be replaced by log(U/σ) at the price of changing the constants L and C (that now depend on c as well). With some abuse of notation we will continue denoting them as C and L when c = 1/2. We single out inequality (2.3) for 'the Gaussian range': Corollary 2.2. (Talagrand [15] , [16] ; in this form, Giné and Guillou [7] ) Under the assumptions of Theorem 2.1, if moreover
there exist positive constants L and C depending only on A and v such that for all λ ≥ C and t satisfying
In particular, if
In fact, Theorem 2.1 and Corollary 2.2 hold under the weaker condition: for every probability measure P on (S, S) and every 0 < τ < 1,
When condition (2.5) holds, inequality (2.2) is optimal except for constants (see e.g. Remark 3.6 below). Note also that the set of t's given by (2.6), for which the Gaussian type inequality (2.7) holds, is precisely, up to multiplicative constants, the interval between our bound for the mean (assuming (2.5)) and the break point in the one-dimesional Bernstein's inequality for i.i.d. random variables bounded by U and with variance σ 2 . Thus, this range is optimal up to constants. Whereas the main thrust in Alexander [1] , Massart [9] and Talagrand [15] consists in finding the right constant L in the exponent of (2.3), the size of L is not important for us here, but what we require is a range of t as large as possible for the validity of (2.7).
It is worth mentioning at this point that the second tool we will require in the proofs below is Montgomery-Smith's [10] maximal inequality (cf. de la Peña and Giné [3] ):
Next we describe the hypotheses on K, f and {a n } for our first result.
The hypothesis on K, taken from Giné, Koltchinskii and Zinn [8] , is as follows: In particular this is satisfied by K(x) = φ(p(x)), p being a polynomial and φ a bounded real function of bounded variation (e.g., Nolan and Pollard [11] ). Also, e.g., if the graph of K is a pyramid (truncated or not), or if
The above condition seems awkward, but it is quite general. It is imposed because, if K satisfies (K 1 ), then the class of functions
is a bounded V C class of measurable functions, that is, satisfies (2.1) for some A and v and all probablity measures P : this is a consequence of theorems 4.2.1 and 4.2.4 of Dudley [4] because the family of sets
is contained in the family of positivity sets of a finite dimensional space of functions. We should also note that, since the map (t, x, a) → K((t − x)/a) is jointly measurable, the class F is image admissible Suslin, hence measurable (Dudley [4] , pp. 186-189). Thus, under (K 1 ), the class F defined by (2.10) is a bounded measurable V C class of (measurable) functions.
We will only assume, on the density f , that it is bounded, and the conditions on the bandwidths will be those of Stute, with some regularity added, concretely, a n 0, na d n | log a n | → ∞, | log a n | log log n → ∞ and a
for some c > 0.
Theorem 2.3. Assuming (K 1 ), (2.11) and that f is a bounded density on R d , we have:
12)
where
for a constant M that depends on the VC characteristics of K.
Proof. Monotonicity of {a n } (hence of a n log a −1 n once a n < e −1 ) and MontgomerySmith's maximal inequality (2.9) imply Pr max
for any λ > 0. As mentioned above, the assumptions on K imply that the class of functions F defined in (2.10) is a bounded measurable V C class of functions. In particular, we can apply Corollary 2.2 to the subclasses
with the same L and C 2 for all k. For F k , since
we can take
Since a 2 k 0 and na
conditions required in order to apply inequality (2.8). Moreover, there exists k 1 < ∞ such that, for all k ≥ k 1 < ∞,
If we take λ in (2.13) to be
where C 2 is as in inequality (2.8), this inequality and (2.13) give Pr max
by (2.11), it follows that the probabilities in (2.15) are summable. Now, the theorem follows by Borel-Cantelli and the zero-one law.
Although it is not of great interest to us here, we note that, if the condition a In what follows, for x = (x 1 , . . . , x d ) ∈ R d , |x|, the norm of x, will denote the maximum length of the coordinates, |x| := max i≤d |x i |. (It is irrelevant what norm we take in R d , but this one is more convenient.) Also, we set h D := sup x∈D |h(x)| for any set D ⊂ R d and function h on R d . Let f be a probability density which is uniformly continuous on all of R d , and let
• , the interior of the support of f . Set
Then there is ε 0 > 0 such that D ε = ∅ for 0 < ε < ε 0 and, by uniform continuity,
1) whereD is the closure of D; actually, f D ε = f ∞ for all ε small enough. To prove our second result we will examine f n − Ef n on D ε and on D In what follows, 'a cube' means a closed hypercube of R d with sides parallel to the axes, that is, a closed ball for the
The following proposition is basically contained in Einmahl and Mason [6] . We sketch parts of the proof for the reader's convenience since their result is given explicitly only in one dimension, and then, for more general objects. 
(where D can be replaced by its closureD in either side of the identity).
Proof. (Sketch.) To obtain the exact upper bound, the Einmahl-Mason idea consists of using Bernstein's inequality, which is more exact than Talagrand's (it has the right multiplicative constant for the 'Gaussian' part of the tail probabilities), to estimate from above the sup of |f n − Ef n | on the vertices of a discrete grid, and then use an inequality similar to (2.3) in Theorem 2.1 (here we will use Corollary 2.2) to estimate the difference between the original empirical process and its values over the vertices of the grid.
Note that, if D is as in the statement of the proposition, then f D > 0 and the
Let δ be a positive number. Since D is contained in a cube with side of length diam(D) < ∞, it follows that D (andD) can be covered with k cubes c k,i , each of side length δa n k , with
where the last inequality holds for all k large enough (we will use the expression 'all k large enough' to mean 'all k ≥ k 0 for some k 0 < ∞'). Let us choose points
3)
The proof of this claim follows directly from the maximal version of Bernstein's inequality (Einmahl and Mason [5] , Lemma 2.2), just like in the proof of (2.16), Einmahl and Mason [6] , but using, instead of their estimates, the variance estimate
for some δ k → 0, which follows by the continuity of f : The maximal form of Bernstein's inequality gives Pr max
The claim now follows because a τ n k < ∞ for all τ > 0, by (2.11) and the definition of n k .
Let now
is a measurable V C class of functions because its elements are differences of functions belonging to two V C classes (proving this involves only a simple estimate of covering numbers). Moreover, there are V C characteristics A and v for this class that do not depend on k, i or λ, since the same is true for F in (2.10).
Claim 2.
There exists an absolute constant C and, given ε > 0, there exist δ ε > 0 and
We will apply Proposition 2.1 to
. To this end, we see that we can take U = 2 K ∞ and we must find a good candidate for σ. Consider
f (z k,i − a n k u) K(u) − K a n k a n z − z k,i a n k + u 2 du.
By uniform continuity of f , since z k,i ∈ D, lim sup
Also, since 1 − a n k a n u ≤ (1 − λ −1 + λ −k )|u| and, for z ∈ c k,i , a n k a n |z−z k,i | a n k ≤ δ, the two arguments of K in the above integral can be made arbitrarily small just by taking λ close enough to 1, δ small enough and k large enough, which implies, by square integrability of K, that the integral itself can be made arbitrarily small. So, by uniform continuity of f and square integrability of K, given ε > 0 there are λ ε > 1, δ ε > 0 and k 0 = k 0 (λ, ε) > 0, such that, for 0 < δ ≤ δ ε , 1 < λ ≤ λ ε and k ≥ k 0 (λ, ε), the above integral is dominated by εa
It then follows that we K ≥ 0 or Kdx = 1 are needed to check the hypotheses on mean and variance in Proposition 2 of Einmahl and Mason [6] . Also, in our case, c f = 0 and d f = 1, which makes for considerably easier expressions. Details are omitted.
Next, we estimate the a.s. size of the random variable f n −f n D , assuming only D ∩ B f = ∅. For this, we can proceed exactly as in Theorem 2.3 with a change in the estimate of the variance: The uniform continuity of f implies that lim ε→0 sup x:d(x,D)<ε f (x) = f D > 0 (note that f is not identically zero on D). So, we have that for k large enough depending on D, and a 2 k ≤ b ≤ a 2 k−1 ,
