Abstract-In the absence of established infrastructure, Mobile Ad-Hoc Networks (MANETs) can provide a fast and efficient way of communication among the nodes. In this paper, we present a MAC protocol with clusterhead and gateway selection algorithm. Clustering schemes are expected to achieve better scalability since most of the topology changes within a cluster are hidden from the rest of the network. Here, we use Node Identifier Packet (NIP) to form the members of a cluster and depending upon several QoS metrics (e.g. bandwidth, battery life, SINR) the clusterhead has been selected. For inter-cluster communication, we choose the gateway nodes. However, during the gateway selection procedure, we ensure that the maximum number of clusters that can be connected with the help of a single gateway does not exceed its tolerable overhead. This paper also provides the computational overhead of packet transfer for the gateway selection scheme. Simulation results show the performance of the protocol under different scenarios.
I. INTRODUCTION
A Mobile Ad-Hoc Network (MANET) [1] consists of a number of mobile nodes who communicate with each other over a wireless channel without any centralized control. Since these networks are autonomous and infrastructureless, they can establish low cost, limited range networks for the purpose of sharing data in battlefields, disaster relief and in small meetings of business delegates. Here, each mobile host acts as a router [2] and communicates with each other using multi-hop wireless links; as a result, the major challenge in the design of such network is the development of the dynamic routing protocol [3] for the efficient communication among the nodes.
The most important issue in any wireless ad-hoc network is that the communicating hosts may not be within the direct transmission range of one another [4] . So, an adaptive routing protocol is of utmost importance for successful packet delivery among the nodes. Available routing protocols for ad-hoc networks can be divided into two broad categories [5] depending upon route discovery scheme adopted: proactive and reactive. In cluster based routing, the network is dynamically organized into partitions called clusters [6] with the objective of maintaining a relatively stable and effective topology. While in flat hierarchy, routing table can grow to an immense size, but with clustering technique, we get better scalability since most of the topology changes within a cluster are hidden from the rest of the network. For intra-cluster communication, the geographically distant nodes depend on clusterhead for packet routing and inter-cluster communication can be achieved by means of packet switching between clusterheads and gateways [7] . Fig. 1 shows one such example. Observe, this is a generalized figure for any network. In specific cases, GW in Fig 1 may represent Internet gateway.
However, selection of clusterheads and gateways is not an easy job, particularly in an environment where essential resources like battery life are scarce. In this paper, we design, develop and analyze one such selection scheme considering an array of constraints like maximum resource utilization, fast route discovery, maximum area of coverage and several other factors including stability. An optimum clusterhead and gateway should be selected considering the function of each node. For example, clusterhead performs a large number of tasks including the central routing for any cluster and thus it is heavily burdened which may exhaust its battery life quickly thus making it less reliable. Similar is the case with gateway nodes which provide an interface between two different communicating clusters. The workload for a gateway substantially increases when the geographical position of this node becomes 'critical'. By 'critical' we mean that the gateway is situated in the intersecting region of two or more clusters and thus it is 'forced' to serve all the clusterheads within its radio coverage. The failure of both clusterhead and gateway will literally drive the entire network in a 'cut off' situation in which nodes will be denied of network access within and outside of a network. Such situation can pose threat in war fronts where troops are strategically deployed in order to have better co-ordination among themselves.
In this paper, we present the selection of clusterheads on the basis of a selection parameter called 'Optimum Node Performance Factor' (ONPF) [7] which reflect the effective usage of the different scarce resources. A similar protocol has been suggested for picking up the gateway nodes. However the gateway selection procedure has been carried out keeping flexibility from the point of view of a member node. The total design step for the entire network has been subdivided into a number of phases some of which are interleaving. At the end, we have presented a mathematical analysis for the packet transfer scheme to select gateway nodes.
From now onwards, we will use the terms 'nodes', 'hosts', 'member nodes' interchangeably to denote any mobile user in an ad-hoc environment. The rest of the paper has been organized as follows. Section II presents related works dealing with clusterhead and gateway selection schemes. The proposed protocol has been described in section III and section IV respectively. Performance analysis has been carried out in section V followed by evaluation of protocol in section VI. Discussion and conclusion are presented in section VII and VIII respectively.
II. RELATED WORKS
A good number of research works have been published highlighting different key issues of MANET like routing algorithm, end-to-end QoS support, bandwidth optimization and mobility models. A brief review of routing protocols can be found in [5] . Examples of cluster based algorithms are [6, 8] . In [9] , a sensor network based clustering algorithm has been presented. Authors in [6, 10] provide a mathematical framework for the overhead for a hierarchical routing in an ad-hoc network.
When an ad hoc network is connected to the internet, it is important for the mobile nodes to detect available gateways providing access to the internet. Therefore, a gateway discovery mechanism is required. For access to global services, an 'Internet Gateway' (IGW) in the network can provide Internet connectivity for nodes in the MANETs. Several research papers have been presented for the discovery of IGWs. Examples include [11, 12, 13] . While [11] provides two different kinds of advertising schemes based on the observation of the traffic and the mobility pattern; location dependency of the gateways minimizing the packet delay have been addressed in [12] . A gateway discovery scheme has been proposed for Network Address Translation (NAT) based internet connectivity in [14] . In [15] , the authors have suggested a positioning scheme for range extension gateways to improve the throughput of the overall network. Here, two different layers, one ad-hoc network layer and another range extension network layer consisting of satellite or air-borne nodes have been connected via Cross-layer Communicating Agents (CCA). However, for small networks and for tactical deployment of troops this method is hard to implement since it is not cost effective.
Hybrid models have been described in [8, 16] . The main design issue in [8] is to find a selection scheme that would guarantee a high network responsiveness, and connectivity, measured in terms of high data delivery ratio. In [16] , the authors have proposed an approach to integrate MANET and internet into a hybrid and unified network.
A commonality among these works is that, all of them try to solve the problem of gateway discovery mostly for Internet or some services which belong to a different class of networks. They consider different metrics for such selection. For example, traffic pattern [11] , packet delay [12] , range extension [15] etc. We observe that apart from IGW, gateways for intercluster communication are also an important part of the ad-hoc network. In fact, these are the generic gateways which can be reconfigured for special purpose like providing internet connectivity among the member nodes of a MANET. Hence, we try to focus on the fundamental problem of gateway selection within a clustered network.
Our main contributions are following.
(1) To the best of our knowledge, very few literatures are available which describe selection of gateway nodes specifically for clustered ad-hoc networks. Here, we have designed a protocol for the selection of gateways to have effective inter-cluster communication. (2) Our protocol uses a new metric which is able to capture the effect of heterogeneous resources like channel quality and battery life in ad-hoc environment. (3) Extensive theoretical analysis followed by simulation results, show the effectiveness of our protocol in different settings.
III. PROPOSED CLUSTERHEAD SELECTION PROTOCOL

A. Cluster Formation: Initial Setup Phase
Let us consider an ad-hoc scenario where mobile users desire to setup a cluster for information sharing. The first step in the algorithm is that every node in the network will try to determine its neighborhood set N g (n) . In order to accomplish this, the nodes will start broadcasting 'hello' messages. Each 'hello' message will have a time stamp (TS) and a life time (LT CH ) field. When one or more nodes receive the message from a particular sender, they will check the TS and LT CH . If (TS+ LT CH ) becomes greater than the receiving time of the packet, they will send an acknowledgement (ACK) to the sender; otherwise the message will be discarded. On receiving this ACK from a particular receiver, the sender will in turn send a node identifier packet (NIP) containing the information regarding its battery life over the threshold power. When the receiver receives this NIP, it will estimate the signal strength, bandwidth available over the channel and the extent of SINR. Now, it will make this node a member of N g (n) and will assign a temporary ID to it.
Before moving to the next step, we define the following terms for clarity:
• B (n): Battery life of a node over a threshold value below which the node fails to provide optimal performance.
• S (n): Signal strength of a sender node, which is a measure of the maximum distance of tolerance between any hop.
• BW (n): Bandwidth estimated by a node after receiving the NIP over a wireless channel.
• SINR (n): Signal to Interference plus Noise Ratio measured over a noisy channel.
Definitions:
• Deg (n): Degree of a node is defined as the number of neighboring nodes which select it to be the desired clusterhead of that node.
The unit is defined as a group of nodes which are at the i th hop from the clusterhead and is denoted by N i (u). For example, N 1 (u) indicates the unit of nodes which are at single hop communication from the clusterhead. Since QoS is an agreement to provide guaranteed service such as bandwidth, delay and packet delivery rate to users, we argue that these metrics as defined above serve as the QoS metrics. These metrics can be easily computed by each node as described below: Determination of QoS Metrics:
• B(n): Typically laptop or PDA or mobile phone computes the residual power left at battery periodically. A node can also estimate the current consumption [17] for its radio operations. Threshold values for same residual power can vary for different users. Observe, a selfish user, who is less willing to become a clusterhead, may set its threshold value very high.
• S(n): Any wireless user can determine the signal strength of a given connection by observing the RSSI (Received Signal Strength Indication) [18] . In this paper, we do not assume the effect of multipath, hence, RSSI can be correlated to distance between a sender and receiver.
• BW(n): Bandwidth can be locally estimated by exchanging a set of probe packets. A node transmits 100 probe packets for each transmission rate (e.g. 4 rates in IEEE 802.11b). By observing the feedback from the receiver, the sender selects the transmit rate which achieves maximum delivery ratio.
• SINR(n): Existing SINR based reception model assumes that the desired signal should be atleast 10dB greater than the unwanted signal. Hence, each node calculates the excess SINR over 10 dB.
B. Clusterhead Selection
After receiving NIPs from different neighbors, a node completes its N g (n) set and calculates ONPF [7] of all the members in N g (n), which is given as:
Where, M i denotes the metrics described in section III-A and C i denotes the weight assigned to each metric. Observe that, ONPF is a weighted average of metrics. In this paper, we do not specify the values of these weights. This is because, depending on deployment settings, network designer can choose different values/functions for associated weights. Thus, we keep ONPF flexible to fit in a variety of ad-hoc network environments.
A node with a high value of ONPF has one of the two significant features -(1) it is a high performance computing platform (which might be true for a high value of the metric B(n)), or (2) the node has significantly better channel quality compared to other nodes in its vicinity (this might be a combined/individual effect of higher values of metrics other than B(n)). Clearly, a node with high ONPF value (as appeared to other nodes) has the potential of becoming a clusterhead.
Every node computes the ONPF of its neighbors. It then sorts the neighbors in decreasing order of their ONPF values. From this sorted list, a node selects first three nodes and sends a 'request to join' (RTJ) packet to the node with maximum value of ONPF. Now, any node might get multiple such RTJ packets. Number of RTJ packets received is same as Deg(n) of that node. Every node broadcasts its Deg(n) in a TDMA fashion (where slots are chosen by any simple hashing function on the node ID). The node whose Deg(n) is maximum will declare itself to be the clusterhead. It then includes all its neighbors in the cluster. After this phase, the clusterhead elects two other nodes which have Deg(n) values just lower than the clusterhead's Deg(n) value. These two nodes are called 'Potential Clusterheads' with respect to the current clusterhead The current clusterhead also informs all the users and N 1 (u) about these potential clusterheads.
IV. PROPOSED GATEWAY SELECTION PROTOCOL
After the clustered network gets 'initialized', the clusterheads seek for the availability of the wireless path for intercluster communication and hence starts the gateway selection process. The nodes used for the said purpose can be classified into two broad categories namely:
• Nodes in the overlapped region • Nodes in the non overlapped region Nodes residing in the overlapped region are the common shared nodes for all the clusters present in the region of overlap. On the other hand, for clustering in a geographically challenged terrain or in case of large area coverage, we have to go for the second choice. Figures 2  and 3 show the two available choices.
However, here, we consider only the case of the overlapped situation due to page limitation and as it is sufficient enough for effective intercluster communication in small strategic military deployment. We formally define the following terms pertaining to our proposed gateway selection scheme-
• GSP (Gateway Selection Packet): This is the first packet transmitted from clusterheads to all the member nodes. • PC (Packet Counter): Each node keeps track of the number of GSPs received through PC which is initialized to zero.
• RP (Reply Packet): Nodes with PC greater than 1 send this packet to corresponding clusterheads.
• GREQ (Gateway Request): After receiving RPs, GREQ is sent to the corresponding nodes. However, RP and GREQ do not have one-to-one correspondence. This has been explained later.
• CGREQ (Critical Gateway request): Packet delivered to the nodes from the clusterheads which have received only a single RP. • β: It is the maximum number of clusterheads supported by a single gateway.
• SCP (Selection Confirmation Packet): Packet sent by the node to the clusterhead confirming to work as its gateway. In order to have clarity, we split the entire selection scheme into both overlapping and non-overlapping phases and time taken for the i th phase is denoted by T i .
Phase 1:
After the 'initialization' step, the clusterheads multicast the GSPs to the member nodes of their own clusters. The nodes now start keeping track of the number of GSPs through PC and the value of PC is incremented by 1 after receiving each GSP. After obtaining each GSP, nodes within a single cluster also maintain a time counter (TC) which is assigned a random value. GSPs coming after the expiration of TC are discarded. Once TC is expired, phase 3 of packet transfer gets started. Nodes with PC = 1 do not take part in the gateway selection process now onwards. This is because PC = 1 is indicative of its association with a single clusterhead only. All the other nodes send RP to the corresponding clusterheads.
Phase 4:
Clusterheads receiving only a single RP sends CGREQ to the respective node and declare it as a gateway. For more than one RP, GREQs are sent to the nodes.
Phase 5:
Nodes, after receiving CGREQ and GREQ sets its 'β' value depending upon its power level. Here, we formally introduce the concept of threshold power which itself becomes a controlling factor for assigning the value of β. Also, we have
However, Th P is not a mere random number; it possesses a range of values for different clusters.
Phase 6:
A node can obtain both CGREQ and GREQ through a set different clusterheads. For 'c' number of CGREQ and 'r' number of GREQ, the following cases may happen:
The node accepts all the GREQs and CGREQs. 
Case 2: (c > β)
This situation arises for geographically distant nodes and can be taken care of by resetting the value of β.
Once the phase 6 is over, the prospective nodes send SCP to the clusterheads which completes the gateway selection. Similar process can be adopted to select gateways in the higher levels of a hierarchical cluster.
V. ANALYSIS OF THE PROPOSED MODEL
For the sake of convenience, we subdivide the article into two subsections. The first one presents the capability of the algorithm in case of a clusterhead failure while in second subsection we calculate the computational overhead for the packet transfer scheme described in the section IV.
A. 'Easy to Adapt' feature
In this subsection, we discuss the efficiency of our model to encounter usual hazards in MANETs, which include frequent link failure, new link setup and effective resource management. We consider the critical situation when the clusterhead of a newly setup cluster fails to provide its function to the N 1 (u) nodes. Clearly, this is the critical case and handling this disruption correctly assures the similar changes for other nodes also. The situation depicted above can be easily handled as we construct the following theorems. These two theorems deal with the capability of the scheme for effective routing under the condition of a critical node failure with the resource management of a node in a dynamic topology. The proofs of these theorems are as shown.
Theorem 1: A 'clusterhead fall' does not require restructuring of the entire cluster.
Proof:
We recall that during the selection of the clusterhead on the basis of ONPF, we choose three nodes, after which, the one with maximum degree begins to serve as the clusterhead. The other two 'Potential Clusterheads' contain partial routing information regarding all the member nodes of the cluster. By means of periodic signaling, these three nodes can sense the status of one another through out the operational phase of the entire network.
Once the initial clusterhead falls, one of these N 1 (u) nodes takes charge as the new clusterhead and begins to collect the routing information to have its full functionality. This is explained in Fig. 6 , where restructuring occurs along two links only. Thus with the help of this back up mechanism, we can tolerate at most two clusterhead failures, which is sufficient enough for small clustering. 
Restructuring of an existing link pattern may lead to the formation of loops resulting in unsuccessful packet delivery from source to destination node. However, under the proposed algorithm, loop free communication is achieved. This can be proved in the following manner: when a potential clusterhead node begins to serve as a clusterhead, all the nodes within its radio range become member of N 1 (u) unit and the new clusterhead becomes N 0 (u) unit. Again, we know that this new clusterhead has the complete routing information about all the other member nodes present in the cluster. So, the new links formed between N 0 (u) and N 1 (u) units are stable enough and hence achieve loop free communication.
B. Complexity of Packet Transfer
The qualitative analysis of the proposed gateway selection scheme, as described in section IV, demands a mathematical overview in order to have a quantitative aspect of the model. In this article, we calculate the overall computational overhead of packet transfer due to gateway selection process only before the network starts to run. Let us consider: N = total number of member nodes H = total number of clusterheads, considering all the clusters V = total number of vertices present in the network i.e. sum of clusterhead and member nodes therefore, V= N + H.
Calculation of maximum number of GSPs:
Let 
as V>H, since all the nodes are not clusterheads. Therefore, we have-
Calculation for RP, CGREQs and GREQs:
It is clear that the total number of RPs flowing through
This is because we exclude the nodes receiving single GSP. Also, equal number of total CGREQ and GREQ will be originated thus giving total packet flow (P 2 ) due to RP, CGREQ and GREQ as:
However, for an effective clustered network, it is always desirable to reduce 1 α to zero or make it as small as possible. So, we get- From Eqs (6), (8) and (10), we have, total number of packet flow for the entire scheme- So, for the proposed gateway selection scheme, we can see that the packet flow overhead is of O(V 3 ). This in turn gives a measure about the successful gateway discovery time by the clusterheads of different clusters.
VI. PERFORMANCE EVALUATION
In order to simulate the proposed gateway discovery scheme, we have considered a 1000 m x 1000 m square ad-hoc environment. The maximum transmission range of the nodes is taken to be 250m. The network has been simulated under two different scenarios -static and dynamic i.e. with mobility. When mobility of the nodes have been taken into account, we use the popular Random Way-Point Model (RWP) with zero pause time to ensure continuous mobility. The simulations results, as shown in Figures 7 and 8 provide a relative comparison of the number of different packets transmitted in networks with different node density. It is evident from these plots that the number of packets that require to be transmitted increases with the number of nodes and is also greater in the dynamic case. This is because in a dynamic environment, the nodes constantly change their positions demanding rebroadcasting of packets. The obtained curves indicate that the packet transmission overhead is well within the limits, as derived from the mathematical analysis shown in section V-B.
VII. DISCUSSION
In this section, we present implications of the performance evaluation of our protocol and report some of the limitations.
(1) During the initial phase of gateway discovery, the amount of packet transfer in the network is almost insensitive to the mobility of the nodes. This is evident from Fig. 7 , which shows, the number of GSPs exchanged is almost same for static and mobile scenario.
(2) The extent of packet transfer increases during a ongoing gateway discovery phase. From Fig 8, we can see that, for same number of nodes, number of RP+GREQs exchanged is significantly higher than compared to number of GSPs at the initial phase.
(3) During the end phase of the protocol, number of packets transmitted is comparable (even less) to that in the beginning. In Fig. 8 , number of SCPs transmitted reflects this fact. This also shows that our protocol is able to converge quickly.
However, there are few limitations of our work. We assume perfect synchronization among the nodes. In reality, there might be clock skew and drift among the nodes. This can be resolved by adding suitable guard times between consecutive slots. Also, we do not consider the presence of external interference due to hidden terminals. However, we argue that, for a interference-prone link, metrics corresponding to channel quality (e.g. BW(n), SINR(n)) will assume lower values.
VIII. CONCLUSION
In this paper, we have proposed a new method for clusterhead and gateway selection in an ad-hoc network based on a selection criterion 'ONPF'. Other related works reported earlier are based on a proactive approach of optimizing the delay in route discovery process [13] , and an extended Hello message [14] that is broadcast to the neighbors. In our study, a computational overhead of O(V 3 ) is obtained for the entire packet transfer process during the gateway selection step. Since ad-hoc networks are characterized by the dynamic change in topology, effect of high velocity nodes will greatly affect the overall selection procedure which in turn will be reflected in the power drainage of the entire system. So, a thorough study of these high speed nodes demands special attention which is left as a future work.
