Appendix B Nonindependence Test
To ensure that concepts were addressed by the same unit of analysis, two tests were performed. First, we calculated within-group agreement (inter-rater reliability; R wg 1 ) indexes 2 (James et al. 1984) for the systems resilience scale. The R wg value has been employed to justify the appropriateness of aggregating data to higher levels of analysis. For this analysis, all employees of five hospitals (three disaster area and two no-disaster area) were included. Results showed that within-group variances were not homogenous (R wg = 0.34), which indicates that the concept of resilience should not be aggregated to a higher level. Second, we used ANOVA for testing equality of variances (Levene 1960) , which indicates homogeneity of group variance to compare organizations. Results of this test were consistent with the R wg analysis, showing that organizations' variances were independent (F = 5.100, p < 0.05).
1 R wg (J) = {J[1 -(mean of S x ²/σ E ²)]}/{J[1 -(mean of S x ²/σ E ²)] + mean of S x ²/σ E ²}, where J is the number of items rated, mean of S x ² is the observed item-wise variance across individuals and averaged over items, and σ E ²is the expected variance.
2 An index of the observed variance divided by the expected variance due to random measurement errors, which indicates the extent of within-group agreement as opposed to reliability (Kozlowski and Hattrup 1992) . It reflects the perceptual congruence of a group of individuals who are assessing the same behavioral characteristic with respect to the target manager. 
Appendix C Common Method Bias
To address common method bias in our measures, we employed two statistical and procedural methodologies recommended by Podsakoff et al. (2003) using Harman's single-factor test. In Harman's test, common method bias is an issue if results from an exploratory factor analysis reveal that (1) a single factor emerges, or (2) the first factor accounts for the majority of the covariance among the variables. In our study, the results from Harman's test suggested that common method bias was not a serious issue among these variables, as more than one factor emerged from the unrotated solution. All indicators showed high factor loadings and low cross-loadings. The principal components explained almost an equal amount of the 74% total variance, ranging from 3.98% to 30.46%. The first factor accounted for 30.46% of the variance; the second for 14.16%. This indicates that our data do not suffer from common method bias.
However, because Harman's one-factor test is increasingly being contested in terms of its ability to detect common method bias (Podsakoff et al. 2003 ), we applied the Marker technique in confirmatory factor analysis (CFA) to verify the extent to which the inclusion of a method construct affects the correlations among latent variables (Richardson et al. 2009; Williams et al. 1989 ). Four models were estimated for each simulated independent-dependent construct pair: a baseline model, a Method-C model, a Method-U model, and a Method-R model.
The comparison of the Method-C model with the baseline model provides a test of the method variance associated with the marker variable.
A comparison of the Method-C and Method-U models tests the key difference between the CMV and UMV models and the assumption of equal method effects. The comparison of the Method-C model with the Method-R model provides the statistical test of the biasing effects of our marker variable on substantive relations.
The model fit results of the analyses for each model are shown in Table C1 , including the chi-square, degrees of freedom, and X²/df values. The comparison of the baseline model and Method-C model yields a chi-square difference of 4.714 with one degree of freedom, which exceeds the 0.05 chi-square critical value. This result shows that the chi-square difference test comparing these two models supports rejecting the restriction to 0 of the 22 method factor loadings in the baseline model. A model comparison between the Method-U and Method-C models shows that the chi-square difference testing provides support for rejecting the restrictions in the Method-C model. The comparison yielded a chi-square difference of 13.84 with 17 degrees of freedom, which does not exceed the 0.05 critical value of 0.678. The Method-U and Method-R models reveal the chi-square difference test resulted in a nonsignificant difference of 15.419 at 10 degrees of freedom. The result of the Method-U and Method-R models indicates that the effects of the marker variable did not significantly bias factor correlation estimates. Thus, as a set, there was not a significant difference between the baseline model factor correlations and the Method-U factor correlations. 
Post Hoc Analysis
We tested the impact of a possible explanatory factor for our findings-namely, usage by different groups based on different systems. This post hoc analysis relates to the differential effect of both business resilience and information assurance on perceived usefulness between main (clinical system) users and support (administrative system) users.
In our study, we analyzed the different effects on HIS based on two systems. HIS can be classified into two major systems: clinical systems and administrative systems; accordingly, main users who are consumers of the clinical information system, such as physicians and nurses, and support users who use administrative systems, such as hospital and IT support personnel. Members of the two groups have different goals when using the systems. As consumers, main users are deeply involved with systems applications (i.e., software applications, database software) that typically relate to EMR. In the no-experience group, support users focus more on the technical and system hardware and billing/scheduling systems.
Given these differing purposes, the type of the user can moderate the effect of two factors on the relationship between risk, resilience, and information assurance and the consequence. Notably, the reasons for using HIS differs between main users, who are involved in data and information relating to the provisioning of care for patients, and support users, who focus on keeping the systems constantly available. For example, comparably stressful perceptions (i.e., perceived risk) can have a more serious influence on main users, such as physicians and nurses, than on administrators, such as IT support personnel. Put simply, perceived risk has a stronger negative impact on users of clinical information systems (such as nurses and physicians) than on the users of administration systems. In addition, the effects of information assurance and perceived resilience are greater for clinical systems users than for administration systems users. Interestingly, the effect of computer selfefficacy on perceived usefulness is greater for administration systems users, while the effect of perceived resilience is greater for clinical systems users. The differences between two path coefficients for clinical systems and administration users are shown in Table D1 . Notes: To calculate cross-loadings, a factor score for each construct was calculated based on the weighted sum, provided by PLS Graph, of that factor's standardized and normalized indicators. Factor scores were correlated with individual items to calculate cross-loadings. *We included two items for organization impact and perceived resilience, even though such items showed slightly lower factor loading scores than the recommended cut-off of .70 in further analyses. As Barclay et al. (1995) mention, some of the scales do not show the same psychometric properties when used in different theoretical and research contexts from those in which they were first developed. Thus it is important to retain as many items as possible from the original scale to preserve the integrity of the original research design, as well as the comparability of the results with other studies that used the same scales, even though some of the factor loadings are slightly less than .70.
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