Determining protein folding kinetics and thermodynamics from all-atom molecular dynamics (MD) simulations without using experimental data represents a formidable scientific challenge because simulations can easily get trapped in local minima on rough free energy landscapes. This necessitates the computation of multiple simulation trajectories, which can be independent from each other or coupled in some manner, as, for example, in the replica exchange MD method. Here we present results obtained with a new analysis tool that allows the deduction of faithful kinetics data from a heterogeneous ensemble of simulation trajectories. The method is demonstrated on the decapeptide Chignolin for which we predict folding and unfolding time constants of 1:0 0:3 and 2:6 0:4 s, respectively. We also derive the energetics of folding, and calculate a realistic melting curve for Chignolin. [1, [5] [6] [7] [8] [9] [10] . Here we present a novel approach to determine folding and unfolding rates from a set of MD trajectories at different and possibly varying temperatures. Based on the reaction rates, the complete thermodynamics of folding can be determined. For this purpose we use continuous trajectories, which in the case of REMD have stochastically varying temperatures (Fig. 1) . A formalism from chemical dynamics, which is used for, e.g., studying hydrogen bond dynamics [11, 12] , is generalized for use with varying temperatures in the analysis of MD trajectories.
We have recently reported simulations of the complete folding of the polypeptide Chignolin from the extended state to the native conformation [1] . The replica exchange molecular dynamics (REMD) technique [2] [3] [4] was employed in these and numerous other simulations in order to overcome energy barriers between unfolded conformations and accelerate the convergence towards the native state [1, [5] [6] [7] [8] [9] [10] . Here we present a novel approach to determine folding and unfolding rates from a set of MD trajectories at different and possibly varying temperatures. Based on the reaction rates, the complete thermodynamics of folding can be determined. For this purpose we use continuous trajectories, which in the case of REMD have stochastically varying temperatures (Fig. 1) . A formalism from chemical dynamics, which is used for, e.g., studying hydrogen bond dynamics [11, 12] , is generalized for use with varying temperatures in the analysis of MD trajectories.
Sixteen REMD trajectories of 510 ns each were generated using the GROMACS 3.3 software [13, 14] , in explicit TIP4P water [15] using the OPLS force field for the peptide [16] . An untruncated long-range electrostatics treatment [17] was used, which is crucial for reliable simulations [18] . The REMD simulations spanned a temperature range from 275-419 K, in addition, four conventional simulations of 510 ns were performed at constant temperatures of 277 K, 300 K (2) and 367 K. Further details are given in Ref. [1] . Figure 1 shows the convergence with time of observables that indicate what fraction of the population is folded in 20 MD simulations of the folding of Chignolin. The starting structure for all 20 simulations is shown in Fig. 1(a) and a structure representative of the global Gibbs energy minimum is plotted in Fig. 1(b) . The root mean square deviation (RMSD) of the interatomic distances with respect to the native structure is plotted in Fig. 1(d) , following averaging over all simulations. This system appears to reach equilibrium after about 200 ns and when fitting the RMSD curve by a single exponential function we obtain a relaxation time of 94 ns. This time is an order of magnitude lower than the 1-2 s folding time derived from conventional constant temperature trajectories [1] , and indicates that the convergence of these simulations is significantly faster than conventional simulations [1, 10] . Hitherto, folding rates could not be extracted directly from REMD simulations because of the stochastically varying temperature in such simulations.
In order to obtain a reliable estimate of the folding rates we now derive a new kinetic description. Assume we have M simulation trajectories of the same protein under identical conditions except for temperature (here M 20). Let F m t be a binary indicator of folding, i.e., F m t 1 corresponds to trajectory m being folded at time t, and F m t 0 corresponds to a not-folded state, and assume we can determine F m t from each conformation in our trajectories. An example F m t might be the criterion that the RMSD to the native state is less than a certain cutoff. From any state F m t we can determine the change using the reactive flux correlation:
where k f is the rate constant for folding (u ! f), k u is the rate constant for unfolding (f ! u), and U is either the unfolded state [ 
Since changes stochastically with time, this equation cannot be integrated analytically. We can, however, integrate it numerically, average over the trajectories, and define the integral t as:
with which we can define a fitting parameter 2 :
where Ft hF m ti, i.e., the average fraction folded protein in all the simulations. 2 can be minimized numerically [19] with respect to E f A , E u A , A f , and A u . In this manner the parameters that describe the kinetics are optimized to the change in the fraction of folded proteins with time, which implies that this analysis can be applied to any set of MD simulations.
Figure 1(e) shows a clear minimum in the distribution of RMSD values at 0.18 nm, and we will henceforth regard the peptide to be folded if it has an RMSD value of 0:18 nm with respect to the NMR structure [20] . Figure 2 shows that the fraction Ft of proteins that are folded increases with time in the simulations. The Ft curve is not a smooth function of time. For instance, a drop from F 0:5 (t 325 ns) to F < 0:15 at t 380 ns occurs, indicating unfolding in 3-4 out of 20 simulations. It can be expected that the curve will be smoother when averaging over more simulations. The red t curve of Fig. 2 [23] and found that the rate-limiting event corresponds to the formation of the turn. This is in line with the mechanistic explanation of Chignolin folding in which multiple hydrogen bonds have to be broken before the final folded state is reached [1] . Since Chignolin is small-it (5)], and employing the definition that the unfolded state comprises everything that is not folded (U 1 ÿ F) . The backreaction (i.e., transition from folded to unfolded state) is taken into account explicitly. FIG. 1 (color) . (a) Extended (generated) conformation of Chignolin, used as starting structure for the simulations. N-and C termini are indicated. (b) Folded conformation of Chignolin from NMR data (red) [20] and from our simulations (yellow) [1] . (c) Schematic flowchart of replica exchange molecular dynamics in which multiple systems evolve simultaneously in time and in temperature; x marks a sample trajectory. (d) Root mean square deviation of interatomic distances (for all nonhydrogens) with respect to the experimental structure [20] , averaged over all 20 simulations. (e) Distribution of RMSD values in all simulations; folded (F) and unfolded (U) states are indicated. The red peak at a RMSD of 0.25 nm corresponds to compact misfolded conformations, usually found at low temperatures.
contains only four backbone hydrogen bonds-both folding and unfolding are relatively fast.
The method described above can be extended to include intermediate states. When analyzing Ft with an intermediate state I -assuming an on-pathway intermediate, i.e., U $ I $ F, with separate k and A for both reactions-it was found that the transition between the unfolded state U and I is barrierless for Chignolin (though likely not for larger proteins), i.e., both the red and blue peaks in Fig. 1(e) should be regarded as a single, unfolded, state. The blue peak in Fig. 1(e) is more prominent at higher temperature than the red one and vice versa at low temperature (data not shown). This proves that the assumption of a two-state folding reaction is correct.
For a two-state folding reaction, we can predict the temperature-dependent equilibrium constant at infinite time by postulating that the rate of change of the fraction folded [Eq. (1)] is zero at infinite time (assuming a macroscopic sample in which fluctuations are negligible). We then obtain:
in which we can fill in any temperature, and hence we can predict a melting curve [ Fig. 3(a) ]. The prediction is realistic and follows the experimental data. The results are considerably better than previous data available in the literature, and also than the data that can be extracted directly from the REMD simulations by simply counting the fraction folded for each temperature (Fig. 3) . The reason for this is that the kinetics method we propose here allows us to use the complete trajectories without the requirement of reaching equilibrium completely. In other words, we can use all the data we have, and from the kinetics data we are able to extrapolate until much longer times than we have in fact simulated. The Gibbs energy of unfolding [ Fig. 3(b) ] follows directly from Eq. (6), and is in very good agreement with experiment at low temperatures but slightly too high at high temperatures. The melting temperature is predicted at 340 K rather than the experimental 312 K [20] . The enthalpy of unfolding is in reasonably good agreement with experiment (19.6 versus 27:1 kJ=mole at room temperature). The results support earlier mechanistic explanations for the folding of hairpins [1, 21, 23] , and show that the enthalpy of folding for Chignolin corresponds to breaking not more than two to three hydrogen bonds [12] . Turn formation is thought to be the bottleneck for hairpin formation [23] and this is corroborated by the present results. We note that it is crucial to use explicit water for the simulation of such processes, as water is known to speed up the reshuffling of hydrogen bonds in peptides [24] and to catalyze folding [25] . The high accuracy achieved in the present study can be attributed, at least in part, to the use of constant-pressure REMD simulations [3] which ensured that the simulations are at atmospheric pressure at all temperatures. Figure 3 also demonstrates that applying the information from all simulations using Eq. (6) yields a melting curve that is much closer to experiment than what is obtained directly from the individual REMD replicas.
The protein folding pathway is not a one-way street and the individual trajectories analyzed here are sufficiently long to observe folding and subsequent unfolding events. This backreaction is included explicitly in our analysis. When ignoring the backreaction in the fit (i.e., postulating that the barrier to unfolding, E u A , is infinite), as one may be forced to do with shorter trajectories, the folding time f is 1:4 0:3 s. In this case the energy barrier for folding E f A 10:1 1 kJ=mole, which is similar to the activation energy when the backreaction is taken into account (Table I ). Figure 2 shows that significant unfolding does take place and hence the backreaction must be considered when modeling the folding kinetics.
The ''Folding@Home'' distributed computing project, developed by Pande and co-workers [27] , has been applied to generate thousands of relatively short ( 40 ns) MD simulations. From these trajectories, rate constants for the folding of several proteins were predicted in good agreement with experiment, for instance, for the BBA5 model protein [26] . Spectacular progress has been made as well in protein structure prediction and design by combining different force field based methods [28, 29] . These studies and our results demonstrate that MD simulations are beginning to achieve accuracy comparable to experimental techniques for the small and fast folding polypeptides analyzed to date. Because of efficient software [14] and hardware, large scale simulations [1, 26, 27, 30] are now possible. The analysis technique described here makes high-quality predictions of folding kinetics and thermodynamics attainable from routine simulations. A number of methods have recently been proposed to determine free energy surfaces effectively [31, 32] and to use the free energy surface to extract kinetics information [33] [the latter method can be applied to energy landscapes derived from experiments [22] as well]. These methods provide an alternate route to obtaining kinetic and thermodynamic information from simulations in an efficient manner. In principle, one could combine the metadynamics approach [31] with the analysis method proposed here, if one would apply a method akin to the weighted histogram analysis [34] to correct for the bias introduced into the potential.
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