Tau-method approximations for the Bessel function Y0(z)  by Zhang, J. & Belward, J.A.
Pergamon 
Computers Math. Applic. Vol. 30, No. 7, pp. 5-14, 1995 
Copyright©1995 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221/95 $9.50 + 0.00 
0898-1221 (95)00120-4 
Tau-Method Approx imat ions  for the 
Bessel  Function YO(Z) 
J. ZHANG t AND J. A. BELWARD 
Department ofMathematics, University of Queensland 
Queensland 4072, Australia 
(Received and accepted March 1995) 
Abst ract - -We exploit he Lanczos T-method, with perturbations proportional to Faber polyno- 
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1. INTRODUCTION 
Polynomial approximations for the special functions of mathematical physics are of some interest 
in scientific computation. In practice, people usually choose a truncated Chebyshev series, in a 
suitably scaled variable, to approximate the functions on a finite real interval because this ap- 
proach frequently results in desirable advantages ofgood accuracy, more flexibility, high efficiency 
and easy accessibility [1]. 
It is possible to expand the Bessel functions of the first kind Jn(z) and the second kind Yn(z) in 
a power series in the complex plane. Employment of this approach is limited by the cancellation 
errors and by the need for an increasingly large number of terms in the series as [z[ increases. 
Furthermore, Yn(z) is not analytic throughout the complex plane and the power series may not 
converge in the neighborhood of the singular points. This may lead to unpredictable computing 
results and better approaches are required. 
To approximate a function throughout the complex plane, it is convenient to consider separately 
the interior and exterior of a disc of some radius R centered at the origin, each of which will be 
mapped into the unit disc by suitable change of variable, for example u = R/z  for the exterior 
region. We further divide the unit disc into circular sectors and apply different approximations 
to different sectors. 
Coleman and Monaghan [2] used a truncated Chebyshev series in terms of a variable which is 
real on the central ray of the relevant sectors to approximate Jn(z), and Belward and Zhang [3] 
employed the similar method to approximate Yn(z) in the complex plane. Since the Chebyshev 
polynomials do not provide an ideal basis for approximation on sectors, a more satisfactory 
approach is proposed by Coleman [1] to approximate J,~(z) by the Lanczos T-method, which 
makes use of the Faber polynomials for circular sectors computed by Coleman and Smith [4]. 
The authors would like to thank J. P. Coleman for his useful suggestions. 
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This paper employs the T-method to obtain polynomial approximations for the Bessel function 
of the second kind of order zero Y0(z), which is presented in Section 3. We briefly introduce 
the Lanczos T-method and the Faber polynomials in Section 2. In Section 4, we compare the 
accuracy of our approximations with those of a truncated Chebyshev series and the power series 
through several numerical experiments. Some conclusions are given in Section 5. 
Unless otherwise stated explicitly, we will assume throughout this paper that the functions of 
concern are analytic throughout the relevant region of the complex plane. 
2. THE LANCZOS T -METHOD 
AND THE FABER POLYNOMIALS  
2.1 The v -Method 
The T-method, introduced by Lanczos in 1938 [5], is designed to construct approximate polyno- 
mial solutions for linear differential equations with polynomial coefficients. For years, the method 
has been developed in different ways and found wide application in scientific omputation [6,7]. 
We modify the differential equation by adding a polynomial perturbation term carefully chosen 
so that the resulting perturbed equation, with suitable boundary conditions, has a polynomial 
solution. 
We illustrate this method by applying it to the simple initial-value problem, which is borrowed 
from Coleman [1] 
y'(t) - y(t)  = 0, y(0) = 1 (1) 
on the interval [-1, 1]. Rewrite (1) as a perturbed problem 
y~(t) - y,~(t) = T~n(t), yn(O) = 1, (2) 
where ~ is some polynomial of degree n which ideally has all its zeros on the interval [-1, 1]. 
We seek a polynomial solution for (2) 
yn(t) = akt k, (3) 
k=0 
where the coefficients ak(k = 0, 1, . . . ,  n) and the constant T are uniquely determined by (2). To 
have the polynomial approximation on an interval [-A, A], we replace (2) by 
y~(t ) - -yn( t )=r~n(A  ) , yn(0) = 1. (4) 
This is the Coleman's version of the v-method [1] in its direct form which minimizes the perturba- 
tion on the chosen interval. But our interest is to minimize the difference between the approximate 
solution yn(t) of (2) and the true solution y(t) of (1), not the difference between y~(t) and yn(t).  
After re-examining (1), we find that the given initial-value problem (1) may be converted to an 
equivalent integral equation 
f y(t) - 1 - y(s) ds = O, 
which is then replaced by a perturbed equation that can be solved exactly 
/0 ~l~(t) - 1 - ~n(s) ds = ~n+l  • (5) 
The approximate solution for (5) is again a polynomial of degree n in t for fixed A. This alternative 
approach was suggested by Fox [8] and further discussed and developed by Coleman [1,6] who 
referred to it as the integrated form of the T-method. Differentiation of (5) gives 
,~( t )  -- #n( t )  : ~ ~n-I-1 
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with the initial conditions 
#r,(O) = 1 + W(P,~+I(O), 
which is equivalent to using t ~on+ 1 as the perturbation polynomial in the direct form of the 
r-method and relaxing the requirement that the approximate solution should satisfy the same 
initial condition as the exact solution. For a given ~} and a given choice of ~On+l in (5), and in (4) 
with n replaced by n + 1, Coleman [6] showed 
= y '+ l (0 .  
It is noted [1,8] that the integrated form of the v-method is superior to the direct form for 
approximation for the problem (1); in fact it is close to the minimax approximation. 
Either form of the ~--method could be applied with a suitably chosen perturbation polynomial 
which is closely related to the region of concern to produce polynomial approximations on any 
ray in the complex plane by choosing A such that z/A is a real variable. The polynomials here 
we will use are Faber polynomials. 
2.2. Faber Polynomials 
Recently there has been considerable interest in using the Faber polynomials as the basis for 
polynomial and rational approximations in the complex plane because the Faber series provides 
a near-minimax polynomial approximation for an analytic function on the region to which it ap- 
plies [9,10]. Several numerical methods for computing approximations to the Faber polynomials 
for a region in the complex plane have been developed [4,11] and found to be useful applica- 
tions [1,12]. Here, we only give some defining statements about the Faber polynomials to get the 
ball rolling, one may refer to [4,9,13] for more details. 
For any closed, bounded, continuum D of the complex plane, there is a function ¢, such that 
], 
iv iv 
where a > 0 is the transfinite diameter or capacity of D. The function ¢(iv) is univalent and 
analytic for [iv] > 1, and maps D c, the complement of D, conformally onto {iv : [iv[ > 1}. For z 
exterior to a sufficiently large circle, the inverse function ~o(z) = ¢-I(z) exists and has a Lanrent 
expansion at the infinity in the form of 
z + bo + bl + b2 
= z + ' 
The Faber polynomial of degree n, ~0n(z), n = 1, 2,..., which belongs to D, is the polynomial 
part of the Laurent series expansion at infinity of the function [~o(z)] n. This is a polynomial of 
exact degree n with leading term (z/a) n. 
There is a recursion formula for the Faber polynomials [13, p. 579] 
z 
 l(z) = - - so ,  
a 
~n+l (Z)  : ~ I (Z)~n(Z)  --  a l~n- l (Z )  --  a2~Pn-2 . . . . .  an-l~l(Z) - in  + 1)an ,  
for n = 1,2,3,.. . .  
Although many scientists are devoting their energy to the understanding of the Faber poly- 
nomials and Faber series, much more research needs to be done before we have a full grasp of 
these potentially useful polynomials. The general trend of existing findings is that under suitable 
hypotheses, the behavior of the Faber series on a given region closely reflects the behavior of the 
Fourier series for f[~(exp(i0))] in matters such as pointwise convergence, uniform convergence, 
degree of convergence, etc. [13, p. 590]. Ellacott [9] exploited this property in using a Fast Fourier 
8 J. ZHANG AND J. A. BELWARD 
Transform to compute the coefficients of Faber series. This approach is similar to that used in 
evaluating Chebyshev coefficients; both require the ability to evaluate the function of interest at 
the points dictated by the algorithm [1]. Experience with the Chebyshev series suggests that the 
~--method with a Faber polynomial perturbation be used as a numerical method to approximate 
functions which satisfy the appropriate type of differential equation. 
Fortunately, the Faber polynomials in any circular sector {z : Iz] < 1, ] argz] < p}, with p > 1, 
are readily available and were computed by Coleman and Smith [4]. 
3. APPROXIMATIONS FOR THE BESSEL  FUNCTIONS 
3.1. Approx imat ions  for Jo(z) 
In order to compute Y0(z), we need to compute Jo(z) first, which is the Bessel function of the 
first kind of order zero. Both are solutions of the differential equation 
d2y dy 
z Tz~ + ~ + zy = o, (6) 
with Jo(z) satisfying the initial conditions 
dy 
y(0) = 1, d--~ (0) = 0. 
It is well-known that Jo(z) is an even function of the variable z. We introduce a new independent 
variable t = 1/4z 2 and the differential equation becomes 
d ( dy(t)~ 
d-t t dt ] +y(t)--O" (7) 
This can further be written as the perturbed equation 
-~ t dt J + yn(t) = T~n , (8) 
where A is a parameter to be chosen so that z/A is real and satisfies ]z/A I < 1. We represent the 
perturbation polynomial as 
?% 
~n(t) = ~ c~t k, (9) 
k=O 
where ~n(t) will be chosen as Faber polynomials of degree n; therefore the coefficients ck are 
considered known here. We then look for a polynomial approximate solution for (8) of the form 
?% 
yn(t) = E aktk" (10) 
k=0 
We require yn(t) to satisfy the initial condition yn(0) --- 1. The particular solution form of (10) 
excludes the solutions which are infinite as t --* 0. 
After substituting (9) and (10) into (8), we obtain the recurrence relation 
(k + 1)2ak+l + ak = rck  A -k ,  for k = 0, 1 , . . . ,  n - 1, 
(11) 
an ~- van)~ -n. 
This can be solved by backward recurrence to give a0 in terms of T; from the initial condition, 
we know a0 = 1, thus 
"r= [kffi~oCk(--)Q-k(k')2]-I 
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Hence, we can calculate the coefficients ak(k = n, n - 1 , . . . ,  1) from the recurrence relation (11). 
This is the direct form of the T-method approximations for Jo(z). We further define a new 
approximation 
ffn-- l(t)  : - -~  t 
which is another approximate solution of (8), and 
n-1  
~n-l(t)  = - ~ (k + 1)2ak+lt k
k=O 
with 
~-1(0)  = -az  = 1 - vc0. 
This will be referred to as the integrated form of the v-method approximations for Jo(z). 
3.2. Approximations for Yo(Z) 
The differential equation (6) is also satisfied by the Bessel function of the second kind of order 
zero Y0(z), which is defined by [14, p. 69] 
lm 
2 [ (2 ) ]  2 f i ( _ l )  m Yo(z) = 7r 7 + In Jo(z) -- ?r (m!) 2 
rn=l 
1 1 1 
/8=l+~+~+. . .+s ,  s = 1,2 ,3 , . . . ,  
where 7 is the Euler constant 0.5772157 . . . .  In view of the behavior of Yo(z) as z --~ 0, we may 
define a new function [15, p. 30] 
f (z)  ---- . . . .  2 (7 ln2)J0(z) 2 f i  (_1) m 
7r 7f 
m=l  
(m!) 2 
hence f (z)  is analytic throughout the complex plane and polynomial approximations may be 
applied. Fhrthermore, we have 
f (z)  = Yo(z) - 2 lnzJo(z). (12) 
We substitute (12) into (6) and note that Jo(z) itself, by definition, also satisfies (6). We have 
d2f(z) dr(z) 
z ~ + ~ + z / (z )  = 
4 dJo(z) 
7r dz 
(13) 
with the initial condition 
/(0) = _2 (7 - ln2). 
7r 
It is easily established that f (z)  is an even function of z, so we change to the variable t = 1/4 z 2, 
equation (13) becomes 
-~ t + -Tr Jo(t) +/ ( t )  = O. (14) 
One can immediately notice the difference between (7) and (14); the latter is no longer a homo- 
geneous equation, since it involves the first derivative of Jo(t). 
CAI4~ 30-7-B 
i0 J. ZHANG AND J. A. BELWARD 
In spite of this difficulty, we can still seek a solution of the form 
f,~(t) = ~ bkt k. (15) 
k=O 
The perturbed equation is 
d-t t ~ + -~r yn(t) + f , ( t )  = T* ~n (16) 
with ~,~ taking the form (9), Yn the form (10). 
Substituting (9), (10) and (15) into (16), we have the recurrence formula 
(k + 1)2bk+l + bk + 2 (k + 1)ak+l = T*CkA -k, for k = 0, 1, 2 , . . . ,  n - 1, 
r (17) 
b~ = T* cnA -n. 
Solve (17) by backward recurrence to obtain a representation f b0 in terms of T*. The initial 
condition gives b0 = fn(0) = ~ ('y - In  2) ~ -0.07380429510868722527. We therefore have 
T* bo - "~ ~-~k=l (--1)kk[( k -- 1)!12ak 2 (_l)kk[( k _ 1)112a k . 
= ~-~'k=O Ck(-A)-k(k!) 2 = T bo - -~ k=l 
Here ak(k = 1, 2 , . . . ,  n) have been calculated in (11); hence, the coefficients bk(k = n, n - l , . . . ,  1) 
can be calculated from the recurrence formula (17). 
The above procedure can be viewed as the r-method in its direct form for approximations 
to Yo(z). Since (14) implies 
/ ( t )=-~ t + J0(t , 
we may define a new approximation as 
]n-l(t) = ---~ t ~  +--~rYn(t) , (18) 
which is another approximate solution of (16); we have 
]~-l(t) = - E (k + l) (k+l )bk+l+ ak+l t k 
k=O 
and 
]~-1(0) (b1+2)  2 =-  -a l  =--(~/--ln2)--T*C0. 
7r 7~ 
We shall refer to the above approximations a the integrated form of the T-method for Yo(z). It 
is interesting to note that in-1 (t) as defined by (18) satisfies the integro-differential equation 
df,,- l (t)  fot 2 t ,  (~)  dt + fn- l (s)  ds + -~r (yn(t) - 1) = --T* ~ ~,~ . 
Bessel Function Yo(z) 
Table 1. Maximum absolute rrors in polynomial approximations for Yo(z) on the 
sector [z[ <_ 8, 0 < argz < 7r/12. 
Term 
n 
6 8.34(+00) 
7 3.63(+00) 
8 1.12(+00) 
9 2.60(-01) 
10 4.72(-02) 
11 6.93(--03) 
12 8.40(-04) 
13 8.56(-05) 
14 7.45(-06) 
15 5.61(--07) 
Power Direct Integrated Chebyshev 
series T-method T-method series 
1.49(-01) 
4.21(-02) 
6.01(-03) 
5.52(-04) 
3.69(-05) 
1.97(-06) 
8.78(-08) 
3.12(--09) 
9.93(--11) 
2.76(-12) 
4.62(-02) 
6.62(-03) 
4.53(-04) 
3.89(-05) 
2.77(-06) 
9.88(-08) 
4.02(-09) 
1.77(-10) 
4.29(-12) 
1.83(-13) 
2.36(-01) 
5.02(-02) 
7.67(--03) 
8.90(--04) 
8.13(-05) 
6.02(-06) 
3.68(-07) 
1.90(-08) 
8.34(-10) 
3.18(-11) 
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Table 2. Maximum and minimum absolute rrors in polynomial approximations 
for Yo(z) on the sector [z[ _< 8, ~r/12 __ argz <_ ~r/6. 
Term 
n Maximum error 
6 3.88(-01) 
7 7.53(-02) 
8 1.09(-02) 
9 1.21(-03) 
10 1.08(-04) 
n 7.74(--06) 
12 4.66(--07) 
13 2.37(-08) 
14 1.03(-09) 
15 3.88(-11) 
Chebyshev series 
Minimum error 
1.05(-02) 
1.02(-03) 
7.32(-05) 
4.05(-06) 
1.78(-07) 
6.36(-09) 
1.89(-10) 
4.75(-12) 
7.84(-14) 
1.84(-15) 
Integrated T-method 
Maximum error 
4.13(-01) 
4.34(-02) 
3.60(-03) 
2.64(-04) 
1.22(-05) 
5.36(-07) 
2.28(-08) 
5.63(-lO) 
1.76(-11) 
5.29(-13) 
Minimum error 
4.50(-02) 
8.01(-03) 
3.76(-04) 
4.27(-05) 
1.41(-06) 
5.41(-08) 
1.42(-09) 
1.67(-11) 
7.38(-13) 
1.52(--15) 
Table 3. Maximum and minimum absolute rrors in polynomial approximations 
for Yo(z) on the sector ]zl _< 8, 5~r/12 _< argz _< ~r/2. 
Term 
n 
6 3.17(+00) 
7 4.68(-01) 
8 5.44(-02) 
9 5.11(-03) 
10 3.94(-04) 
11 2.54(-05) 
12 1.39(-06) 
13 6.49(-08) 
14 2.63(-09) 
15 9.31(-11) 
Chebyshev Direct Integrated Minimum error 
series T-method T-method on boundary 
5.87(+02) 
1.35(+02) 
1.02(+01) 
5.85(-01) 
2.87(-02) 
1.25(-03) 
3.68(-05) 
1.12(-06) 
2.67(-08) 
4.35(-10) 
1.34(+02) 
1.02(+01) 
5.88(-01) 
2.86(-02) 
1.25(-03) 
3.71(--05) 
1.13(--06) 
2.72(-08) 
4.43(-10) 
9.57(-12) 
1.02(+02) 
7.75(+00) 
4.47(-01) 
2.17(-02) 
9.55(-04) 
2.78(-05) 
8.45(-07) 
2.o7(-o8) 
3.17(-10) 
6.99(-12) 
4. NUMERICAL  EXPERIMENTS 
4.1. Approx imate  Yo(z) for [z[ < 8 w i th  Six Sectors  Cover ing  the  F i r s t  Quadrant  
The Bessel function Yo(z) is multivalued. It is single-valued for all points z of the principal 
branch -Tr < arg z _< 7r. In order to compute Yo(z), we only need take z in the first quadrant,  
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0 < arg z < ~" _ _ y, other values of Yo(z) can be deduced with the help of the symmetry and conjugate 
relations [14, p. 66-68]. 
We divide the first quadrant of the complex plane into six equal-spaced sectors as Belward 
and Zhang did in [3] and use different polynomial approximations for each sector. This suggests 
we choose ~n in (8) and (16) to be the Faber polynomials with half-angle ~ (15°), tabulated 
by Coleman and Smith [4], in the T-method. In each sector, the Faber polynomials are real on 
the central ray of argument ¢. With Izl _~ 8, we choose ~ = 16exp(2i¢). The first quadrant is 
covered by six 15 ° sectors corresponding ¢ -- ~ (~)  12-~, and the same Faber polynomials are 
used for each of the sector. One 15 ° sector in the z plane corresponds to one of half-angle 15 ° in 
the t plane. 
The radius R -- 8 here was chosen to allow an accuracy comparison with the Chebyshev series 
approximations for Yo(z) on the same sectors and radius as in [3]. Errors in our approximations 
were computed by comparison with a more accurate, but much slower, power series routine taking 
sufficient erms and adding up backward. The maximum absolute rrors were found by sampling 
on the boundaries taking step length 10 -2 . We also computed the minimum absolute errors on 
the boundaries for some sectors by the same technique. All computations were done in double 
precision on a SUN SPARCstation using the Fortran 77 programming language. 
Table 1 contains the maximum absolute errors found for the approximations by the power 
series, direct and integrated forms of the T-method and the Chebyshev series on the first sector. 
We note that there are significant accuracy improvements over that for the power series. Both the 
direct and integrated forms of the T-method achieve better accuracy than the Chebyshev series. 
We also note that by using the integrated form, there is about a one digit accuracy improvement 
over the direct form. 
Table 2 reports maximum and minimum absolute rrors of the Chebyshev series and integrated 
T-method approximations on the second sector. In addition to the observations we made above 
about the superiority of the integrated T-method over the Chebyshev series, we also observe the 
rapid deterioration of the Chebyshev series approximations by noting the big differences between 
the maximum and minimum absolute rrors. 
Table 3 lists the maximum absolute errors from the Chebyshev series, direct and integrated 
forms of the T-method approximations on the sixth sector. The minimum absolute errors were 
obtained from the integrated form of the T-method. While we found the integrated form of the 
T-method is generally better than the Chebyshev series, the direct form is not as good as the 
Chebyshev series on the sixth sector. We also note that the differences between the maximum and 
minimum absolute rrors are very small, indicating that the v-method is a stable approximation 
method in some sense. 
4.2. Approx imate  Yo(z) for Izl < 8 wi th  Two Sectors  Cover ing  the  F i rs t  Quadrant  
Now we divide the first quadrant of the complex plane into two equal-spaced sectors. We 
choose Faber polynomials with half-angle 45 ° in the T-method. The central rays of argument 
3~. For the Chebyshev series approximations, we take the two sets of coefficients with are ¢ - ~, s 
relevant central rays of argument. Table 4 gives the same information as Table 3 for the first half 
part of the first quadrant of the complex plane and Table 5 for the second half part. 
From Table 4, it can be noted that on the first half part, the v-method in its direct form pro- 
duces errors of almost he same magnitude as the Chebyshev series does, with the integrated form 
better than both. However, from Table 5, on the second half part, the Chebyshev series is almost 
equivalent to the integrated form of the T-method, and both are better than the direct form. 
5. CONCLUSIONS 
We have shown that the T-method can be used to approximate the Bessel function Yo(z) in 
a region of the complex plane, when the perturbation polynomials appropriate to the region 
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Table 4. Maximum and minimum absolute errors in polynomial approximations 
for Yo(z) on the sector Izl <_ 8, 0 <_ argz _< lr/4. 
Term 
n 
6 7.44(+00) 
7 2.19(+00) 
8 4.85(-01) 
9 8.38(-02) 
10 1.17(-02) 
11 1.32(-03) 
12 1.25(-04) 
13 9.99(-06) 
14 6.87(--07) 
15 4.09(-08) 
Chebyshev Direct Integrated Minimum error 
series T-method r-method on boundary 
4.81(+01) 
6.19(+01) 
6.44(+00) 
7.58(-01) 
8.19(-02) 
7.09(-03) 
4.95(-04) 
2.90(-05) 
1.44(-06) 
6.10(-08) 
6.17(+01) 
6.52(+00) 
7.59(-01) 
8.09(-02) 
7.08(-03) 
5.02(-04) 
2.91(-05) 
1.42(-06) 
6.10(-08) 
2.29(-09) 
2.30(-01) 
8.05(--02) 
8.88(-03) 
6.28(-04) 
5.41(-05) 
3.44(-06) 
9.51(-08) 
8.16(-10) 
8.84(-11) 
1.15(-12) 
Table 5. Maximum minimum absolute rrors in polynomial approximations for Yo(z) 
on the sector Izl _< 8, 7r/4 < argz < 7r/2. 
Term 
n 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
Chebyshev Direct 
series T-method 
4.13(+01) 3.71(+02) 
9.80(+00) 3.73(+02) 
1.84(+00) 4.04(+02) 
2.77(-01) 2.58(+01) 
3.43(-02) 2.48(+00) 
3.54(-03) 1.88(-01) 
3.10(-04) 1.14(-02) 
2.32(-05) 5.98(-04) 
1.51(-06) 2.81(-05) 
8.50(-08) 1.11(-06) 
Integrated 
T-method 
3.73(+02) 
4.05(+02) 
2.58(+01) 
2.48(+00) 
1.88(-01) 
1.14(-02) 
5.98(-04) 
2.81(-05) 
1.11(-06) 
3.75(-08) 
Minimum error 
on boundary 
3.52(+01) 
3.85(+01) 
2.50(+00) 
2.27(-01) 
1.76(-02) 
1.10(-03) 
5.83(-05) 
2.63(--06) 
1.04(-o7) 
3.68(-09) 
are used. While there exist options to choose different polynomials, say complex Chebyshev 
polynomials, as perturbations in the T-method, some results of low degree approximations for 
the Bessel function J,~(z) have been reported [1]. There are only complex Chebyshev polynomials 
of up to degree six now available [16]. It is the availability of the Faber polynomials for circular 
sectors which makes the T-method a useful polynomial approximation tool in the complex plane. 
Finally, we make the following observations to conclude this paper: 
1. Evaluation of the approximate polynomials from the T-method is simple and results in 2n 
operations for approximation of degree n in z 2. While it is possible to sum a trun- 
cated Chebyshev series without evaluating any of the Chebyshev polynomials, it still 
involves 3n ÷ 5 operations for approximation of the same degree. 
2. For a fixed choice of sector and radius, the accuracy of the Chebyshev series deterio- 
rates rapidly away from the central ray, where the Chebyshev series gives a near-minimax 
polynomial approximation. If the sector and radius are chosen appropriately, the rela- 
tive stability of the T-method makes it a superior choice over the Chebyshev series to 
approximate the Bessel function Yo(z). 
3. As the number of terms of the approximation i creases, the later coefficients of the Cheby- 
shev series vanish rapidly, while the coefficients of the Faber polynomials do not generally 
decrease. As stated in [4], the norm of a Faber polynomial may be much smaller than 
the magnitude of some of its coefficients, significant cancellation would occur if those 
coefficients were used to evaluate the polynomials. 
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4. The choice of sector angle and radius may be of some importance. What  is ideal for one 
appl icat ion may be inappropr iate for another. The choice of radius R = 8 results in a 
factor 16 in the value of A, which may produce some numbers of large magni tude and 
further result in some loss of accuracy in finite precision computat ion.  
5. When the Chebyshev series converges rapidly, the t runcat ion error is dominated by the first 
neglected term and can be easily est imated; changes in accuracy may be achieved s imply 
by changing the number of terms included in the t runcated series. For the r -method,  
approx imate polynomials of different degrees require completely different coefficients to 
be computed from the Faber polynomials of different degrees. 
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