Tandem-L is an L-band SAR satellite mission currently under study at DLR. It is intended to serve a number of geophysical applications in several domains, like solid Earth, ecosystems and cryosphere. The various applications compete for the system resources and the mission design optimization requires that a performance model is developed for each application in order to allow motivated choices.
INTRODUCTION
At DLR we are currently carrying out preliminary studies for an L-band SAR satellite mission called Tandem-L. This SAR mission will measure and monitor over time a variety of parameters ranging from surface deformation (d-InSAR) to forest height and structure (Multi-baseline pol-InSAR), ice flows, ocean currents etc.
The current study is oriented towards the development of a systematic and extensive acquisition plan over the areas of interest for the different applications. Given the variety of applications, the mentioned desired acquisition policy and the wide regions of interest, it is clear that the mission design faces a number of challenges in the allocation of system resources such as data volume and acquisition opportunities. Besides this we have to consider geographical conflicts between the various applications (e.g. seismic areas covered by forests).
In order to optimize the resource allocation we have developed for each application a performance model. We can simulate acquisitions scenarios and monitor the performance of each application with its specific performance model. The simulation of the whole mission gives us also an overview on the data volumes, fuel consumption, etc. to which each application is contributing.
This contribution describes the use of some recent results concerning d-InSAR performance predictions and illustrates some further developments.
PERFORMANCE CONCEPT FOR D-INSAR APPLICATIONS
For d-InSAR application we assume that we have a constant motion on the ground and we try to estimate its velocity using many acquisitions. A mission simulator, for each desired point on the ground, provides us with the set of images that will be acquired. The simulation gives us then not only the acquisition dates but also the image performance figures associated with each take: NESZ, ambiguities, azimuth and range resolution, incidence angle, polarization channels, etc. The performance computation is separated in two steps. First we sort the different Lines of Sight (LoS), i.e. we group the images that can interfere with each other. For every LoS we estimated how well we can recover the projection of the velocity in that direction (see sect. 3).
Then (see sect. 4) we proceed to the evaluation of the three-dimensional reconstruction, where all the different observation directions are combined. There are several ways to obtain different LoS for each point: ascending and descending acquisitions, squinted acquisitions, left-right looking geometries, different incidence angles (expecially at high latitudes).
PERFORMANCE FOR LOS
The performance for each individual LoS is based on the work on the Hybrid Cramér-Rao Lower Bound (HCRLB) in [1] and [2] . The formulas account for both target decorrelation that can be fought by increasing the number of interferometric looks (temporal decorrelation, thermal noise, ambiguity noise) and pure phase disturbances (atmospheric differential delays) that will not benefit from multilooking. The decorrelation is described by a coherence matrix Γ and the phase noise is assumed to be Gaussian-distributed and independent from take to take. Their variance (σ 2 α ) is assumed to generally depend on the distance from a reference point. Attempts to model it from real data and theoretical considerations can be found in [3, 4] .
According to [2] the final general expression for the HCRB is the following:
Here θ is the vector of parameters to be estimated (in our simple case only the velocity) and Θ is a matrix with the derivatives of each modeled phase with respect to each parameter. The matrix X is a simple function of the coherence structure Γ. The reader can find the details in the aforementioned paper [2] , with the same notation.
PERFORMANCE FOR 2D-3D VELOCITY VECTOR ESTIMATION
The performance of the three-dimentional motion reconstruction follows the results in [5] and [6] , where, however, there is no explicit mentioning of the processing of stacks. We collect the coordinates of the available LoS vectors in the matrix K and the corresponding variances on the velocity estimation in the diagonal matrix W. These variances are those predicted by eq. (1). This way of proceeding assumes that the interferometric processing will treat separately each LoS as far as atmospheres are concerned and merge the results only in the last stage. It is clear that one could mitigate atmospheric effects better considering jointly the various LoS at an earlier stage.
The resulting variance-covariance matrix of the threedimentional estimates is
Adopting the usual local reference (East, North, Up) we can easily see that with ascending and descending passes, even with different incidence angle for a single target, the North component is badly conditioned [5, 6] . In order to solve the full three-dimentional problem it is necessary to include some squinted or left-looking observations. However there are today some indications that geological models can tolerate incomplete three-dimentional information (being more sensitive to atmospheric noise). Additional information can be obtained in the along-track direction via cross-correlation. For a single image pair the problem was treated in [7] , a generalization is given in the appendix. Given the typical bandwidth-wavelength ratio for our system, it is expected that the performance of these methods is very poor compared to the normal interferometric measures. Also, additional ionospheric effects should be considered.
USING ONLY SELECTED INTERFEROGRAMS
The bound presented in section 3 assumes implicitely that all the possible interferograms will be available for interferometric processing. This means that if we have N images we will have to deal with N (N − 1)/2 interferograms, which can be soon a large number. For data reduction it has been suggested that we store multilooked interferograms, but the advantage would be nullified if we had to store too many interferograms.
Thus we want to analize the impact of using a reduced set of interferograms on the final performance. From the theory it is clear that the interferograms between successive takes are optimal when decorrelation follows an exponential decay with time. Whenever this is not the case (e.g. the decorrelation levels off at a non-zero value, i.e. stable scatterers are present, or the decorrelation is not monotonically decreasing with time) we expect to find a certain degradation.
We analyze the losses when only interferograms between successive passes are considered (lag-1 interferograms), modifying eq. (1).
The first modification we need to introduce is intended to express the phases in terms of the differences with respect to a reference image, in our case image 0, eliminating one element in the phase vectors. This will avoid the singularity of the Fisher information matrix of the N phases and allow us to express the corresponding covariance in finite terms, without the need of the limit.
The needed linear transformation is simply:
in matrix-vector terms. Note that M is a (N − 1 × N ) matrix. The limit then becomes
It is implied that also the matrix Θ is reduced (one row less).
The term M(X + εI) −1 M T stands for the covariance of the phases, assuming no atmosphere delay is present (the effect of the atmosphere is in the following term). Those phases have a zero mean but since we have coherences smaller than 1 and a finite number of looks there is uncertainty on them.
The idea is to substitute to this term (which exploits all the measurements) an estimate of the covariance of the phases (relative to the reference image) that one could reconstruct starting from interferograms of following pairs, ignoring atmospheric or deformation phase contributions. The formula that one would use to reconstruct the phase history is the fol-
Here y m (k) is the complex value of pixel k in the multilooking window, for image m. The number of looks is L. The covariance
can be estimated from simulations and substituted:
This evaluation will in most cases still be optimistic, since without observing the full coherence matrix one will not be able to estimate the covariance of the phases to optimize the estimate. Assuming the wrong coherence model (and thus the wrong phase covariance structure) will lead to larger errors in the final estimates. It is possible to give examples where the loss compared to using the full information is several dB. For instance, with a decorrelation coherence model as the following (a mix of fast and slow decorrelation)
we get the results diplayed in Tab. 1 for the estimation of displacement velocity (γ SN R = 0.95, additional parameters in the simulation are listed in the same table). The performance predicted using only lag-1 interferograms is confirmed by a simulation where the velocity is estimated averaging lag-1 interferograms (last table line) . This example makes use of a coherence that decreases monotonically with time. There are examples that are even more intuitive. For instance when the coherence does not follow strictly a decreasing law but varies so that sometimes an interferogram with a larger time span has more coherence than one with a smaller time span. For these reasons we advise against using only lag-1 interferograms and we think that one should look for compromise solutions involving more interferograms.
DISCUSSION
This framework is able to link system performance, phase disturbances and acquisition schemes to the final performance for d-InSAR applications, cosidering only LoS measurements or 2D/3D reconstructions with many LoS. Our analysis show that one should not consider only lag-1 interferograms, more work is needed to define a routine processing concept.
Simulations show that both phase disturbance and coherence structure play very important roles. Further investigation is needed to better evaluate the entity of expected phase disturbances (troposphere, ionosphere). Concerning temporal decorrelation, preliminary investigations indicate that on many natural targets the temporal coherence (L-band) levels off at small but non-zero values, supporting the possibility of interferometry on large time spans. Whenever a linear model for motion can be really trusted, the implication is that such scatterers can better tolerate a large interruption in the middle of the acquisition series. Indeed in this case the accuracy is obtained essentially by comparing the averages phases at the beginning and at the end of the series. This can lessen the space for conflicts between solid Earth and other applications.
It has to be mentioned that the focus of this analysis are slow movements to be measures in long times: for instance the need to have a frequent sampling due to phase unwrapping problems for fast moving targets is not accounted for. Similarly, the linear displacement model would not necessarily be the best model for fast motions, like volcanoes undergoing severe deformation or displacements caused by earthquakes.
APPENDIX
In this appendix we derive the Cramér-Rao bound for the estimation of a constant velocity in the azimuth direction in a stack of images which have a certain coherence structure.
Let us assume to have M samples in time positioned at t 1 ,t 2 ,. . . ,t M and N samples in space at positions 1,2,. . . ,N . These samples are regularly spaced satisfying to the Nyquist limit and it is assumed that they are uncorrelated (distributed targets). The total number of samples is M × N . They will be arranged in a single vector, which is distributed as a zeromean complex normal.
The coherence of the sample at position a and time t b with the sample at position c and time t d is:
where v is the velocity the we want to estimate and γ is the coherence between each pair.
To compute the Cramér-Rao bound for a zero-mean complex normal we need only the covariance and its derivative at the desired position (v = 0). In this case the Fisher information matrix is simply ( [8] ):
We make use of Kronecker products '⊗' to have compact expressions and to be able to simplify them. The total covariance matrix is:
The matrix Γ M×M collects the coherences between each pair:
whereas I N ×N is the N × N identity matrix. The derivative of equation (10) 
so the derivative matrix can be expressed like this:
where Δx N ×N (n, k) = (−1)
when n = k, 0 otherwise. This comes from evaluating the derivative of sinc(x) at integer positions. The symbol ' ' represents the Hadamard (element-by-element) product. Finally:
We start by simplifying the expression for C −1 ∂ ∂v C (dropping the subscripts):
Finally we can write the Fisher information and exploit some properties of the Kronecker product: (21) which is expressed in terms of resolution elements. This last formula is one generalization of formula (19) of [7] .
