We propose a framework for the greedy approximation of high-dimensional Bayesian inference problems, through the composition of multiple low-dimensional transport maps or flows. Our framework operates recursively on a sequence of "residual" distributions, given by pulling back the posterior through the previously computed transport maps. The action of each map is confined to a low-dimensional subspace that we identify by minimizing an error bound. At each step, our approach thus identifies (i) a relevant subspace of the residual distribution, and (ii) a low-dimensional transformation between a restriction of the residual onto this subspace and a standard Gaussian. We prove weak convergence of the approach to the posterior distribution, and we demonstrate the algorithm on a range of challenging inference problems in differential equations and spatial statistics.
Introduction
Inference in the Bayesian setting typically requires the computation of integrals f dπ over an intractable posterior distribution, whose density 1 π is known up to a normalizing constant. A useful approach to this problem involves constructing a deterministic nonlinear transformation, i.e., a transport map [40] , that induces a coupling of π with a tractable distribution ρ (e.g., a standard Gaussian). More formally, we seek a map T that pushes forward ρ to π, written as T ρ = π, such that the change of variables f dπ = f • T dρ makes integration tractable.
Many constructions for such maps have been developed in recent years. Triangular maps [3, 21, 32] are sufficiently general to couple any absolutely continuous pair of distributions (ρ, π), and their numerical approximations have been investigated in [19, 26, 28, 36] . Other constructions write T as a composition of simpler parameterized functions: these include normalizing flows [13, 30, 37] , autoregressive flows [20] , and neural ordinary differential equations [8, 14] . Stein variational methods [12, 23, 24] provide a nonparametric way of constructing T as a composition of functions lying in a chosen RKHS. Some of these methods have actually been proposed for density estimation (Gaussianizing a distribution from which one has drawn samples, via the action of a map S = T −1 [22, 38] ), while others have been developed for variational inference (approximating π by T ρ, typically in the sense of Kullback-Leibler (KL) divergence), but these two problems are tightly linked as long as T is invertible.
Many of the methods mentioned above (with exceptions, e.g., Stein methods) are all-at-once: given some parameterized ansatz for the map, they solve a large and potentially challenging optimization problem for all the parameters simultaneously. More generally, it is difficult to represent expressive maps in high dimensions: parameterized triangular maps on R d , for example, must describe dvariate functions and thus immediately encounter the curse of dimensionality. Other flows involve particular ansatzes that limit their generality. Similarly, kernel-based methods lose expressiveness in high dimensions [7, 12] . Yet one of the key advantages of transport is the potential for iterative approximation using the pullback distribution: any invertible/bijective map preserves information about the target distribution π, and hence recursive-even greedy-approaches, applied to the pullback of π through imperfect maps, could be effective. In this paper we exploit the interplay between such approximations and low-dimensional structure.
We propose a new greedy framework for variational inference, based on compositions of lowdimensional maps. The maps are low-dimensional in that each acts non-trivially only on a lowdimensional subspace of the parameter space; thus they are termed "lazy." We identify the maps and subspaces sequentially, by greedily minimizing a bound on the KL divergence between π and its approximation, given constraints on the computational effort at each step. The bound itself follows from logarithmic Sobolev inequalites (see [42] ) relating the KL divergence to gradients of the target density. We prove weak convergence of this approach to the target distribution, given even suboptimal choices of the subspace. Within this framework, there is considerable flexibility. The complexity of the map, and hence the computational effort, can be tailored at each iteration. Moreover, each lazy map can be approximated by any invertible transformation; while here we do so using lazy triangular maps, one could instead use lazy maps obtained via Stein variational methods or normalizing flows.
We also emphasize that our overall approach does not require any global low dimensionality in the likelihood function (as in [7, 11] , for example); rather, it can converge even for maps that act on a single direction at a time, despite π and ρ differing in all directions.
Preliminaries. We will consider target distributions with densities π on R d that are differentiable almost everywhere and that can be evaluated up to a normalizing constant. Such a target will often be the posterior of a Bayesian inference problem, e.g.,
where L y (x) := p(y|x) is the likelihood function and π 0 is the prior. ρ will denote the standard Gaussian density on R d . We will consider maps T : 2 and with some abuse of notation, we will write the pushforward density of ρ under T as T ρ(x) := ρ • T −1 (x)|∇T −1 (x)|. We will frequently also use the notion of a pullback distribution or density, written as T π := (T −1 ) π.
Our goal is to find a map T that satisfies D KL (π||T ρ) ≤ ε for some prescribed tolerance ε > 0. In Section 2 we show how to build a single map in the "lazy" format described above. However, the map complexity needed to satisfy the prescribed tolerance might be large if ε is too small. We thus show in Section 3 how to improve our approximations by greedily composing many lazy maps.
Lazy maps
Given a unitary matrix U ∈ R d×d and an integer r ≤ d, let T r (U ) be the set that contains all the maps T :
for some diffeomorphism τ : R r → R r . Here U r ∈ R d×r and U ⊥ ∈ R d×(d−r) are the matrices containing respectively the r first and the d − r last columns of U , and z ⊥ = (z r+1 , . . . , z d ). Any map T ∈ T r (U ) is called a lazy map with rank bounded by r, as it is nonlinear only with respect to the first r inputs variables z 1 , . . . , z r and the nonlinearity is contained in the low-dimensional subspace range(U r ). The next proposition gives a characterization of all the densities T ρ when T ∈ T r (U ).
Proposition 1 (Characterization of lazy maps). Let U ∈ R d×d be a unitary matrix and let r ≤ d. Then for any lazy map T ∈ T r (U ), there exists a stricly positive function f : R r → R >0 such that
for all x ∈ R d where ρ is the density of the standard normal distribution. Conversely, any probability density function of the form f (U r x)ρ(x) for some f : R r → R >0 admits a representation as in (3) for some T ∈ T r (U ).
The proof is given in Appendix A.1. In particular, applying Proposition 1 to (1): if the prior distribution is π 0 = ρ and if the likelihood function is of the form of L y (x) = f (U r x), then there exists a lazy map T ∈ T r (U ) that exactly recovers the posterior density T ρ = π. Following [42, Section 2.1], we have
where T ∈ T r (U ) is such that T ρ(x) = f (U r x)ρ(x) and f is defined by the conditional (4) shows that T is a minimizer of D KL (π||T ρ) over T ∈ T r (U ). Following [18] , one can show
where ρ r is the density of the standard normal distribution on R r and (U r ) π is the marginal density of π with respect to U r , meaning the density of U r X with X ∼ π. Equation (5) shows that, for fixed r, minimizing D KL (π||T ρ) over U is the same as finding the most non-Gaussian marginal (U r ) π. Such an optimal U can be difficult to find in practice. The next proposition gives a useful bound on D KL (π||T ρ), which we will use to construct a suboptimal U . Proof is given in Appendix A.2.
d×d be the matrix containing the eigenvectors of H. Then for any r ≤ d we have
Proposition 2 suggests constructing U as the matrix containing the eigenvectors of H = (∇ log π ρ )(∇ log π ρ ) dπ and choosing r to be the smallest integer such that the left-hand side of (6) is below ε. A fast decay in the spectrum of H ensures reaching the desired tolerance ε with r d. In practice, however, this might not be the case either because ε is too small or because the spectrum of H does not decay quickly enough. Since the complexity for constructing the lazy map strongly depends on r, we bound r by some r max d that corresponds to the maximal computational budget one can afford in constructing T . This procedure is summarized in Algorithm 1.
Algorithm 1 Construction of a lazy map. Let r = r max ∧ min{r ≤ d : Find T solution to min T ∈Tr(U ) D KL (π||T ρ) 6: return lazy map T 7: end procedure
The practical implementation of Algorithm 1 relies on the discretization of steps 2 (i.e., the computation of H) and 5 (i.e., minimizing the KL divergence). In step 2, direct Monte Carlo estimation of H requires generating samples from π, which is not feasible in practice. Following [42] , one could use the importance sampling estimate H =
Such an estimate might have a huge variance when ρ is a poor approximation to the target π. Update
Compute π = (T ) π 8:
end while 10:
In this case it is preferable to impose ω k = 1, which yields a more biased estimate H ρ but with lower variance. As shown in Section 4 (see also the error bounds in [42, Sec. 3.3.2] ), such an estimate still provides relevant information regarding the construction of U , and improves via the iterations described in Section 3.
At step 5 of Algorithm 1, we need to find the map τ :
Following the ideas in [1, 2, 19, 36] , we seek τ in a parametric family of monotone triangular maps; details on this construction are given in Appendix B. As noted in [36] , minimizing D KL (π||T ρ) over this class of parametric maps can be challenging because it is difficult to build good estimators for D KL (π||T ρ) when we cannot sample directly from π. In our setting we can only evaluate π up to a normalizing constant, and thus it is expedient to minimize the reverse KL divergence D KL (T ρ||π), as is typical in variational Bayesian methods-which here can be approximated using Monte Carlo sampling or quadrature from the tractable ρ. Details on the numerical implementation of Algorithm 1 are given in Appendix C. Though reversing the KL divergence in this step changes the approximation, we will show numerically that this computational strategy yields good results, ultimately controlling the KL divergence in both directions.
Layers of lazy maps
The restriction r ≤ r max in Algorithm 1 allows control over the computational cost of constructing the lazy map, but D KL (π T ρ) ≤ ε might not be satisfied. To compensate for this lack of accuracy while preserving low complexity, we propose to build a map T as a composition of lazy maps
where each T k is a lazy map associated with a different unitary matrix U k ∈ R d×d . For simplicity we fix the same rank r = r max for each T k .
In general, the composition of lazy maps is not itself a lazy map. For example, there exists
• T 2 might depend nonlinearly on each input variable and so it cannot be written as in (2) . Notice also that there is no chance in general to write (T ) ρ(x) as a product
; otherwise, by Proposition 1, T would be a lazy map with rank bounded by r . As a consequence, approximations of the form of (T ) ρ are different than those constructed by projection pursuit [18] .
We build the lazy maps in a greedy way. After − 1 iterations, the composition of maps T −1 = T 1 • . . . • T −1 have been constructed. We seek a unitary matrix U ∈ R d×d and a lazy map T ∈ T r (U ) such that (T −1 • T ) ρ is a better approximation to π than (T −1 ) ρ. Let
so we can build T using Algorithm 1 by replacing π by π −1 and ε by 0. Once this is done, we update the map T = T −1 • T and the residual density π = (T ) π and we move to the next iteration ← + 1. We stop the iteration process when the error D KL (π||(T ) ρ) falls below ε. Proposition 2 applied with π and r = 0 allows writing 
Hence, we can use The next proposition gives a sufficient condition on U to guarantee the convergence of this greedy algorithm. The proof is given in Appendix A.3. Proposition 3. Let U 1 , U 2 , . . . be a sequence of unitary matrices. For any ≥ 1, we let T ∈ T r (U ) be a lazy map that minimizes
Let us comment on the condition (7) . Recall that the unitary matrix U that maximizes D KL ((U r ) π −1 ||ρ r ) is optimal; see (5) . By (7), the case t = 1 means that U is optimal at each iteration. This corresponds to an ideal greedy algorithm. The case 0 < t < 1 allows suboptimal choices for U without losing the convergence property of the algorithm. Such a weak greedy algorithm converges even with a potentially crude selection of U that corresponds to a t close to zero. This is why a crude approximation to H is expected to be sufficient; see Section 4. Following [39] , one can futher relax the condition (7) by replacing t with a non-constant parameter t which can go to zero "not too quickly" with respect to . This development is left for future work. Finally let us note that Proposition 3 does not require any constraints on r, so we have convergence even with r = 1. Of course, larger r yields faster convergence; see Section 4.
Numerical examples
We apply Algorithm 2 on a set of increasingly challenging inference problems. We monitor the convergence of the algorithm in two ways: (1) via the upper bound 1 2 Tr(H ) on the error D KL (π||T ρ), where H is replaced with its estimate H ρ at step ; and (2) via the variance diagnostic 1 2 V ρ [log ρ/T π] which is an asymptotic approximation of D KL (T ρ||π) as T ρ → π (see [28] ). This latter quantity is easily computed, needing only samples from ρ, but is an approximation of the KL divergence in the reverse direction. Nevertheless, for the proplems tackled here, we will show empirically that this quantity is also bounded by 1 2 Tr(H ) in the spirit of Proposition 2. As a qualitative measure of performance, we plot 2D conditionals ("slices") of T π which, at convergence, should be close to N (0, I d ). Finally, we will quantify the remaining bias in T ρ by reporting the acceptance rate and the effective sample size [41] of correlated samples from T π generated with MCMC algorithms-Metropolis-Hastings with a N (0, I d ) independence proposal [4, 31] (MH-ind) or with a preconditioned Crank-Nicolson proposal [10] (MH-pCN) . A chain {Z i } i generated with this procedure can be used to obtain a chain with stationary distribution π, by applying the transformation {X i = T (Z i )} i . This can be understood as a way of (asymptotically) de-biasing the variational approximation, or conversely as a way of preconditioning MCMC [29] .
The algorithm is implemented 3 
Lazy map construction step-by-step
We first apply the algorithm on the standard problem of approximating the rotated banana distribution Q π X1,X2 defined by X 1 ∼ N (0.5, 0.8) and X 2 |X 1 ∼ N (X 2 1 , 0.2), and where Q is the linear map associated with a random rotation. Despite this being a two-dimensional problem that could be characterized by a degree-two lower triangular (full) map in a single step, we will restrict ourselves to the use of a composition of rank-1 lazy maps of degree 3 (i.e., diagonal maps with nonlinear first component). We use Gauss quadrature rules of order 10 for the discretization of the KL divergence and the approximation of H (m = 121 in Algorithm 3 and 5). Figure 1a shows the convergence rate of the algorithm both in terms of residual power 1 2 Tr(H) and in terms of variance diagnostic. After two iterations the algorithm has explored all the direction of R 2 , leading to a fast improvement. The convergence stagnates once the trade-off between the complexity of T a and and the accuracy of the quadrature has been saturated. Figures 1c-g show the progressive Gaussianization of the "residual" distributions T π for different iterations . To further confirm the quality of the approximation we generate an MCMC chain of length 10 4 , using MH-ind. The reported acceptance rate is 80.2% with the worst effective sample size being 21.3% of the total chain.
Log-Gaussian Cox process with sparse observations
We consider an inference problem in spatial statistics for a log-Gaussian Cox point process on a square domain D = [0, 1]
2 . This type of stochastic process is frequently used to model spatially aggregated point patterns [9, 16, 27, 33] . Following a configuration similar to [9, 27] , we discretize D into a 64 × 64 uniform grid, and denote by s i ∈ D the center of the ith cell, for i = 1, . . . , d, with d = 64
2 . We consider a discrete stochastic process
, where Y i denotes the number of occurrences/points in the ith cell. Each Y i is modeled as a Poisson random variable with mean exp(Z i )/d, where (Z i ) is a Gaussian process with covariance Cov(Z i , Z j ) = σ 2 exp − s i − s j 2 /(64β) and mean
. We consider the following values for the parameters: β = 1/33, σ 2 = 1.91, and µ = log(126) − σ 2 /2. The (Y i ) are assumed conditionally independent given the (latent) Gaussian field. For interpretability reasons, we also define the intensity process
The goal of this problem is to infer the posterior distribution of the latent process Λ := (Λ 1 , . . . , Λ n ) given few sparse realizations of Y := (Y i ) at n = 30 spatial locations s k1 , . . . , s kn shown in Figure  2a . We denote by y ∈ R n a realization of Y obtained by sampling the latent Gaussian field according to its marginal distribution. Our target distribution is then: π Λ|Y (λ|y ). Since the posterior is nearly Gaussian, we will run three experiements with linear lazy maps and ranks r = 1, 3, 5. For the three experiments, the KL-divergence minimized for each lazy layer and the estimators of H are discretized with m = 100, 300, 500 Monte Carlo samples respectively.
Figures 2b-c show the expectation and few realizations of the posterior, confirming the data provides some valuable information to recover the field Λ. Figures 2d-e show the convergence rate and the cost of the algorithm as new layers of lazy maps are added to T . As we expect, the use of maps with higher ranks leads to faster convergence. On the other hand the computational cost per step increases-also due to the fact that we increase the sample size m as the rank increases. Figure 2f reveals the spirit of the algorithm: each lazy map trims away power from the top of the spectrum of H, which slowly flattens and decreases. To additionally confirm the quality of T 6 for lazy maps with rank 5, we generate an MCMC chain of length 10 4 using MH-ind. The reported acceptance rate is 72.6% with the worst effective sample size being 26.6% of the total chain.
Identification of the diffusion coefficient in an elliptic equation
We consider the problem of estimating the diffusion coefficient e κ(x) of an elliptic partial differential equation from sparse observations of the field u(x) solving
This PDE is discretized using finite elements over a uniform mesh of 51 × 51 nodes, leading to d = 2601 degrees of freedom. We denote by κ the discretized versions of the log-diffusion coefficient over this mesh.
Let F be the map from the parameter κ to n = 81 uniformily distributetd values of u collected at the locations shown in Figure 3a . Observations follow the model y = F(κ) + , where ∼ N (0, Σ obs ) and Σ obs := 10 −3 I d . The coefficient κ is endowed with a Gaussian prior N (0, Σ) where Σ is the covariance of an Ornstein-Uhlenbeck process. For the observations y associated to the parameter κ shown in Figure 3a , our target distribution is π(z) ∝ L y (z)ρ(z), where κ = Σ 1/2 z. We discretize expectations appearing in the algorithm with m = 500 Monte Carlo samples. In order not to waste work in the early iterations we use linear maps of rank r = 4 for iterations = 1, . . . , 5.
Then we switch to maps of degree 2 and rank r = 2 for the remaining iterations. The algorithm is terminated when it stagnates due the lack of precision provided by the m samples; see Figure  3b . Randomly drawn realizations of κ in Figure 3c resemble the generating field. We confirm our results generating an MCMC chain of length 10 4 with MH-pCN and stepsize parameter β = 0.5. The reported acceptance rate is 28.22% with the worst, best and average effective sample sizes being 0.2%, 2.6% and 1.5% of the complete chain. For comparison, a direct application of MH-pCN with same β leads to an acceptance rate < 0.4%. More details are provided in Appendix D.1.
Estimation of the Young's modulus of a cantilever beam
Here we consider the problem of estimating the Young's modulus E(x) of an inhomogeneous cantilever beam, i.e., a beam clamped on one side (x = 0) and free on the other (x = l). The beam has a length of l = 10 m, a width of w = 10 cm and a thickness of h = 30 cm. Using Timoshenko's beam theory, the displacement u(x) of the beam under the load q(x) is modeled by the coupled PDEs
where ν, κ, A, and I are parameters described in Appendix D.2. We consider a beam composed of d = 5 segments each of 2 m length made of different kinds of steel, with Young's moduli 213, 195, 208, 200 GPa} respectively, and we run the virtual experiment of applying a point mass of 5 kg at the tip of the beam. Observations y of the displacement w are gathered at the locations shown in Figure 4a with a measurement noise of 1 mm. We endow E with the prior π(E) = N (200 GPa, 25 · I 5 ) and our goal is to characterize the posterior distribution π(E|y ) ∝ L y (E)π(E).
The algorithm is run with lazy maps of order 3 and rank 2. The expectations appearing in the algorithms are approximated using samples of size m = 100 from N (0, I 5 ). Figure 4 summarizes the results. We further confirm these results generating an MCMC chain of length 10 4 using MH-ind. The reported acceptance rate is 68.3% with the worst, best, and average effective sample sizes being 7.0%, 38.7%, and 20.1% of the complete chain. Further details regarding the problem setting and additional results are reported in Appendix D.2.
In particular R k converges to 0 and, because of (7), we have
By Proposition 14.2 in [18] , π −1 converges weakly to ρ. Then (T 1 • . . .
• T ) ρ converges weakly to π.
B Triangular maps
There may exist many (indeed an infinity) of transport maps able to couple two arbitrary probability distributions. In optimal transport [40] , a map is identified by minimizing some expected transportation cost, which represents the effort required to move mass from one location to another. In this work, we take an alternative approach and consider lower triangular transports,
. . .
where each component T (i) is monotonically increasing with respect to x i . We will identify these transports with the set T > = {T :
For any two distributions ρ and π on R d that admit densities with respect to Lebesgue measure (also denoted by ρ and π, respectively) there exists a unique transport T ∈ T > such that T ρ = π. This transport is known as the Knothe-Rosenblatt (KR) rearrangement [3, 6, 21, 32] . Because T is invertible, the density of the pullback measure T π is given by T π(
We stress here that det ∇T (x) is a definition, and T does not need to be differentiable. In fact, T inherits the same regularity as ρ and π, but no more [3, 34] .
We consider semi-parametric approximations to maps in T > , i.e., we will consider the set T †
where
, and (c, h) are in the span of a polynomial basis. The KR rearrangement between ρ and π can be obtained as the unique minimizer T of min T ∈T> D KL (T ρ π) = min T ∈T> E ρ [log ρ/T π]. An approximation to it can be obtained by restricting the minimization over the set T † > [2, 26, 28] .
C Numerical algorithms
Algorithm 3 assembles the numerical approximation of H ν = (∇ log π ρ )(∇ log π ρ ) dν. In the following we will chose ν to be the reference distribution ρ, leading to H ρ being a biased approximation of H = (∇ log π ρ )(∇ log π ρ ) dπ. In the examples presented the number of samples m used for the approximation of H ρ is chosen to be the same used for Algorithm 5, even though the type of quadrature may differ-e.g., Monte Carlo, Gauss quadrature [17] , sparse grids [35] , etc. This way the extra cost of computing H ρ is equivalent to one gradient evaluation in the quasi-Newton method.
Algorithm 4 computes the eigenvectors U satisfying Proposition 2 and discerns between the subspace span(U r ) of relevant directions and its orthogonal complement span(U ⊥ ).
Algorithm 5 outlines the numerical solution of the variational problem
In the sake of simplicity we fix the complexity N of the semi-parametric map T described in Appendix B and the sample size m used in the discretization of the KL divergence. Alternatively one could adaptively increase the complexity and the sample size to match a prescribed tolerance, following the procedure described in [2] . For all the examples presented in this work, the minimization problem is solved via the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton method [5] . One could switch to a full Newton method if the Hessian of π or its action on a vector are available.. Algorithms 6 and 7 are the numerical counterparts of Algorithms 1 and 2 respectively.
with respect to the distribution ν and the unnormalized density π, compute an approximation to
Here ρ = N (0, I) 
D.2 Estimation of the Young's modulus of a cantilever beam
Parameters of the coupled PDE system (9) have the following meanings and values: ν = 0.28 is the Poisson ratio, κ = 5/6 is the Timoshenko shear coefficient for rectangular sections, A = wh is the cross-sectional area of the beam, and I = wh 3 /12 is its second moment of inertia. In this example we fix the Poisson ratio, but one could think of it varying from material to material, and thus estimate it jointly with the Young's modulus.
Let S be the map E → w delivering the solution to (9) . Observations are gathered through the operator 
