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This paper presents an adaptive queue management scheme to maintain queuing delay in
a router at a required level based on a comprehensive analytical model under aggregated
Internet traﬃc ﬂows from various traﬃc classes. The proposed scheme uses a closed-
loop feedback control mechanism to constrain the average queuing delay by regulating
traﬃc arrival rate implicitly through a movable queuing threshold. A discrete-time queuing
model is developed to derive the relationship between average queuing delays and
queuing thresholds based on a traﬃc model that models aggregated Internet traﬃc
through superposition of N MMBP-2 arrival processes. The queuing threshold is adjusted
dynamically with reference to the relationship derived in the analytical model and
also feedback of average queuing delay measurement. Packets are dropped dynamically
with respect to the changes of queuing threshold and the packet loss events serve as
implicit congestion indicators. Matlab is used to perform queuing analysis and simulation.
Statistical evaluation is performed to show the eﬃciency and accuracy of the analytical and
simulation results.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
With the advances of networking technologies, various types of networks have been deployed and interconnected to
form larger heterogeneous networks [1]. This is crucial to enable ubiquitous and pervasive communication in our daily life.
Sharing of knowledge and communications are no longer hindered by distances and costs involved. The booming in Internet
technology and networking infrastructures has led to more cost-effective and time-effective data sharing and communication
in our daily life.
That said, the Quality of Service (QoS) perceived by users is a major concern for the success of next generation networks
with growing demands of real-time communication to relay multimedia traﬃc, timing critical tele-operation control data
and sensory data. Various QoS control approaches have been introduced in order to improve network performance and to
fulﬁll the Service Level Agreement (SLA).
Each QoS control scheme has its own goals to be achieved in terms of timeliness of data delivery, system throughput,
packet loss rate, etc. Timeliness of data delivery is one of the vital QoS performance measures. Delay in data delivery for
real-time communication may annoy the users. In addition, data may be deemed useless or redundant if it arrives later than
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control is of high importance in QoS provisioning.
End-to-end network delay is an aggregation of nodal delay along the transmission path while nodal delay is a function
of various delay components at a node. Nodal delay is comprised of stochastic delay components (propagation delay and
transmission delay) and deterministic delay components (queuing delay and processing delay). Among the nodal delay
components, queuing delay is easier to control. This is because the maximum queuing delay experienced by a system is
determined by the queue size and also system utilization. However, it is not a trivial task to ﬁnd an optimum queue size or
threshold. Inappropriate setting of the queue size or threshold may lead to system performance degradation such as large
queuing delay if the queue size is too large or high packet dropping rate if the queue size is too small [2].
There are a lot of Active Queue Management (AQM) schemes (e.g. Random Early Detection (RED) [3] and its vari-
ants [4–9], Proportional Integral (PI) controller [10], Random Early Marking (REM) [11], Loss and Queuing Delay (LQD) [12],
BLUE [14], GREEN [16]) which run on routers have been introduced to alleviate congestion problems in the networks.
RED [3] is the most well-known congestion avoidance mechanism for packet-switched networks. It becomes the core of
design for most AQM schemes introduced since. Most current researchers use the same concept as RED to drop or mark
packets between minimum and maximum thresholds but change the way of dropping packets or calculating dropping prob-
ability. For example, DSRED [7] maintains the same mechanism in RED but with a further threshold introduced in between
the minimum and maximum thresholds as the changing point to change the steepness of the dropping function slope. An-
other RED variant proposed by Al-Raddady and Woodward [8] recently uses an adaptive dropping probability based on the
target arrival rate and average arrival rate, instead of linear growing dropping probability in RED and AIMD in ARED [6].
CHOKe [13] is also based on RED. When the average queue length falls between the minimum and maximum thresholds,
the packet will be dropped if it is from the same ﬂow as the previous packet; otherwise the packet will be dropped based
on the RED dropping probability. Feng et al. [14] have proposed an AQM scheme called BLUE; packet loss and link idle
events are used to manage congestion instead of instantaneous queue length or average queue length. SFB [15] is a variant
of BLUE algorithm which incorporate a BLOOM ﬁlter to identify unresponsive ﬂows and then rate limit the unresponsive
ﬂows. GREEN [16] aims to provide fairness during congestion at edge router. The dropping probability is calculated based
on the throughput of incoming traﬃc and number of active ﬂows in the router.
In general, most of the AQM schemes introduced monitor network load in order to anticipate and avoid congestion inside
the networks. Through these congestion avoidance mechanisms, average queuing delay at the routers can be lowered but yet
not bounded per QoS requirement. Besides, some of the AQM schemes have faced some diﬃculty in parameter tuning, such
as queue thresholds and dropping probability, to achieve an optimum system performance. An adaptive queuing threshold
is indeed needed in order to bound the average queuing delay. Furthermore, traﬃc characteristics and system utilization are
not taken into consideration explicitly for the AQM design. System performance may vary with different traﬃc loads and
processing loads.
In this paper, a control theoretic queue management scheme for a router, referred to as Dynamic THreshold (DTH), has
been developed. The proposed scheme combines a closed-loop feedback control mechanism together with a discrete-time
analytical model derived for multi-class aggregated Internet traﬃc using N MMBP-2 to maintain average queuing delay
in a router. The remainder of the paper is organized as follows: Section 2 discusses on related work; Section 3 gives an
overview of DTH system; Section 4 describes the system model of DTH queue management scheme; Section 5 then presents
the analysis from analytical and simulation results; and lastly, Section 6 gives some conclusions and suggestions for future
work.
2. Related work
There are some control theoretic AQM schemes that aim to control the average queue length to its required target, but
determining the optimum target queue length remains an unresolved issue. PI controller [10] aims to regulate the queue
length to a required value using a closed-loop feedback control. The dropping probability is updated periodically based
on the queue length. The same approach is taken by Hong et al. [17]; the proposed AQM scheme aims to control the
average queue length via an adaptive dropping probability which is calculated based on the average queue length, target
queue length and estimated packet arrival. LQD [12] is an AQM scheme that adapts the dropping probability based on
target queue length and target loss rate. While REM [11] uses a cost function to determine the dropping probability based
on rate mismatch observed between packet arrival and packet departure and queue length mismatch observed between
actual queue length and target queue length. Despite the fact that these approaches may control the average queue length
to its target level; the average queue length is bounded with the assumption of maximum system utilization. However,
the same target queue length may be translated into different average queuing delay with different system utilization
and also traﬃc characteristics. In conclusion, the average queuing delay in a router cannot be bounded using the existing
approaches.
Apart from that, Internet traﬃc that traverses through routers is an aggregated traﬃc ﬂow from various traﬃc classes
and applications. The aggregated network traﬃc is bursty and also exhibits Long Range Dependence (LRD) characteris-
tic [18,19]. LRD shows that the behavior of a time-dependent process is correlated over a range of time-scales. Internet
traﬃc modeling has remained an open research issue over the years as there is currently no perfect model that can model
the Internet traﬃc. Poisson process and Bernoulli process fail to model bursty and correlated traﬃc. Due to the simplicity
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correlated traﬃc modeling. For example, Markov Modulated Bernoulli Process (MMBP-2) [20,21] and Markov Modulated
Poisson Process (MMPP) [22,23] can be used to serve the purpose. It was shown that superposition of MMPP can be used to
model variable packet traﬃc with LRD [22,23]. MMBP is the discrete-time counterpart of MMPP. Thus, superposition of mul-
tiple (N) MMBP is a good candidate for traﬃc arrival process to model aggregated Internet traﬃc in discrete-time queuing
analysis. A discrete-time approach is used for the proposed scheme instead of a continuous-time approach as computers and
communications are discrete in nature. Only a single event can occur at any time instant for a continuous-time approach;
whereas a discrete-time approach can allow multiple events to take place [24]. Even though continuous-time approach is
less complex, it is not able to represent the digitalized communication world well.
The mapping relationship between queuing threshold and average queuing delay that takes into account of traﬃc arrival
process and system utilization are not well explored. The adaptive queuing threshold approach based on approximate ag-
gregated Internet traﬃc modeled by multiple discrete-time Markovian source models is the key feature which differentiates
the proposed scheme in this paper from previous work in this area to constraint the average queuing delay. Guan [25] has
proposed a movable threshold queue management scheme with a single Markovian source; a single traﬃc source is not
suﬃcient to model aggregated Internet traﬃc that consists of multi-class traﬃc. Even though Al-Jabber [26] and Wang [27]
propose to use multi-source in establishing the delay maintaining mechanism, the arrival process used is based on Bino-
mial distribution. A Binomial arrival process is not able to capture the burstiness and LRD characteristics of Internet traﬃc.
Therefore, our approach extends the previous works by giving a comprehensive investigation on the discrete-time queuing
model to use multiple MMBP-2 arrival processes in order to capture multi-class aggregated Internet traﬃc. This paper is an
extended version to the paper [28] published previously with more system performance analysis such as throughput and
packet loss.
3. DTH overview
The DTH mechanism relies on the relationship mapping between queuing thresholds and average queuing delays that
are generated a priori for potential scenarios based on the targeted traﬃc proﬁles and system utilization. The traﬃc proﬁles
and system utilization can be approximated from the past measurements collected by the service provider at the routers.
The main aim of the oﬄine queuing analysis model with on-line queuing threshold adjustment is to bound the average
queuing delay to the required value and yet maximizing the system utilization.
DTH aims to control the average queuing delay at network routers to a required average queuing delay (TD) by adjusting
the queuing threshold (L) dynamically as shown in Fig. 1 through a closed-loop feedback controller based on the relationship
derived by the analytical model. The feedback control loop results in a movable queue threshold for the system queue and
maintains the system average queuing delay around the TD speciﬁed.
The average queuing delay (Dk) is measured and calculated at a ﬁxed time interval denoted as time window (TW) with
associated index k (k = 0,1,2, . . .). The Dk measured is used to obtain the delay delta (Gk) between the measured and
target average queuing delay. The delay delta, Gk , is then used to predict the target average queuing delay (Dˆk+1) for the
next TW based on Eqs. (1)–(3) [25].
Gk = kTD−
k∑
i=1
Di; k = 1,2, . . .
= TD− Dk + Gk−1 (1)
TD = D1 + D2 + · · · + Dk + Dˆk+1
k + 1 (2)
Dˆk+1 = 2× TD− Dk + Gk−1; k = 1,2, . . . & G0 = 0 (3)
After obtaining the Dˆk+1, the Dˆk+1 is then being translated into a queue threshold, L, based on the mapping relationship
obtained from the queuing analysis in Section 4. The queuing threshold is either increased, if a lower queuing delay is
observed in the previous time step to allow larger queuing delay in the next time step, or decreased to constrain the
queuing delay. With the DTH queue management scheme, packets are dropped when the current queue length (QLen)
exceeds the target queue threshold obtained from the mapping table. Packet loss events can serve as implicit congestion
indicators for the sources to regulate their sending rates in order to avoid overloading the routers and also avoid a high
packet loss rate.
4. DTH systemmodel
From the DTH mechanism explained in Section 3, in order to maintain average queuing delay at its target level, the
mapping relationship between queuing delay and queuing threshold is very important apart from next target average queu-
ing delay estimation. A discrete-time queuing model is used to generate the mapping relationship with the assumption
of packet departure probability (service rate) and packets arrival probability (arrival rate) are known. The queuing model
introduced here uses N MMBP-2 with N > 0 ∈ Z to represent aggregated Internet traﬃc.
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The queuing analysis is carried out by varying the queue threshold with superposition of N MMBP-2 sources. The queu-
ing analysis with the same arrival process and the same departure probability/service rate (β) is carried out for all queue
thresholds, which ranges from 1 to K (maximum queue size). Average queuing delays observed for each queuing thresh-
olds are then derived through the steady state queue length probabilities obtained. After K iterative of queuing analysis;
a mapping relationship between the threshold and delay is obtained from the analytical results.
With the DTH controller and also periodic feedback of average queuing delay measurement; DTH buffer management
controller can then adjust the queue threshold for next time unit to maintain the average queuing delay to the required
value. Following subsections further discuss on the traﬃc model and also queuing model for this buffer management
scheme.
4.1. MMBP-2 traﬃc model
MMBP-2 source model (Fig. 2) is used as a traﬃc source model to represent bursty traﬃc [20,21,25]. There are two
distinct states in a MMBP-2 arrival process, which are state S0 and S1. The MMBP-2 source model is characterized by a
transition probability matrix P˜ and a diagonal arrival probability matrix Λ˜ as given in Eqs. (4) and (5).
P˜ =
[
p 1− p
1− q q
]
(4)
Λ˜ =
[
α1 0
0 α2
]
(5)
The MMBP-2 source can be used to model traﬃc ﬂow with different characteristics by setting the state transition pa-
rameters (p,q) and arrival probabilities (α1,α2) of the model appropriately. It can become a Bernoulli source by setting the
same arrival probability of both states in MMBP-2 to generate smooth and constant traﬃc patterns. It can also be used to
model voice or video traﬃc. By setting arrival probability in either S0 or S1 to zero, MMBP-2 source becomes an IBP [30]
source which has ON and OFF state. OFF state represent the silence state in the voice traﬃc. In short, MMBP-2 source can
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Fig. 3. System performance with different arrival process.
be adjusted to generate different traﬃc patterns with different traﬃc intensity or burstiness for traﬃc ﬂows from different
traﬃc classes.
Nevertheless, a single MMBP-2 arrival process is not able to represent multi-class aggregated Internet traﬃc. Internet
traﬃc in the core network is an aggregation of multiple traﬃc ﬂows from different traﬃc classes, such as CBR (Constant
Bit Rate), VBR (Variable Bit Rate), voice, video, etc. The queuing model with a single traﬃc source is not able to model
the aggregation of traﬃc ﬂows. Therefore, superposition of multiple MMBP-2 models is proposed instead to model the
aggregated traﬃc ﬂows at core networks.
A simple simulation using Drop Tail queue management (queue size = 20) with different arrival process has been carried
out to show why superposition of N MMBP-2 is chosen as the sources for DTH model instead of single MMBP-2 [25]
or Binomial sources [27]. From Fig. 3, it can be observed that the mean queuing delays measured from the simula-
tion for single MMBP-2 traﬃc source and Binomial traﬃc sources shows the similar trend with smooth average queuing
delay. This implies that single MMBP-2 or Binomial sources are not able to capture the burstiness of multi-class Inter-
net traﬃc and thus may not give an accurate oﬄine queuing analysis for DTH. Besides the mean queuing delay, the
other system performance metrics, such as throughput and packet loss, would ﬂuctuate with the burstiness of the traf-
ﬁc also.
4.2. Queuing model
A discrete-time queuing model is adopted for oﬄine analysis of the proposed queue management scheme. The model
proposed is a N-MMBP-2/Geo/1/K queue follows the Kendall’s notation. In a discrete-time queuing model, time is divided
into slots of ﬁx length interval. Inside a time slot, a packet arrival or/and departure may take place with the departure
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probability of β . For the queuing model proposed, a packet departure is assumed to take place before arrival in any time
slots and at maximum one packet departure is allowed. The queue size is ﬁnite for the model proposed, which means the
queue can hold up to maximum K packets (where K > 0). The queuing discipline for the model is FIFO. Therefore when the
number of packets in the system queue exceeds the queue threshold, packets are dropped.
The arrival process consists of N MMBP-2 source (where N > 0) that represents different traﬃc ﬂows from either the
same or different traﬃc classes. All MMBP-2 sources in the arrival process are superposed together in order to generate an
aggregated traﬃc ﬂow. The number of packets generated at each time slot ranges from 0 to N with each MMBP-2 source
generates at maximum one packet per time slot. Each of the MMBP-2 sources can be conﬁgured separately.
Fig. 4 shows the state transition diagram of the proposed queuing model. The diagram only captures queue length state
transition in single dimension. In fact, the queuing model is a complex model with multi-dimensional transition. Please
refers to Figs. 5–8 for an example of multi-dimensional transition breakdown diagram with N = 2 for each transition types
in Fig. 4. The multi-dimensional diagram is getting complex when N increase.
In order to give a clearer picture of the state transition of the queue length in the system, the queue length state
transition matrix (Q˜T) are shown in Eq. (6). Please note that the queue size K can be any size greater than zero. For
simplicity of explanation and illustration of state transition matrix, K = 7 is used. The state transition matrix can be divided
into 3 cases that are decided by the number of MMBP-2 sources (N) being superposed and also the queue size (K ). The
notations of the queue length state transition is explained in Table 1.
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R ′ Q (1)′ Q (2)′ Q (3)′ Q (4)′ 0 0 0
D R Q (1) Q (2) Q (3) Q (4) 0 0
0 D R Q (1) Q (2) Q (3) Q (4) 0
0 0 D R Q (1) Q (2) Q (3) Q (4)′′
0 0 0 D R Q (1) Q (2) Q (3)∗
0 0 0 0 D R Q (1) Q (2)∗
0 0 0 0 0 D R Q (1)∗
0 0 0 0 0 0 D R∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(K+1,K+1)
for N < K
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R ′ Q (1)′ Q (2)′ Q (3)′ Q (4)′ Q (5)′ Q (6)′ Q (7)′
D R Q (1) Q (2) Q (3) Q (4) Q (5) Q (6)∗
0 D R Q (1) Q (2) Q (3) Q (4) Q (5)∗
0 0 D R Q (1) Q (2) Q (3) Q (4)∗
0 0 0 D R Q (1) Q (2) Q (3)∗
0 0 0 0 D R Q (1) Q (2)∗
0 0 0 0 0 D R Q (1)∗
0 0 0 0 0 0 D R∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(K+1,K+1)
for N = K
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R ′ Q (1)′ Q (2)′ Q (3)′ Q (4)′ Q (5)′ Q (6)′ Q (7)′ ∗
D R Q (1) Q (2) Q (3) Q (4) Q (5) Q (6)∗
0 D R Q (1) Q (2) Q (3) Q (4) Q (5)∗
0 0 D R Q (1) Q (2) Q (3) Q (4)∗
0 0 0 D R Q (1) Q (2) Q (3)∗
0 0 0 0 D R Q (1) Q (2)∗
0 0 0 0 0 D R Q (1)∗
0 0 0 0 0 0 D R∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(K+1,K+1)
for N > K
(6)
Each of the state transition elements (R/D/Q ) in the queue length state transition matrix is a 2N by 2N matrix which
are represented as R ′/R/R∗ , D , Q (n)′/Q (n)/Q (n)′′/Q (n)∗/Q (n)′ ∗ in Q˜T (Eq. (6)). As there are a total of N MMBP-2
sources with each MMBP-2 has two distinct states that can be encoded/represented by a one bit binary value 0 (for
state S0) and 1 (for state S1). There will be 2N combinations of state for N MMBP-2. Therefore, the complexity of the
queuing analysis increases with N increases. R represents the state transition where queue length remain unchanged,
D represents the state transition where queue length is decreased by one due to a packet departure, while Q (n) state
transition means that queue length is increased by n (1  n  N). Figs. 5–8 illustrate the queue length state transition
elements with 2 MMBP-2 as arrival sources. The queue length state transition element can be obtained through steps be-
low:
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• Derivation of state transition probabilities matrix ( S˜) (Eq. (7)) for N MMBP-2 step by step through Eqs. (11)–(12).
S˜ =
⎡
⎢⎢⎣
s1,1 s1,2 · · · s1,2N
s2,1 s2,2 · · · s2,2N
...
... · · · ...
s2N ,1 s2N ,2 · · · s2N ,2N
⎤
⎥⎥⎦
2N×2N
(7)
• Coupling S˜ with arrival or no-arrival probability depending on the state of each MMBP-2 source to derive packet arrivals
matrices A˜(k) of N MMBP-2 (Eq. (8)) through Eqs. (13)–(21). k is the number of packets generated at each time slot.
Since that the arrival process consists of N MMBP-2 sources, the number of packets generated at each time slot can
range from 0 to N . A˜(k) is the packet arrival matrices for all possibilities of scenarios.
A˜(k) =
⎡
⎢⎢⎣
a1,1 a1,2 · · · a1,2N
a2,1 a2,2 · · · a2,2N
...
... · · · ...
a2N ,1 a2N ,2 · · · a2N ,2N
⎤
⎥⎥⎦
2N×2N
; for k = [0. .N] (8)
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Notations for queue length transition probability matrix (Eq. (6)).
Symbols Explanation
R ′ Special case where queue length will remain unchanged as no packet arrival and no packet departure (empty queue).
R Queue length will remain unchanged in the following scenarios:
1) No packet departure and no packet arrival at that TS
2) 1 packet arrival and 1 packet departure at that TS
R∗ Special case where queue length will remain unchanged in the following scenarios:
1) At least  1 packets arrive into the queue at that TS with or without packet departure
2) No packet departure and no packet arrival at that TS
D 1 packet departure with no packet arrival at that TS.
Q (n)′ Special case where queue length will be incremented by n with n packets arrival, no packet departure (empty queue).
Q (n)′ ∗ Special case where no packet departure (empty queue) and queue length will be incremented by n with > n packets arrive into
the queue at that TS.
Q (n) Queue length is incremented by n in the following scenarios:
1) n packets arrival and no packet departure at that TS
2) n + 1 packets arrival and one packet departure at that TS
Q (n)′′ Queue length is incremented by n where n = N and no packet departure. Note: N is the maximum number of MMBP-2 sources.
Q (n)∗ Special case where queue length will be incremented by n even with  n packets arrive into the queue at that TS in the following
scenarios, the equation (current queue length+ n = K ) must be satisﬁed. Note: K is the maximum queue size.
1) n packets arrival and no packet departure
2) With > n packets arrival with or without packet departure
• Derive each of the queue length state transition elements (QTi, j) (a.k.a. R/D/Q (n)) by coupling the arrivals matrix with
departure (β) or no-departure (1− β) probability (Eqs. (22)–(24)).
The notations shown in Eqs. (9) and (10) are the state transition matrix ( P˜ i) and arrival probability matrix (Λ˜i) of each
MMBP-2 source represented by i with i = [1. .N]. The state of ith MMBP-2 is denoted as STi . The next state transition
probability of ith MMBP-2 is denoted as SPi ; it is determined by its current state and next state as shown in Eq. (11).
P˜ i =
[
pi 1− pi
1− qi qi
]
, where i = 1. .N (9)
Λ˜i =
[
αi1 0
0 αi2
]
; where i = 1. .N (10)
SPi =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
pi if current STi = S0
& current STi = next STi
1− pi if curent STi = S0
& current STi = next STi
1− qi if curent STi = S1
& current STi = next STi
qi if curent STi = S1
& current STi = next STi
(11)
The derivation of next state transition probability element Sm,n are shown in Fig. 9. Indexes of each element in S˜ , which
are m and n, actually refer to the binary aggregation of current state and next state for all MMBP-2 sources. ith-bit of binary
indexes m and n represents the current or next state of ith MMBP-2 source. Both indexes are turned into binary encoding
in order to represent the state of each MMBP-2 source. The state transition probability Sm,n is the product of transition
probability of all MMBP-2 sources as shown in Eq. (12). In Fig. 9, the derivation of s5,22 with six MMBP-2 sources is taken
as an example for the derivation.
sm,n =
N∏
i=1
SPi (12)
The packet arrivals matrix ( A˜(k)) can be derived by associating the arrival probability or no-arrival probability to each
MMBP-2 according to its state and also number of arrivals. SRC is a set contains of all MMBP-2 sources. Each MMBP-2 source
has the same equality in being selected as the source for packet generation. The MMBP-2 combination sets are subsets of
SRC as shown in Eqs. (15) and (16). The MMBP-2 combinations sets are the list of sources that are randomly selected from
the given set of MMBP-2 sources (SRC) for packets generation. The number of possible combinations (G) can be determined
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by Eq. (14). Following this, arrival probabilities of each MMBP-2 sources from Eqs. (15)–(16) are determined to derive A˜(k)
as in Eqs. (17)–(21).
SRC = {1,2, ,3, . . . ,N} (13)
G = CNk ; for k = [0. .N] (14)
SRC_C(k) =
⎡
⎣ x1,1 · · · x1,k... · · · ...
xG,1 · · · xG,k
⎤
⎦
G,k
; for xi, j ∈ SRC (15)
SRC_C(k) =
⎡
⎣ y1,1 · · · y1,N−k... · · · ...
yG,1 · · · yG,N−k
⎤
⎦
G,N−k
; for yi, j ∈ SRC (16)
AP(k) =
⎡
⎣ ap1...
apG
⎤
⎦ (17)
api =
{∏k
j=1 αm1; form = xi, j & STm(t) = S0∏k
j=1 αm2; form = xi, j & STm(t) = S1
(18)
NAP(k) =
⎡
⎣ nap1...
napG
⎤
⎦ (19)
napi =
{∏k
j=1(1− αm1); form = yi, j & STm(t) = S0∏k
j=1(1− αm2); form = yi, j & STm(t) = S1
(20)
ai, j =
G∑
m=1
{si, j ∗ apm ∗ napm} (21)
After all the arrivals matrices are obtained, queue length state transition matrix elements QTi, j (from Eq. (6) and Ta-
ble 1) can be derived by combining the arrivals matrices with departure or no-departure probability (Eqs. (22)–(24)). The
derivation also depends on the current queue state QL (current queue length) and the maximum queue size K .
R =
⎧⎪⎨
⎪⎩
A˜(0) ≡ R ′ if QL = 0
A˜(0) ∗ (1− β) + A˜(1) ∗ β if 0< QL< K
A˜(0) ∗ (1− β) +∑Ni=1 A(i) ≡ R∗ if QL = K
(22)
D = A˜(0) ∗ β (23)
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Conﬁguration for DTH queuing analysis and simulation.
Scenarios Experiment conﬁgurations
Scenario 1 MMBPs with same conﬁguration, N = [1. .5]
α1 = 0.4N ; α2 = 0.5N ; p = 0.9999; q = 0.9999
Departure probability, β = 0.5
Required delay, TD = 7
Scenario 2 MMBPs with different conﬁguration, N = 3
MMBP #1: α1 = 0.1; α2 = 0.25; p = 0.9999; q = 0.9999
MMBP #2: α1 = α2 = 0.2; p = 0.9; q = 0.9
MMBP #3: α = 0.15; α2 = 0; p = 0.5; q = 0.5
Departure probability, β = 0.5
Required delay, TD = [5. .9] with stepping 1
Scenario 3 MMBPs with different conﬁguration, N = 3
MMBP #1: α1 = 0.30; α2 = 0.45; p = 0.9999; q = 0.9999
MMBP #2: α1 = α2 = [0.1. .0.3] with stepping 0.05; p = 0.9; q = 0.9
MMBP #3: α = 0.15; α2 = 0; p = 0.5; q = 0.5
Departure probability, β = [0.6. .0.8] with stepping 0.05
Required delay, TD = 7
Q (n) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A˜(n) ≡ Q (n)′ if QL = 0
for all n in case N  K ; and
for n < K in case N > K∑N
i=n A˜(i) ≡ Q (n)′ ∗ if QL = 0
for n = K in case N > K
A˜(n) ∗ (1− β) + A˜(n + 1) ∗ β if QL> 0 & QL+ n < K
for all cases
A˜(n) ∗ (1− β) ≡ Q (n)′′ if QL> 0 & QL+ n = K
for n = N in case N < K
A˜(n) ∗ (1− β) +∑Ni=n+1 A(i) ≡ Q (n)∗ if QL> 0 & QL+ n = K
for case n < N in all cases
(24)
The Q˜T matrix (Eq. (6)) derived from Eqs. (7)–(24) will then be used in performing steady state queuing analysis. The
steady state queuing analysis is performed by using the Markov Chain Solver algorithms [25,31] to solve the joint steady
state probability vector of queue length π˜ = πi (0  i  K ), which satisﬁes Eqs. (25) and (26) where e = [1,1, . . . ,1]TK is
the column vector of length K . Solving these two equations yields the steady state vector π˜ (Eq. (28)) as derived in Markov
Chain Solver algorithm where u is an arbitrary row vector of X and I is an identity matrix with size of K × K . A closed-
form function derivation approach was not adopted due to the complexity of the queuing model and also a huge number
of parameters involved. Numerical analysis in Matlab is used instead.
π˜ .Q˜T = 0 (25)
π˜ .e = 1 (26)
X = I + Q˜T/min{QTi, j} (27)
π˜ = u(I − X + eu)−1 (28)
Common performance metrics used in the discrete-time queuing model, such metrics are system utilization (ρ), average
throughput ( S¯), average queue length (L¯) and average queue delay (D¯), can then be derived easily with the resolution of
queue length steady state probability vector [24,25,29].
5. Results
Simulation of DTH scheme with multiple MMBP-2 sources has been carried out using Matlab simulation. In order to
validate and test the feasibility of the proposed scheme, the simulation has been carried out based on the scenarios listed
in Table 2 with the following conﬁgurations: K = 60, TW = 200. Note that each TW = 10,000TS. Three simulation scenarios
are discussed in the following subsections.
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Table 3
SCV and MSE for DTH (Scenario 1).
N 1 2 3 4 5
SCV 0.1379 0.1619 0.3065 0.3482 0.3144
MSE 0.1697 0.1963 0.3274 0.3639 0.3267
5.1. Scenario 1: Different number of sources
Theoretical results are validated via simulation results as shown in Fig. 10. It presents the mean queuing delay experi-
enced in DTH versus the target delay with aggregated traﬃc ﬂows from same traﬃc class and with increasing number of
traﬃc ﬂows. The simulation results match the analytical result with small Squared Coeﬃcient of Variation (SCV) and Mean
Squared Error (MSE) (Table 3). It shows that DTH is able to maintain the average queuing delay to the target delay with
different number of sources. It can be seen that the queuing threshold is adjusted dynamically from time to time in Fig. 11.
The ﬂuctuation is due to the adaptive nature of queue threshold.
From the simulation results of Scenario 1, it can be seen that the system could achieve the expected throughput for
different number of traﬃc sources (Fig. 11). However, the packet loss ratio also increases as the number of traﬃc sources
increases as shown in Fig. 12. This can be explained by the burstiness of the arrival process in term of number of packets
generated at each time slot. With the increasing number of traﬃc sources, more packets generated at each time slot and
also more packets being dropped due to queue full.
5.2. Scenario 2: Different required average queuing delay
Apart from supporting multiple traﬃc sources, DTH is capable of maintaining the average queuing delay to different TD
too as shown in Fig. 13. This is further proven with small SCV and MSE values (Table 4) from the simulation.
For Scenario 2, Figs. 14 and 15 show that packet loss ratio decreases when the required delay value increases. This is
due to the upper queuing threshold is relaxed along with the increasing of required delay value. It means more rooms in
the buffer queue for packets enqueuing. Consequently, packet loss ratio decreases also.
5.3. Scenario 3: Different service rate
Apart from that, DTH is capable of maintaining the average queuing delay to different TD. Scenario 3 (Fig. 16) shows the
feasibility of DTH scheme to maintain the average queuing delay by taking into account of service rate. These are further
proven with small SCV and MSE values (Table 5) from the simulation.
The same for Scenario 3, Figs. 17 and 18 also show that packet loss ratio has a trend of decreasing when the system
service rate increases. With the faster rate of packets processing in the system, the queue is drained up faster and leaves
more rooms in the buffer queue for new incoming packets. Therefore, packet loss ratio decreases as a consequence of this.
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Fig. 13. DTH validation (Scenario 2).
Table 4
SCV and MSE for DTH (Scenario 2).
TD 5 6 7 8 9
SCV 0.3907 0.3456 0.2585 0.2638 0.4475
MSE 0.6395 0.4318 0.2636 0.2914 0.6097
6. Conclusions and future work
This paper describes an adaptive queue management scheme that constraints the average queuing delay in a router to a
required value through the mapping relationship between queuing delays and queuing thresholds. The mapping relationship
is obtained from an oﬄine discrete-time queuing analysis based on superposition of N MMBP sources that model aggregated
Internet traﬃc. Packets are dropped when queue length exceeds the queue threshold. Consequently, packet loss events can
serve as implicit congestion indicators for the sources.
The simulation results show that the proposed DTH solution is able to bound the average queuing delay in a router via
a movable queuing threshold using a closed-loop feedback control mechanism. The simulation scenarios also show that the
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Fig. 16. DTH validation (Scenario 3).
Table 5
SCV and MSE for DTH (Scenario 3).
β 0.60 0.65 0.70 0.75 0.80
SCV 0.1784 0.0508 0.1112 0.1959 0.1919
MSE 0.2154 0.0516 0.1497 0.2408 0.2261
simulation results match with analytical results. Therefore, the proposed scheme is feasible in constraining queuing delay at
Internet routers.
For future work, the DTH mechanism will be implemented on a programmable network processor platform. Performance
analysis will then be carried out based on a real-time test-bed.
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