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Abstract
To accelerate kernel methods, we propose a
near input sparsity time algorithm for sampling
the high-dimensional feature space implicitly de-
fined by a kernel transformation. Our main con-
tribution is an importance sampling method for
subsampling the feature space of a degree q ten-
soring of data points in almost input sparsity time,
improving the recent oblivious sketching method
of (Ahle et al., 2020) by a factor of q5/2/ǫ2. This
leads to a subspace embedding for the polyno-
mial kernel, as well as the Gaussian kernel, with
a target dimension that is only linearly dependent
on the statistical dimension of the kernel and in
time which is only linearly dependent on the spar-
sity of the input dataset. We show how our sub-
space embedding bounds imply new statistical
guarantees for kernel ridge regression. Further-
more, we empirically show that in large-scale re-
gression tasks, our algorithm outperforms state-
of-the-art kernel approximation methods.
1. Introduction
Kernel methods provide a simple, yet powerful frame-
work for applying non-parametric modeling techniques
to a number of important problems in statistics and ma-
chine learning, such as kernel ridge regression, SVM,
PCA, CCA, etc. While kernel methods are statistically
well understood and perform well empirically, they of-
ten pose scalability challenges as they operate on the ker-
nel matrix (Gram matrix) of the data, whose size scales
quadratically in the size of the training dataset. Prim-
itives such as kernel PCA or kernel ridge regression
generally take a prohibitively large quadratic amount of
space and at least quadratic time. Thus, much work
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has focused on scaling up kernel methods by producing
compressed and low-rank approximations to kernel ma-
trices (Rahimi & Recht, 2008; Alaoui & Mahoney, 2015;
Avron et al., 2017a; Musco & Musco, 2017; Avron et al.,
2017b; 2014; Ahle et al., 2020; Zandieh et al., 2020).
1.1. Problem Definition
For a given kernel function k : Rd × Rd → R and a
dataset of d-dimensional vectors x1, x2, · · ·xn ∈ Rd, let
K ∈ Rn×n be the kernel matrix corresponding to this
dataset defined as Kij = k(xi, xj) for every i, j ∈ [n]. A
classical solution for scaling up kernel methods is via ker-
nel low-rank approximation, where one seeks to find a low-
rank matrix Z ∈ Rs×n such that Z⊤Z can serve as a proxy
to the kernel matrix K . In order to obtain statistical and
algorithmic guarantees for downstream kernel-based learn-
ing applications, such as kernel regression, PCR, CCA, etc.,
one needs to have spectral approximation bounds on the en-
tire surrogate kernel matrix. Formally, for given ǫ, λ > 0
we need Z⊤Z to be an (ǫ, λ)-spectral approximation to the
kernel matrixK , meaning that Z⊤Z has to satisfy,
K + λI
1 + ǫ
 Z⊤Z + λI  K + λI
1− ǫ . (1)
Intuitively, if λ is much larger than the operator norm ofK
thenZ = 0 is a good solution that satisfies (1). On the other
hand if λ = 0, then the target dimension s has to be at least
equal to the rank ofK . In general, the statistical dimension
(or effective dimension) captures this tradeoff, defined as
sλ :=
∑n
i=1
λi
λi+λ
, where the λi are the eigenvalues of K .
The goal is to find a matrix Z ∈ Rs×n with a target dimen-
sion s which depends only linearly on sλ, using a runtime
that is nearly equal to the number of non-zero entries (i.e.,
the sparsity) of the input dataset, denoted by nnz(X). The
main motivation of this paper is the following:
P : Given a dataset x1, x2, · · ·xn ∈ Rd, and a
kernel function k(·), if K is the kernel matrix cor-
responding to this dataset with statistical dimension
sλ = tr
(
K(K + λI)−1
)
, can we compute a ma-
trix Z ∈ Rs×n with s = O ( sλǫ2 logn), using
O
(
poly(sλ,
1
ǫ , logn) · n+ poly(log n) · nnz(X)
)
runtime,
such that Z⊤Z is an (ǫ, λ)-spectral approximation to K
as per (1)?
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The runtime that (P) is asking for requires the poly(sλ, ǫ
−1)
terms to be decoupled from the input sparsity, nnz(X).
Hence, up to low order terms, we aim for a runtime which
only depends linearly on the sparsity of the input dataset.
We address (P) for two important kernel classes: the degree-
q polynomial kernel k(x, y) = 〈x, y〉q for some q ∈ Z+,
and the Gaussian kernel k(x, y) = e−‖x−y‖
2
2/2. We
also remark that, as we will later discuss in Section 3.3,
our method is very general and can be applied to the
class of dot-product kernels. As we will discuss in the
related work section, all prior methods for approximat-
ing the polynomial kernel achieve a runtime of either the
form poly(ǫ−1, q, logn) · nnz(X) or poly(sλ, ǫ−1, logn) ·
nnz(X), and similarly all prior results for the Gaussian ker-
nel achieve a runtime of either poly(ǫ−1, r, logn) · nnz(X)
or poly(sλ, ǫ
−1, logn) · nnz(X), where r is the radius of
the input dataset. These are strictly worse than the target
runtime of (P).
1.2. Our Results
We answer problem (P) in the affirmative by designing near
input sparsity time algorithms for embedding the polyno-
mial and Gaussian kernels. Our main result for the polyno-
mial kernel is given in the following theorem.
Theorem 1. For any dataset x1, · · ·xn ∈ Rd, any ǫ, λ > 0
and any positive integer q, if K ∈ Rn×n is the degree-
q polynomial kernel matrix corresponding to this dataset
(Ki,j := 〈xi, xj〉q) with statistical dimension sλ and
tr(K)
ǫλ = O(poly(n)), then there exists an algorithm that
computes a matrix Z ∈ Rs×n, with target dimension
s = O
(
sλ
ǫ2 logn
)
such that, with high probability, Z⊤Z
is an (ǫ, λ)-spectral approximation to K as in (1) using
O
(
poly(ǫ−1, q, logn) · s2λn+ q5/2 log4 n · nnz(X)
)
time.
We also address (P) for approximating the Gaussian kernel
by proving the following theorem.
Theorem 2. For any dataset x1, · · ·xn ∈ Rd such that
‖xi‖22 ≤ r for all i ∈ [n], any ǫ, λ ≥ 1poly(n) , if
K ∈ Rn×n is the Gaussian kernel matrix correspond-
ing to this dataset (Ki,j := e
−‖xi−xj‖22/2) with statis-
tical dimension sλ, then there exists an algorithm that
computes a matrix Z ∈ Rs×n, with target dimension
s = O
(
sλ
ǫ2 logn
)
such that, with high probability, Z⊤Z
is an (ǫ, λ)-spectral approximation to K as in (1) using
O
(
poly(ǫ−1, r, logn) · s2λn+ r5/2 log4 n · nnz(X)
)
time.
Theorems 1 and 2 imply accelerated algorithms for ker-
nel ridge regression (KRR) with improved statistical and
algorithmic guarantees. We analyze the empirical risk of
our sampling algorithm for the KRR problem in Appendix
H. Furthermore, in the experiments section we evaluate
our approximate KRR method on various standard large-
scale regression datasets and empirically show that our
method competes favorably with the state-of-the-art, in-
cluding Nystrom (Musco & Musco, 2017) and Fourier fea-
tures methods (Rahimi & Recht, 2008), as well as the obliv-
ious sketching of (Ahle et al., 2020). We show that our
method achieves better testing error and smaller runtime
on large datasets with more than half a million training ex-
amples.
Additional downstream learning applications: While we
focus on KRR here, we remark that spectral approxima-
tion bounds form the basis of analyzing sketching methods
for tasks including kernel low-rank approximation, PCA,
CCA, k-means and many more. In the kernelized setting,
such bounds have been analyzed, without regularization,
for the polynomial kernel (Avron et al., 2014). It is shown
in (Cohen et al., 2017) that (1) along with a trace condition
on Z⊤Z (which holds for the sampling approaches we con-
sider) yields a so-called projection-cost preservation condi-
tion. With λ chosen appropriately, this condition ensures
that Z⊤Z can serve as a proxy for K for approximately
solving kernel k-means and for certain versions of kernel
PCA and kernel CCA. See (Musco & Musco, 2017) for de-
tails, where this analysis is carried out for the Nystrom
method.
1.3. Prior Work
A popular approach for accelerating kernel methods is
based on Nystrom sampling. We refer the reader to
the work of (Musco & Musco, 2017) and the references
therein. By recursively sampling Nystrom landmarks ac-
cording to the so-called ridge leverage score distribution,
Musco & Musco (2017) prove that for any kernel K with
statistical dimension sλ, there exists an algorithm that out-
puts a matrix Z ∈ Rs×n with s = O ( sλǫ logn) which sat-
isfies the spectral approximation guarantee of (1) with high
probability, using O
(
n
s2λ
ǫ2 · log2 n+ sλǫ logn · nnz(X)
)
runtime. However, the leading term in the time complex-
ity of this method is O
(
sλ
ǫ logn · nnz(X)
)
, which unsatis-
factorily depends on ǫ−1 and also depends linearly on sλ.
Hence, for both the polynomial and Gaussian kernels our
Theorems 1 and 2 improve on the runtime of this method
by a factor of ǫ−1sλ.
Another popular line of work on kernel approximation
problems is the Fourier features method of Rahimi & Recht
(2008). It is proved in (Avron et al., 2017b) that this
method can achieve spectral approximation guarantees for
the Gaussian kernel using a sub-optimal number s ≈
ǫ−2 nλ logn of samples and O
(
ǫ−2 nλ log n · nnz(X)
)
run-
time. This sample complexity is substantially larger than
our result in Theorem 2. Furthermore we improve the
runtime of this method by a factor of ǫ−2 nλ . However,
(Avron et al., 2017b) show that this method can be modi-
fied to achieve a sample complexity of s = Θ(1)d · sλǫ2 logn
Near Input Sparsity Time Kernel Embeddings via Adaptive Sampling
using a runtime of Θ(1)d · sλǫ2 logn · nnz(X). For constant
dimensional datasets (constant d) the number of samples
that (Avron et al., 2017b) achieve is comparable to our tar-
get dimension in Theorem 2 but it deteriorates exponen-
tially with the dimension d. Furthermore, the runtime of
this method is substantially larger than our runtime by a
factor of Θ(1)d · ǫ−2sλ.
In the linear sketching literature, (Avron et al., 2014) pro-
posed an oblivious subspace embedding for the polyno-
mial kernel based on the TensorSketch of (Pham & Pagh,
2013). They applied this method to a wide array of
kernel problems, including PCA, PCR, and CCA. The
runtime of this method, while nearly linear in nnz(X),
scales exponentially in the degree q of the polynomial ker-
nel. Their runtime for the degree-q polynomial kernel is
O
(
q·3qs2λ
ǫ2 + q · nnz(X)
)
, which has an unsatisfactory 3q
term.
Recently, (Ahle et al., 2020) proposed a new oblivious
sketching solution for the polynomial kernel that improves
the exponential dependence of TensorSketch on q to poly-
nomial. Ahle et al. (2020) gave an algorithm that outputs a
matrix Z ∈ Rs×n with s = O˜
(
q4sλ
ǫ2
)
which satisfies the
spectral approximation guarantee of (1) with high probabil-
ity. Their algorithm has O˜
(
q5sλ
ǫ2 · n+ q
5
ǫ2 · nnz(X)
)
run-
time1. This runtime has an undesirable inverse polynomial
dependence on ǫ and scales sub-optimally with the degree
of the polynomial kernel as q5. Our Theorem 1 improves
the runtime of (Ahle et al., 2020) by an ǫ−2q5/2 factor.
Moreover, they showed that their sketch for the polynomial
kernel leads to an efficient oblivious sketch for the Gaus-
sian kernel on bounded datasets. Ahle et al. (2020) gave an
algorithm that for any dataset x1, x2, · · ·xn ∈ Rd with ra-
dius r, computes a matrix Z ∈ Rs×n with s = O˜
(
r5sλ
ǫ2
)
which spectrally approximates the Gaussian kernel matrix
corresponding to this dataset as in (1) with high probability.
This was the first result that resolved the curse of dimen-
sionality for embedding the high dimensional Gaussian ker-
nel. The algorithm has O˜
(
r6sλ
ǫ2 · n+ r
6
ǫ2 · nnz(X)
)
run-
time, which unsatisfactorily depends on 1/ǫ2 and scales
poorly as a function of the dataset’s radius as r6. Our The-
orem 2 improves this runtime by a factor of ǫ−2r7/2.
1.4. Our Techniques
Our method relies on the fact that any kernel function
k : Rd × Rd → R defines a lifting φ such that the
kernel function computes the inner product between the
lifted data points, i.e., k(x, y) = 〈φ(x), φ(y)〉. There-
fore, any kernel matrix K can be decomposed as K =
1O˜ notation hides poly(logn) factors.
Φ⊤Φ where Φ is a matrix with n columns whose columns
are the lifted data points φ(xi). Our approach is to de-
sign an importance sampling matrix Π such that Z =
ΠΦ satisfies the spectral approximation guarantee of (1).
Our algorithm generates a sampling matrix Π that sam-
ples a small number of rows of Φ using a recursive
leverage score sampling technique, which has been exten-
sively applied to various algorithmic problems in the lit-
erature (Kapralov et al., 2014; Alaoui & Mahoney, 2015;
Cohen et al., 2016; Musco & Musco, 2017; Avron et al.,
2017b; Cohen et al., 2017). Our main novelty is in gener-
ating a sample from the leverage score distribution without
ever forming the entire distribution explicitly, as the sup-
port size of this distribution is equal to the number of rows
of Φ which is typically high (even infinite).
For the polynomial kernel, the lifting matrix is Φ = X⊗q,
whereX⊗q is a dq ×nmatrix whose columns are obtained
by a q-fold self-tensoring of the columns of the dataset ma-
trix X ∈ Rd×n (see Section 2 for notation). After mul-
tiple reductions, our importance sampling problem boils
down to performing ℓ2-sampling on a vector of the form
X⊗qv, where v is an arbitrary vector in Rn. Here by
ℓ2-sampling of a vector, we mean sampling a coordinate
proportional to its squared value. We design a primitive
that can generate a sample i ∈ [dq] with probability pro-
portional to the squared value of the ith entry of the vec-
tor X⊗qv using roughly nnz(X) time. Our algorithm re-
lies on the fact that, by reshaping, entries of the vector
X⊗qv are in bijective correspondence with entries of the
matrix X⊗q−1 · diag(v)X⊤, where diag(v) is a diagonal
n × n matrix whose diagonal entries are the elements of
v. Therefore, our importance sampling amounts to sam-
pling an element of X⊗q−1 · diag(v)X⊤ with probability
proportional to the square of its absolute value. We do
this by first sampling a column of this matrix with proba-
bility proportional to its squared norm, and then sampling
a row with probability proportional to the squares of the
entries of the sampled column. After sampling a column
l ∈ [d] of the matrixX⊗q−1 · diag(v)X⊤, we next perform
ℓ2-sampling on the l
th column of the mentioned matrix,
which is in the form of X⊗q−1u, where u = diag(v)X⊤l,⋆.
One can see that we have made progress and now it is
enough to iterate in this fashion by performing ℓ2-sampling
on X⊗q−1u. However, note that X⊗q−1 · diag(v)X⊤ has
dq−1 rows, and hence, computing its column norms is pro-
hibitively expensive. We tackle this issue by sketching the
columns ofX⊗q−1·diag(v)X⊤ using the sketch introduced
in (Ahle et al., 2020), which is able to preserve the col-
umn norms up to a small error and with runtime roughly
nnz(X).
Our algorithm is actually more involved and includes extra
dimensionality reduction steps. In the paragraph above we
explained how to generate a single sample with the right
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distribution, but in order to obtain the spectral approxima-
tion guarantee of (1) we need to generate s = O
(
sλ
ǫ2 logn
)
such samples. It is crucial that our runtime does not lose a
multiplicative factor of s. We heavily exploit the structure
of tensor products to reuse most computations and gener-
ate s samples in time proportional to nnz(X). Moreover, to
spectrally approximate the Gaussian kernel, we adapt our
sampling algorithm to a truncated Taylor expansion of the
Gaussian kernel. Furthermore, in Section 3.3 we discuss
how our method can be generalized to any dot-product ker-
nel.
2. Preliminaries
Throughout the paper, for any matrices A ∈ Rm×n and
B ∈ Rd×n, A ⊕ B ∈ R(m+d)×n denotes the vertical con-
catenation of A and B, i.e., A⊕B =
[
A
B
]
.
Moreover, A ⊗ B ∈ R(md)×n denotes the vertical tensor
product of A and B. The rows of A ⊗ B are indexed by
(i, j) where i ∈ [m] and j ∈ [d] and for any l ∈ [n],
[A ⊗ B](i,j),l = Ai,l · Bj,l. We also use A⊗q to denote,
A⊗q = A⊗A · · · ⊗A︸ ︷︷ ︸
q terms
.
For any matrixX we useXi,⋆ to denote its i
th row and we
useX⋆,i to refer to its i
th column. Also for any set S,XS,⋆
denotes a sub-matrix ofX that includes rows i ∈ S ofX .
3. Algorithm and Analysis
Let Φ ∈ RD×n be the feature matrix whose columns
are the projections of the data points in the feature space.
We start by presenting a recursive importance sampling
algorithm that efficiently computes a matrix Z which sat-
isfies the spectral approximation guarantee of (1) for the
kernel K = Φ⊤Φ. Sampling rows of Φ with probabili-
ties proportional to the squared row norms of the matrix
Φ(Φ⊤Φ + λI)−1/2, which are known as the ridge lever-
age scores of Φ, is an efficient sampling strategy for obtain-
ing the spectral approximation guarantee of (1). In Algo-
rithm 1, we give a generic recursive method for performing
approximate leverage score sampling on any matrixΦ. The
recursive procedure works by generating samples from a
crude approximation to the leverage scores and iteratively
refining the sampling distribution. We first introduce the
definition of a row norm sampler as follows,
Definition 3.1 (Row Norm Sampler). LetΦ be aD×nma-
trix with rows φ1, φ2, · · ·φD ∈ Rn. For any probability dis-
tribution {pi}Di=1 that satisfies pi ≥ 14
‖φi‖22
‖Φ‖2F
for all i ∈ [D],
and any positive integer s, a rank-s row norm sampler for
matrix Φ is a random matrix S ∈ Rs×D which is con-
structed by generating s i.i.d. samples j1, j2, · · · js ∈ [D]
with distribution {pi}Di=1 and letting the rth row of S be
Algorithm 1 RECURSIVE LEVERAGE SCORE SAMPLING
input: Matrix Φ ∈ RD×n, λ ∈ R+, ǫ ∈ R+, µ ∈ R+
output: SamplingmatrixΠ ∈ Rs×D
1: s← C µǫ2 log2 n for some constant C
2: S0 ← {0}1×D
3: λ0 ← ‖Φ‖
2
F
ǫ
4: T ← ⌈log2 λ0λ ⌉
5: for t = 1 to T do
6: St ← ROWSAMPLER (Φ, St−1Φ, λt−1, s)
7: λt = λt−1/2
8: end for
9: return Π = ST
1√
spjr
e⊤jr for every r ∈ [s], where e1, e2, · · · eD ∈ RD are
the standard basis vectors in RD.
Now we are ready to prove the correctness of Algorithm 1,
Lemma 3. Suppose that for any matrices Φ ∈ RD×n and
B ∈ Rm×n, any λ′ > 0, and any positive integer s′,
the primitive ROWSAMPLER(Φ, B, λ′, s′) returns a rank-
s′ row norm sampler for matrix Φ(B⊤B + λ′I)−1/2 as
in Definition 3.1. Then for any matrix Φ ∈ RD×n with
statistical dimension sλ = ‖Φ(Φ⊤Φ + λI)−1/2‖2F , any
λ, ǫ > 0, any µ ≥ sλ, Algorithm 1 returns a sampling
matrix Π ∈ Rs×d with s = O( µǫ2 logn) such that with
probability 1− 1
poly(n) ,
Φ⊤Φ + λI
1 + ǫ
 Φ⊤Π⊤ΠΦ + λI  Φ
⊤Φ+ λI
1− ǫ .
The proof of this lemma is included in Appendix C.
3.1. Adaptive Sampling for the Polynomial Kernel
The polynomial kernel of degree q is defined as k(x, y) =
〈x, y〉q . Using the definition of tensor products, one can
see that 〈x, y〉q = 〈x⊗q, y⊗q〉, where x⊗q and y⊗q are q-
fold self tensor products of vectors x and y, respectively.
Suppose X ∈ Rd×n is the dataset matrix. The polynomial
kernel matrix can be decomposed as K = (X⊗q)⊤X⊗q,
whereX⊗q is a dq ×nmatrix whose columns are obtained
by the q-fold self tensoring of the columns ofX . The goal
is to apply the iterative leverage score sampling of Algo-
rithm 1 to the feature matrix Φ = X⊗q in nearly nnz(X)
time. Note that the matrix Φ has a large number dq of rows
so even assuming that an oracle gives us the leverage score
distribution ofΦ for free, just reading this distribution takes
dq time. We show how to generate samples from the right
distribution quickly.
Algorithm 1 crucially uses the primitive ROWSAMPLER,
which carries out the main computations of our proposed al-
gorithm. This primitive performs row norm sampling (see
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Definition 3.1) on a matrix of the form Φ(B⊤B+λI)−1/2,
for any matrix B, very efficiently.
3.1.1. ROWSAMPLER FOR THE POLYNOMIAL KERNEL
An important technical contribution of this work is an
efficient algorithm that can perform row norm sampling
(see Definition 3.1) on a matrix of the form X⊗q(B⊤B +
λI)−1/2 using nearly nnz(X) runtime, where X ∈ Rd×n
and B ∈ Rm×n. Our primitive uses the sketch which was
proposed in (Ahle et al., 2020) to preserve the norm of vec-
tors in Rd
q
and sketch vectors of the form x⊗q quickly.
The next lemma follows from Theorem 1.2 of (Ahle et al.,
2020),
Lemma 4. For every positive integers q, d, every ǫ >
0, and every δ > 0, there exists a distribution on ran-
dom matrices Qq ∈ Rm×dq with m = O ( 1ǫ2 log 1δ )
such that, Pr
[‖Qqy‖22 ∈ (1± ǫ)‖y‖22] ≥ 1 − δ for any
y ∈ Rdq . Moreover, for any x ∈ Rd, the total time
to compute Qq
(
x⊗q−j ⊗ e⊗j1
)
for all j = 0, 1, 2, · · · q
is O
(
q2
ǫ2 log
2 q
ǫ log
3 1
δ +
q3/2
ǫ log
1
δ · nnz(x)
)
, where e1 ∈
R
d is the standard basis vector along the first coordinate.
We prove this lemma in Appendix D. Now we are ready to
design the procedure ROWSAMPLER to perform row norm
sampling on matrices of the formX⊗q(B⊤B + λI)−1/2.
Overview of Algorithm 2: The goal is to generate a
sample (i1, i2, · · · iq) ∈ [d]q with probability proportional
to the squared norm of the row (i1, · · · iq) of the ma-
trix X⊗q(B⊤B + λI)−1/2. Because the matrix (B⊤B +
λI)−1/2 is of a large n×n size, we seek to compress it with-
out perturbing the row norm distribution of X⊗q(B⊤B +
λI)−1/2. This can be done by applying a JL-transformation
to the rows of this matrix (see, e.g., (Dasgupta & Gupta,
2003; Kane & Nelson, 2014)). Let H ∈ Rn×d′ be a ran-
dom matrix with i.i.d. normal entries with d′ = C1q log2 n.
Then with probability 1− 1
poly(nq) the norm of each row of
the matrixX⊗q(B⊤B + λI)−1/2 ·H will be preserved up
to a (1± 0.1) factor and hence by a union bound, with high
probability all row norms ofX⊗q(B⊤B+λI)−1/2 ·H are
within a (1 ± 0.1) factor of the row norms of the original
matrix. This is done in line 2 of the algorithm by comput-
ing the matrix M = (B⊤B + λI)−1/2 · H , which can be
done quickly since B is a low rank matrix and H has few
columns.
Now the problem is reduced to performing row norm sam-
pling on X⊗qM . In order to generate a sample with dis-
tribution proportional to the squares of the row norms of
X⊗qM we can first sample a column of this matrix with
probability proportional to the squared column norms and
then generate a row index with probability proportional to
the squared values of the entries of the selected column.
Algorithm 2 ROWSAMPLER FOR POLYNOMIAL KERNEL
input: X ∈ Rd×n, q ∈ Z+, B ∈ Rm×n, λ ∈ R+, s ∈ Z+
output: Samplingmatrix S ∈ Rs×dq
1: Generate H ∈ Rn×d′ with i.i.d. normal entries with
d′ = C1q log2 n
2: M ← (B⊤B + λI)−1/2 ·H
3: Let Qq ∈ Rm′×dq be an instance of the sketch from
Lemma 4 with ǫ = 110q , δ =
1
poly(n) ,m
′ = C2q2 log2 n
4: Compute Pj = Q
q
(
X⊗(q−j) ⊗ E⊗j1
)
for all j =
0, 1, · · · q − 1, where E1 ∈ Rd×n is a matrix whose
columns are copies of e1, i.e., E1 =
[
e1, e1, · · ·e1︸ ︷︷ ︸
n copies
]
5: Z ← P0M
6: pi ← ‖Z⋆,i‖
2
2
‖Z‖2F
for every i ∈ [d′]
7: Generate i.i.d. samples j1, j2, · · · js ∈ [d′] with distri-
bution {pi}d′i=1
8: Let h : [d] → [s′] be a fully independent and uniform
hash function with s′ = ⌈q3/2s⌉
9: Let h−1(r) = {j ∈ [d] : h(j) = r} for every r ∈ [s′]
10: For every r ∈ [s′], generate Gr ∈ Rn′×dr with
i.i.d. normal entries where dr = |h−1(r)| and n′ =
C3q
2 log2 n
11: Wr ← Gr ·Xh−1(r),⋆ for every r ∈ [s′]
12: for l = 1 to s do
13: D(0) ← diag(M⋆,jl)
14: for a = 1 to q do
15: par ←
‖Wr ·D(a−1)·P⊤a ‖2F∑
s′
t=1‖Wt·D(a−1)·P⊤a ‖2F
for every r ∈ [s′]
16: Generate a sample t with distribution {par}s
′
r=1
17: qai ←
‖Xi,⋆D(a−1)P⊤a ‖22
‖Xh−1(t),⋆D(a−1)P⊤a ‖2F
for all i ∈ h−1(t)
18: Sample an ia with distribution {qai }i∈h−1(t)
19: D(a) ← D(a−1) · diag(Xia,⋆)
20: end for
21: β ← 0
22: for j = 1 to d′ do
23: L(0) ← diag(M⋆,j)
24: for b = 1 to q do
25: p∗b ←
‖Wh(ib)·L(b−1)·P⊤b ‖2F∑
s′
t=1‖Wt·L(b−1)·P⊤b ‖2F
26: q∗b ←
‖Xib,⋆L(b−1)P⊤b ‖22∥∥∥Xh−1(h(ib)),⋆L(b−1)P⊤b
∥∥∥2
F
27: L(b) ← L(b−1) · diag(Xib,⋆)
28: end for
29: β ← β + spj ·
∏q
b=1(p
∗
bq
∗
b )
30: end for
31: Let lth row of S be β−1/2
(
ei1 ⊗ ei2 ⊗ · · · eiq
)⊤
32: end for
33: return S
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This process generates a random index with our desired dis-
tribution. Computing the exact column norms ofX⊗qM is
too expensive as this matrix has dq rows, but if we apply the
sketchQq from Lemma 4, we can compress the rows while
preserving the column norms, in near input sparsity time,
up to small error. So, it is enough to sample a column j
with probability proportional to the squared column norms
of QqX⊗qM , which is done in lines 3-7 of the algorithm.
Given that the jth column of X⊗qM was sampled, all we
need to do is sample an entry ofX⊗qM⋆,j with probability
proportional to the squared values of its entries. Note that
forming this vector is out of the question since it has dq
coordinates. By basic properties of tensor products, the en-
tries of X⊗qM⋆,j are in bijective correspondence with the
entries of the matrixX ·diag(M⋆,j) ·
(
X⊗q−1
)⊤
, where en-
try (i1, i2, · · · iq) of X⊗qM⋆,j is equal to the entry at row
i1 and column (i2, · · · iq) of X · diag(M⋆,j) ·
(
X⊗q−1
)⊤
.
Therefore, it is enough to sample an entry of the matrix
X · diag(M⋆,j) ·
(
X⊗q−1
)⊤
with probability proportional
to its squared value. To this end, we first sample a row
of this matrix with probability proportional to the squared
row norms, and then sample a column by performing ℓ2-
sampling on the sampled row. Since X · diag(M⋆,j) ·(
X⊗q−1
)⊤
has a large number dq−1 of columns, we first
sketch the rows of this matrix, incurring only a factor(
1± 110q
)
perturbation to the row norms, and then perform
row norm sampling on the sketched matrix. Now we have
an index i1 ∈ [d] sampled from the right distribution and
all that is left to do is to carry out ℓ2-sampling on the vector
Xi1,⋆ · diag(M⋆,j) ·
(
X⊗q−1
)⊤
. Note that we have made
progress because this vector has size dq−1 and we have re-
duced the size by a factor of d. We recursively repeat this
process of reshaping the tensor product to a matrix and sam-
pling a row of the matrix q times until having all q indices
i1, i2, · · · iq. Algorithm 2 does this. Note that the actual
procedure requires more work because we need to generate
s i.i.d. samples with the row norm distribution. To ensure
that our runtime does not lose a multiplicative factor of s,
resulting in s·nnz(X) total time, we need to do extra sketch-
ing and a random partitioning of the rows of the matrix X
toΘ(q3/2s) buckets. The formal guarantee on Algorithm 2
is given in the following lemma.
Lemma 5. For any matrices X ∈ Rd×n and B ∈ Rm×n,
any λ > 0 and any positive integers q, s, with high
probability, Algorithm 2 outputs a ranks-s row norm sam-
pler for X⊗q(B⊤B + λI)−1/2 (Definition 3.1) in time
O
(
m2n+ q15/2s2n log3 n+ q5/2 log3 n · nnz(X)).
Proof. All rows of the sampling matrix S ∈ Rs×dq (out-
put of Algorithm 2) have independent and identical dis-
tributions because the algorithm generates i.i.d. samples
j1, j2, · · · js in line 7 and then for each l ∈ [s], the lth row
of the matrix S is constructed by sampling i1, i2, · · · iq in
line 18 from a distribution that is solely determined by jl
and is independent of the values of jl′ for l
′ 6= l.
Since every row of S is identically distributed, let us con-
sider the distribution of the lth row of S for some arbitrary
l ∈ [s]. Let J be a random variable that takes values in
{1, 2, · · ·d′} with probability distribution {pi}d′i=1 defined
in line 6 of Algorithm 2. The random index jl generated
in line 7 of the algorithm is a copy of the random vari-
able J . For any j ∈ [d′], let Ij = (Ij1 , Ij2 , · · · Ijq ) be a
vector-valued random variable that takes values in [d]q with
the following conditional probability distribution for every
a = 1, 2, · · · q,
Pr[Ija = i|Ij1 = i1, Ij2 = i2, · · · Ija−1 = ia−1]
=
‖Wh(i) ·Dj,a−1P⊤a ‖2F∑s′
t=1 ‖WtDj,a−1P⊤a ‖2F
‖Xi,⋆Dj,a−1P⊤a ‖22
‖Xh−1(h(i)),⋆Dj,a−1P⊤a ‖2F
,
where Wr for every r ∈ [s′] are the matrices defined
in line 11 of the algorithm and Dj,a−1 is a diagonal ma-
trix of size n × n whose diagonal entries are Dj,a−1rr =
Mr,j ·
∏a−1
b=1 Xib,r, for every r ∈ [n] and a ∈ [q]. For
ease of notation we drop the superscript j and just write
Da−1. One can verify that the vector random variable
(i1, i2, · · · iq) obtained by stitching together the random in-
dices generated in line 18 of the algorithm, is a copy of the
random variable Ijl .
Let β be the quantity that the for loop in lines 21-30 of the
algorithm computes. If i1, i2, · · · iq ∈ [d] are the indices
sampled in line 18 of the algorithm, then the value of β can
be computed as, β = s
∑d′
j=1 pj
∏q
b=1 p
∗
bq
∗
b , where p
∗
b =
‖Wh(ib)·D
b−1P⊤b ‖2F∑
s′
t=1 ‖WtDb−1P⊤b ‖2F
and q∗b =
‖Xib,⋆Db−1P⊤b ‖22
‖Xh−1(h(ib)),⋆D
b−1P⊤b ‖2F
are
the quantities computed in lines 25 and 26 of the algorithm.
Hence, for any i1, i2, · · · iq ∈ [d], the distribution of Sl,⋆ is,
Pr
[
Sl,⋆ = β
−1/2(ei1 ⊗ ei2 ⊗ · · ·eiq )⊤
]
=
d′∑
j=1
Pr
[
Sl,⋆ = β
−1/2(ei1 ⊗ · · · eiq )⊤
∣∣∣ J = j] · pj
=
d′∑
j=1
Pr
[
Ij = (i1, i2, · · · iq)
] · pj. (2)
By the law of total probability, we have
Pr
[
Ij = (i1, i2, · · · iq)
]
=
∏q
a=1 Pr[I
j
a = ia|Ij1 =
i1, · · · Ija−1 = ia−1], and therefore, because
Pr
[
Ija = ia|Ij1 = i1, · · · Ija−1 = ia−1
]
= p∗aq
∗
a, we
find that
Pr
[
Sl,⋆ = β
−1/2(ei1 ⊗ ei2 ⊗ · · · eiq )⊤
]
=
β
s
.
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Now note that for any r ∈ [s′], Wr is defined as Wr =
Gr · Xh−1(r),⋆ where Gr is a matrix with i.i.d. normal
entries with n′ = C3q2 log2 n rows. Therefore, Gr is a
JL-transform and for every a ∈ [q], r ∈ [s′], with high
probability, i.e.,
‖WrDa−1P⊤a ‖2F
n′
∈ ‖Xh−1(r),⋆D
a−1P⊤a ‖2F
1± 1/10q . (3)
For a simple proof of (3), see (Dasgupta & Gupta, 2003)
(see also (Kane & Nelson, 2014) for a more efficient ver-
sion). By union bounding over qs′d′ events, (3) holds si-
multaneously for all a ∈ [q], j ∈ [d′], and r ∈ [s′] with
high probability. We condition on (3) holding in what fol-
lows. We can bound the conditional probability of Ija as
follows,
Pr[Ija = i|Ij1 = i1, Ij2 = i2, · · · Ija−1 = ia−1]
≥ (1− 1/5q) · ‖Xi,⋆D
a−1P⊤a ‖22
‖XDa−1P⊤a ‖2F
. (4)
For every a ∈ [q], line 4 of the algorithm computes
Pa = Q
q
(
X⊗(q−a) ⊗ E⊗a1
)
, where Qq is the sketch from
Lemma 4 with ǫ = 110q . By basic properties of tensor prod-
ucts, for every i ∈ [d],
PaD
a−1X⊤i,⋆ = Q
q
(
X⊗(q−a) ⊗ E⊗a1
)
Da−1X⊤i,⋆
= Qq
((
X⊗(q−a)Da−1X⊤i,⋆
)
⊗ e⊗a1
)
.
Hence, by Lemma 4, for every a ∈ [q] and every i ∈ [d],
with high probability,
∥∥Xi,⋆Da−1P⊤a ∥∥22 ∈
∥∥X⊗(q−a)Da−1X⊤i,⋆∥∥22
1± 0.1/q . (5)
By union bounding over qd′d events, with high probability,
(5) holds simultaneously for all a ∈ [q], all j ∈ [d′], and all
i ∈ [d]. Therefore, conditioning on (5) holding and using
(4), the conditional probability of Ija satisfies
Pr[Ija = i|Ij1 = i1, Ij2 = i2, · · · Ija−1 = ia−1]
≥ (1− 2/5q) ‖X
⊗(q−a)Da−1X⊤i,⋆‖22
‖X⊗(q−a)Da−1X⊤‖2F
. (6)
It follows from the definition of tensor products and defini-
tion ofDa, that∥∥∥X⊗(q−a−1)DaX⊤∥∥∥2
F
=
∥∥∥X⊗(q−a−1)Da−1 · diag(Xia,⋆)X⊤∥∥∥2
F
=
∥∥∥X⊗(q−a)Da−1X⊤ia,⋆∥∥∥2
2
Using this equality and inequality (6),
Pr
[
Ij = (i1, i2, · · · iq)
]
=
q∏
a=1
Pr
[
Ija = ia|Ij1 = i1, · · · Ija−1 = ia−1
]
≥
q∏
a=1
(
1− 2
5q
) ‖X⊗(q−a)Da−1X⊤ia,⋆‖22
‖X⊗(q−a)Da−1X⊤‖2F
≥ 1
2
‖X⊗(0)Dq−1X⊤iq ,⋆‖22
‖X⊗(q−1)D0X⊤‖2F
=
1
2
∣∣[X⊗q ·M ](i1,i2,···iq),j∣∣2
‖[X⊗q ·M ]⋆,j‖22
(7)
By plugging (7) back in (2) we find that,
Pr
[
Sl,⋆ = β
−1/2(ei1 ⊗ ei2 ⊗ · · ·eiq )⊤
]
≥
d′∑
j=1
1
2
·
∣∣[X⊗q ·M ](i1,i2,···iq),j∣∣2
‖[X⊗q ·M ]⋆,j‖22
· pj
=
1
2
d′∑
j=1
∣∣[X⊗q ·M ](i1,i2,···iq),j∣∣2
‖X⊗qM⋆,j‖22
‖QqX⊗qM⋆,j‖22
‖QqX⊗qM‖2F
≥ 1
3
d′∑
j=1
∣∣[X⊗q ·M ](i1,i2,···iq),j∣∣2
‖X⊗qM⋆,j‖22
‖X⊗qM⋆,j‖22
‖X⊗qM‖2F
=
1
3
∥∥[X⊗q ·M ](i1,i2,···iq),⋆∥∥2
‖X⊗qM‖2F
MatrixM is defined asM = (B⊤B + λI)−1/2 ·H where
H is a randommatrix with i.i.d. Gaussian entries with d′ =
C1q log2 n columns. Therefore,H is a JL-transform, so for
every (i1, i2, · · · iq) ∈ [d]q , with probability 1− 1poly(nq) ,∥∥[X⊗q ·M ](i1,i2,···iq),⋆∥∥22
d′
∈ (1± 0.1)
∥∥∥[X⊗q](i1,i2,···iq),⋆(B⊤B + λI)−1/2∥∥∥2
2
.
Therefore, by union bounding over dq rows ofX⊗qM , the
above holds simultaneously for all (i1, i2, · · · iq) ∈ [d]q
with high probability. Therefore,
Pr
[
Sl,⋆ = β
−1/2(ei1 ⊗ ei2 ⊗ · · ·eiq )⊤
]
≥ 1
4
·
∥∥∥[X⊗q · (B⊤B + λI)−1/2](i1,i2,···iq),⋆∥∥∥22
‖X⊗q(B⊤B + λI)−1/2‖2F
Because βs is the probability of sampling row (i1, i2, · · · iq)
of the matrix X⊗q(B⊤B + λI)−1/2, the above inequality
proves that with high probability, S is a rank-s row norm
sampler forX⊗q(B⊤B + λI)−1/2 as in Definition 3.1.
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Runtime: One of the expensive steps of this algorithm
is the computation of M in line 2 which takes O(m2n +
qmn logn) operations since B is rank m. Another expen-
sive step is the computation of Pj for j = 0, 1, · · · q − 1
in line 4. By Lemma 4, this can be computed in time
O
(
q4n log3 n+ q5/2 logn · nnz(X)). MatricesWr for all
r ∈ [s′] in line 11 of the algorithm can be computed in time
O(q2 logn · nnz(X)). Computing the distribution {par}s
′
r=1
in line 15 takes time O
(
q11/2sn log2 n
)
for a fixed a ∈ [q]
and l ∈ [s]. Therefore, the total time to compute this distri-
bution for all a and l is O
(
q13/2s2n log2 n
)
.
The runtime to compute the distribution {qqi }i∈h−1(t)
in line 17 depends on the sparsity of Xh−1(t),⋆, i.e.,
nnz(Xh−1(t),⋆). To bound the sparsity of Xh−1(t),⋆, note
that, nnz(Xh−1(t),⋆) =
∑d
i=1 1{i∈h−1(t)} · nnz(Xi,⋆). Let
us introduce the random variables S1, S2, · · ·Sd defined as
Si =
(
1{i∈h−1(t)} − 1s′
) · nnz(Xi,⋆) for i ∈ [d]. Since
the hash function h is fully independent, the random vari-
ables S1, S2, · · ·Sd are independent. Also, each of these
random variables is zero mean and uniformly bounded, i.e.,
E[Si] = 0 and |Si| ≤ n for each i ∈ [d]. Therefore
we can invoke Bernstein’s inequality (Appendix A). Let
Z =
∑d
i=1 Si. Then the variance of the sum is bounded
as
∑d
i=1 E[S
2
i ] ≤
∑d
i=1
1
s′ nnz(Xi,⋆)
2 ≤ ns′ · nnz(X).
By invoking Bernstein’s inequality, for some constant
C, Pr
[|Z| ≥ C log2 n · (√ ns′ · nnz(X) + n)] ≤ 1poly(n) .
Hence, for every t ∈ [s′], with high probabil-
ity nnz(Xh−1(t),⋆) = O ((nnz(X)/s
′ + n) logn). By
union bounding over s′ events, with high probability,
nnz(Xh−1(t),⋆) = O ((nnz(X)/s
′ + n) logn), simultane-
ously for all t ∈ [s′] which implies that the distribu-
tion {qqi }i∈h−1(t) in line 17 of the algorithm can be com-
puted in time O
(
q2n log2 n+ q2 log2 n · nnz(X)/s′) for
a fixed a ∈ [q] and a fixed l ∈ [s]. Therefore the to-
tal time to compute this distribution for all a and all l is
O
(
q3sn log2 n+ q3/2 log2 n · nnz(X)).
Finally the last expensive step is the computation of
quantities p∗b and q
∗
b in lines 25 and 26 of the algo-
rithm. Both of these quantities can be computed in
time O
(
q11/2sn log2 n+ q2 log2 n · nnz(X)/s′) for a
fixed j ∈ [d′] and a fixed b ∈ [q]. Therefore the total
time to compute these quantities for all l, all j, and
all b is O
(
q15/2s2n log3 n+ q5/2 log3 n · nnz(X)).
Therefore the total runtime of Algorithm 2 is
O
(
m2n+ q15/2s2n log3 n+ q5/2 log3 n · nnz(X)).
We prove Theorem 1 in Appendix E.
3.2. Adaptive Sampling for the Gaussian Kernel
Consider the lifting corresponding to the Gaussian kernel,
k(x, y) = e−‖x−y‖
2
2/2, that can be obtained through a
Taylor expansion. This feature mapping was exploited in
(Ahle et al., 2020) to obtain an efficient subspace embed-
ding for the Gaussian kernel via sketching the polynomial
terms in its Taylor expansion. For datasets with bounded
radius, the Gaussian kernel can be well-approximated by
a superposition of low-degree polynomial kernels. We for-
mally define this approximate feature mapping (lifting) as
follows.
Definition 3.2 (Polynomial Lifting for Gaussian Kernel).
For any integer q the degree-q polynomial lifting for Gaus-
sian kernel is the mapping φq : R
d → RD , defined as,
φq(x) = e
−‖x‖22/2
(
x⊗0√
0!
⊕ x
⊗1
√
1!
⊕ x
⊗2
√
2!
⊕ · · · x
⊗q
√
q!
)
,
for x ∈ Rd, whereD =∑qj=0 dj .
Claim 6. Let x1, x2, · · ·xn ∈ Rd be a dataset with
bounded radius, i.e., ‖xi‖22 ≤ r for all i ∈ [n]. Sup-
pose K ∈ Rn×n is the Gaussian kernel corresponding to
this dataset (Ki,j = e
−‖xi−xj‖22/2). Also suppose that
φq is the degree-q polynomial lifting for the Gaussian ker-
nel as in Definition 3.2. If A is a matrix with n columns
whose columns are obtained by applying the map φq on
the data points, i.e., A⋆,i = φq(xi), then as long as q =
Ω(r + logn), we have ‖A⊤A−K‖op ≤ 1poly(n) .
Therefore, to find a spectral approximation to the Gaussian
kernel K for bounded datasets, it is enough to find a spec-
tral approximation to A⊤A, where A is the matrix defined
in the above claim. We have designed an efficient adaptive
sampling method for tensor products of the form X⊗j in
the previous section. Since matrix A is a concatenation of
tensor products X⊗j for j = 0, 1, · · · q, using our iterative
leverage score sampling procedure for the polynomial ker-
nel we can spectrally approximate A⊤A in nearly nnz(X)
time. We present a full algorithm which can perform recur-
sive leverage score sampling on matrix A and analyze it in
Appendix F and prove Theorem 2 in Appendix G.
3.3. Generalization to dot-product Kernels
An important technical contribution of this paper is a sam-
pling method that can embed the polynomial kernel us-
ing near-optimal runtime. Additionally, our method can
be used for embedding a wide class of kernels that can be
well-approximated by low-degree polynomials. In particu-
lar, our sampling method can be applied to any dot-product
kernel with a rapidly convergent Taylor expansion. In this
section, we argue how our method can be generalized to
such kernels.
The underlying observation that enables us to extend our
subspace embedding to the class of dot-product kernels is
a classical result in harmonic analysis due to Schoenberg
(1988), that characterizes positive definite functions in a
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Hilbert space. This observation is simply the fact that
any dot-product kernel k : Rd × Rd → R defined as
k(x, y) = f(〈x, y〉) must have a Taylor expansion with
only non-negative coefficients, i.e., k is a kernel function if
and only if f(α) =
∑∞
j=0 ajα
j , aj ≥ 0 for all j ∈ Z. As a
result, truncating this sum at any point results in a valid ker-
nel, that is kq(x, y) :=
∑q
j=0 aj〈x, y〉j is a valid positive
definite kernel.
For most dot-product kernels used in practice, the coeffi-
cients aj decay at least exponentially. If this is the case,
then |kq(x, y) − k(x, y)| ≤ 1poly(n) for any x, y ∈ Rd with
‖x‖22, ‖y‖22 ≤ r and q = Ω(r logn). Hence, in order to ob-
tain a subspace embedding for kernel k on any dataset with
bounded ℓ2 radius, it is enough to find a subspace embed-
ding for the truncated kernel kq(x, y) =
∑q
j=0 aj〈x, y〉j .
Since this kernel is a superposition of polynomial kernels,
we can apply our subspace embedding for the polynomial
kernel from Section 3.1 to each of the polynomial terms.
This will result in a near input sparsity time subspace em-
bedding for any dot-product kernel whose Taylor expansion
decays at least exponentially.
An example of a well known dot product kernel is
the inverse polynomial kernel defined as k(x, y) =
1
2−〈x,y〉 . The Taylor expansion of this kernel is k(x, y) =∑∞
j=0 2
−j−1〈x, y〉j . Therefore, if we let q = Θ(logn)
then for any x, y ∈ Rd with ‖x‖22, ‖y‖22 ≤ 1, |kq(x, y) −
k(x, y)| ≤ 1
poly(n) , where kq(x, y) =
∑q
j=0 2
−j−1〈x, y〉j .
Hence, we can obtain a subspace embedding for the inverse
polynomial kernel in nearly nnz(X) time by applying our
sampling method from Section 3.1 to polynomials of de-
gree O(log n) in this Taylor expansion.
4. Experiments
In this section we assess the performance of our result
for embedding the Gaussian kernel (Theorem 2) against
the Fourier features (FF) method (Rahimi & Recht, 2008),
Nystrom method (Musco & Musco, 2017), as well as the
Oblivious sketching method of (Ahle et al., 2020). The re-
sults are summarized in Table 12. Our importance sampling
algorithm is a recursive procedure given in Algorithm 1.
In this set of experiments, we also consider a variant of
our sampling algorithm that runs only a single round of the
recursive sampling and hence is considerably faster. This
variant is equivalent to sampling rows of the lifting matrix
Φ with probabilities proportional to the squared row norms.
We denote this variant of our method by Row norm and
denote the full recursive importance sampling algorithm by
Adaptive. The target dimension of all methods is denoted
by s in Table 1.
2We repeated the experiments with 5 different random seeds
and reported the average RMSE and runtime in Table 1.
Table 1. The RMSE on the test set along with the total training
time of approximate KRR via various approximation methods.
DATASET: WINE INSURANCE CT LOCATION FOREST
n = 6, 497 n = 9, 822 n = 53, 500 n = 581, 012
d = 11 d = 85 d = 384 d = 54
FF 0.736, 2 SEC 0.231, 1 SEC 3.89, 1 MIN 1.00, 3 MIN
s = 5000 s = 2000 s = 4000 s = 1000
Nystrom 0.730, 1.5 MIN 0.231, 1.5 MIN 3.86, 8.5 MIN 1.03, 8 MIN
s = 2000 s = 2000 s = 1500 s = 500
Oblivious 0.732, 13 SEC 0.231, 20 SEC 3.70, 3.5 MIN 1.05, 2.5 MIN
s = 1024 s = 1024 s = 5120 s = 320
Row norm 0.727, 3 SEC 0.231, 2 SEC 3.68, 1 MIN 1.08, 2.5 MIN
s = 5000 s = 1500 s = 6000 s = 1000
Adaptive 0.723, 15 SEC 0.232, 6 SEC 3.72, 8.5 MIN 1.05, 7 MIN
s = 400 s = 400 s = 2800 s = 500
We base our comparison on the four standard large-scale
regression datasets evaluated in (Le et al., 2013). The size
of the data points is denoted by n and the dimensionality is
denoted by d in Table 1. In all experiments, we first find
a low-rank approximation to the kernel matrix using vari-
ous feature sampling/sketching techniques. Then, using the
kernels proxy, we find an approximate regressor by solv-
ing an ℓ2 regularized least-squares problem. For all meth-
ods, Table 1 reports the total time to train the regressors,
including the runtime of feature sampling and the runtime
of linear regression. We use the same hyperparameters (ker-
nel bandwidth and regularization parameter) across all ker-
nel approximation methods which were selected via cross-
validation on the Fourier features method, as our baseline
method. For every method, we set the number s of features
to the smallest value such that increasing the number of
features does not improve the error non-negligibly.
The Row norm variant of our method is as fast as the FF
method and runs significantly faster than the Nystrom and
Oblivious methods while having superior testing RMSE.
Our full algorithm, Adaptive, has even better performance
than our single round variant Row norm in terms of RMSE
on the test set and achieves a better RMSE while having a
significantly smaller target dimension s than all other meth-
ods. In terms of runtime, our full Adaptive method is no
worse thanNystrom but is slower than our single roundRow
norm method. Our Adaptive method has a slightly better
RMSE than the Oblivious method and runs slower, but it
achieves a significantly smaller target dimension s. How-
ever, our single round Row norm variant is significantly
faster than Oblivious.
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A. Bernstein’s Inequality
We use Bernstein’s concentration inequality given in the
following lemma.
Lemma 7. Let S1, S2, · · ·Sn be independent, mean-0, real-
valued random variables, and assume that each one is uni-
formly bounded:
E[Sk] = 0 and |Sk| ≤ L for each k = 1, 2, · · ·n
Let Z =
∑n
k=1 Sk , and let v denote the variance of the
sum:
v = E[Z2] =
n∑
k=1
E[S2k].
Then,
Pr[|Z| ≥ t] ≤ 2e −t
2/2
v+Lt/3 .
See (Boucheron et al., 2013) for a proof of this result.
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B. Properties of Leverage Scores
In this section we present the definition and basic properties
of the ridge leverage scores of a matrix Φ ∈ RD×n. For
every regularization parameter λ > 0 and every i ∈ [D]
the ridge leverage score of the ith row of Φ is defined as,
lλi ≡ φ⊤i (Φ⊤Φ+ λI)−1φi,
where φi ∈ Rn is the ith row of Φ, treated as a column vec-
tor. There is a connection between the ridge leverage scores
of Φ and the statistical dimension of Φ⊤Φ. The sum of the
ridge leverage scores is equal to the statistical dimension of
the kernel matrixK = Φ⊤Φ,
sλ ≡ tr
(
Φ⊤Φ(Φ⊤Φ+ λI)−1
)
=
∑
i∈[d]
lλi .
We next present a lemma which shows that ridge leverage
score sampling is an optimal sampling strategy for achiev-
ing the spectral guarantee of (1) (up to an O(log n) factor),
Lemma 8. Let Φ be a D × n matrix with rows
φ1, φ2, · · ·φD and with ridge leverage scores lλi =
φ⊤i (Φ
⊤Φ + λI)−1φi for all i ∈ [D]. Let ǫ, λ > 0. As-
sume that we are given a probability distribution {pi}Di=1
such that pi ≥ α · l
λ
i∑
j∈[D] l
λ
j
for every i ∈ [D] and some
α ∈ (0, 1). Construct the sampling matrix Π ∈ Rs×D by
generating s i.i.d. samples j1, j2, · · · js ∈ [D] with distri-
bution {pi}Di=1 and letting the rth row of Π be 1√spjr e
⊤
jr
for every r ∈ [s], where e1, e2, · · ·eD ∈ RD are the stan-
dard basis vectors. If the number of rows of Π is at least
s ≥ 4 log2 nαǫ2 ·
∑
j∈[D] l
λ
j , then with high probability,
Φ⊤Φ + λI
1 + ǫ
 Φ⊤Π⊤ΠΦ + λI  Φ
⊤Φ+ λI
1− ǫ .
Proof. This guarantee for leverage score sampling is well-
known. See, for example, (Cohen et al., 2016; 2017).
C. Proof of Lemma 3
Let St be the sampling matrix and let λt be the regularizing
parameter in the tth iteration of Algorithm 1. The proof of
the lemma proceeds by induction. We define the event Et as
the set of all sampling matrices St that satisfy the following
condition,
Φ⊤Φ+ λtI
1 + ǫ
 Φ⊤S⊤t StΦ + λtI 
Φ⊤Φ + λtI
1− ǫ .
We show by induction that for all t = 0, 1, · · ·T , the invari-
ant Et conditionally holds with high probability, that is,
Pr[Et|Et−1] ≥ 1− 1
poly(n)
.
The base of the induction corresponds to t = 0. For t = 0
we have that S0Φ = 0 and λ0 =
‖Φ‖2F
ǫ , and therefore,
Φ⊤Φ  ǫλ0I , which implies that,
Φ⊤Φ+ λ0I
1 + ǫ
 Φ⊤S⊤0 S0Φ + λ0I  Φ⊤Φ + λ0I.
Therefore, Pr[E0] = 1, which proves the base case of the
induction.
Now to prove the inductive step, note that conditioned on
the event Et holding for some t ≥ 0, we find that
Φ⊤Φ+ λtI
1 + ǫ
 Φ⊤S⊤t StΦ + λtI 
Φ⊤Φ + λtI
1− ǫ .
By definition of ridge leverage scores, l
λt+1
i = φ
⊤
i (Φ
⊤Φ +
λt+1I)
−1φi, and noting that λt+1 = λt/2, we have
φ⊤i (Φ
⊤Φ + λtI)−1φi ≤ lλt+1i ≤ 2φ⊤i (Φ⊤Φ+ λtI)−1φi.
By the inductive hypothesis, for ǫ ≤ 13 , we have,
1
3
· lλt+1i ≤ φ⊤i
(
Φ⊤S⊤t StΦ+ λtI
)−1
φi ≤ 4
3
· lλt+1i .
Now note that by the assumption of the lemma, St+1 is a
rank-s row norm sampler for the matrix Φ(Φ⊤S⊤t StΦ +
λtI)
−1/2. Therefore there exists a probability distribution
{pi}Di=1 such that St+1 ∈ Rs
′×D is the corresponding sam-
pling matrix to this probability distribution constructed as
in Definition 3.1. This probability distribution satisfies,
pi ≥ 1
4
φ⊤i
(
Φ⊤S⊤t StΦ + λtI
)−1
φi∑
j∈[D] φ
⊤
j
(
Φ⊤S⊤t StΦ+ λtI
)−1
φj
≥ 1
16
· l
λt+1
i∑
j∈[D] l
λt+1
j
.
Therefore because s = C µǫ2 log2 n ≥ C sλǫ2 log2 n ≥
C
sλt+1
ǫ2 log2 n, if C is a large enough constant, by
Lemma 8,
Pr[Et+1|Et] ≥ 1− 1
poly(n)
.
This completes the inductive step. By union bounding
over all t, we get that,
Pr[ET ] ≥ 1− 1
poly(n)
.
Hence, since λT ≤ λ, with high probability the following
holds for the sampling matrix Π = ST ,
Φ⊤Φ + λI
1 + ǫ
 Φ⊤Π⊤ΠΦ + λI  Φ
⊤Φ+ λI
1− ǫ .
This completes the proof of the lemma.
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D. Proof of Lemma 4
By invoking Theorem 1.2 of (Ahle et al., 2020), there exists
a sketch Sq ∈ Rs×dq such that if s = Ω ( qǫ2 log3 1δ ) then
for any y ∈ Rdq ,
Pr
[‖Sqy‖22 ∈ (1± ǫ)‖y‖22] ≥ 1− δ/2.
Let G ∈ Rm×s be a Subsampled Randomized Hadamard
Transform (SRHT) (Ailon & Chazelle, 2006). By the anal-
ysis of SRHT in (Tropp, 2011), if m = Ω
(
1
ǫ2 log
1
δ
)
then
for any z ∈ Rs,
Pr
[‖Gz‖22 ∈ (1 ± ǫ)‖z‖22] ≥ 1− δ/2.
Therefore if we let Qq := GSq then we have that this ma-
trix is of size m × dq and also by a union bound, for any
y ∈ Rdq ,
Pr
[‖Qqy‖22 ∈ (1± ǫ)‖y‖22] ≥ 1− δ.
Runtime: As shown in (Ahle et al., 2020), the sketch Sq
can be applied to v1 ⊗ v2 ⊗ · · · vq by a recursive applica-
tion of O(q) independent instances of OSNAP and SRHT
sketches on the vectors vi and their sketched versions. The
sketch Sq in (Ahle et al., 2020) can be represented by a
binary tree with q leaves where the leaves are OSNAP
sketches and the internal nodes are SRHT sketches. There-
fore, by Theorem 1.2 of (Ahle et al., 2020), Sqx⊗q can
be computed in time O
(
qs log s+ q
3/2
ǫ log
1
δ · nnz(x)
)
.
From the binary tree structure of the sketch it follows
that after computing Sqx⊗q , Sq
(
x⊗q−1 ⊗ e1
)
can be com-
puted by updating the path from one of the leaves to
the root of the binary tree which amounts to applying
one OSNAP transform on e1 and applying O(log q) in-
stances of SRHT on the intermediate vectors which can
be computed in a total extra time of O(s log s log q).
By this argument, it follows that Sq
(
x⊗q−j ⊗ ej1
)
can
be computed for all j = 0, 1, 2, · · · q in total time
O
(
qs log q log s+ q
3/2
ǫ log
1
δ · nnz(x)
)
. By choosing a
large enough s = O
(
q
ǫ2 log
3 1
δ
)
, this runtime will be
O
(
q2 log2 qǫ
ǫ2 log
3 1
δ +
q3/2
ǫ log
1
δ · nnz(x)
)
. Also, the time
to apply the SRHT sketch G, with large enough target
dimension m = O
(
1
ǫ2 log
1
δ
)
, to any s-dimensional vec-
tor is O
(
s log s+ 1ǫ2 log
1
δ
)
. Hence the total time to
compute Qq
(
x⊗q−j ⊗ ej1
)
for all j = 0, 1, 2, · · · q is
O
(
q2 log2 qǫ
ǫ2 log
3 1
δ +
q3/2
ǫ log
1
δ · nnz(x)
)
.
E. Proof of Theorem 1
We run the recursive leverage score sampling procedure
of Algorithm 1 on the feature matrix Φ = X⊗q with
µ = O(sλ). Each time Algorithm 1 invokes the procedure
ROWSAMPLER, we run Algorithm 2. By Lemma 5, for any
λ′ > 0, any integers q, s′, and anymatricesX,B, with high
probability, the procedure ROWSAMPLER(X, q,B, λ′, s′)
of Algorithm 2 outputs a rank-s row norm sampler for ma-
trixX⊗q(B⊤B+λ′I)−1/2 = Φ(B⊤B+λ′I)−1/2. There-
fore, since the total number of times Algorithm 2 is invoked
by Algorithm 1 is O
(
log
‖X⊗q‖2F
ǫλ
)
= O
(
log tr(K)ǫλ
)
=
O(log n), by a union bound, with high probability the pre-
conditions of Lemma 3 hold and hence we can invoke this
lemma to conclude that the samplerΠ that Algorithm 1 out-
puts satisfies the following with high probability,
Φ⊤Φ + λI
1 + ǫ
 Φ⊤Π⊤ΠΦ + λI  Φ
⊤Φ+ λI
1− ǫ .
Therefore, if we let Z = ΠΦ, the theorem follows be-
cause Π has s = O
(
sλ
ǫ2 logn
)
rows. Moreover, the prim-
itive ROWSAMPLER(X, q,B, λ′, s′) of Algorithm 2 is in-
voked O
(
log
‖X⊗q‖2F
ǫλ
)
= O
(
log tr(K)ǫλ
)
= O(log n)
times with inputs s′ = O( sλǫ2 logn) and a matrix B
with O
(
sλ
ǫ2 logn
)
rows. Each invocation, by Lemma 5,
takes O
(
poly(ǫ−1, q, logn) · s2λn+ q5/2 log3 n · nnz(X)
)
operations. Hence the total runtime of the algorithm is
O
(
poly(ǫ−1, q, logn) · s2λn+ q5/2 log4 n · nnz(X)
)
.
F. ROWSAMPLER for the Gaussian Kernel
We design a procedure ROWSAMPLER that takes in the
dataset matrix X ∈ Rd×n together with an m × n matrix
B and performs row norm sampling (see Definition 3.1) on
matrix φq(X)(B
⊤B + λI)−1/2, where φq(X) is a matrix
with n columns which are obtained by applying the map-
ping φq of Definition 3.2 on each of the columns ofX , i.e.,
[φq(X)]⋆,i = φq(X⋆,i). Algorithm 3 performs this task.
Lemma 9. For any matrix X ∈ Rd×n, let A = φq(X)
be a matrix with n columns whose columns are ob-
tained by applying the mapping φq as in Definition
3.2 to each column of X , i.e., A⋆,i = φq(X⋆,i). For
any matrix B ∈ Rm×n, any λ > 0, and any in-
tegers s and q, Algorithm 3 outputs a rank-s row
norm sampler for matrix A(B⊤B + λI)−1/2 using
O
(
qm2n logn+ q15/2s2n log3 n+ q5/2 log3 n · nnz(X))
runtime.
Proof. Let A = φq(X) be the matrix whose columns are
A⋆,i = φq(X⋆,i) for all i, where φq is the degree-q polyno-
mial lifting for Gaussian kernel as in Definition 3.2. Algo-
rithm 3 outputs a random sampling matrix S ∈ Rs×D with
D =
∑q
j=0 d
j . First, we show that all rows of S have inde-
pendent and identical distributions. The reason is because
the algorithm generates i.i.d. samples j1, j2, · · · js in line 7
and then for every l ∈ [s], the lth row of the matrix S is con-
structed by sampling w in line 14 and then i1, i2, · · · iw in
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Algorithm 3 ROWSAMPLER FOR GAUSSIAN KERNEL
input: X ∈ Rd×n, q ∈ Z, B ∈ Rm×n, λ ∈ R, s ∈ Z
output: Sampling matrix S ∈ Rs×D
1: GenerateH ∈ Rn×d′ with i.i.d. normal entries, where
d′ = C1q log2 n
2: M ← diag({e−‖X⋆,i‖22/2}ni=1) · (B⊤B + λI)−1/2 ·H
3: Let Qq ∈ Rm′×dq be an instance of the sketch from
Lemma 4 with ǫ = 110q , δ =
1
poly(n) ,m
′ = C2q2 log2 n
4: Compute Pj = Q
q
(
X⊗(q−j) ⊗ E⊗j1
)
for all j =
0, 1, · · · q, where E1 = [e1, e1, · · · e1] ∈ Rd×n
5: Z ←
(
Pq√
0!
⊕ Pq−1√
1!
⊕ Pq−2√
2!
⊕ · · · P0√
q!
)
·M
6: pi ← ‖Z⋆,i‖22/‖Z‖2F for every i ∈ [d′]
7: Generate i.i.d. samples j1, j2, · · · js from dist. {pi}d′i=1
8: h : [d]→ [s′]: fully independent hash with s′ = ⌈q 32 s⌉
9: Let h−1(r) = {j ∈ [d] : h(j) = r} for every r ∈ [s′]
10: For all r ∈ [s′], generate Gr ∈ Rn′×dr with i.i.d. nor-
mal entries, where dr = |h−1(r)|, n′ = C3q2 log2 n
11: Wr ← Gr ·Xh−1(r),⋆ for every r ∈ [s′]
12: for l = 1 to s do
13: ya ← ‖Pq−a·M⋆,jl‖
2
F /a!∑q
b=0 ‖Pq−b·M⋆,jl‖2F /b!
for every a = 0, 1 . . . q
14: Generate a sample w from distribution {ya}qa=0
15: D(0) ← diag(M⋆,jl)
16: for a = 1 to w do
17: par ←
‖Wr ·D(a−1)·P⊤a+q−w‖2F∑s′
t=1‖Wt·D(a−1)·P⊤a+q−w‖2F
for all r ∈ [s′]
18: Generate a sample t from distribution {par}s
′
r=1
19: qai ←
‖Xi,⋆D(a−1)P⊤a+q−w‖22
‖Xh−1(t),⋆D(a−1)P⊤a+q−w‖2F
for i ∈ h−1(t)
20: Generate a sample ia from dist. {qai }i∈h−1(t)
21: D(a) ← D(a−1) · diag(Xia,⋆)
22: end for
23: β ← 0
24: for j = 1 to d′ do
25: y∗w ← ‖Pq−w ·M⋆,j‖
2
F /w!∑q
b=0 ‖Pq−b·M⋆,j‖2F /b!
26: L(0) ← diag(M⋆,j)
27: for b = 1 to w do
28: p∗b ←
‖Wh(ib)·L(b−1)·P⊤b+q−w‖2F∑
s′
t=1‖Wt·L(b−1)·P⊤b+q−w‖2F
29: q∗b ←
‖Xib,⋆L(b−1)P⊤b+q−w‖22∥∥∥Xh−1(h(ib)),⋆L(b−1)P⊤b+q−w
∥∥∥2
F
30: L(b) ← L(b−1) · diag(Xib,⋆)
31: end for
32: β ← β + spjy∗w ·
∏q
b=1(p
∗
bq
∗
b )
33: end for
34: S
l, d
w−1
d−1 :
dq+1−dw+1
d−1
← 1√
β
(ei1 ⊗ ei2 ⊗ · · · eia)⊤
35: end for
36: return S
line 20 from distributions that are solely determined by jl
only, and is independent of the values of jl′ for l
′ 6= l. Let
A˜ = A(B⊤B + λI)−1/2. Now let us partition the matrix
A˜ as,
A˜ =

A˜0
A˜1
...
A˜q
 ,
where A˜j is a d
j × n matrix for every j = 0, 1, · · · q. Con-
sidering the action of the sampling matrix on matrix A˜ will
ease notation, so we consider the matrix SA˜. Since every
row of SA˜ is identically distributed, let us consider the dis-
tribution of the lth row of SA˜ for an arbitrary l ∈ [s].
Let J be a random variable that takes values in {1, 2, · · ·d′}
with probability distribution {pi}d′i=1, which is defined in
line 6 of Algorithm 3. A random index jl generated in line 7
of the algorithm is a copy of the random variable J . For
any j ∈ [d′], let T j be a random variable that takes values
in {0, 1, · · · q} with probability distribution
Pr[T j = a] =
‖Pq−a ·M⋆,j‖2F /a!∑q
b=0 ‖Pq−b ·M⋆,j‖2F /b!
,
where Pb for b = 0, 1, · · · q are the matrices defined in
line 4 and M is the matrix defined in line 2 of the algo-
rithm. The random sample w generated in line 14 of the
algorithm is a copy of the random variable T jl .
For any j ∈ [d′] let Ij,w = (Ij1 , Ij2 , · · · Ijw) be a vec-
tor random variable that takes values in [d]w with the fol-
lowing conditional probability distribution for every a =
1, 2, · · ·w,
Pr[Ija = i|Ij1 = i1, Ij2 = i2, · · · Ija−1 = ia−1]
=
‖Wh(i) ·Da−1P⊤a+q−w‖2F∑s′
t=1 ‖WtDa−1P⊤a+q−w‖2F
‖Xi,⋆Da−1P⊤a+q−w‖22
‖Xh−1(h(i)),⋆Da−1P⊤a+q−w‖2F
,
whereWr for r ∈ [s′] are the matrices defined in line 11 of
the algorithm andDa−1 is a diagonal matrix of size n× n
whose diagonal entries are defined as,
Da−1rr = Mr,j ·
a−1∏
b=1
Xib,r,
for every a ∈ [q] and r ∈ [n]. For ease of notation we drop
the superscript w from Ij,w and instead write Ij . It follows
that the vector random variable (i1, i2, · · · iq) obtained by
putting together the random indices generated in line 20 of
the algorithm, is a copy of the random variable Ijl .
Nowwe are ready to calculate the distribution of the lth row
of SA˜, which we denote by [SA˜]l,⋆. Let β be the quantity
that the for loop in lines 24-33 of the algorithm computes.
If we let w ∈ {0, 1, · · · q} be the random number generated
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in line 14 and if we let i1, i2, · · · iq ∈ [d] be the indices
sampled in line 20 of the algorithm, then we can compute
the value of β as follows,
β = s
d′∑
j=1
Pr[J = j] Pr[T j = w] ·
q∏
b=1
p∗bq
∗
b ,
where the quantities p∗b =
‖Wh(ib)·D
b−1P⊤b+q−w‖2F∑s′
t=1 ‖WtDb−1P⊤b+q−w‖2F
and
q∗b =
‖Xib,⋆Db−1P⊤b+q−w‖22
‖Xh−1(h(ib)),⋆D
b−1P⊤b+q−w‖2F
are computed in lines 28
and 29 of the algorithm. Hence, the distribution of [SA˜]l,⋆
is the following,
Pr
[
[SA˜]l,⋆ = β
−1/2 · [A˜w ](i1,i2,···iw),⋆
]
=
d′∑
j=1
Pr
[
[SA˜]l,⋆ =
[A˜w](i1,···iw),⋆√
β
∣∣∣∣∣w, j
]
Pr[T j = w]pj
=
d′∑
j=1
Pr
[
Ij = (i1, i2, · · · iw)
]
Pr[T j = w] · pj
=
d′∑
j=1
Pr[T j = w]pj
w∏
a=1
Pr
[
Ija = ia|i1i2 · · · ia−1
]
(8)
where Pr
[
Ija = ia|Ij1 = i1, · · · Ija−1 = ia−1
]
= p∗aq
∗
a.
Therefore, Pr
[
[SA˜]l,⋆ = β
−1/2 · [Aw](i1,i2,···iw),⋆
]
= βs .
Now note that for any r ∈ [s′], the matrix Wr is defined
as Wr = Gr · Xh−1(r),⋆ where Gr is a matrix with i.i.d.
Gaussian entries with n′ = C3q2 log2 n rows. Therefore
Gr is a Johnson-Lindenstrauss transform and hence for ev-
ery a ∈ [w] and every r ∈ [s′], the following holds with
high probability,
‖WrDa−1P⊤a+q−w‖2F (9)
∈ (1± 0.1/q)n′ · ‖Xh−1(r),⋆Da−1P⊤a+q−w‖2F .
By a union bound over qs′d′ events, (9) holds simultane-
ously for all a ∈ [w], all j ∈ [d′], and all r ∈ [s′] with high
probability. We condition on (9) holding in what follows.
Therefore, we can bound the conditional probability of Ija
as follows,
Pr[Ija = i|Ij1 = i1, Ij2 = i2, · · · Ija−1 = ia−1]
=
‖Wh(i) ·Da−1P⊤a+q−w‖2F∑s′
t=1 ‖WtDa−1P⊤a+q−w‖2F
‖Xi,⋆Da−1P⊤a+q−w‖22
‖Xh−1(h(i)),⋆Da−1P⊤a+q−w‖2F
≥
(1− 110q )‖Xi,⋆Da−1P⊤a+q−w‖22
(1 + 110q )‖XDa−1P⊤a+q−w‖2F
≥
(
1− 1
5q
) ‖Xi,⋆Da−1P⊤a+q−w‖22
‖XDa−1P⊤a+q−w‖2F
.
Now we invoke Lemma 4. For every b ∈ [q], Pb is defined
as Pb = Q
q
(
X⊗(q−b) ⊗ E⊗b1
)
, where Qq is the sketch
from Lemma 4 with ǫ = 110q . We can write for every i ∈
[d],
Pa+q−wDa−1X⊤i,⋆
= Qq
(
X⊗(w−a) ⊗ E⊗a+q−w1
)
Da−1X⊤i,⋆
= Qq
((
X⊗(w−a)Da−1X⊤i,⋆
)
⊗ e⊗a+q−w1
)
.
Hence, if we invoke Lemma 4 we get that for every a ∈ [w]
and every i ∈ [d], the following holds with high probability
∥∥Xi,⋆Da−1P⊤a+q−w∥∥22 ∈
∥∥X⊗(w−a)Da−1X⊤i,⋆∥∥22
1± 0.1/q . (10)
Moreover,
Pq−w ·M⋆,j = Qq
((
X⊗wM⋆,j
)⊗ e⊗q−w1 ) ,
and hence, by Lemma 4, for every j ∈ [d′] and every w ∈
{0, 1, · · · q}, the following holds with high probability,
‖Pq−w ·M⋆,j‖2F ∈
(
1± 1
10q
)
‖X⊗w ·M⋆,j‖2F . (11)
By union bounding over (q + 1)d′(d + 1) events we have
that with high probability, both (10) and (11) hold simulta-
neously for all w ∈ {0, 1, · · · q}, all a ∈ [w], all j ∈ [d′],
and all i ∈ [d]. Therefore, conditioning on (10) and (11)
holding, we have the following two bounds for the condi-
tional probability of Ija as well as the conditional probabil-
ity T j ,
Pr[Ija = i|Ij1 = i1, Ij2 = i2, · · · Ija−1 = ia−1]
≥
(
1− 2
5q
) ‖X⊗(w−a)Da−1X⊤i,⋆‖22
‖X⊗(w−a)Da−1X⊤‖2F
.
and,
Pr[T j = w] ∈ (1± 1/5q) ‖X
⊗w ·M⋆,j‖2F /w!∑q
b=0 ‖X⊗b ·M⋆,j‖2F/b!
= (1± 1/5q)
∥∥∥[A˜wH ]⋆,j∥∥∥2
2
‖[A˜H ]⋆,j‖22
(12)
Also we use the following fact that follows from the defini-
tion of tensor products and the definition of matrixDa,∥∥∥X⊗(w−a−1)DaX⊤∥∥∥2
F
=
∥∥∥X⊗(w−a−1)Da−1 · diag(Xia,⋆)X⊤∥∥∥2
F
=
∥∥∥X⊗(w−a)Da−1X⊤ia,⋆∥∥∥2
2
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Now we compute the following product of the conditional
probabilities
w∏
a=1
Pr
[
Ija = ia|Ij1 = i1, · · · Ija−1 = ia−1
]
≥
w∏
a=1
(
1− 2
5q
) ‖X⊗(w−a)Da−1X⊤ia,⋆‖22
‖X⊗(w−a)Da−1X⊤‖2F
≥ 1
2
·
w∏
a=1
‖X⊗(w−a)Da−1X⊤ia,⋆‖22
‖X⊗(w−a)Da−1X⊤‖2F
=
1
2
· ‖X
⊗(0)Dq−1X⊤iq ,⋆‖22
‖X⊗(w−1)D0X⊤‖2F
=
1
2
·
∣∣〈[X⊗w](i1,i2,···iw),⋆,M⋆,j〉∣∣2
‖X⊗w ·M⋆,j‖22
=
1
2
·
∣∣∣[A˜wH ](i1,i2,···iw),j∣∣∣2
‖[A˜wH ]⋆,j‖22
(13)
By plugging (12) and (13) back in (8) we get that,
Pr
[
[SA˜]l,⋆ = β
−1/2 · [A˜w ](i1,i2,···iw),⋆
]
≥
d′∑
j=1
1− 15q
2
· ‖[A˜wH ]⋆,j‖
2
2∥∥∥[A˜H ]⋆,j∥∥∥2
2
∣∣∣[A˜wH ](i1,i2,···iw),j∣∣∣2∥∥∥[A˜wH ]⋆,j∥∥∥2
2
pj
=
d′∑
j=1
1− 15q
2
·
∣∣∣[A˜wH ](i1,i2,···iw),j∣∣∣2∥∥∥[A˜H ]⋆,j∥∥∥2
2
pj (14)
Now we bound pj , which is defined in line 6 of the algo-
rithm as follows,
pj =
‖Z⋆,j‖22
‖Z‖2F
=
∑q
b=0 ‖Pq−b ·M⋆,j‖22/b!∑q
b=0 ‖Pq−b ·M‖2F /b!
≥ (1− 1/5q)
∑q
b=0 ‖X⊗b ·M⋆,j‖22/b!∑q
b=0 ‖X⊗b ·M‖2F/b!
= (1− 1/5q)
∥∥∥[A˜H ]⋆,j∥∥∥2
2∥∥∥A˜H∥∥∥2
F
,
where the inequality above follows from (11). Plugging the
above into (14), we get that,
Pr
[
[SA˜]l,⋆ = β
−1/2 · [A˜w](i1,i2,···iw),⋆
]
≥
d′∑
j=1
1− 25q
2
·
∣∣∣[A˜wH ](i1,i2,···iw),j∣∣∣2∥∥∥[A˜H ]⋆,j∥∥∥2
2
∥∥∥[A˜H ]⋆,j∥∥∥2
2∥∥∥A˜H∥∥∥2
F
≥ 1
3
·
d′∑
j=1
∣∣∣[A˜wH ](i1,i2,···iw),j∣∣∣2∥∥∥A˜H∥∥∥2
F
=
1
3
·
∥∥∥[A˜wH ](i1,i2,···iw),⋆∥∥∥2
2∥∥∥A˜H∥∥∥2
F
Now note that H is a matrix with i.i.d. Gaussian en-
tries with d′ = C1q log2 n columns, and therefore H is
a Johnson-Lindenstrauss transform, and hence for every
w ∈ {0, 1, · · · q} and every (i1, i2, · · · iw) ∈ [d]w, with
probability 1− 1
poly(nq+1) ,∥∥∥[A˜wH ](i1,i2,···iw),⋆∥∥∥2
2
∈ d′ (1± 0.1)
∥∥∥[A˜w](i1,i2,···iw),⋆∥∥∥2
2
.
Therefore, by union bounding over dq+1 events, the above
holds simultaneously for allw and all (i1, i2, · · · iw) ∈ [d]w
with high probability. Therefore,
Pr
[
[SA˜]l,⋆ = β
−1/2 · [A˜w](i1,i2,···iw),⋆
]
≥ 1
4
·
∥∥∥[A˜w ](i1,i2,···iw),⋆∥∥∥2
2
‖A‖2F
.
Because βs is the probability of sampling row (i1, i2, · · · iw)
of the wth block of the matrix A˜, the above inequality
proves that with high probability, S is a rank-s row norm
sampler for A˜ as in Definition 3.1.
Runtime: The operations that this algorithm perform
largely overlap with that of Algorithm 2 with a few addi-
tional operations. One of the additional computations in
this algorithm is the computation of the matrix Z in line 5
of the algorithm, which takes O(q4n log2 n) operations.
Another additional computational part of the algorithm is
the computation of ya, for a = 0, 1, · · · q, in line 13 of the
algorithm, that can be computed in timeO
(
q3n logn
)
time
for a fixed l ∈ [s]. Therefore, the total time to compute this
distribution for all l is O
(
q3sn logn
)
. Finally the last ad-
ditional computation is the computation of the quantity y∗w
in line 25 of the algorithm which takes time O(q3n logn)
for a fixed l ∈ [s] and a fixed j ∈ [d′]. Hence the total
time of this operation for all l and j is O
(
q4sn log2 n
)
.
The total runtime of Algorithm 3 is the sum of these
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terms and the runtime of Algorithm 2, which results in
O
(
qm2n logn+ q15/2s2n log3 n+ q5/2 log3 n · nnz(X))
runtime.
G. Proof of Theorem 2
Let q = C(r + log2 n) for a large enough constant C. Let
φq be the degree-q polynomial lifting for the Gaussian ker-
nel as in Definition 3.2. LetΦ be the matrix with n columns
whose columns are obtained by applying the lifting φq on
the data points, i.e., Φ⋆,i = φq(xi) for all i ∈ [n]. First of
all, note that by Claim 6, since we assumed ǫ, λ ≥ 1
poly(n) ,
‖Φ⊤Φ−K‖op ≤ ǫ
2
λ.
The algorithm finds a spectrally close surrogate for the
Gaussian kernel matrix K by invoking the recursive lever-
age score sampling procedure of Algorithm 1 with inputs
Φ, λ, ǫ/2, and µ = O(sλ). For every invocation of the
primitive ROWNORMSAMPLER by Algorithm 1, we run
Algorithm 3, which is especially designed to perform row
norm sampling on the Gaussian kernel’s polynomial lift-
ing matrix Φ. By Lemma 9, for any λ′ > 0, any in-
tegers q, s′ and any matrices X,B, with high probability,
the procedure ROWNORMSAMPLER(X, q,B, λ′, s′) of Al-
gorithm 3 outputs a rank-s′ row norm sampler for matrix
Φ(B⊤B + λ′I)−1/2. Therefore, because the total number
of times Algorithm 3 is invoked by the recursive leverage
score sampling procedure is bounded by O
(
log
‖φ‖2F
ǫλ
)
=
O
(
log tr(K)ǫλ
)
= O(log n), by a union bound, with high
probability the preconditions of Lemma 9 hold and hence
we can invoke this lemma to prove that the sampler Π re-
turned by Algorithm 1 satisfies the following with high
probability:
Φ⊤Φ + λI
1 + ǫ/2
 Φ⊤Π⊤ΠΦ + λI  Φ
⊤Φ+ λI
1− ǫ/2 .
Therefore, since ‖Φ⊤Φ−K‖op ≤ ǫ2λ, this implies,
K + λI
1 + ǫ
 Φ⊤Π⊤ΠΦ + λI  K + λI
1− ǫ .
Therefore, if we let Z = ΠΦ, the theorem follows because
Π has s = O
(
sλ
ǫ2 logn
)
rows. Also because Algorithm 1
calls the primitive ROWSAMPLER(X, q,B, λ′, s′) of
Algorithm 2, O
(
log
‖φ‖2F
ǫλ
)
= O
(
log tr(K)ǫλ
)
= O(log n)
times with inputs s′ = O( sλǫ2 logn) and matrix B, which
has O(sλ logn) rows, each call, by Lemma 9, takes
O
(
poly(ǫ−1, q, logn) · s2λn+ q5/2 log3 n · nnz(X)
)
operations. Hence, since q ≈ r + logn,
the total runtime of the algorithm is
O
(
poly(ǫ−1, r, logn) · s2λn+ r5/2 log4 n · nnz(X)
)
.
H. Kernel Ridge Regression
One of the most elementary and yet powerful kernel meth-
ods is Kernel Ridge Regression (KRR). Given training data
(x1, y1), . . . , (xn, yn) ∈ Rd × R, a kernel function k :
R
d × Rd → R, and a regularization parameter λ > 0, the
KRR estimator for a given input x is:
f¯(x) ≡
n∑
j=1
k(xj , x)αj
where α = (α1 · · ·αn)⊤ is the solution to the equation,
(K + λI)α = y. (15)
In (15), K ∈ Rn×n is the kernel matrix defined by Kij ≡
k(xi, xj) and y ≡ [y1 · · · yn]⊤ is the vector of responses.
The KRR estimator can be derived by minimizing a reg-
ularized squared loss objective function over a hypothesis
space defined by the reproducing kernel Hilbert space as-
sociated with k(·). However, the details are not important
here.
Suppose that φ is the lifting corresponding to the kernel
function, i.e., k(x, z) = 〈φ(x), φ(z)〉. Let Φ be the matrix
with n columns which is obtained by applying the lifting
φ on the dataset, i.e., Φ⋆,i = φ(xi). Then, Theorems 1
and 2 approximate the kernel matrix K by finding a sam-
pling matrix Π such that Φ⊤Π⊤ΠΦ ≈ Φ⊤Φ = K . This
corresponds to approximating the kernel function k(·) by
k˜(x, z) = 〈Πφ(x),Πφ(z)〉. Therefore, the approximate
KRR estimator for a given input x is,
f˜(x) ≡
n∑
j=1
k˜(xj , x)α˜j = 〈w,Πφ(x)〉,
where the vectorw is obtained by solving the equation,
(ΠΦΦ⊤Π⊤ + λI)w = ΠΦy.
The above equation can be solved much faster than (15)
since the sampling matrix Π has a small number s ≈
sλ
ǫ2 logn of rows.
H.1. Risk Bounds
One way to analyze our approximate KRR estimator is via
risk bounds. Several recent papers on approximate KRR
use such analysis (Bach, 2013; Alaoui & Mahoney, 2015;
Musco & Musco, 2017; Avron et al., 2017b). In particu-
lar, these papers consider the fixed design setting and upper
bound the expected in-sample predication error of the KRR
estimator f¯ , considering it as an empirical estimate of the
statistical risk. More precisely, the underlying assumption
is that yi satisfies
yi = f
∗(xi) + νi (16)
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for some f⋆ : Rd → R. The {νi}’s are i.i.d noise terms,
distributed as normal variables with variance σ2ν . The em-
pirical risk of an estimator f , which measures the quality
of the estimator, is defined as
R(f) ≡ E{νi}
 1
n
n∑
j=1
|f(xi)− f∗(xi)|2
 .
Let f ∈ Rn be the vector whose jth entry is f∗(xj). It is
straightforward to show that for the KRR estimator f¯ we
have (Bach, 2013; Alaoui & Mahoney, 2015; Avron et al.,
2017b):
R(f¯) = n−1λ2f⊤(K + λI)−2f
+ n−1σ2ν · tr
(
K2(K + λI)−2
)
.
Since λ2f⊤(K + λI)−2f ≤ λf⊤(K + λI)−1f and
tr
(
K2(K + λI)−2
) ≤ tr (K(K + λI)−1) = sλ, where
sλ is the statistical dimension of the kernel matrix K . We
define,
R̂K(f) ≡ n−1λf⊤(K + λI)−1f + n−1σ2ν · sλ
and note that R(f¯) ≤ R̂K(f). The first term in the above
expressions for R(f¯ ) and R̂K(f) is frequently referred to
as bias, while the second term is the variance.
Lemma 10. Suppose that (16) holds, and let f ∈ Rn be
the vector whose jth entry is f∗(xj). Let f¯ be the KRR
estimator, and let f˜ be the KRR estimator obtained using
some other kernel k˜(·, ·), whose kernel matrix is K˜ . Sup-
pose that K˜ is an (ǫ, λ)-spectral approximation to K as in
(1) for some ǫ < 1, and that ‖K‖op ≥ 1. The following
bound holds:
R(f˜) ≤ (1 − ǫ)−1R̂K(f) + ǫ
1 + ǫ
· rank(K˜)
n
· σ2ν (17)
Proof. For the bias term we have:
f⊤(K˜ + λI)−1f ≤ (1 − ǫ)−1f⊤(K + λI)−1f . (18)
We now consider the variance term. Denote s = rank(K˜),
and let λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A) denote the eigen-
values of a matrix A. We have:
sλ(K˜) = tr
(
(K˜ + λI)−1K˜
)
=
s∑
i=1
λi(K˜)
λi(K˜) + λ
= s−
s∑
i=1
λ
λi(K˜) + λ
≤ s− (1 + ǫ)−1
s∑
i=1
λ
λi(K) + λ
= s−
s∑
i=1
λ
λi(K) + λ
+
ǫ
1 + ǫ
s∑
i=1
λ
λi(K) + λ
≤ n−
n∑
i=1
λ
λi(K) + λ
+
ǫ · s
1 + ǫ
= sλ(K) +
ǫ · s
1 + ǫ
≤ (1 − ǫ)−1sλ(K) + ǫ · s
1 + ǫ
where we use the fact that A  B implies that λi(A) ≤
λi(B) (this is a simple consequence of the Courant-Fischer
minimax theorem).
Combining the above variance bound with the bias bound
in (18) yields:
R̂K˜(f) ≤ (1 − ǫ)−1R̂K(f) +
ǫ
(1 + ǫ)
· rank(K˜)
n
· σ2ν
and the boundR(f˜) ≤ R̂K˜(f) completes the proof.
In short, Lemma 10 bounds the risk of the approximate
KRR estimator as a function of both the risk upper bound
R̂K(f) in (17) and an additive term which is small if the
rank of rank(K˜) and/or ǫ is small. In particular, it is instruc-
tive to compare the additive term ǫ1+ǫ · n−1σ2ν · rank(K˜) to
the variance term n−1σ2ν · sλ. Since the approximation K˜
is only useful computationally if rank(K˜)≪ n, we should
expect the additive term in (17) to also approach 0 and gen-
erally be small when n is large.
