We study text analysis algorithms that use global optimization methods to compute local characteristics that are consistent with properties of the entire corpus rather than computed locally based on exogenous parameters. In the iterative implementations that we consider, each step both reads and updates a database of parameter values. Motivated by a need for rapid analysis of large corpora, we have developed methods for efficient access to such databases on parallel computers. These methods combine Bloom filters, in-memory caches, and an HBase cluster to reduce communication costs greatly relative to simpler approaches that either fully distribute or fully replicate the database. Our design can achieve considerable run time, latency and storage space improvements relative to other methods. In one segmentation application, we improve performance by a factor of 3 relative to an HBase-based implementation.
INTRODUCTION
Deriving high-quality information from text generally involves working with large data sets, and requires the use of natural language processing methodologies along with statistical models for parameter estimation. These models often involve optimization algorithms that perform multiple iterations over the same data set, with each iteration accessing parameter values generated in a preceding iteration until a convergence criterion is met. Thus, we face the problem of providing high-speed access to potentially large members of Copyright is held by the author/owner(s). HPDC'11, June 8-11, 2011, San Jose, California, USA. ACM 978-1-4503-0552-5/11/06. frequently changing parameter values. In this work, we offer a new multi-layered look-up architecture optimized for statistical parameter estimation models where the data follows a power law distribution [4] . Specifically, we use a Bloom filter [1] , and take advantage of local caching in addition to a distributed database to rapidly access model parameters.
ACCESSING MODEL PARAMETERS
We implement statistical text mining algorithms using MapReduce [3] , where there is no notion of a shared memory. A common parameter often required by these algorithms is phrase frequency, which indicates how many times a given phrase occurs in the corpus.
A simple approach would be to store all phrase frequencies in a distributed storage system and query it from the compute nodes. However, an analysis of the distribution of phrase frequencies reveals that most phrases occur only once in the corpus. This observation allows us to decrease the number of records in the storage system by only considering those phrases whose frequency is greater than one, and ignoring the rest. When the table is queried to retrieve the frequency of a phrase, the returned result is compared against null. A null result indicates that the table does not contain a row for that phrase, implying its frequency is equal to one.
We further use a Bloom filter to reduce the number of queries that would return null. A Bloom filter is a probabilistic bit vector which is used for testing set membership. In our case, the set contains all phrases that occur twice or more in the corpus, and we are interested in determining whether a given phrase is an element of it. In Bloom filters, false positives are possible but false negatives are not. Thus, if the Bloom filter returns false for a given phrase, there is no need to query the storage system and we can immediately conclude that its frequency is one. Bloom filters are space efficient so we replicate it in all compute nodes that run the MapReduce job.
It is possible to decrease look-up latencies by caching the results returned from the storage system. Phrase frequencies follow a power law distribution. Many phrases have a low frequency; and a few phrases occur with high frequency in the corpus. We use local memory to cache the records returned from the storage system. The caching policy is least recently used (LRU), which gives a good approximation of the phrase frequencies, increasing cache utility. Finally, we use HBase [6] , an open source system modelled after BigTable [2] as the distributed storage system that contains all phrase frequencies greater than one. A state diagram describing the operation of the entire architecture is shown in Figure 1 . 
EVALUATION
One of the text mining applications that we study is a statistical chunker which can infer the most likely way to split every sentence into phrases, taking into account all sentences in the corpus jointly. It generates a probability distribution over all phrases in a corpus and associates phrase probabilities with their frequencies. This task requires generating and storing a massive amount of phrase frequency data and querying it from the compute nodes at each iteration.
We stored phrase frequencies in our three-layered storage system and measured the application run time and average query latency for one iteration of the application querying 730 GB of raw text data. We then repeated the same experiments, but replaced our storage system with HBase and Memcached [7] clusters respectively. Memcached is a distributed caching system but we used it as a permanent inmemory storage mechanism in our experiments. We furhter backed up HBase and Memcached clusters with Bloom filters in the compute nodes and repeated the same experiments. All experiments were conducted on an 84 core Hadoop cluster with Intel Xeon 2.80 GHz CPU cores, and 2 GB of memory per core. Figure 2 shows the experiment results. Experiments demonstrate that the main performance bottleneck is the network latency, not the overhead that comes from searching database files to retrieve records. Observe that Memcached is only approximately twice as fast as HBase, although it stores everything in memory. The addition of a Bloom filter noticeably lowers the latency of HBase and Memcached look-ups. Furthermore, the combination of HBase + Bloom filter + local cache performs better than Memcached + Bloom filter. Thus, we conclude that utilizing the physical memory of the compute nodes locally is more efficient than making use of them as part of Memcached. 
CONCLUSIONS
We encountered the challenge of maintaining a distributed table that rapidly maps model parameters to their values in large scale statistical text mining applications. We have developed a novel solution to this problem based on a multilayered look-up system. This solution exploits the power-law distribution characteristics of the phrase or n-gram counts in large corpora while utilizing a Bloom filter, in-memory cache, and HBase cluster at varying levels of abstraction. Experimental evaluation on a sample statistical problem shows that our multi-layered architecture significantly reduces the number of remote database queries, yielding up to 3 times faster end-to-end application run time than a naive distributed implementation using HBase alone.
We will also apply our method to other text mining algorithms. We believe it can be useful for distributed scientific applications where there is need for rapid access to model parameters.
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