ABSTRACT A novel backstepping controller for uncertain single-input single-output pure-feedback nonaffine and nonautonomous nonlinear systems based on the time-derivative estimator(TDE) is proposed. Using TDEs, time-derivatives of error signals used in virtual control terms are directly estimated in every backstepping design steps. As a result, the control law has a relatively simple form. In addition, convergence of tracking error to a small neighborhood of origin is guaranteed regardless of unstructured uncertainties or unmatched disturbances in the controlled system. It does not require separate adaptive schemes or universal approximators such as neural networks or fuzzy logic systems adaptively tuned online to cope with system uncertainties. Simulation results demonstrated the simplicity and good performance of the proposed approximation-free controller.
I. INTRODUCTION
Controller design for nonlinear systems that have unstructured or unmodeled uncertainties has been significantly researched and advanced in recent years. To cope with unstructured uncertainties in a nonlinear system, there are two conventional control schemes. The adaptive neural or fuzzy controller is one of them. Various adaptive control schemes that use neural networks(NNs) and fuzzy logic systems(FLSs) have been proposed. (refer to [1] - [11] and references therein) In these methods, unknown functions in the nonlinear systems are approximated by NNs or FLSs. Outputs of NNs or FLSs are included in the control formula to compensate or cancel the effect of unmodeled uncertainties. Resulting structures of the control schemes with update laws for parameters of the NNs or FLSs are usually very complicated and lengthy. The dynamic order of the controller is also high since weights of NNs or fuzzy parameters are tuned online. When the considered systems are extended to
The associate editor coordinating the review of this article and approving it for publication was Jin-Liang Wang. pure-feedback nonlinear systems, adaptive backstepping or dynamic surface control (DSC) scheme is utilized to systematically design control laws that deal with unstructured or unmatched uncertainties [10] - [20] . The pure-feedback nonlinear systems are more representative than strict-feedback systems [11] , [21] - [23] since they have no affine appearance of the state variables that are used as virtual controls in intermediate design steps. Thus, it is more difficult and challenging to design the controller for this class of systems. Conventional adaptive backstepping based neural controllers have a severe drawback in that the complexity of the control formula explodes as the system dynamic order increases. However, DSC based schemes have no such so-called 'explosion of complexity' problem since derivatives of virtual controls that are main reasons for increasing complexity are replaced by some filtered values of them. However, they still have a shortcoming in that multiple NNs or FLSs are employed to construct virtual control laws. In addition, approximators are simultaneously tuned to cope with respective uncertainties appeared in every design steps. Adopting too many approximators can cause significant growth in the complexity of controller structure and computational burden.
Sliding mode control(SMC) is another conventional and powerful algorithm to handle intrinsic uncertainties in controlled nonlinear systems. By keeping sliding variables at zeros, SMC can effectively suppress uncertainties. Among SMC schemes, high-order sliding mode controllers that can stabilize the output of the system in finite time have been proposed [24] - [33] . It attenuates the input chattering that is inevitable in SMC by hiding switching in higher derivatives of sliding variables. To implement output-feedback control, high-order sliding mode differentiator that can observe time derivatives of system output is also proposed [24] , [33] , [34] . However, control formulas are usually complicated and lengthy. In addition, most of research results considered affine-in-the-control nonlinear systems.
In this paper, a novel backstepping controller for uncertain SISO pure-feedback nonaffine and nonautonomous nonlinear systems is proposed using time-derivative estimator (TDE) [35] . Key ideas of the proposed controller are that TDEs are used to estimate the time-derivatives of error signals directly in every design steps and that a low-pass filter is adopted for control input in the final design step. Advantages of the proposed control algorithm are summarized as follows:
1) The proposed controller utilizes the property of TDE to deal with uncertainties in the controlled nonlinear system. Thus, there is no need of adopting universal approximators such as NNs or FLSs. Compared to conventional approach of adaptive controller where universal approximators are adopted to capture unknown functions in the system, the proposed control law and stability analysis are extremely simple. 2) Let n be a dynamic order of the controlled nonlinear system, then, the dynamic order of the proposed controller is 2n + 1 which is relatively low compared to that in previous methods published in the literature. 3) Compared to previous SMCs in [24] - [33] , the nonlinear system considered in this paper is a broader class of nonaffine-in-the-control pure-feedback nonlinear system. Moreover, in the proposed control input, there exists no lengthy or complicated control formula containing some switching functions. 4) The proposed control algorithm guarantees that the tracking error can converge to the small neighborhood of origin. Simulation was then performed to show the compactness and performance of the proposed controller.
II. PRELIMINARIES AND PROBLEM FORMULATION
The following uncertain pure-feedback nonaffine nonautonomous nonlinear system is considered.
where x i 's are state variables, In what follows, |x| means 2-norm of vector x and |v| is an absolute value of scalar v. In practical engineering systems, all states and control input tend to be maintained in prescribed bounded operation regions.
Assumption 1:
The following open set includes the whole operation region of the considered system (1)
where r x and r u are positive constants.
The following additional assumptions are made. Assumption 2: Functions f i 's (i = 1, · · · , n) and their partial derivatives (i.e., Proof: Time-derivative of f i is induced aṡ
for i = 1, · · · , n − 1. From Assumption 2, since f i 's and their partial derivatives are all bounded on for t ≥ 0, it is evident that the right-hand-side of (3) is also bounded. The boundedness ofḟ n will be proved after the control low is proposed. (See Corollary 10.) In the proposed backstepping controller, the following TDE is adopted in every design steps.
Lemma 1 [35]: Suppose the time-varying signal z(t) is bounded and its first two time derivativesż(t) andz(t) are also bounded. Consider that TDE has the following simple linear form:
where is a small positive design constant and b is determined such that s + b is Hurwitz (i.e., b > 0). There exist VOLUME 7, 2019 positive constants K 0 and K 1 such that
Detailed proof of Lemma 1 is shown in [35] . Corollary 2: States of (4), i.e., ζ 0 and ζ 1 , are bounded.
Proof: This is directly implied from the facts that z andż are bounded and that inequalities (5), (6) hold.
Corollary 3: Time-derivatives of the states of (4), i.e.,ζ 0 andζ 1 , are also bounded.
Proof: This fact can be straightforwardly shown since right-hand sides of TDE (4) are all bounded from Corollary 3 with boundedness of z.
In every backstepping design steps, TDEs are introduced and time-derivatives of error signals are directly estimated. This will be shown in the next section.
III. BACKSTEPPING CONTROLLER DESIGN
In this section, we propose a systematic way in which approximation-free backstepping control law that drives the system output to the desired y d (t) is determined.
A. 1ST STEP
Let z 1 = x 1 −y d be the output tracking error. One of key ideas of the proposed controller is thatż 1 can be estimated directly using the following TDE with its input as z 1 (t).
where 1 > 0 and b 1 > 0 are design constants. From Lemma 1, ζ 1,1 / 1 is the estimate ofż 1 . The virtual control for x 2 denoted as v 2 is determined as
where c 1 is a design constant.
Corollary 4:
The z 1 ,ż 1 ,z 1 , and v 2 are all bounded on for t ≥ 0.
Proof: It is trivial to show that z 1 (t) is bounded under Assumption 1 and Assumption 4. Its time-derivativeż 1 is easily induced asż
It is also bounded under Assumption 2 and Assumption 4. The second time-derivative of z 1 (t) is derived asz 1 (t) = f 1 −ÿ d . It is bounded under Corollary 1 and Assumption 4. Because ζ 1,1 (from Corollary 2), z 1 , and x 2 are all bounded, the right-hand side of (8) is also bounded, resulting in the boundedness of v 2 . From Corollary 4, required conditions for Lemma 1 are all satisfied. Using (8) and the following definition,
the time-derivative of z 1 can be rearranged aṡ
represents the estimation error. Note that the following inequality holds for a constant K 1,1 from Lemma 1.
Its bound can be made small enough by choosing sufficiently small 1 in (7). The first Lyapunov function is defined as V 1 = z 2 1 /2 whose derivative can be easily derived from (11) aṡ
z 1 z 2 will be canceled in the next step.
B. 2ND STEP
The time-derivative of z 2 is also directly estimated using TDE of the following form.
where 2 > 0 and b 2 > 0 are design constants. ζ 2,1 / 2 is the estimate ofż 2 from Lemma 1. Virtual control for x 3 that is denoted as v 3 is determined as
where c 2 is a design constant. Corollary 5: The z 2 ,ż 2 ,z 2 and v 3 are all bounded on for t ≥ 0.
Proof: It is trivial to show that z 2 (= x 2 − v 2 ) is bounded under Assumption 1 and Corollary 4. Its time-derivative is induced using (8) asż
It is also bounded under Corollary 3 and Corollary 4. The second time-derivative of z 2 (t) is derived as
It is bounded under Corollary 3 and Corollary 4. The boundedness of v 3 can be clearly implied by the boundednesses of ζ 2,1 (Corollary 2), z 2 , z 1 (Corollary 4) and x 3 (Assumption 1).
Therefore, required conditions for Lemma 1 are all satisfied again.ż 2 can be rearranged aṡ
wherez d 2 ż 2 − ζ 2,1 / 2 represents the estimation error and
Forz d 2 , the following inequality holds for a constant K 2,1 > 0
The second Lyapunov function is defined as V 2 = V 1 + z 2 2 /2 whose derivative is easily derived from (13) and (18) as follows:
z 2 z 3 will be canceled in the next step.
In the former (i − 1)th step, z i = x i − v i . As before, the timederivative of z i is estimated by the following TDE with its input as z i
where i > 0 and b i > 0 are design constant and ζ i,1 / i is the estimate ofż i . The virtual control v i+1 is determined as
where c i is a design constant. As before, the following corollary is required for the TDE (22) . 
Note thatζ i−1,1 is bounded from Corollary 3.ż i−1 andż i−2 are proved to be bounded in former steps. From these facts,ż i is also bounded. The second time-derivative of z i is induced as 
and
The ith Lyapunov function is defined as V i = V i−1 + z 2 i /2 whose derivative can be easily derived using (26) aṡ
As before, z i z i+1 term will be canceled in the next step.
D. FINAL nTH STEP
In the final step, instead of z n , signal a(t) that is newly defined as follows is fed into the TDE.
Here, equation (30) is the low-pass filter of the control input u where p > 0 is a design constant. Another key idea of the proposed controller is that, in the final step, the timederivative of a(t) instead ofż n is estimated by the following TDE with its input as a(t).
Here, n > 0 and b n > 0 are design constants. ζ n,1 / n is the estimate ofȧ and the actual control law is determined as
where c n and u > 0 are design constants. Corollary 7: Signals z n andż n are all bounded on for t ≥ 0.
Proof: The boundedness of v n is already shown in the former step. With Assumption 1, z n (= x n − v n ) is obviously bounded.ż n is derived aṡ
(34) VOLUME 7, 2019 From the boundednesses ofζ n−1,1 (Corollary 3),ż n−1 , anḋ z n−2 , it is clear thatż n is bounded. Corollary 8: Signals w,ẇ andu are all bounded on for t ≥ 0.
Proof: Since |u| < r u holds from Assumption 1, the inequality |w| < r u p is satisfied according to [36] . With this fact and equation (30) , it can be directly concluded thaṫ w is also bounded.u is induced as follows.
Boundednesses ofζ n,1 andż n−1 are already proved in the former step. With the facts that w andẇ are bounded and that z n andż n are also bounded (Corollary 7), it can be easily noticed that the right-hand side of (35) consists of bounded terms, which result in the boundedness ofu.
Corollary 9:
The a(t) defined in (31) and its timederivativesȧ andä are all bounded on for t ≥ 0.
Proof: z n is shown to be bounded in Corollary 7. This fact and |w| < r u /p imply that a(= z n − w) is bounded. To show thatȧ is bounded, it is expanded aṡ
As before,ζ n−1,1 is bounded from Corollary 3.ż n−1 ,ż n−2 , w are also all bounded. With these facts, all terms in the last equation of (36) are bounded, resulting in the boundedness ofȧ. The 2nd time-derivative of a is derived as
Considering Corollary 8, terms in the right-hand side of (37) are all bounded. Thus,ä is bounded. This completes the proof.
Corollary 10:
The time-derivative of f n is bounded. Proof: The time-derivative of f n is induced aṡ
From Assumption 2, all f k 's for k = 1, · · · , n and their partial derivatives are bounded on for t ≥ 0. With the fact thatu is bounded from Corollary 8, it is evident that the right-handside of (38) is also bounded.
The time-derivative of z n can be rearranged by using u =ẇ + pw aṡ
The following theorem summarizes the proposed control algorithm.
Theorem 1: Consider that the uncertain pure-feedback nonautonomous nonlinear system (1) under Assumption 1 through Assumption 4 whose control input is determined as (33) with TDEs and input filter (30), then, the tracking error is driven to the small neighborhood of origin and time-varying signals involved are all bounded.
Proof: Total Lyapunov function is defined as V = V n−1 + z 2 n /2 whose derivative is derived aṡ
where
T , and c = min k c k . Using the following formulas and definitions
where o max k
From this, we can conclude that if c > 0.25, thenV become negative whenever
holds. The right-hand side of (44) can be made small by increasing the controller gain c or decreasing o or u . That is, regardless of uncertainties or nonautonomous properties that are intrinsic in the controlled system, the proposed controller can drive tracking error to the small neighborhood of the origin.
Remark 1:
In DSC-based controllers [19] , [22] , [23] , virtual control terms are filtered through a 1st-order linear filter and tracking errors consist of system states and the filtered virtual control. The proposed control law directly estimates errors between system states and virtual control signals using TDE, which is the crucial difference from DSC. The proposed controller needs no approximators such as NNs or FLSs whereas approximators are required in every design step of DSC-based controllers to capture unmodeled uncertainties.
Remark 2: DSC-based controllers [19] , [22] , [23] adopt NNs of FLSs in every virtual control terms as well as actual control laws to capture unknown functions. Since parameters in universal approximators are adaptively tuned online, the dynamic order of that kind of controllers becomes very large, ranging from tens to hundreds. However, the dynamic order of the proposed controller in this paper is only 2n + 1 which is relatively very small. Moreover, because outputs of approximators (e.g., NNs or FLSs) are not contained in the virtual or actual control term in the proposed controller, the control law is relatively simple. 
IV. SUMMARY OF DESIGNING THE CONTROLLER
Although design steps of the proposed backstepping controller seem to be complicated due to required intermediate corollaries, the actual procedure is quite simple. In this section, design steps are presented briefly.
Using z i (in the case of i = 1, z 1 = x 1 −y d ) that is determined in the previous (i − 1)th step already, the following TDE is constructed
For the next design step, v i+1 and z i+1 are determined as
where z 0 = 0.
B. FINAL nTH STEP
Using error signal z n that is determined in the previous (n − 1)th step already, the actual control input is determined as
Required dynamic equations in this step are as followṡ
Note that the signal that is fed into the final TDE (48) is (z n − w) instead of z n . Thus, the total dynamic order of the proposed controller is 2n + 1.
V. SIMULATION
Simulation was performed for the following 2nd-order system.ẋ
2 ) (49)
This system is a nonautonomous and nonaffine nonlinear system. There are multiplicative and additive disturbances that are functions of t. It is worth noting that the actual dynamic equations and contained disturbances are not known explicitly to the controller. 
with design constants c 1 = c 2 = 3, b 1 = b 2 = 4, 1 = 2 = u = 0.01, and p = 1. All initial values of differential equations in the controller are zeros. Total dynamic order of the controller is 5 since n = 2. Simulations were performed using python libraries such as numpy, scipy and matplotlib [37] .
Simulation results are illustrated in Figs. 1-3 . Fig. 1 depicts that the system output tracks desired output well after a short initial transient period and that the control input is bounded. Fig. 2 and Fig. 3 illustrate that all states of TDEs (i.e., ζ 1,0 , ζ 1,1 , ζ 2,0 , and ζ 2,1 ) are also bounded. The input filtered signal w is moving around zero since the pole of the filter (57) is negative. Therefore, all time-varying signals in the closed-loop system remain bounded. 
VI. CONCLUSION
A novel backstepping controller for uncertain SISO purefeedback nonautonomous and nonaffine nonlinear systems based on TDE is proposed. Using TDEs, time-derivatives of error signals used in virtual control terms can be directly estimated in every design steps. As a result, the control law has a considerably simple form. In addition, convergence of output tracking error to the small neighborhood of origin is guaranteed regardless of unmodeled uncertainties or nonautonomous property in the considered system. It requires no separate adaptive schemes or universal approximators such as NNs or FLSs. Simulation results demonstrated good performance and compactness of the proposed controller.
