The purpose of this note is to discuss three aspects of weak* convergence of the n-step distributions of random walks on finite volume homogeneous spaces G/Γ of semisimple real Lie groups. First, we investigate the obvious obstruction to the upgrade from Cesàro to non-averaged convergence: periodicity.
Introduction
Let G be a real Lie group, Γ a lattice in G, and X the homogeneous space G/Γ. A Borel probability measure µ on G defines a random walk on X: a step corresponds to choosing a group element g ∈ G according to µ and then moving from the current location X x to gx. Starting at x 0 ∈ X, the distribution of the location after n steps is given by the convolution µ * n * δ x 0 , which is the push-forward of the product measure µ ⊗n ⊗δ x 0 under the multiplication map G n × X (g n , . . . , g 1 , x) → g n · · · g 1 x ∈ X.
Understanding the limiting behavior of these n-step distributions is a notoriously difficult problem, investigated e.g. by Eskin-Margulis in their work on nondivergence [9] , and Benoist-Quint in their series of articles [1, 3, 4, 5] . We reproduce one of the main results of [5] as motivating example. For the statement, recall that a probability measure ν on X is called homogeneous if there exists a closed subgroup H of G and a point x ∈ X such that supp(ν) = Hx and ν is H-invariant. Theorem 1.1 ). Let µ be a compactly supported probability measure on G. Suppose that the closed subsemigroup S generated by supp(µ) has the property that the Zariski closure of Ad(S) in Aut(g) is Zariski connected, semisimple, and has no compact factors. Then for every x 0 ∈ X there is a homogeneous probability measure ν x 0 with supp(ν x 0 ) = Sx 0 and such that
as n → ∞ in the weak* topology. If G is connected, semisimple, has no compact factors, Γ is irreducible and Ad(S) is Zariski dense in Ad(G), then for every x ∈ X with infinite S-orbit we have Sx = X and ν x is the normalized Haar measure on X.
Here and in what follows, by a Haar measure on X we mean a finite G-invariant Borel measure on X. We use the notation m X for the unique normalized Haar measure on X.
A big open question, listed by Benoist-Quint at the end of their survey [2] , is the following. Question 1.2. In the setting of Theorem 1.1, is it also true that
as n → ∞?
Answers are available only in special cases: Breuillard [7] established (1.2) for certain measures µ supported on unipotent subgroups, Buenger [8] proved it for some sparse solvable measures, and in previous work the author dealt with the case of spread out measures [12] .
The purpose of this short article is to investigate three aspects of the convergence of the n-step distributions µ * n * δ x 0 of a random walk surrounding Theorem 1.1 and Question 1.2 in the case that G is connected, semisimple without compact factors, and has finite center.
In §2, we look into the obvious obstruction to the upgrade from Cesàro convergence as in (1.1) to the non-averaged convergence in (1.2): periodicity. We show in Example 2.1 how (1.2) can fail when ν x 0 is a periodic orbit measure. Upgrading the construction, we can also produce an example with periodic behavior in which ν x 0 has positive dimension (Example 2.2). However, using the Moore ergodicity theorem we are able to show that when the lattice Γ is irreducible, the latter can only happen when the closed subgroup G S generated by supp(µ) is not Zariski dense (Theorem 2.3); a result which can be interpreted as an aperiodicity criterion.
In §3, we make explicit a fact known to the experts: When G S is Zariski dense, (1.2) holds with exponential speed for almost every starting point x 0 ∈ X. The proof relies on the existence of a spectral gap in L 2 0 of the convolution operator
acting on measurable functions on X (Theorem 3.2, Example 3.3). Finally, in §4 we show that the Cesàro convergence (1.1) happens uniformly in x in a strong way when the random walk is uniquely ergodic (meaning that the only possible limit is the normalized Haar measure m X ) and admits a Lyapunov function (see Definition 4.5). For example, this is the case when G is additionally algebraic and G S is non-discrete and Zariski dense, and also in the setup of Simmons-Weiss [13] , which has connections to Diophantine approximation problems on fractals. To this end, we introduce the new concept of (K n ) n -uniform recurrence (Definition 4.10), which refines recurrence properties of random walks previously studied in [3, 9] .
Periodicity
We start with two simple counterexamples to (1.2), which illustrate ways in which periodicity may occur. The first one is on periodic orbits. For d ≥ 2, a subgroup Λ ⊂ SL d (Z) and a prime p we write Λ(p) = {g ∈ Λ | g ≡ 1 d mod p}, where 1 d denotes the d × d-identity matrix.
Then the subgroup generated by supp(µ) is G S = SL 2 (Z), which is Zariski dense in G, but the random walk on the finite G S -orbit of x 0 = Γ ∈ G/Γ alternates between the two sets
as one convinces oneself by direct calculation. The 2-step random walks on these sets constitute irreducible, aperiodic, finite state Markov chains, so that
as n → ∞ in the weak* topology.
When the closed subgroup G S generated by supp(µ) is not Zariski dense, the idea in the previous example can also be used to produce a counterexample with non-discrete orbit closure.
Zariski connected, and has no compact factors). By Theorem 1.1 we thus know that for the starting point
as n → ∞ where ν x 0 is the homogeneous probability measure supported on G S x 0 . Let us identify this orbit closure. Observe that by choice of the g i , it is of the form
where O is the finite orbit from Example 2.1, S = {ah 1 a −1 , ah 2 a −1 }, and x 0 is the identity coset in the bottom right copy of X = SL 2 (R)/ SL 2 (Z)(2) inside X.
Using the last part of Theorem 1.1 in the second factor and irrationality of a we thus conclude that G S x 0 = X , so that
However, as in Example 2.1, the random walk on X is found to alternate between the sets
Hence, there cannot be convergence of µ * n * δ x 0 towards ν x 0 .
To summarize, we have seen that periodicity may occur when • the orbit G S x is finite, or • G S is not Zariski dense. In view of the last statement of Theorem 1.1, the following theorem gives an indication that often these are the only cases in which periodic behavior can occur. Given a subset A of G, we say that a collection D 1 , . . . ,
Theorem 2.3. Let G be a connected semisimple real Lie group without compact factors and finite center, Γ ⊂ G an irreducible lattice, and µ a compactly supported probability measure on G. Suppose that the closed subsemigroup S generated by supp(µ) has the property that Ad(S) is Zariski dense in Ad(G). Then there are no
Then all D i are non-empty and for every
In particular, all D i have the same m X -measure, so it will suffice to show that m X (D 1 ) ∈ {0, 1}. Suppose this is not the case. Then the subgroup generated by all d-fold products of elements of supp(µ) does not act ergodically on X (since by the above, it leaves D 1 invariant mod 0). By Moore's ergodicity theorem (see e.g. [14, Theorem 2.2.6]) it follows that this subgroup is contained in a compact subgroup K ⊂ G. However, this implies that the whole closed semigroup S generated by supp(µ) is contained in the compact set
This implies that K is Zariski closed, contradicting Zariski density.
Remark 2.4. The notion of a d-cycle is inspired by Markov chain theory. Note however that we could not use existing concepts, since they are only well-defined for so-called "ψ-irreducible" chains, which our random walks are generally not. We refer to Meyn-Tweedie [11] for further reading on general state space Markov chains, and to [12] for a treatment of random walks with "spread out" increment distribution µ, which are ψ-irreducible.
Spectral Gap
In this section, we explain how a spectral gap of the convolution operator π(µ) associated to the random walk entails the convergence of µ * n * δ x towards m X for m X -a.e. x ∈ X.
Recall that π(µ) :
for f ∈ L ∞ (X, m X ) and x ∈ X, and that it extends to a continuous contraction on each L p -space (see [6, Corollary 2.2] ). We shall study its behavior on L 2 (X, m X ). Since constant functions are left fixed, we restrict our attention to the space L 2 0 (X, m X ) of L 2 -functions with mean 0. Definition 3.1. We say that a linear operator T on L 2 0 has a spectral gap if its spectral radius ρ(T ) = lim n→∞ T n 1/n
Given the existence of a spectral gap, we obtain an almost everywhere convergence result in a quite general setup. Theorem 3.2. Let G be a locally compact σ-compact metrizable group, Γ ⊂ G a lattice, X = G/Γ, and µ a probability measure on G. Suppose that the associated convolution operator π(µ) has a spectral gap in L 2 0 (X, m X ). Then for m X -a.e. x ∈ X we have µ * n * δ x −→ m X as n → ∞ in the weak* topology. This convergence is exponentially fast in the sense that for every α ∈ (ρ(π(µ)), 1) and f ∈ C c (X) we have
Proof. By separability of C c (X), for weak* convergence it suffices to prove m X -a.s. convergence for one fixed function f ∈ C c (X). In terms of convolution operators, this means that we have to prove
as n → ∞. To this end, consider the L 2 0 -function f 0 = f − f dm X and let α be as in the statement. Then we know
for sufficiently large n ∈ N. A standard Borel-Cantelli argument now implies all claims. For the reader's convenience, we include the details: By Chebyshev's inequality, for large n we have
By Borel-Cantelli it follows that for m X -a.e. x ∈ X, the inequality
holds only for finitely many n ∈ N.
As a consequence of [10, Theorem 6.11] and the surrounding discussion, this result covers the case we are interested in. Example 3.3. Let G be a connected semisimple real Lie group without compact factors and finite center, µ a Zariski dense probability measure on G, Γ ⊂ G a lattice, and X = G/Γ. Then the associated convolution operator π(µ) has a spectral gap in L 2 0 (X).
Uniform Convergence
There are two main ingredients that usually go into proving results such as Theorem 1.1 about Cesàro convergence: classification of (ergodic) stationary measures and establishing non-escape of mass. In this section, we investigate in some detail what conclusions can be drawn when these two ingredients have been established.
Specifically, we first suppose that the normalized Haar measure m X is the unique µ-stationary probability measure on X.
The random walk on X induced by µ is called uniquely ergodic if m X is the unique µ-stationary probability measure on X.
In addition, we shall assume that no escape of mass occurs.
Definition 4.2.
We say that the random walk on X given by µ is locally uniformly recurrent if for every compact subset K ⊂ X and ε > 0 there exists n 0 ∈ N and a compact subset M ⊂ X with µ * n * δ x (M ) ≥ 1 − ε for all n ≥ n 0 and x ∈ K. It is called locally uniformly recurrent on average if the above holds with the Cesàro averages 1 n n−1 k=0 µ * k * δ x in place of µ * n * δ x . It is a simple exercise to show that locally uniform recurrence implies locally uniform recurrence on average. These properties are sometimes referred to as "nonescape of mass" for the following reason. Lemma 4.3. Let the sequence {x n } n of points in X be relatively compact and suppose that the random walk on X is locally uniform recurrent (on average). Then every weak* limit of the sequence (µ * n * δ xn ) n (resp. 1 n n−1 k=0 µ * k * δ xn n ) is a probability measure.
In concrete examples, such recurrence properties are typically established by constructing a Lyapunov function, see §4.1.
Given the two inputs above, uniform convergence of the Cesàro averages can be established in the following abstract setting. Theorem 4.4. Let G be a locally compact σ-compact metrizable group, Γ ⊂ G a lattice, X = G/Γ, m X the normalized Haar measure on X, and µ a probability measure on G. Suppose that the random walk on X induced by µ is uniquely ergodic and locally uniformly recurrent on average. Then for every f ∈ C c (X), every compact K ⊂ X, and every ε > 0, there exists n 0 ∈ N such that for every n ≥ n 0 and x ∈ K we have
This conclusion can be interpreted as the statement that the weak* convergence 1 n n−1 k=0 µ * k * δ x −→ m X as n → ∞ happens locally uniformly in x.
Proof. We proceed by contradiction. If the conclusion is false, then for some function f ∈ C c (X), K ⊂ X compact, and ε > 0 there exist indices n(j) → ∞ and Then ν is µ-stationary, and a probability measure because of our recurrence assumption and the fact that all x j lie in the fixed compact set K (Lemma 4.3) . But by unique ergodicity this forces ν = m X , contradicting (4.1).
Lyapunov Functions.
Loosely speaking, (Foster-)Lyapunov functions are functions enjoying certain contraction properties with respect to the random walk, to the effect that (on average) its dynamics are directed towards the "center" of the space, where the function takes values below some threshold. They were introduced into the study of random walks on homogeneous spaces by Eskin-Margulis [9] , whose ideas were developed further by Benoist-Quint [3] . Although they can be defined in greater generality, we shall work with the following definition. Two examples in which a Lyapunov function exists are the following.
Example 4.7 ([9] ). Let G = SL 2 (R) and Γ = SL 2 (Z). Then X = G/Γ can be identified with the space X 2 of lattices in R 2 with covolume 1 via
Using this identification, we define λ 1 (x) to be the length of a non-zero shortest vector in x ∈ X ∼ = X 2 , and set α 1 := 1/λ 1 . Then for every compactly supported probability measure µ on G whose support generates a Zariski dense subgroup there exist ε, δ > 0 such that V := 1 + εα δ 1 is a Lyapunov function for the random walk on X induced by µ. This construction can be generalized to higher dimensions by considering the higher consecutive minima λ 1 , . . . , λ d of lattices in R d . A more advanced construction also ensures existence of Lyapunov functions for Zariski dense probability measures with finite exponential moments when G = G(R) is the group of real points of a Zariski connected semisimple algebraic group G defined over R such that G has no compact factors. 
Then for any choice of p 0 , . . . , p m > 0 with m i=0 p i = 1, the measure µ = m i=0 p i δ g i defines a uniquely ergodic random walk on X admitting a Lyapunov function.
It is well known that existence of a Lyapunov function as above guarantees locally uniform recurrence. Lemma 4.9 ([9, Lemma 3.1]). Suppose the random walk on X given by µ admits a Lyapunov function V . Then this random walk is locally uniformly recurrent.
The intuitive reason for this behavior is simple: The defining contraction inequality means that after a step of the random walk, the value of the Lyapunov function V on average gets smaller by a constant factor, at least when starting outside some compact set K (cf. Remark 4.6(iii) above). It is an exercise to show that K can be taken to be an appropriate sublevel set for V , and one thinks about it as the "center" of the space. By the contraction property, the number of steps required to reach it is uniform over starting points x in compact subsets of X. This suggests that we might even let the starting points diverge, as long as this divergence is outcompeted by the geometric rate of contraction of V . We are led to the following notion of recurrence. Definition 4.10. Let (K n ) n be a sequence of subsets of X. We say that the random walk on X given by µ is (K n ) n -uniformly recurrent if for every ε > 0 there exists n 0 ∈ N and a compact subset M ⊂ X with µ * n * δ x (M ) ≥ 1 − ε for all n ≥ n 0 and x ∈ K n . It is called (K n ) n -uniformly recurrent on average if the above holds with the Cesàro averages 1 n n−1 k=0 µ * k * δ x in place of µ * n * δ x . Remark 4.11. We point out that contrary to the locally uniform situation, for the two versions of this property (with/without average) it is generally not clear whether one implies the other.
We are now going to use Lyapunov functions to establish such recurrence properties for certain slowly growing exhaustions of X by compact sets K n . Recall that the Lyapunov exponent of a function ϕ : N → [1, ∞) is the exponential growth rate λ(ϕ) = lim sup n→∞ 1 n log ϕ(n).
If λ(ϕ) = 0, we say that ϕ has sub-exponential growth. Proposition 4.12. Let ϕ : N → [1, ∞) be a function. Suppose that the random walk induced by a probability measure µ on G admits a Lyapunov function V with contraction factor α < 1 and set K n = V −1 ([0, ϕ(n)]).
(i) If ϕ has Lyapunov exponent λ(ϕ) < log(α −1 ), then the random walk on X given by µ is (K n ) n -uniformly recurrent. The number n 0 in the definition can be chosen independently of ε. (ii) If ϕ has sub-exponential growth, then the random walk on X given by µ is (K n ) n -uniformly recurrent on average.
The proof is a refinement of the methods in [3, 9] .
Proof. Let α, β be the constants associated to V as in the definition of a Lyapunov function and set B = β 1−α . We are going to use the same set M for both parts of the proposition, namely M = V −1 ([0, 2B/ε]), which is compact since V is proper. Then for n ∈ N and x ∈ K n we find, by repeatedly using the contraction property of V ,
Since the exponential growth rate of ϕ is less than log(α −1 ), for some n 0 ∈ N we have α n ϕ(n) ≤ B for all n ≥ n 0 . This proves (i).
In order to prove (ii) we use a similar estimate, but have to ensure that the values µ * k * δ x (M c ) are small for a sufficiently large proportion of 0 ≤ k < n. For x ∈ K n we find, as above,
Using straightforward manipulations, we further see
the right-hand side of which tends to 0 as n → ∞ by sub-exponential growth of ϕ. Hence, with k(n) = εn/4 , we may choose n 0 large enough to ensure the above inequality holds for all k ≥ k(n) for n ≥ n 0 . For such n we conclude, using (4.2), 
which ends the proof of (ii).
Theorem 4.4 can now be strengthened in the following way. Proof. Using (K n ) n -uniform recurrence on average for K n = V −1 ([0, ϕ(n)]) from Proposition 4.12(ii), the proof of Theorem 4.4 goes through with the obvious modifications.
