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STABILITY AND PERTURBATIONS OF THE DOMAIN
FOR THE FIRST EIGENVALUE OF THE 1-LAPLACIAN
EMMANUEL HEBEY AND NICOLAS SAINTIER
Let Ω be a smooth bounded domain in Rn, n ≥ 2. The 1-Laplacian on Ω is the
formal operator
∆1u = −div
(
∇u
|∇u|
)
we get by a formal derivation of F (u) =
∫
Ω |∇u|dx, or by letting p → 1 in the
definition of the p-Laplacian, p > 1. By analogy with the definition of the first
eigenvalue λp,Ω of the p-Laplacian on Ω, we define the first eigenvalue λ1,Ω of the
1-laplacian on Ω by the minimization problem
λ1,Ω = inf

u ∈ H˙11 (Ω)∫
Ω
|u|dx = 1
∫
Ω
|∇u|dx , (0.1)
where H˙11 (Ω) is the closure of C
∞
0 (Ω) in the Sobolev space H
1
1 (Ω) of functions
in L1(Ω) with one derivative in L1. By geometric measure theory, and the coarea
formula, we also have that λ1,Ω = h(Ω), where h(Ω) is defined as the infimum of the
ratio |∂D|/|D|, D varies over all smooth subdomains D ⊂⊂ Ω, and |∂D| and |D|
are the (n− 1)-dimensional and n-dimensional measures of ∂D and D. The result
is known as Cheeger’s theorem [5], and h(Ω) is known as the Cheeger constant of
Ω (see for instance Chavel [4]). Note the infimum in h(Ω) is not attained by a
smooth subdomain D ⊂⊂ Ω since, if not, we may blow it up by a factor larger
than one. This would decrease h, contradicting the optimality of D. Minimizers
for h(Ω) touch the boundary ∂Ω.
The main purpose of this paper is the study of the dependence of λ1,Ω under
perturbations of Ω. The notion of perturbation is here quantified by mean of the 1-
capacity. We provide results ranging from general type of perturbations to regular
perturbations by diffeomorphisms. This type of problem has been widely studied
in the case of the Laplacian, hardly in the case of the p-Laplacian and, as far as
we know, has not been studied before in the case of the 1-laplacian. A natural
space to study λ1,Ω is BV (Ω), the space of functions of bounded variations (see,
for instance, Evans and Gariepi [9], or Giusti [12]). By standard properties of the
space BV (Ω), we can also define λ1,Ω by the equation
λ1,Ω = inf

u ∈ BV (Ω)∫
Ω |u|dx = 1
(∫
Ω
|∇u|dx+
∫
∂Ω
|u|dσ
)
. (0.2)
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Note here that if u ∈ BV (Ω), and u is the extension of u by 0 in Rn\Ω, then
u ∈ BV (Rn) and ∫
Rn
|∇u|dx =
∫
Ω
|∇u|dx+
∫
∂Ω
|u|dσ (0.3)
By lower semicontinuity of the total variation, and compactness of the embedding
BV (Ω) ⊂ L1(Ω), it easily follows from (0.3) that the infimum in (0.2) is attained
by some nonnegative u ∈ BV (Ω). Then u is a solution of the equation ∆1u = λ1,Ω
in the sense that there exists Λ ∈ L∞(Ω,Rn), ‖Λ‖∞ ≤ 1, such that

−divΛ = λ1,Ω , u ≥ 0 ,
Λ∇u = |∇u| in Ω , and
(Λν)u = −|u| on ∂Ω ,
(0.4)
where ν is the unit outer normal to ∂Ω, and Λ∇u is the distribution defined by
integrating by parts
∫
Ω(Λ∇u)vdx when v ∈ C
∞
0 (Ω) and divΛ makes sense. More-
over, see for instance Demengel [6], u ∈ L∞(Ω) and, since ‖u‖1 = 1, there exists
C = C(n,Ω), C > 0, such that ‖u‖∞ ≤ C. We say u is an eigenfunction for λ1,Ω.
Now define a Cacciopoli set in Ω as a set D ⊂ Ω such that χD ∈ BV (Ω), where
χD is the characteristic function of D. Since λ1,Ω = h(Ω), there are Caccioppoli
sets D ⊂ Ω, e.g the level sets of eigenfunctions, such that u = |D|−1χD is a min-
imizer for the right hand side in (0.2). Such sets are referred to as eigensets for
λ1,Ω (and sometimes also as Cheeger’s sets). A general discussion about uniqueness
and nonuniqueness of eigensets is in Fridman and Kawohl [10]. We refer also to
Stredulinsky and Ziemer [18] (and to Belloni and Kawohl [3] for the p-Laplace case).
Concerning regularity, possible references are Almgren [1], De Giorgi [8], Gonzales,
Massari and Tamanini [13], and Stredulinsky and Ziemer [18]. By symmetrization,
see Fridman and Kawohl [10] for details,
λ1,Ω ≥ nω
1/n
n |Ω|
−1/n ,
where ωn is the volume of the unit n-sphere.
Let K be a compact subset of Rn. The 1-capacity of K, denoted by cap1(K),
is defined as the infimum of the L1-norm of |∇u|, where the infimum is taken
over all u ∈ C∞0 (R
n) such that K ⊂ int {u ≥ 1}. Another possible definition (see,
for instance, Maz’ja [16]) is that cap1(K) = inf |∂ω|, where the infimum is taken
over all smooth open bounded subset ω such that K ⊂ ω. In particular, by the
isoperimetric inequality, |K|(n−1)/n ≤ Ccap1(K), where C > 0 does not depend on
K (but only on the dimension). For A and B two subsets of Rn, we denote by A∆B
the symmetric difference of A and B. Namely, A∆B = (A\B) ∪ (B\A). Our first
result deals with general type of perturbations of a domain. It states as follows.
Theorem 0.1. Let Ω be a smooth bounded domain in Rn, (Ωδ)δ>0 be a sequence
of smooth bounded domains in Rn, and Kδ = adh(Ω∆Ωδ) be the closure of the
symmetric difference Ω∆Ωδ. Let (Aδ) be a sequence of eigensets for the λ1,Ωδ ’s.
Assume cap1(Kδ)→ 0 as δ → 0. Then, for any δ,
|λ1,Ωδ − λ1,Ω| =
εδ
|Aδ|
cap1(Kδ) + o (cap1(Kδ)) , (0.5)
where εδ ∈ [0, 1] for all δ, and |Aδ| ≥ Λ for some Λ > 0 and all δ. In particular,
λ1,Ωδ → λ1,Ω as δ → 0. Moreover, up to a subsequence, χAδ → χA in L
1(Rn) as
δ → 0, where A is an eigenset for λ1,Ω.
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We stated the second part of Theorem 0.1 for characteristic functions of eigensets.
However, note the convergence holds also for eigenfunctions. In Section 1 we prove
that if the uδ’s are eigenfunctions for λ1,Ωδ , then, up to a subsequence, with the
notation in (0.3), uδ → u in L1(Rn) as δ → 0, where u is an eigenfunction for λ1,Ω.
We also get that the measures µδ = |∇uδ| and µ = |∇u| satisfy µδ ⇀ µ weakly as
δ → 0.
A particular case of the general perturbations considered in Theorem 0.1 is when
we consider domains with holes. Such domains (in the case of one ball) were con-
sidered by Sango [17] when discussing the first eigenvalue of the p-Laplace operator,
p > 1. For A a Caccioppoli set, we let ∂⋆A be its reduced boundary, namely (see
[9] or [12]) the subset of the boundary which is C1 in a measure theoretic sense.
For x ∈ Rn and r > 0, we let also Bx(r) be the n-dimensional ball of center x and
radius r, and bn be the volume of the unit n-dimensional ball.
Theorem 0.2. Let Ω ⊂ Rn be a smooth bounded domain in Rn, A be an eigenset
for λ1,Ω, x1, . . . , xk be points in Ω, (εi,δ)δ>0, i = 1, . . . , k, be k sequences of positive
real numbers converging to 0 as δ → 0, Kδ =
⋃k
i=1Bxi(εi,δ), δ > 0 small, and
Ωδ = Ω\Kδ. Assume there exists i0 = 1, . . . , k such that εi,δ = o (εi0,δ) for all
i = 1, . . . , k, i 6= i0. Then, cap1(Kδ) = ωn−1ε
n−1
i0,δ
+ o(εn−1i0,δ ), and
λ1,Ω ≤ λ1,Ωδ ≤ λ1,Ω +
ωn−1
|A|
εn−1i0,δ + o
(
εn−1i0,δ
)
(0.6)
for all δ. Moreover,
λ1,Ωδ ≤ λ1,Ω +


o
(
εn−1i0,δ
)
if xi0 ∈ int(Ω\A)
ωn−1−2bn−1
2|A| ε
n−1
i0,δ
+ o
(
εn−1i0,δ
)
if xi0 ∈ ∂
⋆A ,
(0.7)
where int(Ω\A) is the interior of Ω\A, and ∂⋆A is the reduced boundary of A.
Needless to say, cap1(Kδ)→ 0 as δ → 0 and the convergence of eigensets (resp.
eigenfunctions) stated in Theorem 0.1 holds true. Characterizations in dimension
2 of convex Ω’s for which Ω = A (as a by-product for which Ω\A 6= ∅, and thus
for which equation (0.7) is not empty) are in Bellettini, Caselles and Novaga [2],
and Kawohl and Lachand-Robert [14]. When Ω is convex and n = 2, the eigenset
A = AΩ is unique. The domain Ω is said to be a calibrable set when A = Ω. The
ovoid domain (x2 + y2)2 < x3 is a nice example in Kawohl and Lachand-Robert
[14] of a noncalibrable set. With respect to the notation in Theorem 0.1, (0.7) gives
that we can take εδ = 0 if xi0 ∈ int(Ω\A), and εδ < 1/2 if xi0 ∈ ∂
⋆A. On the
other hand, when xi0 ∈ int(A), the upper bound in (0.6), where εδ = 1, cannot
(in general) be improved. If we let Ω = B0(r) and Kε = B0(ε) be n-dimensional
balls, r > 0, 0 < ε ≪ 1, then both Ω and the annulus Ωε = Ω\Kε are calibrable
sets (see, for instance, Kawohl and Lachand-Robert [14], Demengel, De Vuyst, and
Motron [7]). In particular, the eigenvalues λ1,Ω and λ1,Ωε are given by λ1,Ω = n/r
and λ1,Ωε = n(r
n−1 + εn−1)/(rn − εn), and we get that
λ1,Ωε = λ1,Ω +
ωn−1
|A|
εn−1 + o
(
εn−1
)
for all ε, where A = Ω is the eigenset of λ1,Ω. Without further assumptions, the
upper bound in (0.6) is sharp.
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We now consider the case of a regular perturbation of Ω by diffeomorphisms.
We prove the differentiability at 0 of the map δ → λ1,Ωδ and the convergence of
the eigenfunctions without assumptions on the capacity of Kδ. In the case of the
p-Laplacian, p > 1, such type of problems have been considered by Lamberti [15]
and Garcia Melian and Sabina De Lis [11]. For Ω a smooth bounded open subset
of Rn, we let (Tδ)δ be a family of C
1-diffeomorphisms of the form
Tδ(x) = (1− δΛ)x+R(x, δ) , (0.8)
where x ∈ Ω, Λ ∈ R, δ ∈ (−δ0, δ0), δ0 > 0 is small, and R(., δ) ∈ C1(Ω,Rn) is
a perturbative term such that R(x, δ) = o(δ) and DxR(x, δ) = o(δ) as δ → 0,
uniformly in x. In particular, R(x, 0) = 0, and if Ωδ = Tδ(Ω), then Ω0 = Ω.
Theorem 0.3. Let Ω be a smooth bounded open subset of Rn, and Ωδ = Tδ(Ω),
where the Tδ’s are C
1-diffeomorphisms like in (0.8). The function δ → λ1,Ωδ is
continuous and differentiable at δ = 0, and (λ1,Ωδ )
′
(0) = Λλ1,Ω, where Λ is as in
(0.8).
In these examples of Theorem 0.3, the 1-capacity of Kδ = adh(Ω∆Ωδ) can be
large. For instance, if Ω = B0(r) and Tδ = (1 − δΛ)x, Λ 6= 0, then Kδ is an
annulus with inner (or outer, depending on the sign of Λ) radius r. In particular,
cap1(Kδ) = ωn−1r
n−1 + o(1), and cap1(Kδ) 6→ 0 as δ → 0. In other cases, the
1-capacity of Kδ may tend to zero, and we are back to the situation studied in
Theorem 0.1. For instance, if Tδ(x) =
(
1 + δαR(1δx)
)
x, α > 2, R ∈ C10 (R
n),
and 0 ∈ ∂Ω, then Kδ ⊂ B0(r0δ) for some r0 > 0, and cap1(Kδ) → 0 as δ → 0.
Combining Theorems 0.1 and 0.3, Λ = 0 if cap1(Kδ) = o(δ). The following sections
are devoted to the proofs of the above theorems.
1. proof of theorem 0.1
Let Aδ be an eigenset of λ1,Ωδ , δ > 0 fixed. Let also ωδ be a smooth bounded
open subset such that Kδ ⊂ ωδ and
cap1(Kδ) ≤ |∂ωδ| ≤ cap1(Kδ) + εδ , (1.1)
where εδ > 0 is such that εδ = o (cap1(Kδ)). We define vδ by vδ = χAδ in R
n\ωδ,
and vδ = 0 in ωδ. Then suppvδ ⊂ Ω, where suppvδ is the support of vδ. Since
vδ ≤ 1, we can write that∫
Rn
|∇vδ|dx ≤
∫
Rn
|∇χAδ |dx+ |∂ωδ|
= |Aδ|λ1,Ωδ + (1 + o(1)) cap1(Kδ) ,
(1.2)
where o(1)→ 0 as δ → 0. We can also write that∫
Ω
vδdx = |Aδ| −
∫
ωδ
χAδdx
= |Aδ|+O (|ωδ|) .
(1.3)
By the isoperimetric inequality, and by (1.1), |ωδ| ≤ C|∂ωδ|
n
n−1 = o (cap1(Kδ)),
where C > 0 is a dimensional constant independent of δ. Coming back to (1.3), it
follows that ∫
Ω
vδdx = |Aδ|+ o (cap1(Kδ)) (1.4)
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and by the variational definition of λ1,Ω, (1.2), and (1.4), we get that
λ1,Ω ≤ λ1,Ωδ +
1
|Aδ|
cap1(Kδ) + o (cap1(Kδ)) (1.5)
for all δ > 0. Similar arguments give that the converse inequality holds also. We let
A be an eigenset for λ1,Ω, and let wδ be the function given by wδ = χA in R
n\ωδ,
and wδ = 0 in ωδ, where ωδ is as in (1.1). Then suppwδ ⊂ Ωδ, and, as above, we
can write ∫
Rn
|∇wδ|dx ≤ |A|λ1,Ω + (1 + o(1)) cap1(Kδ) , and∫
Ωδ
wδdx = |A|+ o (cap1(Kδ)) .
(1.6)
In particular, it follows from the variational definition of λ1,Ωδ that
λ1,Ωδ ≤ λ1,Ω +
1
|A|
cap1(Kδ) + o (cap1(Kδ)) (1.7)
for all δ > 0. Without loss of generality, by the lower semicontinuity of the total
variation, we may choose A = A0 in (1.7) such that it is of maximum volume among
the eigensets for λ1,Ω.
In what follows we let uδ ∈ BV (Ωδ) be an eigenfunction for λ1,Ωδ , like for
instance uδ = |Aδ|−1χAδ , and we assume that cap1(Kδ) → 0 as δ → 0. Then, by
(1.5) and (1.7), λ1,Ωδ → λ1,Ω as δ → 0. Note here that |Aδ| ≥ C for some C > 0
(thanks for instance to the Sobolev inequality in BV (Rn) that we apply to the
extensions by zero outside Ωδ of the functions |Aδ|−1χAδ). In what follows we let
D be a smooth bounded open subset of Rn such that Ω ⊂ D, and Ωδ ⊂ D for all
δ. We let uδ be the extension of uδ by zero outside Ωδ. By (1.7), the sequence
(uδ) is bounded in BV (D). Then, by compactness of the embedding of BV (D)
into L1(D), we may assume that, up to a subsequence, uδ → u in L1(D) for some
u ∈ BV (D). By the Sobolev inequality for BV -functions, we also have that the
uδ’s are bounded in the Lebesgue’s space L
n/(n−1)(D). On the one hand, we have
that ∫
D\Ω
|uδ|dx ≤ ‖uδ‖Ln/(n−1) |Ωδ\Ω|
1/n
≤ C|Ωδ\Ω|
1/n .
On the other hand, we can write with the isoperimetric inequality that
|Ωδ\Ω| ≤ |Kδ| ≤ Ccap1(Kδ)
n
n−1 = o (cap1(Kδ)) ,
where, as above, C > 0 is independent of δ. In particular,
∫
D\Ω
|uδ|dx = o(1). We
regard u as a function in Rn (by letting u = 0 outside D), and let u = u|Ω be the
restriction of u to Ω. Then, according to what we just said, u = u in Ω, and u = 0
in Rn\Ω. As is easily checked,
∫
Ω
|u|dx = 1, while by lower semicontinuity of the
total variation, and since λ1,Ωδ → λ1,Ω, we can write that
λ1,Ω =
∫
Rn
|∇uδ|dx+ o(1) ≥
∫
Rn
|∇u|dx+ o(1) .
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In particular, u is an eigenfunction for λ1,Ω, and
lim
δ→0
∫
Rn
|∇uδ|dx =
∫
Rn
|∇u|dx . (1.8)
Letting uδ = |Aδ|−1χAδ , we may assume |Aδ| → Λ for some Λ > 0, and uδ → u a.e.
Since
∫
Ω |u|dx = 1, we can write that u = |A|
−1χA for some A ⊂ Ω. In particular,
A is an eigenset for λ1,Ω, and |Aδ| → |A| so that, by (1.5) and (1.7),
λ1,Ωδ = λ1,Ω +
εδ
|Aδ|
cap1(Kδ) + o (cap1(Kδ)) ,
where εδ ∈ [−1, 1] (since |A| ≥ |A0|). This is equation (0.5) in Theorem 0.1, and
the equation holds for all δ by contradiction. Noting that the convergence uδ → u
in L1 gives that χAδ → χA in L
1, Theorem 0.1 is proved.
For the remark following Theorem 0.1, there is still to prove that if µδ = |∇uδ|
and µ = |∇u|, then µδ ⇀ µ weakly as δ → 0. By lower semicontinuity of the
total variation, µ(U) ≤ lim infδ→0 µδ(U) for all open subset U of Rn. Conversely,
let us assume that there exists a compact subset K of Rn, and ε > 0 such that
µ(K) + ε ≤ µδ(K) for a subsequence of the µδ’s. Let Ω′ be an open subset of Rn
which contain Ω, K, and the Ωδ’s. Up to passing to another subsequence, by lower
semicontinuity of the total variation, we can assume that µ(Ω′\K) ≤ µδ(Ω′\K)+ε′
for all δ, where ε′ < ε is positive. Then, if εˆ = ε− ε′, we can write that
µ(Rn) = µ(Ω′) = µ(K) + µ(Ω′\K)
≤ µδ(K)− ε+ µδ(Ω
′\K) + ε′
= µδ(Ω
′)− εˆ = µδ(R
n)− εˆ
for all δ, and we get a contradiction with (1.8) since εˆ > 0. As a consequence,
for any compact subset K of Rn, µ(K) ≥ lim supδ→0 µδ(K) and, see for instance
Evans-Gariepy [9], we actually proved that the measures µδ converge weakly to the
measure µ.
2. Proof of Theorem 0.2
We now turn our attention to the proof of theorem 0.2. As is easily checked from
the definition of the 1-capacity, the fact that the 1-capacity is an outer measure,
and the isoperimetric inequality in Euclidean space,
cap1(Kδ) = ωn−1ε
n−1
i0,δ
+ o
(
εn−1i0,δ
)
. (2.1)
From independent considerations, we clearly have that H˙11 (Ωδ) ⊂ H˙
1
1 (Ω). Hence,
λ1,Ω ≤ λ1,Ωδ . On the other hand, by the proof of Theorem 0.1, see (1.7), and by
(2.1), we also have that
λ1,Ωδ ≤ λ1,Ω +
1
|A|
cap1(Kδ) + o (cap1(Kδ))
= λ1,Ω +
ωn−1
|A|
εn−1i0,δ + o
(
εn−1i0,δ
)
.
This proves (0.6). It remains to prove (0.7). For this, we need to be more careful
than in the proof of Theorem 0.1. We let A be an eigenset for λ1,Ω, and let ωδ be
the union from i = 1 to k of balls Bxi(ε˜i,δ), δ > 0 small, where εi,δ < ε˜i,δ, and
ε˜i,δ = (1 + o(1)) εi,δ for all i and δ. For u = χA, we let also u
+
δ be the trace of u
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when u is restricted to Rn\ωδ, and u
−
δ be the trace of u when u is restricted to ωδ.
Then, |A|λ1,Ω =
∫
Rn
|∇u|dx, and∫
Rn
|∇u|dx =
∫
Rn\ωδ
|∇u|dx+
∫
ωδ
|∇u|dx+
∫
∂ωδ
|u+δ − u
−
δ |dσ . (2.2)
In particular, if we let wδ be given by wδ = u in R
n\ωδ, and wδ = 0 in ωδ, we get
with (2.2) that∫
Rn
|∇wδ|dx =
∫
Rn\ωδ
|∇u|dx+
∫
∂ωδ
u+δ dσ
≤ |A|λ1,Ω −
∫
ωδ
|∇u|dx+
∫
∂ωδ
u−δ dσ
≤ |A|λ1,Ω −
∫
Bδ
|∇u|dx+
∫
∂Bδ
u−δ dσ + o
(
εn−1i0,δ
)
,
(2.3)
where Bδ = Bxi0 (ε˜i0,δ). We also have that∫
∂Bδ
u−δ dσ = |∂Bδ| −
∫
∂Bδ
(1− u−δ )dσ , and∫
Bδ
|∇u|dx+
∫
∂Bδ
(1− u−δ )dσ =
∫
Rn
|∇v|dx ,
(2.4)
where v is the function v = χAc in Bδ, v = 0 in R
n\Bδ, and Ac = Rn\A. If
we assume that xi0 ∈ int(Ω\A), then u
−
δ = 0 on ∂Bδ, and it follows from the
second equation in (1.6) of Section 1, from (2.1) and (2.3), and from the variational
definition of λ1,Ωδ , that the first equation in (0.7) is true. Now we assume that
xi0 ∈ ∂
⋆A. Then, the second equation in (1.6) of Section 1, (2.1) , (2.3)–(2.4), and
the variational definition of λ1,Ωδ give that
λ1,Ωδ ≤ λ1,Ω +
1
|A|
(
ωn−1ε
n−1
i0,δ
−
∫
Rn
|∇v|dx
)
+ o
(
εn−1i0,δ
)
(2.5)
for all δ. Let Tδ be the diffeomorphism given by Tδ(x) = xi0 + ε˜
−1
i0,δ
(x−xi0 ). Then,
by the change of variables formula for the total variation, see Giusti [12] or equation
(3.1) below, we can write that∫
Rn
|∇v|dx = ε˜n−1i0,δ
∫
Rn
|∇(v ◦ T−1δ )|dx . (2.6)
Let Aδ be the set consisting of the x such that T
−1
δ (x) ∈ A
c. Then v◦T−1δ = χAδ in
B, and v ◦ T−1δ = 0 in R
n\B, where B = Bxi0 (1). Since ∂
⋆Ac = ∂⋆A, xi0 ∈ ∂
⋆Ac.
By the blow-up property of the reduced boundary (see, for instance, Evans-Gariepy
[9]), we can write that
χAδ → χH−(xi0) in L
1
loc(R
n) (2.7)
as δ → 0, whereH−(xi0 ) consists of the y ∈ R
n such that νAc(xi0 ).(y−xi0 ) ≤ 0, and
where νAc(xi0 ) is the generalized exterior normal to A
c at xi0 . By (2.7), v◦T
−1
δ → vˆ
in L1(Rn), where vˆ = χH−(xi0) in B, and vˆ = 0 in R
n\B. By lower semicontinuity
of the total variation, it follows that∫
Rn
|∇(v ◦ T−1δ )|dx ≥
∫
Rn
|∇vˆ|dx + o(1) , (2.8)
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while we easily check that ∫
Rn
|∇vˆ|dx =
1
2
ωn−1 + bn−1 , (2.9)
where bn is the volume of the unit ball in R
n. Combining (2.5)–(2.9), we get that
the second equation in (0.7) is also true. This ends the proof of Theorem 0.2.
The proof of Theorem 0.2, and hence the theorem itself, easily extend to other,
more general, types of holes. For instance, when we do not assume anymore that
only one of the εi,δ is leading, or when we substract Ki,δ ⊂ Bxi(εi,δ) instead of the
whole ball. Only slight modifications in the proof, that we leave to the reader, are
required to get such extensions.
3. proof of theorem 0.3
By the change of variables formula for the total variation (see Giusti [12]), if
T is a C1-diffeomorphism from Rn to Rn, Ω is a smooth open subset of Rn, and
u ∈ BV (Ω), then ∫
Ω⋆
|∇u⋆|dx =
∫
Ω
|(DT )−1νu||DT ||∇u|dx , (3.1)
where Ω⋆ = T (Ω), u⋆ = u ◦ T−1, νu is the Radon-Nikodym derivative of ∇u with
respect to |∇u|, and |DT | is the absolute value of the determinant of DT . By (3.1)
with T = Tδ, noting that |νu| = 1 for |∇u|-almost all x, by the variational definition
of λ1,Ωδ , and by (0.8), we easily get that lim supδ→0 λ1,Ωδ ≤ λ1,Ω. Conversely, we
let uδ be a nonnegative eigenfunction for λ1,Ωδ , and we define the function vδ by
vδ = uδ ◦ Tδ. By (0.8), (3.1), and what we just said, the sequence (vδ) is bounded
in BV (Rn), with the additional properties that∫
Rn
|∇vδ|dx ≤ (1 + o(1))λ1,Ωδ , and∫
Ω
vδdx = (1 + o(1))
∫
Ωδ
uδdx = 1 + o(1) ,
(3.2)
where o(1)→ 0 as δ → 0. As above, we adopt the notation vδ for the extension of
vδ by zero outside Ω. Let D be a bounded domain in R
n which contain both Ω and
the Ωδ’s. By compactness of the embedding of BV (D) into L
1(D), we may assume
that, up to a subsequence, vδ → v in L1(D) and almost everywhere as δ → 0. Let
u be the restriction of v to Ω. Then u ≥ 0 and, by the second equation in (3.2),∫
Ω
udx = 1. Moreover, by the first equation in (3.2), and by lower semicontinuity
of the total variation,
λ1,Ω ≤
∫
Rn
|∇u|dx
≤
∫
D
|∇v|dx ≤ lim inf
δ→0
λ1,Ωδ ,
where u stands for the extension of u by zero outside Ω. In particular, λ1,Ωδ → λ1,Ω
as δ → 0, and the function δ → λ1,Ωδ is continuous at δ = 0. This proves the first
assertion in Theorem 0.3.
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As a consequence of the above developments,∫
Rn
|∇vδ|dx→
∫
Rn
|∇u|dx
as δ → 0, and u is an eigenfunction for λ1,Ω. In particular, like in Section 1,
µδ ⇀ µ weakly, where µδ = |∇vδ| and µ = |∇u|. In what follows we let Aδ be
an eigenset for λ1,Ωδ and let uδ = |Aδ|
−1χAδ . Then (we refer again to Section 1
for the simple argument involved here), u = |A|−1χA, where A is an eigenset for
λ1,Ω. In particular, |∇vδ|⇀ µ weakly, and µ = |A|−1Hn−1⌊∂⋆A, where ∂⋆A is the
measure theoretic boundary of A (see for instance Evans-Gariepy [9]), and Hn−1 is
the (n− 1)-dimensional Hausdorff measure. Now we prove the second assertion in
Theorem 0.3, namely the differentiability of the eigenvalue λ1,Ωδ at δ = 0 and the
equation (λ1,Ωδ )
′ (0) = Λλ1,Ω. As is easily checked from (0.8), for any x ∈ Ω, and
any X ∈ Rn such that |X | = 1,
|DTδ(x)| = 1− nΛδ + o(δ) , and∣∣(DTδ) (x)−1.X∣∣ = 1 + Λ|X |2δ + o(δ) , (3.3)
where the o(δ)’s are uniform in x and X . By (0.2) and (3.1) with T = Tδ, we can
write that
λ1,Ωδ ≤
∫
Rn
∣∣(DTδ)−1.νu∣∣ |DTδ| |∇u|dx∫
Ω |DTδ|udx
, (3.4)
where u and u are as above. By (3.3),∫
Ω
|DTδ|udx = 1− nΛδ + o(δ) . (3.5)
Since |νu| = 1 a.e w.r.t µ, and Hn−1(∂⋆A\∂⋆A) = 0, we also get with (3.3) that
1
λ1,Ω
∫
Rn
∣∣(DTδ)−1.νu∣∣ |DTδ| |∇u|dx = 1− (n− 1)Λδ + o(δ) . (3.6)
Plugging (3.5) and (3.6) into (3.4), it follows that
λ1,Ωδ − λ1,Ω ≤ Λδλ1,Ω + o(δ) . (3.7)
In order to get the converse inequality, we write, still using (0.2) and (3.1), that
λ1,Ωδ − λ1,Ω ≥
∫
Rn
∣∣(DTδ)−1.νδ∣∣ |DTδ| |∇vδ|dx∫
Ω
|DTδ| vδdx
−
∫
Rn
|∇vδ|dx∫
Ω
vδdx
, (3.8)
where νδ is the Radon-Nikodym derivative of ∇vδ with respect to |∇vδ|. By (3.3),
since |νδ| = 1 for µδ-almost all points,∫
Rn
∣∣(DTδ)−1.νδ∣∣ |DTδ| |∇vδ|dx =
∫
Rn
|∇vδ|dx−(n−1)Λδ
∫
Rn
|∇vδ|dx+o(δ) (3.9)
and ∫
Ω
|DTδ| vδdx =
∫
Ω
vδdx− nΛδ
∫
Ω
vδdx+ o(δ) . (3.10)
Combining (3.8), (3.9), and (3.10), it follows that
λ1,Ωδ − λ1,Ω ≥
∫
Rn
|∇vδ|dx∫
Ω vδdx
Λδ + o(δ) . (3.11)
Since
∫
Ω
vδdx → 1 and
∫
Rn
|∇vδ|dx → λ1,Ω as δ → 0, it follows from (3.7) and
(3.11) that λ1,Ωδ − λ1,Ω = Λδλ1,Ω + o(δ). The equation holds for a subsequence,
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but since the right hand side in the equation does not depend on the subsequence,
it holds true for all δ. In particular, (λ1,Ωδ )
′
(0) = Λλ1,Ω and this ends the proof of
Theorem 0.3.
The proof of the first assertion in Theorem 0.3, and hence the continuity of λ1,Ωδ
at δ = 0, extend to very general Tδ’s. We basically only need that Tδ → Id in the
C1-topology as δ → 0.
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