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Abstract The IceCube Neutrino Observatory is a large
Cherenkov detector instrumenting 1 km3 of Antarctic ice.
The detector can be used to search for signatures of parti-
cle physics beyond the Standard Model. Here, we describe
the search for non-relativistic, magnetic monopoles as rem-
nants of the Grand Unified Theory (GUT) era shortly after
the Big Bang. Depending on the underlying gauge group
these monopoles may catalyze the decay of nucleons via
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c Physics Department, South Dakota School of Mines and Technology,
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e NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA
the Rubakov–Callan effect with a cross section suggested
to be in the range of 10−27 to 10−21 cm2. In IceCube, the
Cherenkov light from nucleon decays along the monopole
trajectory would produce a characteristic hit pattern. This
paper presents the results of an analysis of first data taken
from May 2011 until May 2012 with a dedicated slow-
particle trigger for DeepCore, a subdetector of IceCube. A
second analysis provides better sensitivity for the brightest
non-relativistic monopoles using data taken from May 2009
until May 2010. In both analyses no monopole signal was
observed. For catalysis cross sections of 10−22 (10−24) cm2
the flux of non-relativistic GUT monopoles is constrained up
to a level of 90 ≤ 10−18 (10−17) cm−2 s−1 sr−1 at a 90 %
confidence level, which is three orders of magnitude below
the Parker bound. The limits assume a dominant decay of
the proton into a positron and a neutral pion. These results
123
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improve the current best experimental limits by one to two
orders of magnitude, for a wide range of assumed speeds and
catalysis cross sections.
1 Introduction
Magnetic monopoles are particles carrying a quantized mag-
netic charge and are predicted in various theories. In clas-
sical electrodynamics, their existence would symmetrize
Maxwell’s equations with respect to the sources of the elec-
tromagnetic field. Quantum mechanically, the existence of
magnetic monopoles implies that both electric charge and
the hypothetical magnetic charge, are quantized, given that
the associated electromagnetic fields still satisfy Maxwell’s
equations [1]. The resulting magnetic elementary charge,
called the Dirac charge gD, is
gD = e2α , (1)
where e is the electric elementary charge and α is the fine
structure constant.
In Grand Unified Theories (GUTs) [2] magnetic mono-
poles appear as stable, finite-energy solutions of the field
equations [3,4]. The predicted masses range from 105 to
1017 GeV [5–9] and their magnetic charges are integer multi-
ples of the Dirac charge gD. The lower part of the mass range
up to ∼1013 GeV refers to intermediate mass monopoles
(IMMs) which arise from intermediate stages of symme-
try breaking below the GUT scale. In contrast the super-
heavy monopoles with masses at the GUT scale may have
been created during the phase transition associated with the
spontaneous breakdown of the unified gauge symmetry in
the early universe at ∼ 10−36 s after the Big Bang [10].
The monopole mass and charge depend on the underly-
ing gauge group, the symmetry breaking hierarchy, and the
type and temperature of the phase transition in a particular
GUT.
Since magnetic monopoles are stable, they should still be
present in cosmic rays. The number density today depends on
the existence of an inflationary epoch and on the time of cre-
ation, which could be before, during or after this epoch [11].
Since then, monopoles have been accelerated by large-scale
cosmic magnetic fields. The kinetic-energy gain by passing




B · dl, (2)
where g = n · gD is the magnetic charge. The maximum
kinetic energy of a magnetic monopole due to acceleration
in cosmic magnetic fields is rather uncertain but can reach
∼1014 GeV [9]. Therefore, monopoles with masses at, or
above, this energy scale should be non-relativistic. Based on
the propagation of magnetic monopoles in the Galactic mag-
netic field an upper bound on the monopole flux can be calcu-
lated, assuming the Galactic magnetic field does not decrease
faster than it can be regenerated. This assumption constrains
the monopole flux to be less than 10−15 cm−2 s−1 sr−1,
which is called the Parker Bound [12,13]. Taking into account
the fields during galaxy formation, the limit was extended
by Adams et al. to be less than 10−16 cm−2 s−1 sr−1 for
monopoles with masses below 1017 GeV [14].
Many experiments have searched for relic magnetic
monopoles, but there is no experimental proof for their exis-
tence. The current best limits for magnetic monopoles con-
strain their flux to a level of ∼ 10−16 −10−18 cm−2 s−1 sr−1
depending on the monopole speed and interaction mecha-
nism [15–18]. Consequently, searches for magnetic mono-
poles require very large detectors.
The IceCube Neutrino Observatory currently is the world’s
largest neutrino detector. The primary goal is the detec-
tion of Cherenkov light from electrically charged secondary
particles produced when high-energy astrophysical neutri-
nos interact in the surrounding matter [19]. However, Ice-
Cube can also be used to search for magnetic monopoles.
Depending on their speed monopoles have different sig-
natures in IceCube. Relativistic monopoles with a speed
above the Cherenkov threshold, e.g. β ≈ 0.76 in ice, can
be detected by the Cherenkov light they directly produce
[20]. Non-relativistic monopoles that catalyze the decay of
nucleons in the detector medium can, in contrast, be detected
by the Cherenkov light from electrically charged secondary
particles produced in subsequent nucleon decays along the
monopole trajectory (Sect. 2.2). Therefore, different anal-
ysis strategies are needed in order to cover both detec-
tion channels. This paper presents the results of a search
for non-relativistic magnetic monopoles which would cat-
alyze the proton decays via the Rubakov–Callan effect in
IceCube.
2 Monopole detection with IceCube
2.1 The IceCube detector
The IceCube Neutrino Observatory consists of the in-ice
detector, IceCube, and the surface air shower detector, Ice-
Top. It is located at the geographic South Pole. For the in-ice
detector, 1 km3 of the Antarctic ice, which is used as detec-
tion medium, has been instrumented. The detector consists of
86 strings equipped with 60 digital optical modules (DOMs)
each. The DOM, the sensor of the IceCube detector, consists
of a glass pressure housing enclosing a 25.4 cm diameter
Hamamatsu photomultiplier tube (PMT) with the electronics
needed for signal digitization, and a set of LEDs for calibra-
tion purposes [21,22]. Signals that pass a threshold of about
123
2938 Page 4 of 19 Eur. Phys. J. C (2014) 74:2938
0.25 photo-electrons are digitized and recorded. This process
is called a DOM launch or for simplicity a hit in the follow-
ing. Two hits are labeled as hard local coincidences (also
called HLC pair), if their time difference is less than 1 µs
and the corresponding DOMs are nearest or next-to-nearest
neighbors on the same string. The recorded data is sent to the
surface and a trigger algorithm evaluates the time and posi-
tion of the hits and decides whether they form an event. For
example, for relativistic particles a simple multiplicity trig-
ger requiring eight HLC hits within a time window of 5 µs,
called SMT8, is used. The DOMs are deployed at depths
between 1450 and 2450 m [23]. At depths below 2100 m,
eight inner strings are placed with smaller separations from
each other and thus form a region of denser instrumenta-
tion. Together with seven central standard strings they form
DeepCore, a low-energy subdetector [24]. The construction
of IceCube was completed December 16, 2010 but data taken
during intermediate construction stages were already used
for physics analyses during earlier years. One of the two
presented analyses uses data taken from May 2009 to May
2010, when IceCube was operating in its 59-string config-
uration (IC-59). The other analysis uses the fully installed
detector.
2.2 The Rubakov–Callan effect
Non-relativistic magnetic monopoles would themselves be
too slow to emit Cherenkov light when propagating through
the IceCube detector. However, relativistic charged sec-
ondary particles, produced in monopole interactions with the
surrounding matter, can produce Cherenkov light and thus
can be detected by the IceCube detector.
The energy loss of a magnetic monopole due to ioniza-
tion can be described by a modified Bethe–Bloch formula
[25–27], which is valid for speeds β > 0.1. For lower speeds
in the range from β = 10−3 to 10−2 Ahlen and Kinoshita
introduced a model to calculate the energy loss of magnetic
monopoles [28]. Later, Ritson extended this model for speeds
below β = 10−3 [29]. For magnetic monopoles with e.g.
β = 10−3 the energy loss is of the order of 20 MeV g−1 cm2
[13]. Only electrons above the Cherenkov threshold of
∼ 0.28 MeV kinetic energy emit detectable Cherenkov light.
However, the maximum transferred energy of a monopole
with e.g. β = 10−3 on an atomic electron is typically
Emax  10 eV and no Cherenkov light is produced.
Rubakov [30] and Callan [31] showed that some mono-
poles could catalyze nucleon decays along their trajectories
(Rubakov–Callan effect). This effect depends on the gauge
group of the respective GUT theory [32,33] and on assump-
tions, e.g. on the fermion masses or the relative velocity
between the quarks and the monopole, used in the calculation
[34,35]. Furthermore, this process is not possible for inter-
mediate mass monopoles with masses below ∼1013 GeV [8].
Fig. 1 Illustration of a proton decay into a positron and a neutral pion
catalyzed by a GUT monopole
Therefore, the sensitivity of this analysis is contrained to
heavier monopoles (GUT scale). Figure 1 illustrates the cat-
alyzed decay of a proton by a GUT monopole into a positron
and a neutral pion:
M + p → M + e+ + π0. (3)
For this decay channel almost the full rest mass energy of the
proton is transferred to electromagnetic particles. Because of
the high light yield this channel is used as a benchmark in
the analyses.
The catalysis cross section for nucleon decays σcat
depends not only on the cross section σ0 [36], but also on






for β ≥ β0
σ0
β
· F(β) for β < β0.
(4)





takes into account an addi-
tional angular momentum of the monopole-nucleus-system
and becomes relevant for speeds below the speed threshold
β0. Depending on the sign of γ the catalysis cross section is
enhanced or suppressed. Both parameters γ and β0 depend
on the nucleus [37]. Current estimates for the catalysis cross
sections are of the order of 10−27 cm2 to 10−21 cm2 [38].
The Rubakov–Callan effect results in small electromag-
netic or hadronic cascades from catalyzed nucleon decays
along the monopole trajetory through the detector. This is
illustrated in Fig. 2. Experimentally, the relevant parameter
is the mean free path λcat between two decays. That is
λcat = 1
σcat · n , (5)
where n is the particle density of the medium through which
the monopole propagates.
The energy of each cascade, and therefore the number
of emitted Cherenkov photons, depends on the decay chan-
nel (e.g. Eq. 3). A general quantity is the track length, lγ ,
the distance a relativistic particle carrying a single electric
charge would have to travel in order to emit the same num-
ber of Cherenkov photons as the average number expected
from a proton decay, Nγ [39]. Using this track length per
proton decay, lγ , the monopole’s mean free path λcat can
123
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Fig. 2 Illustration of the signature of a non-relativistic magnetic
monopole (green) catalyzing nucleon decays (red) along its track in
IceCube. The resulting cascades with mean distances λcat are symbol-
ized by orange rays







A monopole with lˆ = 1 will therefore produce the same
number of Cherenkov photons per track length as a single-
electric-charge, relativistic particle without stochastic energy
losses along its track [40]. This implies that lˆ can be used to
express the resulting monopole flux limits without assuming
a specific decay channel (Sect. 6). This ansatz is valid as
long as the monopole’s light emission can be approximated
as being continuous. This condition is satisfied for a mean
free path much smaller than the detector spacing. From an
experimental point of view the speed β and the mean free
path λcat are the characterizing parameters for the detection
of such monopoles.
Searches for slow monopoles based on the Rubakov–
Callan effect have been pioneered with the underground
detectors IMB and Kamiokande-II [41,42] and the under-
water detectors in Lake Baikal [43–45]. A similar search has
also been performed with AMANDA, the predecessor of Ice-
Cube [46].
During the commissioning of the full detector (IC-86) in
May 2011, a dedicated trigger for slow particle signatures
(Slow-Particle Trigger, Sect. 3.1) in DeepCore was imple-
mented. The denser instrumentation of DeepCore allows Ice-
Cube to detect monopoles of low light emission, i.e. with
rather large values of mean distances λcat between induced
catalysis points. In 2009, the deployment of the first Deep-
Core strings was still ahead. Due to the larger spacing and the
lack of an appropriate trigger, IC-59 was blind for large λcat.
For smaller λcat the mentioned drawbacks were balanced by
the larger geometrical area compared to DeepCore.
2.3 Simulation of magnetic monopoles
The signal expectation was determined from Monte Carlo
simulations of magnetic monopoles in IceCube, while the
background expectation was determined from experimental
data itself, with only supplementary simulations.
IceCube simulation includes particle injection and prop-
agation, taking into account appropriate particle interac-
tions, as well as the full detector response to the generated
Cherenkov photons.
The arrival directions of magnetic monopoles are assumed
to be isotropic. The starting points of simulated monopole
tracks are generated randomly on a disc of fixed size. The
distance of the plane is fixed with respect to the DeepCore
detector but its orientation is random. It is assumed that the
magnetic monopoles are not substantially decelerated along
their track and their velocity is constant [47].
The distances between the catalyzed nucleon decays are
simulated as a Poisson process with a mean free path λcat
along the monopole track. Each nucleon decay is simulated
as an electromagnetic cascade with an energy of 940 MeV,
corresponding to the benchmark detection channel (Eq. 3).
The simulation and propagation of the Cherenkov light from
these cascades is done with the software package Photon-
ics [48] using the ice model described in [49] for the IC-59
analysis and an improved version described in [50] for the
IC-86/DeepCore analysis.
Background noise in the DOMs has to be superimposed
on the signal. This noise consists of uncorrelated random
noise, mostly from radioactive decays in the DOMs and cor-
related noise because of after pulses and signals from atmo-
spheric muons. For the IC-59 analysis, the random noise is
simulated as a Poisson process and the atmospheric muons
are simulated using the software package CORSIKA [51]
based on a 5-component model for cosmic rays with the
hadronic interaction model SIBYLL [52] and the Höran-
del flux model [53]. For the simulation of noise in the
IC-86/DeepCore analysis the detector response of simu-
lated monopole signals is superimposed with random and
correlated noise hits from experimental data. These noise
hits were recorded with a fixed rate trigger (FRT) that was
implemented to measure and analyze background noise in
the detector. More details on the FRT data are given in
Sect. 3.2.
Figure 3 shows a simulated monopole event with
β = 10−3 and λcat = 1 cm. Because of the low speed, the
event duration for a monopole is typically a factor of 1000
longer than for muon events and a large number of noise hits
are recorded. However, the monopole also produces a large
amount of Cherenkov light in the detector. Therefore, its sig-
nature can be separated from the randomly distributed noise
hits already by eye.
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Fig. 3 Event display of a simulated monopole with β = 10−3 and
λcat = 1 cm with superimposed background noise. The black line rep-
resents the monopole track. The DOMs are shown as tiny black dots.
The color code illustrates the time scale from red for early times to blue
for later times. The radii of the colored spheres scale with the number
of recorded photo-electrons
3 Search for magnetic monopoles with the slow particle
trigger
The experimental data set was recorded between May 2011
and May 2012 with a dedicated slow particle trigger applied
to DeepCore. In this period the live time of the detector was
351 days, with a total number of approximately 50 million
triggered events.
3.1 The Slow-Particle Trigger
Multiple IceCube triggers are implemented in the software of
the data acquisition system [22]. Most of them are sensitive
to signatures of relativistic particles, e.g. muons, so they have
little sensitivity to non-relativistic magnetic monopoles. Only
for the case of very bright magnetic monopoles the large
amount of light can frequently prompt triggers for relativistic
particles. This case is described in Sect. 4.1.
The Slow-Particle Trigger (SLOP trigger) was first imple-
mented in May 2011 [54]. For the first year, the trigger oper-
ated only on the subdetector DeepCore. Since May 2012, the
trigger has been operating on the full IceCube detector.
The SLOP-Trigger searches for time isolated local coin-















Fig. 4 Illustration of the SLOP trigger. The times and positions are
arbitrary. The x- and y-axis correspond to spatial coordinates and the
color bar corresponds to a time scale. a List of all HLC pairs. For
the trigger algorithm only the position and time of the first hit of each
HLC pair is used. b The two HLC pairs (orange) with a time difference
	t < tproximity are removed. c All combinations of three HLC pairs,
called triplet, with a time difference 	tij ∈ [tmin, tmax] between two
pairs are built. d The cuts on the quality criteria 	d and vrel remove
two more triplets. If the remaining triplets overlap in time and fulfill
n-triplet ≥ nmin-triplet, a trigger is generated and the full detector data
within the time span from the first to the last HLC pair of the triplets is
recorded [54]
decays along the monopole trajetory. These coincidences
have to be consistent with a straight particle track of con-
stant speed.
The SLOP-Trigger is illustrated in Fig. 4. Specific values
for the different trigger parameters are listed in Table 1. It is
based on local coincidences of hits (HLCs, Sect. 2.1). For the
trigger, the position and time, defined by the first hit of the
HLC pair, of all HLC pairs are stored in a list (Fig. 4a). Since
muons pass the detector within ∼ 5 µs they produce several
HLC pairs within a short time. By removing all HLC pairs
with time differences 	t < tproximity from the list, muon hits
are efficiently rejected (Fig. 4b).
The remaining HLC pairs are searched for every combi-
nation of three HLC pairs, the triplets (Fig. 4c). The time
difference between any two HLC pairs within a triplet has
to be in the range [tmin, tmax]. Furthermore only triplets that
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Fig. 5 Illustration of a triplet. All three HLC pairs are defined by the
position (x1, x2, x3) and the time (t1, t2, t3) of the first hit of an HLC
pair. The trigger observables are the distances (	x21,	x32,	x31) and
time differences (	t21,	t32,	t31)
match a track-like signature are kept. Therefore two qual-
ity criteria are required: the contributing HLC pairs have to
be ordered along a line and the time differences have to be
consistent with a constant speed (Fig. 5).
The first can be verified by the parameter 	d = 	x21 +
	x32 −	x31. If 	d = 0 all HLC pairs are located on a line.
The second can be checked by the parameter
vrel =












where vi j = 	xi j	ti j with i, j ∈ {1, 2, 3} corresponds to the
speed between the j th and the i th HLC pair within a triplet.
For a monopole with a constant speed all HLC pairs should be
connected by a constant speed and therefore vrel → 0 should
be valid. All triplets not satisfying these quality criteria are
removed from the set of triplets (Fig. 4d).
Finally, if the number of triplets in the set overlapping
in time, n-triplet, is greater than a minimum number of
triplets nmin-triplet, the trigger is launched. When these
conditions are met, the full detector data from the first to
the last HLC pair in the list of triplets are stored, also
including those DOM signals not contributing to the trigger.
The maximum event duration of the trigger is restricted to
Lmax = 5 ms.
Fig. 6 Event duration distribution of an experimental 2 days data set
(green). The trigger rate is 2.1 Hz. The maximum is at about 750 µs. For
comparison the event duration distributions of the generated background
events (black) is superimposed. The number of entries is normalized to
one
Fig. 7 n-triplet distribution of the experimental test data sample (blue)
in comparison to a distribution of simulated monopoles with β = 10−3
and λcat = 1 cm (green). In addition, an exponential function is fitted
to the tail of the experimental distribution for n-triplet ≥ 15 (red)
3.2 Background study for the SLOP data
To investigate the characteristics of the SLOP events, we use
an experimental data set of ∼ 2 days of live time. This is suf-
ficiently short to exclude a significant signal contamination
given by current flux limits (Sect. 1) and hence the data can
be considered as background.
Figure 6 shows the distribution of event durations of SLOP
triggered events. Typical durations are of the order of mil-
liseconds, whereas the other IceCube triggers have typical
durations of a few microseconds.
Figure 7 compares the n-triplet distribution of the experi-
mental data sample with simulated monopoles of
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Fig. 8 Illustration of the generation of background events by reshuf-
fling experimental data measured by a fixed rate trigger (FRT). FRT
events have a length of 10 ms. They are split into 10 µs snippets. The
snippets are shuffled randomly to build new 10 ms frames. Then the
SLOP trigger algorithm is applied
β = 10−3 and λcat = 1 cm. While the background distri-
bution decreases rapidly for larger n-triplet, the signal dis-
tribution is almost flat. Therefore, the quantity n-triplet dis-
criminates well between signal and background events. The
exponential decrease of the background distribution indicates
a possible Poissonian random process for combinations of
HLC pairs which result in a triplet.
To understand the underlying random processes for the
background events we developed a method to generate a
high statistics sample of background events by reshuffling
experimental events recorded with the FRT. The FRT fires at
fixed time intervals (e.g., every 30 s), and DOM data from the
entire detector are recorded over a time interval of 10 ms. The
resulting events contain all types of random and correlated
backgrounds, and highly unlikely any signal.
The FRT events of 10 ms length were split into snippets
of 10 µs, which were then randomly re-ordered to form new
10 ms events. The newly assembled events are then passed
to the SLOP trigger algorithm (Fig. 8). This way, a total
of 400 s of FRT data were re-shuffled to generate a back-
ground sample of about 25 days of live-time equivalent. The
generated sample closely resembles the experimental SLOP-
triggered events. Figure 6 compares the event duration of the
generated background events to the SLOP-triggered events
in 2 days of experimental data. The method reproduces the
measured event duration distribution reasonably well over
several orders of magnitude. For shorter event duration the
distribution of the generated data sample tends to be below
the distribution of the experimental test data sample. This is
expected because this method cannot correctly model noise
hits that are correlated over time scales larger than the length
of the 10 µs snippets. Below 10 µs the triplets are char-
acterized by the same DOM combinations due to the low
Fig. 9 Comparison of the n-triplet distributions of the experimen-
tal test data set (green) and the generated background events (black).
Triplets caused by HLC pairs fulfilling 	t21 or 	t32 ≤ 50 µs are not
taken into account (cleaned)
statistics of the FRT events. The overall good agreement
indicates that correlated noise is a subdominant effect and
is only relevant for short time scales. We will presume later
that different triplets due to correlated noise are themselves
based on largely independent sets of HLC pulses. Therefore,
for large values of n-triplet the contribution from correlated
noise triplets is added as a random process similar to the
triplets from uncorrelated noise.
Figure 9 compares the n-triplet distributions of experi-
mental data and generated background. Overall both dis-
tributions are similar and show an exponential decay. The
differences can be understood by two effects. The first is
the aforementioned effect that noise correlations over time
scales longer than 10 µs are not taken into account, which
is expected to increase the number of triplets. By remov-
ing triplets which arise from HLC pairs fulfilling the typical
time scale of the correlated noise (	t21 or 	t32 ≤ 50 µs)
the agreement improves. However, overall correlated noise
has only a small effect on these distributions. More impor-
tantly, the FRT data and the SLOP test data do not corre-
spond to the same data taking period. The DOM noise rate
shows slow slight drifts over long periods of time. The chance
probability of producing large n-triplet values depends on
this random noise. This effect is accounted for by the back-
ground fit described in the following section. In conclusion,
the observed background is understood by the noise charac-
teristics of the DOMs.
3.3 Background model for the SLOP data
As a result of the findings in the previous section, the n-
triplet distribution for the background is estimated by fitting
the experimental data with a simple probabilistic model.
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The generic ansatz assumes that the probability to find a
triplet (3 HLC pairs) can be described with a combinatorial
model. For a number of N HLC pairs the maximum number




. If the probabil-
ity p for any three out of N HLC pairs to build a triplet is
approximately constant, then the probability for n triplets out
of nmax possible triplets follows the binomial distribution:





pn (1 − p)nmax−n . (8)
As the HLC pairs themselves arise from random noise, the
probability to observe N HLC pairs is given by a Poissonian:




where μ is the mean expectation for the number of HLC
pairs N in a given time window. The total probability to
observe the number n triplets is given by a sum over all
binomial probabilities B (n | nmax(N ), p) weighted with the
probability to observe N HLC pairs. This results in
P(n |μ, p) = P0
∞∑
N=Nmin(n)
Pμ (N ) · B (n | nmax(N ), p).
(10)
The sum starts with the minimum number of HLC pairs
Nmin(n) which are combinatorially required for n triplets.
This is given by the solution of the equation n = (Nmin3
)
.
Here, Nmin is the greatest integer less than or equal to Nmin.
The parameter P0 is the total normalization of P(n |μ, p).
With this ansatz it is possible to describe the distribution
of n-triplet with only three parameters P0, μ and p. Figure 10
shows the fit of this model to two normalized, experimental
Fig. 10 n-triplet distributions of experimental SLOP data. The blue
distribution corresponds to a ∼ 15 % higher noise rate than the red
one. Both distributions are normalized to one. The solid lines show the
results of the background model fit and the fit parameters μ and p are
shown in the boxes
n-triplet distributions which are based on SLOP data cor-
responding to different noise rates. Since the distributions
are normalized only μ and p have to be fit. The background
model well describes the ntriplet distributions over several
orders of magnitude. Moreover the increase in the noise rate
is reflected in an increase of the value of μ, which depends
on the noise rate. In summary it can be confirmed that the
background events from the SLOP trigger are dominated by
random noise.
3.4 Reconstruction of a monopole track
The analysis searches for monopoles from all directions. Also
the random background is largely isotropic and the event
selection does not depend specifically on the direction of the
monopole. However, an important observable is the speed of
the track, which can be estimated with the line fit [55]. This
algorithm is based on a simple ansatz in which the geome-
try of the Cherenkov cone and the optical properties of the
medium are ignored and the particle is assumed to travel
with a velocity v along a straight line through the detector.
A pseudo-χ2 is constructed with the positions xi and times




|xi − (x0 + v · ti )|2
1 m2
. (11)
HLC pairs which participate in multiple triplets are taken into
account multiple times. This χ2 can be minimized analyti-
cally with respect to the speed v and vertex x0. Note that χ2 is
arbitrarily normalized and cannot be interpreted statistically
in terms of goodness of fit. The following analysis uses only
the estimated speed |v|.
In Fig. 11 the distributions of the reconstructed speeds
are shown. The reconstructed speeds are a reasonable esti-
mate of the true speed, in particular for faint monopoles (see
λcat = 1 m). For brighter monopoles (see λcat = 1 cm), the
reconstructed speeds slightly underestimate the true speed.
This reconstruction algorithm is simple, robust, and fast,
while still yielding a sufficient accuracy. It also allows us
to approximate the monopole direction by the direction of
v. The mean difference between the true and reconstructed
direction varies between ∼ 11◦ and ∼ 20◦ depending on the
monopole speed and the mean free path λcat.
3.5 Event selection and background reduction
For this first IceCube analysis of SLOP data a robust approach
based on n-triplet as the single final selection criterion and the
determination of the expected background from experimental
data was chosen.
Figure 12 shows the probability density distributions of
n-triplet for events with a reconstructed speed of at least
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Fig. 11 Distribution of the reconstructed speeds for two different sim-
ulated monopole speeds. At the top the distributions for monopoles
with λcat = 1 m and at the bottom for monopoles with λcat = 1 cm are
shown. For comparison, reconstructed experimental data corresponding
to a live time of 8 h are plotted. The three dotted black lines show the
true speeds and the speed of light. All distributions are normalized to
one
10−3 m/ns (top) and with a reconstructed speed less than
10−3 m/ns (bottom). While the signal expectation extends
to very high n-triplet, the distributions of the experimental
data decrease rapidly. The final cuts on n-triplet were opti-
mized for maximum sensitivity based on the Model Rejec-
tion Factor [56]. The optimization resulted in the follow-
ing criteria/cuts: n-triplet ≥ 60 for a reconstructed speed
v < 10−3 m/ns and n-triplet ≥ 26 for v ≥ 10−3 m/ns.
These selection cuts were defined before unblinding the
full experimental data. Here, an iterative two step procedure
was chosen. First, 10 % experimental data was unblinded
with the selection determined by the aforementioned exper-
imental 2 days data sample. After no signal or unexpected
background was observed the same procedure was applied
to the full experimental data.
Fig. 12 Probability density distributions of n-triplet for events with
larger reconstructed speed (top) and for events with smaller recon-
structed speed (bottom). In black the distributions of 1 year experimental
data are shown. The signal distributions are shown with decreasing λcat
in blue, red, and green. The final cuts on n-triplet are shown by the
dashed black line
Figure 13 shows the resulting n-triplet-speed distribution
for the full year of experimental data. After the final selec-
tion only one experimental event with n-triplet = 34 and
v = 1.15 × 10−3 m/ns remains, but not well separated from
the background. Closer inspection revealed no evidence for
an obvious track-like signature, in particular most triplets
would not have survived tighter causality requirements. As
this observation is consistent with the expected number of
about three background events (see below), we do not con-
sider this result as positive detection.
3.6 Results
With no observed monopole signal we have derived an upper
limit on the flux of non-relativistic magnetic monopoles
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Fig. 13 n-triplet-speed distribution of 1 year of experimental data. The
final cuts on n-triplet are shown by the dashed red lines. The boundary
between the two speed regions is shown by the dashed black line
(Sect. 6). For this, the background model is fit to the n-triplet
distributions for both speed ranges (Fig. 14). It is found that
the background model (Sect. 3.3) well describes the n-triplet
distribution over several orders of magnitude.
Based on the fit results, the expected number of back-







P(n |μfast/slow, pfast/slow) dn. (12)
The total expected number of background events is defined
by the sum of the expectation of both speed regions nb =
nfastb + nslowb . By varying the fit parameters within their fit-
ted uncertainty a pseudo-experiment with different expected
numbers of background events can be performed. Figure 15
shows the resulting probability density distribution of the
total expected number of background events. The median
expected number of background events is nmedianb = 3.2+1.8−1.1.
Here, the statistical uncertainty is approximated by the differ-
ence between the median and the quantiles Q0.16 and Q0.84.
4 Search for very bright magnetic monopoles
with the IC-59 array
The search for magnetic monopoles presented in this section
uses data taken during the season 2009–2010 when IceCube
was running in its 59-string configuration. This analysis used
the data taken with the standard IceCube triggers. The stan-
dard trigger that is used for highly energetic relativistic par-
ticles is a simple multiplicity trigger (SMT), which requires
at least eight HLC hits within a sliding time window of 5 µs
Fig. 14 n-triplet distributions for events with larger reconstructed
speed (top) and for events with a smaller reconstructed speed (bottom).
The black data points show the distributions of the full experimental
data. The expected signal is shown with decreasing λcat in blue, red and
green. The fitted functions P(n |μ, p) are shown in purple and the final
selections on n-triplet as dashed black lines
(SMT-8). Other triggers are optimized for relativistic parti-
cles with lower energies. Data are recorded over at least the
time interval over which the trigger condition of any of the
triggers is fulfilled. For HLC hits, the full PMT waveforms
are digitized and recorded [22]. Not all triggered events were
transmitted to the Northern hemisphere by satellite. Events of
various categories (e.g. track-like, cascade-like, very bright
events, etc.) have been selected by various online filters at
the South Pole [57,58]. Although the filters are optimized
for relativistic particles, they may accept bright monopole
events if a sufficient number of DOMs are hit. This analy-
sis uses the cascade and high-energy filters, which have the
best acceptance for non-relativistic monopoles. The total live
time of this data set is 311.25 days, with an average rate of
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Fig. 15 Probability density distribution of the expected number of
background events. The median is shown by the dashed red line. The
quantiles Q0.16 and Q0.84 are shown by the dash-dotted red line
selected events of 85.5 Hz. The efficiency of this filter selec-
tion with respect to the multiplicity trigger is above 75 % for
monopoles of β = 10−3 and λcat = 1 mm.
4.1 Selection of very bright magnetic monopoles
Slow monopoles with a catalysis cross section σcat much
larger than 10−23 cm2 appear as very bright tracks. Simula-
tions of the detector response to such tracks show that the
multiplicity condition is fulfilled over most of the monopole
crossing time, or that successive triggers occur close enough
in time for the recording intervals to overlap. So, a large frac-
tion of a monopole’s catalysis signature would be captured
in a single event, if σcat is sufficiently high. For σcat < 10−23
cm2 monopoles still yield multiple triggers, but the triggers
occur less frequently, so that the signature is often split up into
several subevents. The smaller the cross section, the more the
monopole event splits up and the larger are the gaps between
the subevents. Eventually, the signal becomes indistinguish-
able from the background. Therefore, this analysis focuses
on catalysis cross sections above 10−23 cm2. For monopoles
with such high σcat, the IC-59 analysis achieves a better sensi-
tivity than the analysis using the SLOP trigger. This is simply
because the IC-59 array had a much larger detection volume
than the DeepCore array available to the previously described
analysis. Future monopole searches will use data taken after
2012, when the SLOP trigger was operating on the full IC-86
array. These analyses will take advantage of both the large
detection volume of the full IC-86 array and the high effi-
ciency of the SLOP trigger.
4.2 IC-59 background reduction
The high-energy and cascade filters provide a data sample
with about 109 events. The vast majority of these events are
down-going atmospheric muons. This background is reduced
using a set of straight cuts in a first step. These cuts are based
on the time and location of the detected Cherenkov photons.
Contrary to the IC-86/DeepCore analysis, whose cut param-
eters where defined using the time and location of DOM
launches or HLC pairs, this analysis uses a feature extrac-
tion algorithm on the PMT waveforms, which reconstructs
the constituent PMT pulses caused by individual photo elec-
trons. In a second step a Multivariate Analysis is adopted to
reduce the background further.
The variables used for background reduction are:
1. The event duration 	t defined as the time difference
between the last and first pulse registered by a DOM
in an event.
2. The reconstructed speed v from the line fit.
3. The number of clusters (Nclusters), which is defined by
the reconstructed pulses on all DOMs sorted into groups
of pulses which occur close in space and time. Each such
group is called a cluster and the total number of these
clusters in an event is used as a cut variable. Bright sig-
nal tracks tend to have a higher number of clusters than
atmospheric muon background events.
4. The total number of photo-electrons collected in the
whole detector divided by the event duration, Qtot/	t.
5. Median of the distance between clusters along the recon-
structed track.
6. The center of gravity (COG) of the event, defined as the
average spatial coordinates of all hits.
Straight cuts are applied to variables 1–5, chosen to sub-
stantially reduce the background while keeping the signal
efficiency reasonably high (Table 2). The cut on variable 6
removes events that only traverse a corner of the detector.
After applying those cuts, a Multivariate Analysis is per-
formed on the remaining data to define a final selection cri-
terion. In addition to variables 3, 4, and 5 this Multivariate
Analysis considers the following variables:
7. Mean distance of the hit DOMs to the center of gravity
(COG) of the event divided by the event duration.
8. Number of clusters divided by the event duration.
9. Number of simple multiplicity triggers divided by the
number of strings with hit DOMs
4.3 Signal expectations
Data are divided into two sets according to the monopole
track brightness (i.e. the catalysis cross section). The cross
section values for which we optimized the analysis and
derive flux limits are σcat = 1.7 · 10−22 cm2 and σcat =
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Table 2 Signal efficiencies, data reduction factors and data rates before
and after each cut for both σcat( λcat). For σcat = 1.7 · 10−22 cm2 the
corresponding applied cuts are “Cut 1 to Cut 6” which are described in
subsection 4.2. For σcat = 1.7 · 10−23 cm2 the applied cuts are: Cut 1,
Cut 2 and Cut 6
Before the cut Cut 1 Cut 2 Cut 3 Cut 4 Cut 5 Cut 6
σcat = 1.7 · 10−22 cm2, λcat = 1 mm
β = 10−2 57 % 43.5 % 42.3 % 41.9 % 41.9 % 41.8 % 33.6 %
β = 10−3 75.4 % 45.3 % 41.1 % 41 % 41 % 39.8 % 34.3 %
Experiment: reduction factor – 8 · 10−4 7.8 · 10−5 6.6 · 10−5 5.7 · 10−5 5.3 · 10−5 4.8 · 10−5
Experiment: rate (s−1) 85.5 6.8 · 10−2 6.7 · 10−3 5.6 · 10−3 4.9 · 10−3 4.5 · 10−3 4.1 · 10−3
σcat = 1.7 · 10−23 cm2, λcat = 1 cm
β = 10−2 41 % 17.2 % 17 % 13.9 %
β = 10−3 43 % 3.5 % 3.23 % 3.1 %
Experiment: reduction factor – 1.4 · 10−3 3.9 · 10−4 3.45 · 10−4
Experiment: rates (s−1) 85.5 1.2 · 10−1 3.3 · 10−2 2.95 · 10−2
1.7 · 10−23 cm2, which correspond to λcat = 1 mm and
λcat = 1 cm, respectively.
Figure 16 compares event duration 	t and reconstructed
speed v of experimental data to those of bright monopoles
with simulated λcat = 1 mm and speeds β of 10−2 and 10−3.
The signal efficiencies are 57.0 and 75.4 % at the filter level
for β = 10−2 and β = 10−3, respectively. A cut 	t > 30 µs
reduces the data by a factor 8 · 10−4 while keeping 43.5 %
of the signal for β = 10−2 and 45.3 % for β = 10−3 at the
filter level. Note that the average duration of triggered events
is shorter for slower speeds than for faster, because slower
monopole events are more likely to be split into multiple
subevents.
Relativistic single-muon tracks have a reconstructed speed
v around 0.3 m/ns. Events having passed the preceding cut
on the time duration 	t are enriched with coincident muons
from uncorrelated air showers, resulting in a lower v (see
Fig. 16, bottom). For monopoles, the speed v is close to the
simulated values. Cutting at v < 9·10−3 m/ns (corresponding
to β < 3 · 10−2) reduces the background by another order of
magnitude.
Further cuts on variables 3–6 reduce the background by
another factor two. In total after this first set of cuts the data
rate is reduced by a factor 5 · 10−5 while the signal effi-
ciencies only drop to 33.6 and 34.3 % for β = 10−2 and
β = 10−3, respectively. Data reduction factors, rates and
signal efficiencies before and after each applied cut are pre-
sented in Table 2.
For a ten times lower σcat, the monopole tracks are dimmer
and the signal efficiency drops dramatically. Before apply-
ing any cut, the efficiencies at the filter level are 41 and 43 %
for β = 10−2 and β = 10−3, respectively. Figure 17 com-
pares the same variables presented in Fig. 16. Signal and
background are much less separated than for λcat = 1 mm.
Moreover, none of the events with β = 10−3 has a dura-
tion that exceeds 800µs, which is much less than the 3 ms
necessary to cross the full array; i.e. most events are split
into one or more subevents which have a shorter event dura-
tion in comparison to λcat = 1 mm. The properties of these
subevents are determined by hits from muons and from noise
falling in the time window of the monopole passage. Thus
the cuts applied on 	t and v had to be slightly relaxed com-
pared to λcat = 1 mm: 	t > 28 µs and v < 1.5 · 10−2 m/ns.
After excluding events with a reconstructed center of gravity
(COG) at outer strings, the data rate is reduced by a fac-
tor 3.45 · 10−4. Table 2 shows the data reduction factors,
rates, and the final signal efficiencies before and after each
applied cut. The signal efficiencies drop to 13.9 and 3.1 %
for β = 10−2 and β = 10−3, respectively.
4.4 IC-59 final cut optimization
To optimize the sensitivity for bright monopoles a Multivari-
ate Analysis is used. It classifies each event by a Boosted
Decision Trees (BDT) score in the range [−1,+1] [59,60].
A BDT score of −1 characterizes a background-like event
whereas a BDT score of +1 characterizes a signal-like event.
For the analysis, a sample of 10 % of all experimental
data (burn sample) was divided into two equally sized sets.
BDTs have been trained on each combination (β,λcat) of
the signal Monte Carlo and on 50 % of the corresponding
burn sample, using combinations of the variables described
above. The sensitivity was estimated from the other 50 % of
the burn sample by fitting an exponential function to the tail
of the BDT score distribution. Over a large range of the BDT
scores, the fit describes the data rather well. Still, its extension
into the signal region has no strict physical justification.
The final cut on the BDT scores for each combination
of (β,λcat) is obtained by using the Model Rejection Fac-
tor (MRF) method [56]. For the chosen high catalysis cross
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Fig. 16 Top Distribution of the event duration 	t, for experimental
data and simulated bright monopoles with λcat = 1 mm (i.e. σcat =
1.7 ·10−22cm2), before applying a cut. The green histogram represents
monopoles with β = 10−3, the blue histogram with β = 10−2. The
gray histogram represents the data. The red dashed line marks the value
of the chosen cut which is set at 	t > 30 µs. Bottom The same for the
reconstructed speed v with a cut at v < 9 · 10−3 m/ns. Histograms are
normalized to 1
sections the limits for three (β, λcat) combinations are signif-
icantly better or comparable to those of the IC-86/DeepCore
analysis. The fourth combination (β = 10−3, λcat = 1 cm) is
not competitive because the optimal cut results in 42 expected
background events for the full data sample.
4.5 Results
Figure 18 shows the BDT scores for data and signal (β =
10−3, λcat = 1 mm) for one year data taking (311.25 days
live time) after the unblinding. The optimized cut on the BDT
Fig. 17 Same as Fig. 16 but with λcat = 1 cm, i.e. 10 times lower.
The red dashed line marks the value of the chosen cut which is set at
	t > 28 µs for the event duration and v < 1.5 ·10−2 m/ns for the speed.
Histograms are normalized to 1
scores leaves only one event which merely passes the cut. No
events pass the cuts for β = 10−2, λcat = 1 mm and β =
10−2, λcat = 1 cm. The one surviving event was inspected
visually. It contains two nearly vertical high-energy muons
which subsequently cross the whole detector and trigger two
neighboring strings. It has a time duration 	t = 63.6 µs and
a reconstructed speed of v = 8.5 · 10−3 m/ns.
The expected number of background events after unblind-
ing is calculated using the exponential fit to the BDT score
distributions of the one year experimental data. The numbers
of expected background events and of observed events, as
well as the cut values on the BDT score for each parameter
combination (β, λcat) are shown in Table 3. The higher num-
ber of expected background events compared to the actually
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Fig. 18 Distribution of the BDT scores, after unblinding, for data and
signal with λcat = 1 mm, and speed β = 10−3. The dot dashed line
shows the optimized cut on the BDT score obtained from the Model
Rejection Factor method. One event survived the BDT cut and is com-
patible with the background
Table 3 Number of expected and observed events per year for every
(β, λcat) parameter combination. Nexpected is derived from the integral
of the fitted BDT scores with an exponential. The integral ranges are
from the BDT cut value to unity. The errors on the number of expected
background event are 1σ errors derived from a toy Monte Carlo exper-
iment.
BDTcut Nexpected Nobserved
σcat = 1.7 · 10−22cm2, λcat = 1 mm
β = 10−2 0.46 0.6+0.2−0.1 0
β = 10−3 0.48 4.8+0.7−0.6 1
σcat = 1.7 · 10−23cm2, λcat = 1 cm
β = 10−2 0.5 3.0+0.6−0.5 0
β = 10−3 Not sensitive Not sensitive Not sensitive
observed number of events suggests that the exponential fit
over-estimates the background rather than under-estimates
it.
5 Systematic uncertainties
The calculation of upper flux limits takes into account the sta-
tistical and systematic uncertainties in the background and
signal predictions. Because the number of expected back-
ground events is estimated from experimental data, only the
statistical uncertainties of the fit parameters of the back-
ground model are relevant.
For signal the imperfect detector description is taken into
account. For example in case of the IC-86/DeepCore search,
the random noise leads to an increase of n-triplet for signal
events. Furthermore the optical light detection efficiency is
important. This efficiency takes into account the cumulative
effect of the light yield of nucleon decays, where a single elec-
tromagnetic cascade is simulated instead of several daughter
particles, the light propagation through the ice and its detec-
tion by the DOMs. These effects result in an uncertainty of
the detection efficiency for magnetic monopoles which is
used to derive the upper limits.
The impact of these uncertainties on the flux limits is esti-
mated by simulating monopoles with simulation parameters
changed within their estimated uncertainties. The uncertain-
ties of the superimposed background noise, the light yield
of nucleon decays and the light propagation through ice are
estimated by their differences in the detection efficiencies of
signal simulations taking into account different approaches
(Sect. 2.3). For the IC-86/DeepCore analysis the superim-
posed noise can be described by random and correlated noise
hits from experimental data or noise simulated as a Poisson
process and atmospheric muons simulated using the soft-
ware package CORSIKA. Since for the IC-59 analysis no
unbiased experimental data exists the background noise can
be simulated by a noise generator that also takes into account
correlated noise hits. For reasons of simplification the pro-
ton decay is simulated as a single electromagnetic cascade
with an isotropic direction which is valid as long as the mean
free path is much smaller than the IceCube spacing. Due
to kinematics in the proton decay (Eq. 3) two back-to-back
electromagnetic cascades with an isotropic direction have
to be simulated. The uncertainties due to this simplification
are estimated by the differences between both approaches.
For the light propagation through ice the two ice models
described in [49,50] are used. The uncertainty of the optical
efficiency of DOMs can be estimated as ±10 %. Signal sim-
ulations based on optical DOM efficiencies varied by ±10 %
are compared with simulations based on the default settings.
The differences in the detection efficiencies are used as an
estimate for the uncertainty.
We quantify each systematic effect i by the ratio of the
resulting detection efficiency εi relative to the detection effi-
ciency with baseline assumptions ε0:
Ri (β, σcat) = εi (β, σcat)
ε0 (β, σcat)
. (13)
The resulting changes are displayed in Table 4.
Note that these calculations are limited by computing
resources and correspondingly by the statistics of simu-
lated events. The resulting statistical uncertainties of effec-
tive areas are typically a few percent as shown in Table 5 and
included in the total error.
For the calculation of the final flux limits we perform high
statistics computer experiments. In each we randomize the
effect of each systematics effect Ri according to its specific
uncertainty. For each parameter combination β and σcat this
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Table 4 The impact of different systematic uncertainties on the detec-
tion efficiencies of magnetic monopoles depending on the mean free
path λcat and the monopole speed β. The first column shows the impact
of different assumptions for the superimposed background noise. Also
the uncertainties of the simplified nucleon decay simulation (second
column), the optical DOM efficiency (third column) and the optical ice
properties (fourth column) are shown
λcat (m) Noise simulation Nucleon decay simulation Optical DOM efficiency Optical ice properties
β = 10−2 β = 10−3 β = 10−2 β = 10−3 β = 10−2 β = 10−3 β = 10−2 β = 10−3
IC-86
3.0 +29 %/−2 % +23 % +36 % −16 % +36 %/−23 % +46 %/−29 % +20 %/−11 % +72 %
1.0 +52 % +6 %/−11 % +27 % +1 %/−11 % +14 %/−7 % +16 %/−20 % −17 % +12 %
0.3 +31 % +5 %/−8 % +15 % +1 %/−8 % ±10 % ±11 % −16 % +8 %/−2 %
0.1 +19 %/−1 % +3 %/−4 % ±7 % +1 %/−6 % +5 %/−11 % +8 %/−6 % −15 % +1 %/−6 %
0.03 +17 %/−2 % +1 %/−5 % +9 %/−4 % +1 %/−4 % +10 %/−5 % +6 %/−3 % −9 % −7 %
0.01 +15 %/−4 % −4 % +11 %/−2 % ±2 % +12 %/−1 % +5 %/−0.3 % ±5 % −10 %
0.001 +15 %/−4 % −4 % +11 %/−2 % ±2 % +12 %/−1 % +5 %/−0.3 % ± 5 % −10 %
IC-59
0.01 +2 % – −5 % – +9 %/−6 % – +7 % –
0.001 −3 % +5 % −3 % −1 % −5 % +9 %/−2 % +2 % +4 %
Table 5 The statistical uncertainties of the calculated effective areas
for different mean free path λcat and speed β for the IC-86 and IC-59
analyses
λcat(m) Statistical uncertainties
β = 10−2 (%) β = 10−3 (%)







IC-59 0.01 0.2 –
0.001 0.1 0.1
results in the effective probability density distribution for
the relative change of the detection efficiency R taking into
account all uncertainties.
An example is shown in Fig. 19. Multiplying these distri-
butions by the detection efficiency with baseline assumptions
0 one gets the probability density distributions for the detec-
tion efficiencies.
6 Flux limits
The flux limits on non-relativistic magnetic monopoles are
calculated assuming an isotropic flux and the proton decay
channel p → e+π0 (Eq. 3) with the catalysis cross section
σcat, which depends on the speed β (Eq. 4). Using the quan-
Fig. 19 Probability density distribution for systematic signal uncer-
tainties for β = 10−2 monopoles for the IC-86/DeepCore analysis
tity lˆ (Eq. 6) the flux limits can also be expressed without
assuming a specific decay channel.
The flux limits are calculated based on a generalization of
the approach by Rolke et al. [61], which takes into account
the uncertainties of the signal detection efficiency and the
expected number of background events. Therefore, a three-
dimensional likelihood fit is performed with the following
parameters: expected number of signal eventsμ, signal detec-
tion efficiency ε, and expected number of background events
nb. The likelihood function is defined by
L(μ, ε, nb | nobs) = λ
nobs · e−λ
nobs! · fs(ε) · fb(nb), (14)
where the number of observed events nobs follows a Poisson
distribution with the expectation value λ = εμ + nb. The
functions fs(ε) and fb(nb) represent the probability den-
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Fig. 20 Upper limits on the flux of non-relativistic magnetic
monopoles depending on the speed β and catalysis cross section σcat of
the IC-59 analysis and IC-86/DeepCore analysis. The dashed lines are
limits published by the MACRO experiment [16]. Here, MACRO 1 is an
analysis developed for monopoles catalyzing the proton decay. MACRO
2 is the standard MACRO-analysis, which is sensitive to monopoles ion-
izing the surrounding matter. Additionally, the IceCube limits are shown
as a function of lˆ, which is proportional to the averaged Cherenkov pho-
ton yield per nucleon decay (not valid for MACRO limits)
sity distributions of the signal detection efficiency and the
expected number of background events (Figs. 15 and 19).
The flux limits for each monopole speed β and catalysis
cross section σcat are calculated by
90 (β, σcat) = μ90Agen · t · , (15)
where μ90 is the upper limit at the 90 % confidence level for
nobs = 1 event. The upper limit is obtained from the pro-
file likelihood function defined in [61]. In order to exclude
unphysical values of μ90 the expected number of signal
events μ is constrained to be greater than or equal to zero.
As a consequence of this method the upper limits at the 90 %
confidence level have a slight over-coverage of about 5 %.
The other parameters are the size of the signal generation
disc Agen, the solid angle  = 4πsr and the live time t .
Figure 20 shows the resulting direct detection limits on the
flux of non-relativistic magnetic monopoles in comparison
to the current best experimental flux limits by the MACRO
experiment [15,16].
Above σcat = 10−25 cm2 corresponding to λcat < 3 m
the previous flux limits are improved by more than one order
of magnitude. Moreover, for such large cross sections the
monopole flux can be constrained up to a level
90 ≤ 10−18cm−2s−1sr−1, (16)
which is three orders of magnitude below the Parker bound.
Assuming monopoles are the dominant part of Dark Mat-
ter, i.e. the relic mass density of monopoles is similar to the
Dark Matter mass density, our most stringent flux limits con-
strain the monopole mass to be at least of the order of the
Planck mass mpl = 1.22 · 1019 GeV [62]. This implies that
monopoles with masses significantly smaller than the Planck
mass do not contribute dominantly to the Dark Matter mass
density.
Indirect searches for monopole induced proton decays
set very strong bounds on monopoles with non-relativistic
speeds, e.g. the limits from Super-Kamiokande [63] assum-
ing gravitational trapping of monopoles in the sun. Also a
variety of bounds based on observations of neutron stars,
white dwarfs, and gas giants have been obtained. These
bounds range from ∼10−18 − 10−29 cm−2 s−1 sr−1 and
depend on the catalysis cross sections as well as on details
of the assumed astrophysical scenarios [64–66]. Although
the direct IceCube searches are not as stringent as indirect
searches the former are not affected by astrophysical uncer-
tainties. Thus the direct IceCube limits can be considered as
a robust upper bound on the monopole flux, if the Rubakov–
Callan effect is realized in nature.
7 Summary and outlook
Data taken from May 2011 until May 2012 with a dedicated
slow-particle trigger and for the brightest monopoles data
taken from May 2009 until May 2010 with standard IceCube
triggers were analyzed. The analysis, which is based on data
of the slow-particle trigger, was developed by using simu-
lated monopole events and experimental data to estimate the
background properties. For this first analysis of such a signal
in IceCube a robust approach based on a single final selection
criterion and the comparison between the number of expected
background events and observed experimental events is cho-
sen. Using the experimental data, the number of expected
background events can be estimated to nb = 3.2+1.8−1.1.
The IC-59 analysis based on standard IceCube triggers
is sensitive only for bright monopoles with σcat > 1.7 ·
10−23 cm2. The analysis used Boosted Decision Trees (BDT)
to discriminate between monopole signal and background.
The expected number of background events is derived from
a fit of the BDT scores tails with an exponential function for
each (β,λcat). The number of observed events after unblind-
ing is 1 for an expected background of 4.8+0.7−0.6. This event
contains multiple coincident muons, which renders it com-
patible with a background event. The obtained flux limits
for β = 10−2 and λcat = 0.01 m, 0.001 m from the IC-59
analysis are better than the ones from the IC-86/DeepCore
analysis because of the bigger effective area. For β = 10−3
the limits are comparable since the standard IceCube triggers
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are less sensitive to the monopole signal in comparison to the
dedicated slow-particle trigger.
In both analyses no monopole signal has been observed.
Thus, the limits on the flux of non-relativistic magnetic
monopoles—catalyzing the proton decay—are improved by
about more than one order of magnitude in comparison to
MACRO [16] for most of the investigated parameter space
and reach down to about three orders of magnitude below the
Parker limit.
Since May 2012 the dedicated slow-particle trigger has
been updated to the full IceCube detector. From this upgrade,
we expect an improvement in sensitivity by roughly an order
of magnitude [67]. This gain is supplemented by improve-
ments of the data selection which have been developed after
completion of this analysis. Examples are the implementation
of a Kalman-filter-based HLC hit selection, which improves
the angular and speed reconstruction, and the implementa-
tion of an event selection based on a Boosted Decision Tree
[68].
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