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Предлагается спектральный метод нахождения оптимального в среднем управления при неполной инфор-
мации о векторе состояния для многомерных нелинейных непрерывных стохастических систем, описываемых сто-
хастическими дифференциальными уравнениями Ито. Критерий качества задается в виде среднего значения функ-
ционала, определенного на траекториях системы. Ищется управление, зависящее от времени и координат вектора 
состояния, о которых известна точная информация, поступающая от измерительной системы. Решение задачи по-
иска оптимального управления опирается на известные достаточные условия оптимальности и следующие из них 
соотношения.  Эти соотношения для определения оптимального управления нелинейными непрерывными стоха-
стическими системами при неполной информации о векторе состояния (система уравнений Фоккера – Планка – 
Колмогорова и Беллмана, а также связывающие их соотношения, позволяющие определить структуру управления) 
с помощью спектрального преобразования обычно сводятся к системе нелинейных уравнений для коэффициентов 
разложения координат оптимального управления и оптимальной плотности вероятности вектора состояния в ряды 
по функциям некоторой базисной системы. Методика решения этой системы нелинейных уравнений не зависит от 
выбранного базиса, решение осуществляется либо итерационными методами, либо методом сведения к эквива-
лентной задаче безусловной оптимизации с последующим применением методов нулевого порядка, в том числе 
метаэвристических методов поиска глобального экстремума. В представленной статье задача нахождения опти-
мального управления сводится к задаче оптимизации в пространстве спектральных характеристик управлений (в 
пространстве коэффициентов разложения управлений по функциям заданной ортонормированной системы). Как 
частный случай обсуждается решение проблемы учета так называемых геометрических ограничений на управле-
ние. При применении спектральной формы математического описания необходимо усекать спектральные характе-
ристики функций, операторов и функционалов до некоторых выбранных порядков, переходя, таким образом, к 
конечномерным задачам оптимизации.  Выбор порядков усечения, а также выбор базисных систем определяют 
точность приближенного решения задачи оптимального управления. 
 
Ключевые слова: оптимальное управление, оптимизация, неполная информация, спектральный метод, 
спектральное преобразование, спектральная характеристика, спектральная форма математического описания, сто-
хастическая система. 
 
ВВЕДЕНИЕ 
 
Методы сведения задачи оптимального управления к задаче оптимизации как в про-
странстве состояний, так и в пространстве управлений разрабатывались и использовались на 
протяжении многих десятилетий. Они применялись и применяются для систем управления раз-
личных классов: дискретных, непрерывных и непрерывно-дискретных; линейных и нелиней-
ных; детерминированных и стохастических; с сосредоточенными и распределенными парамет-
рами; с запаздыванием и т. п. Частью подобных методов являются алгоритмы построения ми-
нимизирующих последовательностей, сходящихся к решению задачи оптимального управле-
ния, или переход к задаче конечномерной параметризации и оптимизации [1–7]. 
В данной работе предлагается метод решения задачи оптимального в среднем управле-
ния нелинейными непрерывными стохастическими системами, основанный на спектральной 
форме математического описания систем управления [8] и оптимизации в пространстве спек-
тральных характеристик управлений. 
Спектральная форма математического описания применялась для решения разнообразных 
задач, возникающих в теории управления, в том числе для решения задачи анализа непрерывных 
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стохастических систем и для поиска оптимального управления такими системами, однако пред-
ложенные в статьях [9, 10] подходы предполагают спектральное преобразование только по фазо-
вым переменным, но не по времени, они так и не были доведены до практической реализации со-
ответствующих алгоритмов. В работах [11, 12] спектральная форма математического описания 
применялась для систем управления при случайных входных воздействиях, но подобный класс 
систем уже, чем непрерывные стохастические системы, рассматриваемые в настоящей работе. 
В работах [13, 14] соотношения для определения оптимального управления нелинейными 
непрерывными стохастическими системами при неполной информации о векторе состояния (си-
стема уравнений Фоккера – Планка – Колмогорова и Беллмана) с помощью спектрального преобра-
зования сводилась к системе нелинейных уравнений для коэффициентов разложения координат 
оптимального управления и оптимальной плотности вероятности вектора состояния в ряды по 
функциям некоторой базисной системы. Методика решения этой системы нелинейных уравнений 
не зависит от выбранного базиса, решение осуществляется либо итерационными методами, либо 
методом сведения к эквивалентной задаче безусловной оптимизации с последующим применением 
методов нулевого порядка, в том числе метаэвристических методов поиска глобального экстремума 
[6, 7]. Фактически в [13, 14] задача оптимального управления непрерывными стохастическими си-
стемами сводилась к задаче оптимизации в пространстве спектральных характеристик состояний. 
Использование спектральной формы математического описания позволяет формализо-
вать процесс решения задач оптимального управления. Представленная работа является разви-
тием теории спектрального метода и методов приближенного решения задачи нахождения оп-
тимального управления нелинейными непрерывными стохастическими системами. Как было 
указано выше, здесь предлагается переход к задаче оптимизации в пространстве спектральных 
характеристик управлений. 
 
ПОСТАНОВКА ЗАДАЧИ 
 
В работе рассматривается задача оптимального управления нелинейной непрерывной 
системой, подверженной случайным воздействиям. Система управления задается стохастиче-
ским дифференциальным уравнением Ито [14] 
 
 0 0( ) ( , ( ), ( )) ( , ( ), ( )) ( ), ( .)dX t f t X t u t dt t X t u t dW t X t X    (1) 
 
В уравнении (1) nX   – вектор состояния; qu U   – вектор управления; t T , 
0 1[ , ]T t t  – заданный отрезок времени функционирования системы; ( , , ) :f t x u  
n nT U    
и ( , , ) :t x u  n n sT U     – заданные функции; ( )W t  – s -мерный стандартный винеров-
ский процесс, не зависящий от 0X ; 0X  – начальный вектор состояния (случайный вектор с из-
вестной плотностью вероятности 0( ))x . 
Задача оптимального управления состоит в нахождении пары (1)( ( , ), ( , ))md t x u t x , на 
которой достигается минимум функционала качества: 
 
 0 (1) 1( ) ( , , ( , )) ( , ) ( ) ( , ) ,
n n
m
T
J d t x u t x t x dtf dx F x t x dx 

    (2) 
 
где ( , ) :t x  [0, )nT     – плотность вероятности вектора состояния X  в момент времени 
,t  0 0( , ) ( )t x x  ; (1)( , ) :u t x  
mT U   – управление, зависящее от первых m  координат век-
тора состояния: (1)( ) ( , ( ))u t u t X t , 
T T
(1) 1 (1) 1[ ] [ ],
m
m mx x x X X X     , 0 m n  ; 
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0( , , ) :f t x u  
nT U   , ( ) :F x  n   – заданные функции. Оптимальную пару md  будем 
обозначать * * * (1)( ( , ), ( , ))md t x u t x : 
*( ) min ( )
m
m m
d
J d J d . Число m  определяет условия информи-
рованности, а именно: при m n  имеется информация о всех координатах вектора состояния и 
система (1) – это система с полной обратной связью, т. е. ( , )u t x  – управление с полной обрат-
ной связью (позиционное управление), а при 0m   – система, при управлении которой инфор-
мация о координатах вектора состояния не используется, т. е. ( )u t  – программное управление. 
Не останавливаясь подробно на теоретико-функциональных ограничениях [15–18], бу-
дем предполагать, что функции (1)( , , ( , ))f t x u t x  и (1)( , , ( , ))t x u t x  обеспечивают существование 
решения уравнения (1), существование плотности вероятности ( , );t x  а функции 
0 (1)( , , ( , ))f t x u t x  и ( )F x  гарантируют конечность величины ( ).mJ d  Причем ( , )t x  и (1)( , )u t x  – 
квадратично интегрируемые функции на множествах nT   и mT   соответственно с некото-
рой весовой функцией. 
 
СООТНОШЕНИЯ ДЛЯ НАХОЖДЕНИЯ ОПТИМАЛЬНОГО УПРАВЛЕНИЯ 
 
Достаточные условия оптимальности и соотношения для нахождения оптимального 
управления в рассматриваемой задаче при различных условиях на функции, задающие структу-
ру стохастической системы (1), были получены в [14, 19–21]. Укажем соотношения для нахож-
дения оптимального управления. 
Задача нахождения оптимальной пары *md  сводится к решению следующей системы дифферен-
циальных уравнений в частных производных: 
 
 * *
*
* * *
0 (1)( ) ( )
( , ) ( , )
( , ), ( , ) ( , , ( , )),
u u
t x t x
t x t x f t x u t x
t t
 
 
 
 
   
 
 (3) 
 
где ( , ) :t x  nT    – вспомогательная функция, такая, что 1( , ) ( ).t x F x    
Предполагается, что функция ( , )t x  также является квадратично интегрируемой функ-
цией на множестве nT   с некоторой весовой функцией. 
Эти уравнения связаны соотношением, задающим структуру оптимального управления: 
 
  
** *
(1) 0 (2) (1) (2)( , ) argmax ( , ) ( , , ) ( , | ) ,
n m
uu U
u t x t x f t x u t x x dx 

   (4) 
 
где 
 
*
* * *
(2) (1) (1) (2)*
(1)
( , )
( , | ) , ( , ) ( , ) .
( , ) n m
t x
t x x t x t x dx
t x

  
 
    
 
В формулах (3), (4) u  и 
*
u  – прямой и обратный производящие операторы случайного 
процесса ( )X t , т. е. 
 
   
2
1 , 1
( , , ) ( , )( , , ) ( , ) 1
( , ) ,
2
n n
iji
u
i i ji i j
g t x u t xf t x u t x
t x
x x x


 

  
  
 
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2
*
1 , 1
( , ) 1 ( , )
( , ) ( , , ) ( , , ),
2
n n
u i ij
i i ji i j
t x t x
t x f t x u g t x u
x x x
 

 
 
 
  
   
1
( , , ) ( , , ) ( , , ).
s
ij ir jr
r
g t x u t x u t x u 

  
 
Запись * ( )u   и *
*
( )u 
 означает, что в формулы для производящих операторов вместо ве-
личины u  подставляется управление 
*
(1)( , )u t x , определяемое соотношением (4). 
Минимум функционала (4) можно вычислить следующим образом [14]: 
 
 0 0min ( ) ( , ) ( ) .
m n
m
d
J d t x x dx     (5) 
 
ПРИМЕНЕНИЕ СПЕКТРАЛЬНОЙ ФОРМЫ МАТЕМАТИЧЕСКОГО ОПИСАНИЯ 
 
В работе [13] было предложено решать задачу (3), (4), к которой сводится задача опти-
мального управления стохастической системой (1), с применением спектральной формы матема-
тического описания [22]. Все используемые далее термины и обозначения подробно разъясняют-
ся в [13, 14, 22, 23]. Здесь ограничимся лишь необходимым минимумом для описания спектраль-
ного аналога соотношений (3), (4). Напомним только, что через 1 2( , )M m m  обозначаются много-
мерные матрицы размерности 1 2 ,m m  имеющие 1m  строчных и 2m  столбцовых индексов. 
Пусть 
00 0
{ ( , )}iq i t

  и 0{ ( , )} kk k k ip i x

  – это ортонормированные базисные системы про-
странств 2( )L T  и 2( ; ( ))k kL x  соответственно, ( )k kx  – весовая функция, 1, ,k n  . Тогда 
системы функций 
1(1) 1 (1) , , 0
{ ( , , , )}
mm i i
p i i x   , 0 1(1) 0 1 (1) , , , 0{ ( , , , , , )} mm i i ie i i i t x

  , 11 , , 0{ ( , , , )} nn i ip i i x

   
и 
0 10 1 , , , 0
{ ( , , , , , )}
nn i i i
e i i i t x     образуют ортонормированные базисные системы пространств 
2 (1) (1)( ; ( ))
mL x , 2 (1) (1)( ; ( ))
mL T x , 2( ; ( ))
nL x  и 2( ; ( ))
nL T x  соответственно: 
 
(1) 1 (1) 1 1 1 (1) 0 1 0 (1) 1 (1)
1 1 1 1 0 1 0 1
(1) (1) 1 1 1 1
( , , , ) ( , ) ( , ), ( , , , , , ) ( , ) ( , , , ),
( , , , ) ( , ) ( , ), ( , , , , , ) ( , ) ( , , , ),
( ) ( ) ( ), ( ) ( ) ( )
m m m m
n n n
m m
m n
n n n
n n
p i i x p i x p i x e i i i t x q i t p i i x
p i i x p i x p i x e i i i t x q i t p i i x
x x x x x x     
    
    
  .
 
 
Отметим, что при 0m   функции (1) 0 1 (1)( , , , , , )me i i i t x  совпадают с 0( , )q i t , а при  
m n c   0 1( , , , , , )ne i i i t x . 
В предположении, что 2( , ), ( , ) ( ; ( ))
nt x t x L T x     и (1) 2 (1) (1)( , ) ( ; ( ))
m
lu t x L T x  , 
представим эти функции в виде рядов по функциям соответствующих ортонормированных ба-
зисных систем: 
 
 
0 1 0 1
0 1 0 1
0 1
0 1
0 1 0 1
, , , 0 , , , 0
(1) (1) 0 1 (1)
, , , 0
( , ) ( , , , , , ), ( , ) ( , , , , , ),
( , ) ( , , , , , ), 1, , ,
m
n n
n n
m
i i i n i i i n
i i i i i i
l li i i m
i i i
t x e i i i t x t x e i i i t x
u t x u e i i i t x l q
   
 
 
   


 
     
   
 

 (6) 
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где 
 
0 1 0 1
0 1
0 1 0 1
(1) (1) (1) 0 1 (1) (1) (1) 0 1
( ) ( , , , , , ) ( , ) , ( ) ( , , , , , ) ( , ) ,
( ) ( , , , , , ) ( , ) , , , , 0,1,2, , 1, , . 
n n
n n
m
m
i i i n i i i n
T T
li i i m l n
T
x e i i i t x t x dtdx x e i i i t x t x dtdx
u x e i i i t x u t x dtdx i i i l q
     

 
 


   
      
 

 
 
Обозначим спектральные характеристики функций ( , )t x , ( , )t x  и (1)( , )lu t x , образован-
ные соответствующими коэффициентами разложения 
0 1 ni i i
  , 0 1 ni i i   и 0 1 mli i iu  , через ( 1,0)n  , 
( 1,0)n   и ( 1,0).lU m  Спектральные характеристики ( 1,0)lU m  можно считать сечениями 
спектральной характеристики ( 2,0)U m  более высокой (на единицу) размерности, т. е. 
 
1( 1,0)
( 2,0) .
( 1,0)q
U m
U m
U m
 
 
   
  
 
 
Если управление (1)( , )u t x  – это скалярная функция, т. е. 1q  , то вместо ( 2,0)U m  
нужно использовать обозначение ( 1,0)U m , где ( 1,0)U m  – спектральная характеристика 
функции (1)( , )u t x , определенная относительно базисной системы 0 1(1) 0 1 (1) , , , 0{ ( , , , , , )} mm i i ie i i i t x

  . 
Спектральные характеристики функций, составляющих оптимальную пару *md , обозна-
чим соответственно через *( 1,0)n   и *( 2,0)U m , используя аналогичные формулы. Тогда 
 
 
* * *
0 0( 1, 1) ( 1,0) (1,0; ) ( ,0) ( 1, 1; ( 2,0)) ( 1,0),P n n n q t n A n n U m n             (7) 
 
T
1
* * *
0
( 1, 1) ( 1,0) (1,0; ) ( ,0)
( 1, 1; ( 2,0)) ( 1,0) ( 1,0; ( 2,0)).
P n n n q t F n
A n n U m n F n U m
      
        
 (8) 
 
Подробный вывод этих уравнений есть в [13, 14], в этих же работах было предложено 
свести их решение к задаче минимизации суммы норм разностей левых и правых частей, так 
как на решении этих уравнений достигается минимальное (нулевое) значение суммы норм. Ми-
нимизация должна проводиться в пространстве спектральных характеристик ( 1,0)n  ,
( 1,0)n  , т. е. в пространстве спектральных характеристик состояний. 
Здесь, наряду с введенными выше обозначениями, используются следующие: 
( 1, 1)P n n   – спектральная характеристика оператора дифференцирования по переменной t  с 
учетом значения функции в начальный момент 0t , ( 1, 1; )A n n U   и 
*( 1, 1; )A n n U   – спек-
тральные характеристики производящих операторов u  и 
*
u , 
T ( 1, 1)P n n   – результат 
транспонирования ( 1, 1)P n n  , 0( 1,0; )F n U  – спектральная характеристика функции 
0( , , )f t x u . Эти спектральные характеристики определены относительно базисной системы 
0 10 1 , , , 0
{ ( , , , , , )}
nn i i i
e i i i t x    . Далее, 0( ,0)n  и ( ,0)F n  – спектральные характеристики функций 
0 ( )x  и ( )F x , определенные относительно базисной системы 11 , , 0{ ( , , , )} nn i ip i i x

  . Наконец, 
0(1,0; )q t  и 1(1,0; )q t  – матрицы-столбцы значений функций базисной системы 00 0{ ( , )}iq i t

  при 
0t t  и 1t t  соответственно. 
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Уравнения (7) и (8) связаны выражением, которое является спектральным аналогом со-
отношения (4): 
 
 * * *( 2,0) ( 2,0; ( 1,0), ( 1,0)).U m U m n n        (9) 
 
Указать явную зависимость спектральных характеристик ( 1, 1; ),A n n U   
*( 1, 1; )A n n U   и 0( 1,0; )F n U  от 
*( 2,0)U m , как и зависимость * *( 2,0 ,; )U m    от 
*( 1,0)n   и ( 1,0),n   для общего случая невозможно. Это, как правило, нелинейные зависи-
мости, они определяются конкретной задачей оптимального управления. Особенно сложно по-
лучить зависимость * *( 2,0 ,; ),U m    при ограничениях на управление, т. е. при 
qU  . 
Примеры нахождения таких зависимостей в случае qU   приведены в [14] для некоторых за-
дач оптимального управления стохастическими системами. 
Решение упомянутой задачи минимизации – пара *( 1,0)n  , ( 1,0)n   – дает решение 
задачи оптимального управления в спектральной форме математического описания – опти-
мальную пару * * *( ( 1,0), ( 2,0))mD n U m    , соответствующую 
*
md , где 
*( 2,0)U m  удовле-
творяет (9), при этом минимальное значение функционала (2) можно найти, пользуясь спек-
тральным аналогом соотношения (5): 
 
    
T* 1
0 0( ) (1,0; ) ( ,0) (1,1) ( , ) ( 1,0),mJ d q t n E R n n n
       (10) 
 
вывод которого есть в [14]. В этой формуле (1,1)E  – двумерная единичная матрица, ( , )R n n  – 
спектральная характеристика оператора умножения на весовую функцию ( )x , определенная 
относительно базисной системы 
11 , , 0
{ ( , , , )}
nn i i
p i i x   . 
С учетом выражения (9) соотношения (7) и (8) образуют систему нелинейных матричных 
уравнений, для которых получить явное решение не представляется возможным. Именно поэтому 
решение системы (7)–(9) в [13, 14] сводится к задаче минимизации. Наиболее простой вариант 
этой задачи связан с нахождением оптимального управления с полной обратной связью, т. е. при 
m n , поскольку тогда * *( 2,0) ( 2,0; ( 1,0))U n U n n     и уравнение (8) можно решить неза-
висимо от (7), однако и здесь применяется подход, в основе которого лежит переход от нелиней-
ного матричного уравнения к задаче минимизации нормы разности его левой и правой частей. 
В то же время, если зафиксировать спектральную характеристику ( 2,0)U m , то уравне-
ния (7) и (8) независимы и линейны, их решения записываются в явном виде. Используя по-
следнее обстоятельство, можно предложить новый подход, основанный на сведении к задаче 
минимизации в пространстве спектральных характеристик ( 2,0)U m . Описание этого подхода 
и составляет основную цель настоящей статьи. 
 
МИНИМИЗАЦИЯ В ПРОСТРАНСТВЕ 
СПЕКТРАЛЬНЫХ ХАРАКТЕРИСТИК УПРАВЛЕНИЙ 
 
Поскольку предполагается решать задачу минимизации в пространстве спектральных 
характеристик ( 2,0)U m , имеем 
 
* * *( 1,0) ( 1,0; ( 2,0))n n U m      и *( 1,0) ( 1,0; ( 2,0))n n U m      
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вместо (9), а именно: 
 
    
1* *
0 0( 1,0) ( 1, 1) ( 1, 1; ( 2,0)) (1,0; ) ( ,0) ,n P n n A n n U m q t n

            (11) 
 
 
 
T 1* *
*
1 0
( 1,0) ( 1, 1) ( 1, 1; ( 2,0) )
(1,0; ) ( ,0) ( 1,0; ( 2,0) ) ,
n P n n A n n U m
q t F n F n U m

          
    
 (12) 
 
при этом необходимо минимизировать спектральный аналог функционала (2). Такой спек-
тральный аналог нетрудно получить, используя понятие спектральных характеристик линейных 
функционалов и их свойства [22]: 
 
 
 
 
1
T
0
1
( ( 1,0), ( 2,0)) ( 1,0; ( 2,0)) (1,0; ) ( ,0)
(1,1) ( , ) ( 1,0),
J n U m F n U m q t F n
E R n n n
        
   
 (13) 
 
где спектральные характеристики ( 1,0)n   и ( 2,0)U m  удовлетворяют уравнению 
 
    
1
0 0( 1,0) ( 1, 1) ( 1, 1; ( 2,0)) (1,0; ) ( ,0) .n P n n A n n U m q t n

            (14) 
 
Таким образом, задача нахождения оптимального управления сведена к задаче миними-
зации функционала (13) при условии связи (14), т. е. ее достаточно рассмотреть в пространстве 
спектральных характеристик ( 2,0).U m  Решение этой задачи минимизации дает оптимальную 
пару * * *( ( 1,0), ( 2,0)),mD n U m     а также спектральную характеристику ( 1,0)n   с учетом 
(12). Последнее позволяет контролировать полученное минимальное значение функционала 
(13) посредством сравнения его со значением, полученным по формуле (10). 
Для учета возможных ограничений на управление можно воспользоваться результатами 
работ [24, 25], в которых рассмотрены наиболее часто встречающиеся геометрические ограни-
чения типа | ( ) | constu t u   и показано, каким образом такие ограничения преобразуются в 
пространство спектральных характеристик (в указанных работах рассмотрены только спек-
тральные характеристики функций времени, однако полученные там результаты нетрудно 
обобщить на функции времени и координат вектора состояния). 
Отметим, что функции ( , )t x , ( , )t x  и (1)( , )u t x  обладают разными свойствами, влияю-
щими на выбор базисных систем, а именно ( , )t x  удовлетворяет условию нормировки и, сле-
довательно, lim ( , ) 0
x
t x

 , в то время как ( , )t x  и (1)( , )u t x  могут быть неограниченными 
(например, в простейшей задаче синтеза оптимальных линейных стохастических систем с квад-
ратичным по координатам вектора состояния функционалом (2) эти функции соответственно 
являются полиномом второй степени и линейной функцией относительно координат ix , 
1, ,i n  ). Введение весовой функции ( )x  (и порождающих ее ( )k kx , 1, ,k n  ) позволяет 
учесть эти свойства. В качестве базисных систем 0{ ( , )} kk k k ip i x

  могут быть рекомендованы 
обобщенные функции Эрмита [14, 26] и многопараметрические базисные системы, рассмотрен-
ные в [26], которые сформированы на основе базисных систем, заданных на отрезках. Наличие 
таких числовых параметров у перечисленных базисных систем, как параметры сдвига и мас-
штаба, а также параметр, характеризующий «распределение» весовой функции, позволяет ре-
шать различные задачи спектральным методом. Выбор для базисной системы 
0 00
{ ( , )}iq i t

  зна-
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чительно шире, поскольку введение весовой функции для спектрального преобразования функ-
ций времени необязательно, хотя и возможно. 
Как и в подавляющем большинстве случаев, при применении спектральной формы ма-
тематического описания необходимо усекать спектральные характеристики функций, операто-
ров и функционалов до некоторых выбранных порядков [8, 11–14, 22–25], переходя таким обра-
зом к конечномерным задачам оптимизации. Тогда функции в (6) будут представляться частич-
ными суммами соответствующих рядов. Выбор порядков усечения, а также выбор базисных си-
стем определяют точность приближенного решения задачи оптимального управления. 
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ABSTRACT 
 
The author presents the spectral method of determining relatively optimal control in case of incomplete infor-
mation about the state vector for multidimensional nonlinear continuous stochastic systems, which are governed by Itô’s 
stochastic differential equations. The quality criterion is given as the mean of the function determined on the system tracks. 
One should find the equation that depends on state vector time and coordinates, of which there is exact information from 
measuring system. Solving the problem of finding optimal control is based upon the actual sufficient optimum condition 
and the ratios derived from them. These ratios, which determine nonlinear continuous stochastic systems optimal control in 
case of incomplete state vector information (Fokker-Planck-Kolmogorov and Bellman equation systems and the tying ratios 
that allow to determine control structure) with the help of a spectral transformation usually lead to the system of nonlinear 
equations for the coefficients of optimal control and optimal state vector probability density coordinates expansion into a 
basic system functions series. This nonlinear equations system solving method does not depend on the chosen basis, it is 
solved either with iterative methods or with reducing it to the equivalent method of unconditional optimization with the 
following usage of zero-order method, including metaheuristic methods global extremum search. In this article, determin-
ing optimal control goes down to improving control spectral characteristics in space (in the coefficient space of dividing 
control according to the orthonormal system functions). The author dwells upon the issue of taking so called geometrical 
control constraints into account as a special case. Using the spectral form of the mathematical description it is necessary to 
reduce spectral characteristics of functions, operators and functionals to some chosen orders, and therefore moving to fi-
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nite-dimensional problems of optimization. Reduction order choice and basis system choice determine the approximate 
solution accuracy for optimal control problem.  
 
Key words: optimal control, optimization, incomplete information, spectral method, spectral transformation, spec-
tral characteristic, spectral form of mathematical description, stochastic system. 
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