Abstract. Our purpose is to study the cohomological properties of the Rees algebras of a class of ideals generated by quadrics. For all such ideals I ⊂ R = K[x, y, z] we give the precise value of depth R[It] and decide whether the corresponding rational maps are birational. In the case of dimension d ≥ 3, when K = R, we give structure theorems for all ideals of codimension d minimally generated by d+1 2 − 1 quadrics. For arbitrary fields K, we prove a polarized version.
Introduction
Let K be a field, R = K[x 1 , . . . , x d ] and m = (x 1 , . . . , x d ). We say that an ideal I of R is submaximally generated if it has codimension d and is minimally generated by ν(m 2 ) − 1 quadrics. Even with these restrictions, the cohomological properties of the Rees algebras R [It] , wrapped around the calculation of their depths, can be daunting. In two circumstances we give a full picture of these algebras.
The first result-Theorem 2.1-asserts, for all ideals I of codimension 3 minimally generated by 5 quadrics in K[x, y, z], an interesting uniformity: the rational mapping defined by I is birational, R[It] satisfies the condition R 1 of Serre and depth R[It] = 1 or 3 depending on whether I is Gorenstein or not.
We recall that a set of forms f 1 , . . . , f m ∈ R of fixed degree n defines a birational map if the field extension
is an equality, where the right most field is the Veronese field of order n. A basic result ( [4, Proposition 3.3] ) states that, for an m-primary ideal I ⊂ R, birationality is equivalent to R [It] having the condition R 1 of Serre.
In all dimensions d, if K = R, two structure results-Theorem 3.1 and Theorem 3.5-describe first all the Gorenstein ideals of codimension d minimally generated by ν(m 2 ) − 1 quadrics and then how these ideals are assembled together to describe all others. The corresponding vector spaces of quadrics are always spanned by binomials and are distributed into finitely many orbits of the natural action of the linear group. In all characteristics, Theorem 3.6 gives a polarized version of Theorem 3.1, with similar consequences.
Ideals generated by 5 quadrics
Throughout this section R is the ring of polynomial K[x, y, z] over the field K. In a few occasions when dealing with Gorenstein ideals we assume that char K = 2. Our purpose is to prove the following assertion about all ideals of codimension 3 generated by 5 quadrics.
Theorem 2.1. Let R = K[x, y, z], and I an ideal of codimension 3 minimally generated by 5 quadrics.
(i) If char K = 2 and I is Gorenstein, then I is syzygetic. Conversely, in all characterics, if I is syzygetic, then I is Gorenstein. (ii) If I is syzygetic, then depth gr I (R) = 0. (iii) If I is not Gorenstein, then depth gr I (R) = 2. (iv) R[It] has the condition R 1 of Serre, i.e., the set of quadrics generating I is birational. Let I be an ideal of codimension 3 generated by quadrics of R = K[x, y, z], m = (x, y, z). As a general reference we shall use [1] and unexplained terminology will be defined when needed.
We begin with some observations about the two Hilbert functions associated to I, i.e., the Hilbert function of R/I and that of the associated graded ring gr I (R) = i≥0 I i /I i+1 of the ideal I. In order to determine the Hilbert function of R/I, we may extend the field K to assume that K is infinite. Let J be a minimal reduction of I generated by 3 quadrics. The Hilbert function of R/J is (1, 3, 3, 1) , with the socle in degree 3. If I is minimally generated by 5 quadrics, λ(I/J) ≥ 2, that is 5 ≤ λ(R/I) ≤ 6. The possible Hilbert functions of R/I are (1, 3, 1) or (1, 3, 1, 1). The second cannot occur since the socle of R/J will map to 0 in R/I. Hence λ(R/I) = 5. If I is minimally generated by 4 quadrics, a similar analysis shows that the Hilbert function of R/I is (1, 3, 2). Hence λ(R/I) = 6.
The other Hilbert function is that of gr I (R) = i≥0 I i /I i+1 of the ideal I. Its two leading coefficients e 0 (I) and e 1 (I) are known to some extent: since the integral closure of I is m 2 , e 0 (I) = e 0 (m 2 ) = 8 and e 1 (I) ≤ e 1 (m 2 ) = 4.
More generally, suppose that R = K[x 1 , . . . , x d ] with m = (x 1 , . . . , x d ) and that I is a Gorenstein ideal of codimension d minimally generated by ν(m 2 ) − 1 quadrics. Then the Hilbert function of R/I is simply (1, d, 1), because once a component has dimension 1 those that follow also have dimension 1 or 0. The symmetry in the case of Gorenstein algebras show that the Hilbert function has to be of the type indicated.
The proof of Theorem 2.1 is the assembly of Propositions 2.2, 2.3 and 2.4. We recall the notion of syzygetic ideals. Given an ideal I, there is a canonical mapping from its symmetric square S 2 onto I 2 :
An ideal I is called syzygetic if δ(I) = 0. If I is syzygetic, then the minimal number of generators of I 2 , ν(I 2 ), is given by the formula
. The converse however is not true. Another elementary property of these ideals is that I 2 = JI for any proper subdeal J ⊂ I.
We recall that if 1/2 ∈ K and I is Gorenstein of codimension 3, then I syzygetic ([3, Proposition 2.8]). Proof. Let m be a maximal ideal containing I. Since I is syzygetic, its square is minimally generated by The proof of (iii) is clear: If J is a minimal reduction of I, it is also a minimal reduction of m 2 , an ideal of reduction number 1,
Since I 2 = JI, the reduction number of I is 2.
Of course we don't know yet of other classes of syzygetic ideals. This is clarified in the next result. Let us discuss non-Gorenstein ideals.
and I an ideal of codimension 3 minimally generated by 5 quadrics. Suppose that I is not Gorenstein. Then I is either (x 2 , xy, xz, y 2 , z 2 ) or (x 2 , xy, xz, yz, ay 2 + cz 2 ) up to change of variables. In particular, I is not syzygetic and red(I) = 2.
Proof. Let m = (x, y, z). Since λ(m 2 /I) = 1, m 2 is contained in the socle of I. A larger socle would contain a linear form h, so h · m ⊂ I. We may assume that K is infinite. We change variables and set x = h. With x(x, y, z) ⊂ I, I can be written as
where q 1 and q 2 are quadratic forms in y, z.
If q 1 = ay 2 + byz + cz 2 and q 2 = dy 2 + eyz + f z 2 , we cannot have a = d = 0, but by subtraction we can assume that one of them is 0 and the other nonzero. If q 1 = (by + cz)z we can by change of variables assume that either q 1 = yz or q 1 = z 2 . In the first case we eliminate the mixed term in q 2 to get
In the other case, we eliminate the z 2 term in q 2 and get q 2 = d ′ y 2 + e ′ yz. At the point we reverse the roles get q 2 = yz and get
We carry out a last change of variables and set y = h 1 and z = h 2 . In the first case we have
while in the second case we have
In both cases, by the proof of Proposition 2.2, the ideal I is not syzygetic because I 2 = m 4 .
By faithful flatness, we may pass to the algebraic closure of K and, by rescaling, we may assume a = b = 1. Then these ideals have reduction number 2 since (x 2 , y 2 , z 2 ) and (x 2 , yz, y 2 + z 2 ) are respective minimal reductions.
To complete the picture we should compute e 1 (I) for submaximally generated ideal I. Proposition 2.4. Let R = K[x, y, z] with K infinite field, and I an ideal of codimension 3 minimally generated by 5 quadrics.
(i) e 1 (I) = 4 and thus R[It] has the condition R 1 of Serre;
(ii) If I is not Gorenstein, then depth gr I (R) = 2.
Proof. (i) Let m be a maximal ideal containing I. Since m 2 is the integral closure of I, we have e 1 (I) ≤ e 1 (m 2 ) = 4. Moreover, we make use of the multiplicity of the Sally module of I ([14, Theorem 2.11]): 0 < s 0 (I) = e 1 (I) − e 0 (I) + λ(R/I) = e 1 (I) − 8 + 5. This implies that e 1 (I) = 4. In particular, the equality e 1 (I) = e 1 (m 2 ) implies the condition
(ii) Suppose that I is not Gorenstein. By Proposition 2.3, the ideal I is either (x 2 , xy, xz, y 2 , z 2 ) or (x 2 , xy, xz, yz, y 2 + z 2 ) up to change of variables and by passing to the algebraic closure of K. We claim that, in both cases, λ(I 2 /JI) = 1 for a minimal reduction J of I. If I = (x 2 , xy, xz, y 2 , z 2 ), then we may choose J = (x 2 , y 2 , z 2 ). Notice that x 2 yz = xy · xz is the only generator of I 2 not in JI. Thus, I 2 /JI ≃ R/(JI : (x 2 yz)). On the other hand, we have
Therefore, λ(I 2 /JI) = 1. Now suppose that I = (x 2 , xy, xz, yz, y 2 + z 2 ). Then we may choose J = (x 2 , yz, y 2 + z 2 ) so that x 2 y 2 = (xy) 2 is the only generator of I 2 not in JI. Repeating the same argument as above, we find
which means that λ(I 2 /JI) = 1. Hence by [7, Theorem 4.7] , depth gr I (R) ≥ 2. Since I = m 2 , by Serre's normality criterion we cannot have depth gr I (R) = 3 as this would be equivalent to R[It] being Cohen-Macaulay and then
In the next corollary we compute the Castelnuovo regularity of the Rees algebras of the ideals above. We are going to be guided by the techniques of [13] . In view of the fact that reg(gr I (R)) = reg(R[It]) ([9, Proposition 4.1], [11, Lemma 4.8]), we will find more convenient to deal with the associated graded ring. If I is syzygetic, set A = gr I (R) and B = gr m 2 (R). We are going to make use of the fact that m 2 /I ≃ K and I n = m 2n for all n ≥ 2. Consider the exact sequence of finitely generated graded modules A-modules
where K and K[−1] are copies of K concentrated in degrees 0 and 1 (resp.), which we break up into two short exact sequences:
To compute the Castelnuovo regularity of A we apply the local cohomology functors H i (·) = H i A + (·) and obtain the isomorphisms (recall that B is Cohen-Macaulay):
Denoting by a i (·) the function that reads the top degree of these cohomology modules, in the formula 
Since m 2 /I ≃ K, I n = m 2n for all n ≥ 2 and m 3 = mI, the two top rows are exact. Thus the bottom row is also exact and therefore both the depth and regularity of F(I) can be read off it, in particular depth F(I) = 1.
We can also calculate the depth of the special fiber for all the other ideals generated by 5 quadrics. We may assume that K is algebraically closed. Our discussion showed that they all belong to the orbits of (x 2 , xy, xz, y 2 , z 2 ) and (x 2 , xy, xz, yz, y 2 + z 2 ). Treating each by Macaulay2, they both have Cohen-Macaulay special fibers. In particular, they do not satisfy the condition R 1 .
Ideals generated by 4 quadrics. Now we complete our study of the Rees algebras of ideals generated by quadrics in 3-space by considering ideals I generated by 4 quadrics. If u = 1, we have I 2 = (ab) + JI, a, b ∈ I. We claim that I 3 = (a 2 b) + JI 2 . Indeed, for u, v, w ∈ I we have uv = rab + s, s ∈ JI. Therefore uvw = rabw + ws, and if we write bw = pab + q, where q ∈ I, we have
We now have the data to apply 
Finiteness of Gorenstein ideals
Our next goal is an analysis of the conjectural fact that the number of Gorenstein ideals of R = K[x 1 , . . . , 
The converse holds for all fields K.
Proof. Let I be one of these ideals and set A = R/I. Fix h ∈ m 2 a generator of the socle of A. Let V = A 1 the d-dimensional vector space generated by the linear forms of A. On V define the scalar product • that makes {x 1 , . . . , x d } an orthonormal basis. Finally define a quadratic form on V by the rule u, v ∈ V uv = C(u, v)h, C(u, v) ∈ R. C(·, ·) is a symmetric bilinear form: let B be the corresponding symmetric matrix, 
and therefore generate the ideal I since they are linearly independent. By rescaling and taking appropriate square roots we conclude that I is one of (
For the converse, let I = (
Note that m 3 = mI, and therefore the Hilbert function of A is (1, d, 1) . Suppose that I is not a Gorenstein ideal.
. If the ideal I = I 2 (A) has codimension 4 then after change of variables it can be generated by 6 monomials and 3 binomials.
has the condition R 1 and depth gr I (R) = 0.
Proof. (i) It is enough to prove that x 4 i ∈ I 2 for all i = 1, . . . , d. This follows from
where i, j, k are all distinct.
(ii) It follows from the similar argument given in the proof of Proposition 2.2.
(iii) Since m 3 = mI and m 4 = I 2 , we have I n = m 2n for all n ≥ 2. In particular, we obtain an equality of respective Hilbert polynomials:
By comparing the coefficients of n d−1 of both sides, we get
Now we use e 0 (I) = 2 d and solve this equation for e 1 (I), which proves the assertion.
(iv) Since I n = m 2n for all n ≥ 2, for all n ≥ 2, we get
Since both reduction numbers of I and m 2 are greater than 1, it implies that the reduction numbers of I and m 2 are equal.
(v) Suppose that I is sygygetic. Then by
By solving this for d, we get d = 3. Proof. It is the same calculation as Corollary 2.5, except that now we use that red(m 2 ) ≥ 2.
As in Remark 2.6, we also have the depth of F(I) is 1.
Submaximally generated ideals of quadrics. Making use of Theorem 3.1 we can now state a structure theorem for almost maximally generated ideals generated by quadrics. where
With additional changes I can be written as Conversely, any ideal as in (1), over any field K, has Cohen-Macaulay type r + 1.
Proof. We give first some observations about the Hilbert function of A = R/I. If I a Gorenstein ideal of codimension d, the Hilbert function of A is simply (1, d, 1) .
In general the Hilbert function of A has the form (1, d, 1 , . . .) with a string of s 1's of length 1 ≤ s ≤ d − 1 because once a component has dimension 1 those that follow also have dimension 1 or 0. If A is not Gorenstein and s > 2, its socle has a generator of degree s, but no generator of degrees [2, s − 1], since for instance A s = A 1 · A s−1 = 0. This implies that besides the generator in degree s the other generators are in degree 1. In particular this means that there is a linear form h such that h · m ⊂ I.
We could actually do better: Let S be the socle of A and S 1 = S ∩ A 1 . Then S 1 is a vector space of dimension r, where r = type(I) − 1. Assume that r = 0, that is I is not Gorenstein.
Let {x 1 , . . . , x r } (after relabeling) a set of linear forms that generate S 1 . Denote R ′ = R/(x 1 , . . . , x r ), let I ′ be the image of I in R ′ . Then I = (x 1 , . . . , x r )m + I ′ R, and I ∩ (x 1 , . . . , x r )R = (x 1 , . . . , x r )m, which means that we have embeddings
The ideal I ′ is a submaximal ideal of R ′ and the Hilbert function of A ′ has the form (1, d−r, 1, . . .). Furthermore the strands (. . .) of the Hilbert functions of A and A ′ are identical. Morevoer I ′ is a Gorenstein ideal: Otherwise we would have a linear form g ∈ R ′ with gm ′ ⊂ I ′ , and since we already have g · (x 1 , . . . , x r ) ⊂ I, we would have gm ⊂ I, which is a contradiction to the definition of S 1 . Note that in particular the strand (. . .) consists of 0's.
Finally the monomials are assembled and we apply Theorem 3.1 to I ′ . For the final assertion, we note that (x 1 , . . . , x r ) lies in the socle of A and thus type(I) ≥ r + 1. For the converse one uses induction on sequences of the kind 0 → I/x 1 m → R/(x 1 ) = R ′ → R ′ /I ′ → 0 and 0 → (x 1 )/x 1 m → R/I → R ′ /I ′ → 0 to calculate types.
A more abstract, but less detailed structural description of Gorenstein ideals that holds for all fields is the following polarized version of Theorem 3.1. In other words J is submaximally generated and thus J = I.
The converse uses the same argument as the proof of Theorem 3.1. Let us check the two types of critical monomials: = (x 1 y 1 − x 2 y 2 )(x 1 y 1 − x 3 y 3 ) + (x 1 y 3 )(x 3 y 1 ) + (x 1 y 2 )(x 2 y 1 ) − (x 2 y 3 )(x 3 y 2 ) ∈ I 2 , x 1 y 1 x 1 y 2 = x 1 y 2 (x 1 y 1 − x 3 y 3 ) + x 1 y 3 x 3 y 2 , and similar ones.
