Abstract-We propose a notion of functional equation for functions of a fixed arity, which is based on a pair of clones. We present necessary conditions for a class of functions to be definable by such equations, and show that for certain choices of clones these conditions are also sufficient.
I. BASIC NOTIONS AND MOTIVATIONS
Throughout the paper , and are assumed to be finite sets. By a function of several variables from to (or simply function, when the sets and are clear from the context) we mean a map :
→ , where ≥ 0 is called the arity of . The set of all -ary functions from to is denoted by . For a class ⊆ ∪
≥0
, we set ( ) = ∩ . Functions of several variables from the two-element set {0, 1} to {0, 1} are usually called Boolean functions. The set of all functions of several variables from to is denoted by . The composition of :
→ by 1 , . . . , : → , denoted by ( 1 , . . . , ), is defined as the -ary function from to given by ( 1 , . . . , )(a) = ( 1 (a), . . . , (a)), for every a ∈ .
We say that is the outer function of the composition, and 1 , . . . , are the inner functions. A clone on is a class ⊆ of finitary functions on that is closed under composition and contains the projections
It is noteworthy that the class ℐ of all projections is the smallest clone on , whereas is the largest clone on . We will denote the clone of all constant functions and projections on by . For further background in clone theory see, e.g., [1] , [2] .
In [3] , the authors worked on an equational framework for defining properties of functions :
→ , ≥ 1, originally proposed in [4] for the study of Boolean functions. Essentially, a functional equation (for functions : → ) was defined as a formal expression (f ( 1 (x 1 , . . . , x )), . . . , f ( (x 1 , . . . , x ))) = (f (ℎ 1 (x 1 , . . . , x )), . . . , f (ℎ (x 1 , . . . , x ))), (1) where , , ≥ 1, : → , : → , each and ℎ is a map → , the symbols x 1 , . . . , x are distinct vector variable symbols, and f is a distinct function symbol. For variants and extensions see, e.g., [5] , [6] , [7] , [8] , [9] , [10] . A function : → is said to satisfy (1) if, for all a 1 , . . . , a ∈ ,
In this way, a class is definable by a set of such functional equations if it comprises exactly those functions which satisfy every equation in the set.
Classes definable by such expressions were completely characterized in terms of a quasi-ordering of functions, the socalled simple minor relation. For a finite set , the equational classes of functions of several variables from to were shown to coincide with the initial segments of this quasiordering; in the case when is arbitrary, possibly infinite, one additional "local closure" condition is also required. In particular, every clone on a finite set is definable by equations of the form (1) .
Despite the fact that a wide variety of function classes can be defined within this framework, it cannot express certain classical properties of functions : → such as that of being symmetric:
for all 1 , . . . , ∈ and any permutation on [ ] = {1, . . . , }. This limitation may be due to the fact that functional equations of such kind do not refer to the arity of functions. This fact led to the notion of functional equation we now propose.
Let and ℬ be clones on and , respectively. A (ℬ, )-equation is a functional equation of the form
where , , ≥ 0, ∈ ℬ ( ) , ∈ ℬ ( ) , each and ℎ is a function in ( ) , and f is an -ary function symbol. Observe that if we interpret the function symbol f by a function : → , then each side of (2) becomes an -ary function from to . For this reason we will sometimes refer to (2) as an -ary (ℬ, )-equation. 
) , for every permutation on [ ]. In fact, two of these ! equations suffice, since the symmetric group can be generated by two permutations (e.g., an -cycle and a transposition).
Example 2.
Let and be lattices, and let ⋀ and ⋀ denote the clones generated by the meet operation ∧ on and , respectively. The class of -ary order-preserving functions from to can be defined by the (
while the class of -ary order-reversing functions from to can be defined by the (
Similarly, these classes are definable by (ℬ, )-equations for any choice of clones ℬ ∈ { ⋀ , ⋁ } and ∈ { ⋀ , ⋁ }, where ⋁ and ⋁ denote the clones generated by the join operation ∨ on and , respectively. Clearly, all of these equations are (ℳ , ℳ )-equations, where ℳ and ℳ denote the clones of monotone (order-preserving) functions on and , respectively. In general, the larger the clones ℬ and are, the larger the expressive power of (ℬ, )-equations is:
Example 3. If ( ; ⋅) and ( ; * ) are semigroups, with clones of term functions and ℬ, respectively, then the set of homomorphisms from to can be defined by the (ℬ, )-equation
This is a generalization of the classical Cauchy equation ( + ) = ( ) + ( ) (cf. [11] ).
Example 4.
For any given ∈ , the singleton { } can be defined by ( , )-equations as follows. Let a = ( 1 , . . . , ) be an arbitrary element of , and let = (a).
is a ( , )-equation: on the left hand side the outer function is the identity function, and the inner functions are the constants 1 , . . . , , while on the right hand side we have only the constant function as outer function. Considering these equations for all a ∈ , we obtain a system of equations that is satisfied only by , since these equations specify the value of the function at every a ∈ .
Example 5. Let be a finite field, and let ℒ 0 be the clone of 0-preserving linear functions on , i.e., functions of the form ( 1 , . . . , ) = 1 1 + ⋅ ⋅ ⋅ + ( ∈ ). Let us examine which classes ⊆ ( ) are definable by (ℒ 0 , )-
We will regard a function ∈ ( ) as a vector − → in thedimensional vector space whose -th coordinate is (a ). In the next section we make some general observations about equational definability, and in Section III we consider the problem of characterizing function classes definable by (ℬ, )-equations, in the spirit of Example 5. We present such a characterization for the four cases when ℬ and contain either only projections or all functions.
II. PRELIMINARY RESULTS
From the fact that and are finite it follows that definability by (ℬ, )-equations can be always achieved by means of finite sets of (ℬ, )-equations.
Proposition 6. A class ⊆ is definable by (ℬ, )-equations if and only if it is definable by a finite set of (ℬ, )-equations.
Proof: Clearly, the condition is sufficient. To show that it is also necessary, suppose that is defined by a (possibly infinite) set ℰ of (ℬ, )-equations. For every ∈ ∖ we can find an equation in ℰ that is not satisfied by . Collecting these equations for all ∈ ∖ , we get a finite subset of ℰ that defines , since ∖ is finite. This result can be strengthened for sufficiently large clones ℬ. Indeed, as our next result indicates, if the clone ℬ contains certain functions, then a single (ℬ, )-equation suffices. To this extent, let 0 and 1 be two arbitrary distinct elements of , and consider analogues of the Boolean conjunction ∧ and equivalence ↔, defined as follows: for , ∈ let 
It is straightforward to verify that a function satisfies this equation if and only if ∈ ∪ ′ .
Remark 9. Let us note that in Propositions 7 and 8, the operation ∧ can be replaced by any binary operation whose restriction to {0, 1} coincides with the Boolean conjunction.
Proposition 10. A class ⊆ is definable by (ℬ, )-equations if and only if it is definable by (ℬ, )-equations.
Proof: Sufficiency is obvious. To show necessity, let us assume that is defined by a set ℰ of (ℬ, )-equations. For any -ary equation ∈ ℰ, let us evaluate at every tuple a ∈ . This way we get | | many equalities, each of which can be regarded as a (ℬ, )-equation (the inner functions are the constants obtained by evaluating the inner functions of at a). A function satisfies these equations if and only if it satisfies the original equation . Unfolding each equation of ℰ in this manner, we end up with a (large) set of (ℬ, )-equations that defines .
III. CHARACTERIZATIONS OF CLASSES DEFINABLE BY EQUATIONS INDUCED BY THE SMALLEST AND LARGEST CLONES
In this section we address the question: Which classes of functions can be defined by (ℬ, )-equations? In other words, we consider the following problem:
Problem. Given two clones and ℬ, determine necessary and sufficient closure conditions on a class which guarantee the existence of (ℬ, )-equations defining it.
The general solution to this problem eludes us. However, we provide partial results towards a general solution of this problem. To this extent we need to recall some notions concerning certain special clones. The above definition of commutation is illustrated as follows: given any × matrix
over , first applying to the rows of and then applying to the resulting column vector yields the same result as first applying to the columns of and then applying to the resulting row vector.
Let ⊆ be a class of functions on . The centralizer of , denoted by * , is defined as the set of all functions which commute with every member of , i.e., * = { ∈ : ⊥ for every ∈ }.
It is not difficult to verify that * is a clone for any class . The clones and ℐ are centralizers of each other: * = ℐ and ℐ * = . The following proposition establishes necessary conditions for a class to be definable by (ℬ, )-equations.
Proposition 11. If a class ⊆ is definable by (ℬ, )-equations, then
1) for every ℓ ≥ 0, 1 , . . . , ℓ ∈ and Φ ∈ (ℬ * ) (ℓ) we have Φ ( 1 , . . . , ℓ ) ∈ , and 2) for every ∈ and ∈ ( * ) (1) we have
Proof: Assume that is definable by (ℬ, )-equations, and let be one of the defining equations of , given in the form (2) . For any function :
→ and any tuple a ∈ , let LHS( , a) and RHS( , a) denote the left-hand side and the right-hand side of , respectively, when evaluated for f = at a.
For the first claim, let Φ ∈ (ℬ * ) (ℓ) , 1 , . . . , ℓ ∈ .
We need to prove that
, we have LHS( , a) = RHS( , a) for = 1, . . . , ℓ; therefore Φ(LHS ( 1 , a) , . . . , LHS( ℓ , a)) = Φ(RHS ( 1 , a) , . . . , RHS( ℓ , a)) (3) for all a ∈ . Let us consider the following ℓ × matrix over :
Applying to the rows and Φ to the resulting column vector, we obtain Φ(LHS ( 1 , a) , . . . , LHS( ℓ , a) ). Applying Φ to the columns and to the resulting row vector, we obtain LHS (  ′ , a) . Since Φ ⊥ , we have
LHS(
′ , a) = Φ(LHS ( 1 , a) , . . . , LHS( ℓ , a) ).
A similar argument shows that
RHS(
′ , a) = Φ(RHS ( 1 , a) , . . . , RHS( ℓ , a) ).
From (3), (4), (5) it follows that LHS(
. Thus ′ satisfies . For the second claim, let ∈ , ∈ ( * ) (1) , and let ′ :
→ be defined by a) . A similar argument shows that RHS( , (a)) = RHS( ′ , a). Since ∈ , the equality LHS( , (a)) = RHS( , (a)) holds for all a ∈ . From this it follows that LHS(
. This means that ′ satisfies , and we conclude that ′ ∈ . Let us note that Example 5 illustrates that the above conditions are also sufficient when = is a finite field, and ℬ = ℒ 0 , = . Indeed, in this case * is the clone of idempotent functions on , thus ( * ) (1) contains only the identity function, hence ( ( 1 ), . . . , ( )) = in condition 2) of Proposition 11. Thus, this condition holds trivially for any class . The ℓ-ary elements of ℬ * are just the linear functionals on the vector space ℓ , and these are all of the form 1 1 + ⋅ ⋅ ⋅ + ℓ ℓ ( ∈ ), hence ℬ * = ℬ = ℒ 0 . Therefore, the first condition of the above proposition expresses the fact that − → is closed under linear combinations, i.e., it is a subspace of . As we have seen in Example 5, this condition is necessary and sufficient for definability by
The next example shows that the two necessary conditions given in Proposition 11 are not always sufficient.
Example 12. Let = = {0, 1, 2, 3}, and let be the unary function on defined by (0) = (1) = (2) = 0, (3) = 1. Let ℬ be the clone generated by , let be any clone on , and let ⊆ (0) consist of the constants 0 and 1. We claim that satisfies the two conditions of Proposition 11. Indeed, the second condition is trivial, as contains only constants. The first condition states that every function Φ ∈ ℬ * preserves the set {0, 1} ⊆ . This is clear, since {0, 1} is exactly the range of . Now let us suppose that is definable by a set ℰ of (ℬ, )-equations. Since ( ( )) is constant 0, every function ∈ ℬ is of the form (x) = , (x) = ( ) or (x) = 0. As contains only nullary functions, inner functions do not appear at all in our (ℬ, )-equations, therefore, ℰ consists of some of the equations (f ) = f , f = 0 and (f ) = 0. However, the equations (f ) = f and f = 0 both define the set {0}, while (f ) = 0 defines the set {0, 1, 2}, hence no combination of these equations can define = {0, 1}. This shows that is not definable by (ℬ, )-equations.
In the rest of the paper we show that the necessary conditions presented in Proposition 11 are sufficient, when ℬ ∈ {ℐ , } and ∈ {ℐ , }. As * = ℐ , in the case ℬ = the first condition of Proposition 11 is satisfied by every class, while for ℬ = ℐ it takes the form
since ℐ * = . Similarly, the second condition is trivial for = , and for = ℐ it reads as
Lemma 13. A class ⊆ is definable by (ℬ, ℐ )-equations if and only if it is definable by (ℬ, )-equations and satisfies condition (7).
Proof: The necessity of the conditions follows from Proposition 11. To prove the sufficiency, let us suppose that ⊆ is definable by a system of (ℬ, )-equations and satisfies (7) . By Proposition 10, there exists a system ℰ of (ℬ, )-equations that defines . To simplify notation, in the following we will assume that = {1, 2, . . . , }. Let us replace every occurrence of every constant ∈ by the -th -ary projection ( ) in every equation of ℰ. This way we obtain a system ℰ ′ of -ary (ℬ, ℐ )-equations. We will prove that ℰ ′ defines . Assume first that a function satisfies ℰ ′ . Then the two sides of each equation of ℰ ′ evaluate to the same value for f = at every a ∈ . Choosing a = (1, 2, . . . , ), we get exactly the original equations in ℰ. Therefore satisfies ℰ, and this implies that ∈ . Now let us assume that ∈ , and let us evaluate the two sides of an equation in ℰ ′ for f = at an arbitrary tuple a ∈ . Then we obtain the same values as if we evaluated the two sides of the corresponding equation of ℰ for the function f = ( ( 1 ) , . . . , ( )) , where is the unary map defined by ( ) = for every ∈ . Since has property (7), ( ( 1 ) , . . . , ( ) (6) .
Proof: The necessity of the condition follows from Proposition 11. For the sufficiency, let us assume that ⊆ satisfies (6), and let ∈ be an arbitrary function that satisfies every (ℐ , )-equation that is satisfied by all members of . We will prove that ∈ .
Let us choose ℓ = | |, let = { 1 , . . . , ℓ }, and for any a ∈ let us write (a) for the ℓ-tuple ( 1 (a) , . . . , ℓ (a)). We claim that this formula gives rise to a well-defined function Φ ∈ (ℓ) . Suppose that b = (a) = (a ′ ) for some tuples a, a ′ ∈ . Let us consider the functional equation
This is an (ℐ , )-equation, since the outer function on both sides is the identity function (i.e., the first unary projection), and the inner functions are constants. The equality (a) = (a ′ ) implies that every element of satisfies (8) . Therefore, according to our assumption, satisfies (8) 
