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Ce cours débute par quelques rappels sur les espaces topologiques et variétés
différentielles ainsi que sur le problème de classification des variétés qui motive la
suite du cours. Le second paragraphe est consacré à l’aspect algébrique des théories
d’homologies, l’algèbre homologique, et culmine avec les formules des coefficients
universels. Le troisième paragraphe est consacré à plusieurs incarnations des ho-
mologie et cohomologie en géométrie. On présente dans ce paragraphe les théories
de de Rham, simpliciale, singulière et cellulaire et démontre plusieurs versions du
théorème de de Rham et de la dualité de Poincaré. Enfin, le dernier paragraphe est
consacré à une introduction à la théorie des faisceaux, où l’on étudie les notions
de faisceau, faisceau image, cohomologie de Čech et cohomologie des faisceaux.
Ces notes de cours ont été rédigées par Matthieu Dussaule. Il s’agit d’un cours
de niveau Master 2 dispensé durant l’automne 2015 à l’École normale supérieure
de Lyon dans le cadre du Master de Mathématiques Avancées de 2ème année.
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1 Espaces topologiques et variétés différentielles
On pourra consulter [2] pour en connaître davantage sur ce paragraphe.
1.1 Espaces topologiques
Définition 1.1. Une topologie sur un ensemble X est la donnée de sous-ensembles
de X, que l’on appelle ouverts, qui vérifient :
 l’intersection de deux ouverts est un ouvert,
 une réunion quelconque d’ouverts est un ouvert,
 l’ensemble vide et l’espace X tout entier sont ouverts.
Le complémentaire d’un ouvert est par définition un fermé.
Définition 1.2. Un espace topologique est dit connexe lorsqu’il n’est pas réunion
disjointe de deux ouverts non triviaux. Il est dit séparé lorsque pour tous éléments
distincts x et y, il existe deux ouverts disjoints U et V tels que x P U et y P V .
Définition 1.3. Un recouvrement d’ouverts U de l’espace topologique X est un
sous-ensemble d’ouverts dont la réunion vaut X. Il est dit localement fini lorsque
chaque point de X possède un voisinnage contenu seulement dans un nombre fini
d’ouverts de ce recouvrement U . On dit aussi qu’un recouvrement V raffine le
recouvrement U lorsque tout élément de V est contenu dans un élément de U .
Définition 1.4. Un espace topologique est dit compact lorsqu’il est séparé et que
tout recouvrement d’ouverts possède un sous-recouvrement fini. Il est dit paracom-
pact lorsque tout recouvrement d’ouverts possède un raffinement localement fini.
Contre-exemple 1.5. La droite longue n’est pas paracompacte.
Théorème 1.6. Soit X un espace topologique paracompact. Alors tout recouvre-
ment d’ouverts U de X possède une partition de l’unité subordonnée tfV , V P Vu,
c’est-à-dire telle que :
 Le recouvrement V est un raffinement localement fini de U ,





fV est constante égale à 1.
De plus, si U est localement fini, on peut choisir V  U
Démonstration. Voir la démonstration du Théorème 12.8 de [2].
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Définition 1.7. Une application continue f : X Ñ Y entre espaces topologiques
est une application pour laquelle la préimage de tout ouvert est un ouvert. C’est
un homéomorphisme lorsqu’elle est bijective, continue et d’inverse continue.
Définition 1.8. Deux applications continues f0 : X Ñ Y et f1 : X Ñ Y sont
dites homotopes lorsqu’elles sont reliées par une homotopie, c’est-à-dire par une
application continue F : X  r0, 1s Ñ Y telle que F|Xt0u  f0 et F|Xt1u  f1.
Définition 1.9. On dit qu’une application continue f : X Ñ Y est une équivalence
d’homotopie lorsqu’il existe une application continue g : Y Ñ X telle que g  f et
f  g soient homotopes à l’identité (de X et de Y respectivement).
Dans ce cas les espaces topologiques X et Y sont dits homotopiquement équi-
valents, ou de même type d’homotopie. Un espace topologique est dit contractile
lorsqu’il est homotopiquement équivalent à un singleton.
Exemple 1.10. 1. L’espace vectoriel Rn ou plus généralement tout sous-ensemble
convexe ou étoilé est contractile.
2. La sphère Sn1 a le même type d’homotopie que Rnzt0u.
Définition 1.11. On dit qu’un sous-ensemble Y de X est un rétract par déforma-
tion de X lorsqu”il existe une homotopie F : X  r0, 1s Ñ X telle que f0  IdX
et Impf1q  Y avec pf1q|Y  IdY , où f0  F|Xt0u et f1  F|Xt1u. Les exemples
précédents (Exemple 1.10) sont des rétracts par déformation.
1.2 Variétés différentielles
Définition 1.12. Une variété différentielle de dimension n est un espace topolo-
gique séparé M recouvert par un nombre au plus dénombrable de cartes.
Une carte est la donnée d’un ouvert U de M , d’un ouvert V de Rn et d’un
homéomorphisme ϕ : U Ñ V tels que lorsque deux cartes pU1, ϕ1q et pU2, ϕ2q
se rencontrent, l’application de changement de cartes ϕ2  ϕ11 : ϕ1pU1 X U2q Ñ
ϕ2pU1 X U2q soit un C8-difféomorphisme.
La variété M est aussi appelée surface lorsque n  2 et courbe lisse lorsque
n  1. La réunion des cartes est appelée atlas. Deux atlas sont dits compatibles
lorsque leur réunion est un atlas.
Contre-exemples 1.13. 1. La réunion de deux copies de R2 où l’on identifie les
points de R2zt0u n’est pas une variété parce-qu’elle n’est pas séparée.
2. La droite longue n’est pas une variété. En fait toute variété est paracompacte.
Exemple 1.14. 1. Les premiers exemples de variétés différentielles sont Rn (l’es-
pace modèle), la sphère Sn : tx P Rn 1, }x}  1u et le tore Tn : Rn{Λ où
Λ est un réseau de Rn.
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2. Les espaces projectifs.
L’espace projectif réel RP n, aussi noté P pRn 1q ou P nR , est l’ensemble des
droites vectorielles de Rn 1. C’est le quotient pRn 1zt0uq{px  λx, @λ P Rq.
L’espace projectif complexe CP n, aussi noté P pCn 1q ou P nC , est l’ensemble
des droites vectorielles de Cn 1. C’est le quotient pCn 1zt0uq{px  λx, @λ P
Cq.
Ce sont des variétés différentielles compactes connexes de dimension n et 2n
respectivement.
3. Les groupes linéaires GLnpCq, GLnpRq, SLnpCq, SLnpRq, SUn, Un, SOn, On,
etc... sont des variétés différentielles. Mieux, ce sont des groupes de Lie.
4. Les espaces lenticulaires
Soient p et q deux entiers premiers entre eux. Le groupe Z{pZ agît sur la
sphère unité S3  C2 par restriction de l’action
Z{pZ C2 Ñ C2






Le quotient de S3 par cette action est noté Lpp, qq et appelé espace lenticulaire
de dimension 3. C’est une variété compacte de dimension trois.
5. Les autres quotients de la sphère par des groupes finis agissant sans point fixe,
comme la sphère de Poincaré, sont des variétés compactes de dimension 3.
6. Les suspensions de difféomorphismes
Soit M une variété et ϕ : M ÑM un difféomorphisme. Le groupe Z agît sur
M  R par
Z pM  Rq Ñ M  R
pk, px, tqq ÞÑ pϕkpxq, t  kq
.
Le quotient de M  R par cette action fournit une variété V de dimension
n  1 appelée suspension du difféomorphisme ϕ.
La projection px, tq P M  R ÞÑ t mod Z dans R{Z  S1 passe au quotient
en une submersion pi : V Ñ S1 dont les fibres sont difféomorphes à M .
7. Les fibrés de Seifert
Dans le cas de la rotation ϕ d’angle rationnel q{p, où p et q sont des entiers
premiers entre eux, sur le disque ∆ : tz P C, |x|   1u de dimension deux, la
suspension de ϕ fournit une variété de dimension trois partitionnée par des
cercles.
De plus, la suspension de ϕ|∆∆zt0u fournit un ouvert V  de V difféomorphe
à ∆  S1.
Un fibré de Seifert est une variété de dimension trois compacte, partitionnée
par des cercles, obtenue en recollant de telles suspensions le long d’ouverts
de V  saturés par des cercles.
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Définition 1.15. Une variété différentielle est dite orientable lorsqu’elle possède
un atlas dont toutes les applications de changements de cartes ont une différentielle
qui préserve l’orientation de Rn.
Exemple 1.16. 1. L’espace projectif RP n est orientable si et seulement si n est
impair.
2. La suspension de id :s0, 1rÑs0, 1r est orientable, c’est un cyclindre. La sus-
pension de id :s0, 1rÑs0, 1r n’est pas orientable, c’est le ruban de Mœbius.
Proposition 1.17. Une variété différentielle de dimension n est orientable si et
seulement si elle possède une forme différentielle de degré n qui ne s’annule pas.
Définition 1.18. Une application f : M Ñ N entre variétés différentielles est
dite différentiable lorsque pour toutes cartes ϕ : U Ñ V de M et ψ : U 1 Ñ V 1 de
N , la composée ψ  f ϕ1 est différentiable entre ouverts de Rn. On dit que f est
un difféomorphisme lorsque f est bijective et f et f1 sont différentiables.
Étant données deux variétés connexes orientées M et N de dimension n, on
peut former une nouvelle variété de dimension n connexe et orientée, que l’on
note M7N et qu’on appelle somme connexe de M et N , en procédant de la façon
suivante :
1. On choisit des plongements iM : Dn Ñ M et iN : Dn Ñ N , où Dn est le
disque unité ouvert de Rn et iM (respectivement iN) préserve (respectivement
renverse) l’orientation.
2. On recolle MztiMp0qu et NztiNp0qu le long de iMpDnzt0uq et iNpDnzt0uq à
l’aide de l’application de recollement qui identifie en coordonnées polaires
iMpr, θq à iNp1 r, θq pour tout 0   r   1 et tout θ P Sn1.
Les orientations deMztiMp0qu etNztiNp0qu se prolongent en une orientation de
M7N puisque l’application de recollement piNi1M q|iM pDnzt0uq préserve l’orientation.
Attention :
1. La variétéM7N ne dépend pas des choix de iM et iN à difféomorphisme près,
ce qui repose sur un théorème de Palais selon lequel tous les plongements du
disque sont isotopes.
2. Par contre M7N dépend du choix des orientations de M et N . Par exemple
CP 27CP 2 et CP 27CP 2 ne sont pas homéomorphes.
3. Si M ou N n’est pas orientable, l’opération de somme connexe reste bien
définie, on ne suppose alors pas que iM ou iN préserve ou renverse l’orienta-
tion.
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Définition 1.19. Une variété différentielle à bord M de dimension n est définie
comme une variété différentielle, mais en étant localement modelée sur des ouverts
du demi-espace tpx1, ..., xnq P Rn, xn ¥ 0u. Le bord de M est l’ensemble des points
envoyés sur l’hyperplan txn  0u, il hérite d’une structure de variété différentielle
de dimension n 1.
1.3 Classification des variétés
Il est tentant de chercher à lister toutes les variétés à homéomorphisme ou
difféomorphisme près.
Théorème 1.20. 1. Toute variété compacte connexe de dimension un est dif-
féomorphe au cercle S1.
2. Toute variété compacte connexe et orientable de dimension deux est difféo-
morphe à S2 ou à une somme connexe T27T27...7T2 de tores, c’est-à-dire à
une somme connexe S27T27...7T2. De plus, deux telles surfaces sont difféo-
morphes entre elles si et seulement si le nombre de tores dans la somme
connexe est le même (c’est le genre de la surface).
3. Toute variété compacte connexe et non orientable de dimension deux est
difféomorphe à une somme connexe de plans projectifs RP 27...7RP 2. De plus
deux telles surfaces sont difféomorphes si et seulement si le nombre de plans
projectifs dans la somme connexe est le même.
En dimension supérieure à trois, il devient (très) difficile de montrer que deux
variétés sont homéomorphes.
Théorème 1.21 (G. Perelman). Toute variété compacte connexe et simplement
connexe de dimension trois est difféomorphe à la sphère S3.
Théorème 1.22 (Markov, 1958). Il n’existe pas d’algorithme permettant de déci-
der si deux variétés sont homéomorphes entre elles.
D’autres relations d’équivalences plus faibles sont donc étudiées. On peut cher-
cher à lister les variétés à type d’homotopie près ou à cobordisme près. Par exemple,
Théorème 1.23. 1. Deux espaces lenticulaires Lpp, qq et Lpp1, q1q ont même
type d’homotopie si et seulement si p  p1 et Dn P Z, qq1  n2 mod p.
2. Ces espaces sont difféomorphes si et seulement si p  p1 et q  q11 mod p.
Définition 1.24. Deux variétés compactes orientées M et N de dimension n
sont dites cobordantes lorsqu’il existe une variété orientée W , compacte à bord de
dimension n  1, dont le bord BW est difféomorphe à la réunion disjointe M \N
en induisant l’orientation de M et l’orientation opposée de N .
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Exemple 1.25. L’anneau tx P Rn, 1 ¤ }x} ¤ 2u est un cobordisme entre Sn1 et
Sn1.
Théorème 1.26 (R. Thom). 1. Toute variété compacte de dimension trois borde
une variété de dimension quatre.
2. Toute variété compacte connexe et orientable de dimension quatre est cobor-
dante à une somme connexe de S4 et de copies de CP 2 et CP 2. De plus deux
telles variétés sont cobordantes si et seulement si le nombre de copies de CP 2
moins le nombre de copies de CP 2 est le même.
S’il est très difficile de montrer que deux variétés sont homéomorphes entre
elles, il est beaucoup plus facile de montrer qu’elles ne le sont pas. Par exemple, si
elles n’ont pas le même nombre de composantes connexes. Le but de ce cours est
de fournir des outils algébriques qui permettent de distinguer les variétés ou les es-
paces topologiques à homéomorphisme près, généralisant la notion de composante
connexe.
On va associer à toute variété M de dimension n des groupes abéliens HkpMq
et HkpMq, 0 ¤ k ¤ n, appelés groupes d’homologie et de cohomologie de M ,
de sorte que deux variétés homéomorphes aient des groupes isomorphes. Mieux,
toute application C0 entre deux variétés induit un morphisme entre leurs groupes
d’homologie et de cohomologie, qui est un isomorphisme lorsque l’application est
un homéomorphisme.
Un autre objectif du cours aurait pu être d’associer des groupes d’homotopie
pikpM, ptq, k P N, partageant la même propriété : deux variétés homéomorphes ont
des groupes d’homotopie isomorphes et une application C0 entre variétés induit
un morphisme entre leurs groupes d’homotopies. Le groupe pi1pM, ptq n’est pas
abélien en général, c’est le groupe fondamental de la variété. La variété est dite
simplement connexe lorsqu’il est trivial. On ne discutera toutefois pas ici cette
théorie d’homotopie.
Une manière de formaliser cet objectif passe par les notions de catégorie et
foncteur.
Définition 1.27. Une catégorie C est la donnée
1. d’une classe ObpCq sont les éléments sont appelés objets,
2. pour deux objets X et Y , d’un ensemble MorCpX, Y q dont les éléments sont
appelés morphismes ou flèches de X à Y ,
3. pour trois objets X, Y et Z, d’une application de composition qui à un mor-
phisme f de MorCpX, Y q et un morphisme g de MorCpY, Zq associe un mor-
phisme g  f de MorCpX,Zq
tels que
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a) l’opération de composition est associative, c-à-d pf  gq  h  f  pg  hq,
b) si X est un objet, alors l’ensemble MorCpX,Xq contient un élément IdX tel que
pour tout objet Y et tout morphisme f de MorCpX, Y q, f  IdX  IdY  f  f .
Exemple 1.28. La catégorie des ensembles, des espaces topologiques, des variétés,
des groupes abéliens, des groupes, etc...
Définition 1.29. Un foncteur (covariant) F : C Ñ D entre deux catégories C et
D est la donnée d’une application F : ObpCq Ñ ObpDq et pour tous objets X et Y
de ObpCq d’une application FX,Y : MorCpX, Y q Ñ MorDpFpXq,FpY qq telle que
Fpg fq  Fpgq Fpfq pour tous morphismes f PMorCpX, Y q et g PMorCpY, Zq,
et telle que FpIdXq  IdFpXq pour tout x P ObpCq.
Dans ce langage, le but du cours est de définir des foncteurs de la catégorie des
variétés différentielles ou des espaces topologiques vers la catégorie des groupes
abéliens.
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2 Homologie et cohomologie
Ce paragraphe s’inspire du livre [11], que l’on pourra consulter, ainsi que [4],
pour en connaître davantage.
2.1 Complexes de chaînes et de cochaînes








Ñ   
où pour tout n P Z, Cn est un groupe abélien, ou plus généralement un module
sur un anneau A, et Bn est un morphisme de groupes ou de A-modules tel que
Bn  Bn 1  0.








Ð   
où pour tout n P Z, Cn est un groupe abélien, ou plus généralement un module
sur un anneau A, et dn est un morphisme de groupes ou de A-modules tel que
dn 1  dn  0.
L’opérateur Bn est appelé opérateur de bord et l’opérateur dn opérateur de co-
bord. Lorsque seul un nombre fini de groupes Cn ou Cn sont non triviaux, le com-
plexe est dit borné.





Ñ    est un complexe de
chaînes, alors en posant Cn  HompCn,Zq et dn  tpBn 1q, on obtient un
complexe de cochaînes.
2. La suite suivante est un complexe de chaînes :
  
0
Ñ Z 2Ñ Z 0Ñ Z 2Ñ Z 0Ñ Z 2Ñ   
Définition 2.3. Soit C un complexe de chaînes (respectivement cochaînes). Les
éléments de KerpBnq : ZnpCq (respectivement Kerpdnq : ZnpCq) sont appelés
cycles (respectivement cocycles). Les éléments de ImpBn 1q : BnpCq (respective-
ment Impdn1q : BnpCq) sont appelés bords (respectivement cobords) et le quo-
tient HnpCq  ZnpCq{BnpCq (respectivement HnpCq  ZnpCq{BnpCq) est appelé
groupe d’homologie (respectivement de cohomologie) du complexe.
Exemple 2.4. Dans l’exemple 2 précédent (de l’Exemple 2.2), les groupes d’homo-
logie sont isomorphes à Z{2Z et t0u en alternance.
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Attention : les groupes d’homologie du complexe et de cohomologie du com-
plexe dual ne sont pas isomorphes en général, voir le §2.3.
Dans ce qui suit, les définitions liées aux complexes de chaînes et à leurs groupes
d’homologie se reformulent dans le cadre des complexes de cochaînes et de leurs
groupes de cohomologie. On le laisse en exercice.
Définition 2.5. Une application de chaînes f : C Ñ D, aussi appelée morphisme
de complexes, est la donnée pour tout entier n P Z d’un morphisme de groupes ou

















ÝÝÝÑ   
Définition 2.6. Une homotopie h : C Ñ D entre deux applications de chaînes
f 1, f 2 : C Ñ D est la donnée pour tout entier n P Z d’un morphisme de groupes
hn : Cn Ñ Dn 1 satisfaisant f 1n  f 2n  Bn 1  hn   hn1  Bn.
Proposition 2.7. Soit f : C Ñ D une application de chaînes entre complexes.
Alors, pour tout n P Z, fnpZnpCqq  ZnpDq et fnpBnpCqq  BnpDq, de sorte
qu’elle induit un morphisme fn : HnpCq Ñ HnpDq. De plus deux applications
homotopes induisent le même morphisme en homologie.
Démonstration. Pour tout n P Z et pour tout cycle c P ZnpCq, on a Bn  fnpcq 
fn1  Bnpcq  fn1p0q  0, donc fnpcq est un cycle. Pour tout bord b P BnpCq, il
existe a P Cn 1 tel que b  Bn 1paq, donc fnpbq  fn  Bn 1paq  Bn 1  fn 1paq,
de sorte que fnpbq est un bord. En particulier, si on note pin : ZnpDq Ñ HnpDq
la surjection canonique, l’application pin  fn passe au quotient en un morphisme
HnpCq Ñ HnpDq que l’on note encore fn.
Soient f 1 et f 2 deux applications de chaînes homotopes et h une homotopie
entre f 1 et f 2. Soit alors rcs P HnpCq et c1  c Bn 1pc˜q un représentant quelconque
de cette classe d’homologie dans ZnpCq. Alors c1 est un cycle donc hn 1Bnpc1q  0.
En notant c˜1  hnpc1q, on a f 1npc1q  f 2npc1q   Bn 1pc˜1q de sorte que f 1nprcsq 
f 2nprcsq.
Définition 2.8. On appelle caractéristique d’Euler d’un complexe borné C dont les






Proposition 2.9 (Inégalités de Morse). Soit C un complexe de chaînes borné
dont les éléments sont des espaces vectoriels de dimensions finies sur un corps
K. Alors χpCq 
°
nPZ




























Comme la quantité dimKBNpCq est positive, on en déduit les inégalités de Morse.
D’autre part cette quantité s’annulle lorsqueN est assez grand, d’où le résultat.
2.2 Suites exactes de complexes
Définition 2.10. On appelle sous-complexe C 1 du complexe C la donnée, pour








Ñ   














Ñ   
Définition 2.11. Une suite courte de complexes 0 Ñ C 1 iÑ C pÑ C2 Ñ 0 est dite
exacte lorsque pour tout n P Z, in est injectif, pn est surjectif et Kerppnq  Impinq.
Exemple 2.12. Si C 1 est un sous-complexe de C et si i : C 1 Ñ C désigne l’inclusion
et pi : C Ñ C{C 1 la projection, alors la suite courte de complexes 0 Ñ C 1 iÑ C piÑ
C{C 1 Ñ 0 est exacte.
Un deuxième exemple important est fourni par la proposition suivante.
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Proposition 2.13. Soit C un complexe de chaînes dont les éléments sont des
groupe abéliens (ou des A-modules) libres et soit 0 Ñ G1 iÑ G pÑ G2 Ñ 0 une
suite exacte courte de groupes abéliens (ou de A-modules). Alors la suite courte de
complexes suivante est exacte :




Ñ C bG2 Ñ 0.
Démonstration. Pour tout n P Z, le groupe CnbG2 est engendré par les éléments
de la forme c b g2, où c P Cn et g2 P G2. Or il existe g P G tel que ppgq  g2, de
sorte que Idb ppcb gq  cb g2. La dernière partie de la suite est donc exacte. De
même l’image de Id b i est le sous-groupe de Cn b G engendré par les éléments
de la forme c b g, où g P Kerppq. Soit Kn ce sous-groupe. Alors, le morphisme
Cn b G Ñ pCn b Gq{Kn se factorise à travers Cn b G2 par ϕn, où ϕn agît sur les
tenseurs simples par ϕnpcbg2q  cbg modpKnq avec g P G tel que ppgq  g2. Cette
application ϕn ne dépend pas du choix de g. On en déduit que KerpIdb pq  Kn.
D’autre part pIdb pq  pIdb iq  0, de sorte que KerpIdb pq  ImpIdb iq. Enfin,
si x P KerpIdb iq, il s’écrit x 
°
akckb g
1. Le sous-groupe C 1 de C engendré par
les ck est de type fini et libre donc isomorphe à un Zr, r P N. Or Zr b G1  pG1qr







Comme ir est injective, pId b iq|C1bG1 est injective et donc x  0. Finalement,
Idb i est injective et la suite est exacte.
Remarque 2.14. Attention, ce dernier point utilise que C est libre. Si on considère
par exemple la suite 0 Ñ Z 2Ñ ZÑ Z{2ZÑ 0 de groupes abéliens et le complexe
C de chaînes 0 Ñ Z{2ZÑ 0. Alors, CbZ  C, CbZ{2Z  C et en tensorisant, la
multiplication par 2 devient l’application nulle et la projection ZÑ Z{2Z devient
l’identité, donc la suite C bZÑ C bZÑ C bZ{2ZÑ 0 est exacte, mais la suite
0 Ñ C bZÑ C bZÑ C bZ{2ZÑ 0 ne l’est pas, elle n’est pas exacte à gauche.
En fait le défaut d’exactitude provient de la multiplication par 2, codée par
la torsion G2  Z{2Z, et de la torsion de C, en l’occurence sa 2-torsion. On note
Tor1pZ{2Z, Cq  Tor1pZ{2Z,Z{2Zq ce défaut d’exactitude, de sorte que la suite
0 Ñ Tor1pZ{2Z, Cq Ñ C b ZÑ C b ZÑ C b Z{2ZÑ 0 devient exacte.
Définition 2.15. L’homologie du complexe CbG, où G est un groupe abélien (ou
un A-module), est appelé homologie de C à coefficients dans G et notée HpC,Gq.
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Exemple 2.16. Si C est le complexe    0Ñ Z 2Ñ Z 0Ñ Z 2Ñ Z 0Ñ    , alors les
groupes d’homologie pairs sont donnés par H2kpCq  H2kpC,Zq  0 et les groupes
d’homologie impairs par H2k 1pCq  H2k 1pC,Zq  Z{2Z. À coefficients dans
Z{2Z, on a HkpC,Z{2Zq  Z{2Z pour tout entier k P Z car le complexe C bZ{2Z
s’écrit    0Ñ Z{2Z 0Ñ Z{2Z 0Ñ Z{2Z 0Ñ    On s’aperçoit en particulier que
HpC,Z{2Zq  HpCq b Z{2Z, voir le Théorème 2.20.
Proposition 2.17. Soit 0 Ñ C 1 Ñ C Ñ C2 Ñ 0 une suite exacte courte de
complexes bornés d’espaces vectoriels de dimension finie sur un corps K. Alors
χpCq  χpC 1q   χpC2q.
Démonstration. C’est une conséquence immédiate du théorème du rang, puisque
pour tout n P Z, dimKpCnq  dimKpC 1nq   dimKpC2nq.
Théorème 2.18 (Lemme du serpent). À toute suite exacte courte de complexes




Ñ C2 Ñ 0 est associée une suite exacte longue en homologie :








1q Ñ   
où B est appelé morphisme de connexion.
Démonstration. On commence par montrer que la suite est exacte au niveau de
HnpCq. Soit rcs P HnpCq tel que pnprcsq  0  rpnpcqs. Par définition, il existe
c2 tel que pnpcq  Bn 1c2. Comme pn 1 est surjective, il existe c˜ P Cn 1 tel que
c2  pn 1pc˜q, donc pnpcq  Bn 1c2  Bn 1  pn 1c˜  pn  Bn 1c˜ et pnpcBn 1c˜q  0.
Par suite, il existe un unique c1 tel que c  Bn 1c˜  inc1. Alors, c1 est un cycle
puisque in1Bnc1  Bninc1  BnpcBn 1c˜q et in1 est injective. Donc c  inpc1q mod
Bn, de sorte que rcs  inprc1sq et Kerppnq  Impinq. L’égalité Kerppnq  Impinq
provient alors du fait que pn  in  0.
On définit à présent le morphisme de connexion B. Soit rc2s P HnpC2q. Il existe
c P Cn tel que pnpcq  c2. Alors, pn1Bnc  Bnc2  0 de sorte que Bnc P Kerppn1q
et il existe un unique c1 P C 1n1 tel que Bnc  ipc1q. Cet élément c1 est un cycle
car in2Bn1c1  Bn1in1c1  Bn1Bnc  0 et in2 est injective. On définit alors
Brcs  rc
1s et on vérifie que cette définition ne dépend pas des choix effectués.
Un autre représentant de rc2s s’écrit en effet c2   Bn 1c˜2. On a c˜2  pn 1pc˜q et
pnpc   Bn 1c˜q  c
2   Bn 1c˜2, de sorte que c se trouve remplacé par c   Bn 1c˜.
D’autre part, un antécédent quelconque de c2 par pn s’écrit c   inc˜1, de sorte que
c est remplacé par c  Bn 1c˜  inc˜1. Alors c1 se trouve remplacé par c1   Bc˜1 qui est
égal à c1 modulo Bn1, de sorte que rc1s est en effet indépendant des choix.
Vérifions à présent que la suite est exacte. Soit rc2s P HnpC2q et c P Cn tel
que pnpcq  c2. Si c P ZnpCq, c-à-d si rc2s P Imppnq, alors Bnc  0 et donc
le c1 du paragraphe précédent est nul et Bc2  0. Ainsi Imppnq  KerpBq.
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Maintenant, si rc1s  0, alors c1  Bnc˜1 et Bnc  in1c1  Bninc˜1. Or on peut choisir
c˜  c  inc˜1 plutôt que c, et alors Bnc˜  0 de sorte que rc2s P Imppnq. Ainsi,
Imppnq  KerpBq. D’autre part, soit rc1s P ImpBq. Par définition, in1c1  Bnc,
de sorte que rin1c1s  0  in1rc1s et donc ImpBq  Kerpin1q. Puis, si rc1s P
Kerpin1q, alors in1c1  Bnc et comme Bnpnc  pn1Bnc  pn1in1  0, pnpcq est
un cycle et par définition Brpncs  rc1s, de sorte que ImpBq  Kerpin1q.
Définition 2.19. Dans le cas de la suite exacte courte de changements de coef-
ficients donnée par la Proposition 2.13, le morphisme de connexion donné par le
Théorème 2.18 est appelé morphisme de Bockstein.
2.3 Formules des coefficients universels
On a vu dans le cas du complexe    2Ñ Z 0Ñ Z 2Ñ    que l’homologie
HpC,Z{2Zq à coefficients dans Z{2Z diffère de l’homologie HpCq  HpC,Zq
ou encore de l’homologie tensorisée par Z{2Z, HpCq b Z{2Z.
En fait, si C est un complexe de chaînes et G un groupe abélien (ou A-module),
on a bien un morphisme de groupes canonique µ : HpCq b G Ñ HpC,Gq défini
sur les tenseurs simples par µprcs b gq  rcb gs. Mais,
Théorème 2.20 (Formule des coefficients universels en homologie). Soit C un
complexe de chaînes de groupes abéliens (ou A-modules) libres et soit G un groupe
abélien (ou A-module). Alors on a la suite exacte scindée
0 Ñ HnpCq bG
µ
Ñ HnpC,Gq Ñ Tor1pHn1pCq, Gq Ñ 0.
Ainsi, l’homologie à coefficients dans un groupe G contient l’homologie tenso-
risée mais aussi une partie qui provient de la torsion en degré un de moins.
Démonstration. On définit un complexe de chaînes Z en posant Zn  ZnpCq, le
sous-groupe des cycles de degré n de C et en posant Bn  0. De même, on définit
le complexe B en posant Bn  Bn1pCq et Bn  0. On obtient ainsi une suite
exacte de complexes de chaînes de groupes libres 0 Ñ Z αÑ C βÑ B Ñ 0. Comme
ces groupes sont libres, la suite est scindée, disons par h : B Ñ C, et on déduit la
suite exacte courte 0 Ñ Z b G Ñ C b G Ñ B b G Ñ 0. On a alors par scindage
C  Z`B et donc CbG  pZbGq` pBbGq. Le Théorème 2.18 fournit la suite
exacte longue en homologie
   Ñ Hp 1pB,Gq Ñ HppZ,Gq Ñ HppC,Gq Ñ HppB,Gq Ñ Hp1pZ,Gq Ñ   
Par définition, Hp 1pB,Gq  BppCqbG et HppZ,Gq  ZppCqbG. Puisque BppCq
et ZppCq sont libres, la suite exacte
0 Ñ BppCq Ñ ZppCq Ñ HppCq Ñ 0.
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induit la suite exacte
0 Ñ Tor1pHppCq, Gq Ñ BppCq bGÑ ZppCq bGÑ HppCq bGÑ 0.
On vérifie alors (exercice) que les morphismes Bp1pCqbGÑ Zp1pCqbG fournis
par les morphismes de connexion de la suite longue sont bien les morphismes
ip1 b Id, où ip : Bp Ñ Zp est l’inclusion naturelle. La suite exacte longue se
réécrit alors
0 Ñ HppCq bGÑ HppC,Gq Ñ Tor1pHp1pCq, Gq Ñ 0,
et on vérifie que le morphisme HppCq b G Ñ HppC,Gq est bien le morphisme µ
défini précédemment.





Ñ B Ñ 0, qui fournit hp b Id : Bp1pCq b G Ñ Cp b G. En
appliquant la définition du morphisme de connexion, on s’aperçoit que l’image
phpbIdqpTor1pHp1pCq, Gqq est incluse dans le noyau KerpBpbIdq. En composant
par la projection ZnpC bGq Ñ HppC bGq, on en déduit le morphisme hp b Id de
Tor1pHp1pCq, Gq dans HppC,Gq et ce dernier morphisme scinde la suite, puisque
pB b Idq  php b Idq  Id.
Exemple 2.21. Soit C le complexe    2Ñ Z 0Ñ Z 2Ñ    Alors H2ppCq  0 et
H2p 1pCq  Z{2Z. D’autre part, HppC,Z{2Zq  Z{2Z. La formule des coefficients
universels s’écrit en degré pair :
0 Ñ H2p b Z{2ZÑ H2ppC,Z{2Zq Ñ Tor1pH2p1,Z{2Zq Ñ 0,
soit 0 Ñ 0 Ñ Z{2ZÑ Z{2ZÑ 0. Elle s’écrit en degré impair
0 Ñ H2p 1 b Z{2ZÑ H2p 1pC,Z{2Zq Ñ Tor1pH2p,Z{2Zq Ñ 0,
soit 0 Ñ Z{2ZÑ Z{2ZÑ 0 Ñ 0.
On va à présent comparer l’homologie d’un complexe de chaînes avec la coho-
mologie du complexe dual. Commençons par un analogue de la Proposition 2.13.
Proposition 2.22. Soient 0 Ñ C 1 iÑ C pÑ C2 Ñ 0 une suite exacte courte scindée
de complexes de chaînes de groupes abéliens (ou A-modules) et G un groupe abélien
(ou A-module). Alors la suite courte




Ñ HompC 1, Gq Ñ 0
est exacte et scindée.
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Démonstration. Cette fois l’hypothèse scindée sert à obtenir l’exactitude à droite.
Tout d’abord, p est injective. En effet, soit γ2 P HompC2, Gq tel que γ2  p  0.
Si γ2  0, il existe c2 P C2 tel que γ2pc2q  0. Par surjectivité de p, il existe alors
c P C tel que c2  ppcq. Choisissons un tel c. Alors, γ2pc2q  γ  ppcq  0 et donc
γ2  0. Soit à présent γ P HompC,Gq tel que γ  i  0. Alors, γ passe au quotient
en un morphisme γ2 : C2 Ñ G tel que γ  γ2  p. La suite courte est donc exacte
au milieu. Soit enfin γ1 P HompC 1, Gq. On définit γ P HompC,Gq en imposant que
γ|Imphq  0, où h : C2 Ñ C est un scindage et γ  i  γ1. Alors, iγ  γ1 et la suite
est également exacte en HompC 1, Gq et scindée.
Remarque 2.23. Attention, ce dernier point utilise le fait que la suite est scindée.
Si C  C 1  0 Ñ Z Ñ 0 et C2  0 Ñ Z{2Z Ñ 0 par exemple, la suite exacte
courte 0 Ñ C 1 2Ñ C Ñ C2 Ñ 0 n’est pas scindée. Alors, 0 Ñ HompC2,Zq Ñ
HompC,Zq Ñ HompC 1,Zq est bien exacte, mais pas 0 Ñ HompC2,Zq Ñ HompC,Zq Ñ
HompC 1,Zq Ñ 0. On note Ext1pC2,Zq ou Ext1pZ{2Z,Zq ce défaut de surjectivité
de sorte que,
0 Ñ HompC2,Zq Ñ HompC,Zq Ñ HompC 1,Zq Ñ Ext1pC2,Zq Ñ 0
est exacte.
Exercice 2.24. 1. Montrer que Ext1pC2, Gq ne dépend pas de la présentation
0 Ñ C 1 Ñ C Ñ C2 Ñ 0.
2. Montrer que si 0 Ñ GÑ H Ñ C2 Ñ 0 est une suite exacte, et si 0 Ñ C 1 Ñ
C Ñ C2 Ñ 0 est une présentation de C2, alors il existe ϕ0 et ϕ1 tels que le
diagramme suivant soit commutatif
0 ÝÝÝÑ C 1 ÝÝÝÑ C ÝÝÝÑ C2 ÝÝÝÑ 0
ϕ0
 ϕ1 Id
0 ÝÝÝÑ G ÝÝÝÑ H ÝÝÝÑ C2 ÝÝÝÑ 0.
De plus, l’image de ϕ0 P HompC 1, Gq dans Ext1pC2, Gq ne dépend pas des
choix de ϕ0 et ϕ1.
3. En déduire que Ext1pC2, Gq classifie les classes d’isomorphismes d’extensions
0 Ñ GÑ H Ñ C2 Ñ 0 de C2 par G.
Théorème 2.25 (Formule des coefficients universels en cohomologie). Soient C
un complexe de chaînes de groupes abéliens (ou A-modules) libres et G un groupe
abélien (ou A-module). Alors on a la suite exacte scindée
0 Ñ Ext1pHp1pCq, Gq Ñ H
ppC,Gq Ñ HompHppCq, Gq Ñ 0.
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On a noté ici HppC,Gq les groupes de cohomologie du complexe dual associé
à C, c-à-d HppC,Gq : HppHompC,Gqq. Ainsi, même lorsque G  Z, la coho-
mologie du complexe dual HompC,Zq diffère en général du dual de l’homologie
HompHppCq,Zq.
Démonstration. On procède comme dans la démonstration du Théorème 2.20. On
part de la suite exacte courte 0 Ñ Z αÑ C βÑ B Ñ 0, où Zn : ZnpCq, Bn :
Bn1pCq et Bn  0 pour ces complexes Z et B. Comme C est libre, Z et B le sont
également et cette suite est scindée. On applique alors la Proposition 2.22 pour en
déduire la suite exacte courte, scindée par h, de complexes
0 Ñ HompB,Gq Ñ HompC,Gq Ñ HompZ,Gq Ñ 0.
Puis on en déduit la suite exacte longue associée en cohomologie
   Ñ Hp1pZ,Gq
d
Ñ HppB,Gq Ñ HppC,Gq Ñ HppZ,Gq
d
Ñ Hp 1pB,Gq Ñ    ,
où d désigne l’opérateur de connexion. Or les différentielles de Z et B sont tri-
viales, donc HppZ,Gq  HompZp, Gq et HppB,Gq  HompBp1, Gq. On vérifie
alors (exercice) que d est le morphisme associé à la suite exacte 0 Ñ BppCq Ñ
ZppCq Ñ HppCq Ñ 0 de laquelle on déduit la suite
0 Ñ HompHppCq, Gq Ñ HompZppCq, Gq
d
Ñ HompBppCq, Gq Ñ Ext
1pHppCq, Gq Ñ 0,
puisque ZppCq et BppCq sont libres. La suite exacte longue se réécrit donc
0 Ñ Ext1pHp1pCq, Gq Ñ H
ppC,Gq Ñ HompHppCq, Gq Ñ 0.
Il reste à voir que cette suite est scindée, ce qui découle de la définition de d
et du scindage h de la suite 0 Ñ HompB,Gq Ñ HompC,Gq Ñ HompZ,Gq Ñ 0.
En effet, soit γ P HompHppCq, Gq. Alors hpγq P HompCp, Gq et de plus, hpγq
est un cocycle puisque dpphpγqq  hpγq  Bp 1  0. Ainsi, par composition avec
la projection ZppC,Gq Ñ HppC,Gq, h induit un morphisme HompHppCq, Gq Ñ
HppC,Gq qui scinde la suite puisque i  h  IdHompZppCq,Gq.
Exemple 2.26. Soit C le complexe    2Ñ Z 0Ñ Z 2Ñ    . Alors le complexe dual est
donné par    2Ð Z 0Ð Z 2Ð    On a H2ppCq  0, H2p 1  Z{2Z, H2ppCq  Z{2Z
et H2p 1  0. La formule des coefficients universels se lit alors en degré pair
0 Ñ Ext1pH2p1pCq,Zq Ñ H2ppC,Zq Ñ HompH2ppCq,Zq Ñ 0,
ce qui se réécrit 0 Ñ Z{2ZÑ Z{2ZÑ 0 Ñ 0, et en degré impair
0 Ñ Ext1pH2ppCq,Zq Ñ H2p 1pC,Zq Ñ HompH2p 1pCq,Zq Ñ 0,
ce qui se réécrit 0 Ñ 0 Ñ 0 Ñ 0 Ñ 0.
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Définition 2.27. Si C est un complexe de chaînes et G un groupe abélien, alors la
cohomologie du complexe HompC,Gq est appelée cohomologie de C à coefficients
dans G et noté HpC,Gq.
Exercice 2.28. Montrer que si C est un complexe de chaînes de groupes libres,
alors HompC,Gq  HompC,Zq bG.
Remarque 2.29. La démonstration du Théorème 2.25 utilise l’analogue du Théo-
rème 2.18 en cohomologie, à savoir
Théorème 2.1’. À toute suite exacte courte de complexes de cochaînes
0 Ñ C 1 Ñ C Ñ C2 Ñ 0
est associée une suite exacte longue en cohomologie
   Ñ Hp1pC2q
δ
Ñ HppC 1q Ñ HppCq Ñ HppC2q
δ
Ñ Hp 1pC 1q Ñ    ,
où δ est appelé morphisme de connexion.
L’analogue du Théorème 2.20 s’écrit alors
Théorème 2.2’. Soit C un complexe de cochaînes dont les éléments sont des
groupes abéliens (ou A-modules) libres et soit G un groupe (ou A-module). Alors
on a la suite exacte scindée
0 Ñ HppCq bGÑ HppC bGq Ñ Tor1pH
p 1pCq, Gq Ñ 0.
Exercice 2.30. 1. Montrer que pour tout groupe G, Z bG  G  HompZ, Gq,
puis que Tor1pZ, Gq  0  Ext1pZ, Gq. Montrer également que
Z{mZbG  G{mG  Ext1pZ{mZ, Gq,
HompZ{mZ, Gq  KerpG mÑ Gq  Tor1pZ{mZ, Gq.
2. En déduire que si d  pgcdpm,nq, alors
Z{nZb Z  Z{nZ  Ext1pZ{nZ,Zq,
HompZ{nZ,Zq  0  Tor1pZ{nZ,Zq,
Z{dZ  Z{mZbZ{nZ  Tor1pZ{mZ,Z{nZq  HompZ{mZ,Z{nZq  Ext1pZ{mZ,Z{nZq.
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3 Exemples en géométrie
3.1 Cohomologie de de Rham
Ce paragraphe est très largement inspiré du premier chapitre de [1].
3.1.1 Définitions
Soit M une variété différentielle de dimension n. Pour tout entier p compris
entre 0 et n, on note ΩppM,Rq l’espace des formes p-linéaires lisses de M à coeffi-
cients dans R et ΩpcpM,Rq le sous-espace des p-formes à supports compacts.













Si ω est à support compact, dω l’est également et on obtient d : ΩpcpM,Rq Ñ
Ωp 1c pM,Rq.
Proposition 3.1. La différentielle extérieure satisfait d2  0.







dxk ^ dxj ^ dxI . Le résultat pro-







Définition 3.2. Le complexe
0 Ñ Ω0pM,Rq dÑ    dÑ ΩnpM,Rq Ñ 0
est appelé complexe de de Rham. Ses cocycles sont appelés formes fermées, ses
cobords formes exactes et sa cohomologie cohomologie de de Rham. On la note
HpM,Rq. La cohomologie du complexe à support compact est notée Hc pM,Rq. Si
p R t0, ..., nu, ΩppM,Rq  HppM,Rq  t0u.
Proposition 3.3. 1. Pour toute variété différentielle M , H0pM,Rq est un R-
espace vectoriel de dimension le nombre de composantes connexes de M .
2. Si M est compacte et orientable de dimension n, alors HnpM,Rq est non
trivial.
3. La cohomologie du cercle S1 satisfait H0pS1,Rq  H1pS1,Rq  R.
Démonstration. Commençons par le premier point. Soit f une 0-forme, c-à-d une
fonction. Elle est fermée si et seulement si sa différentielle est nulle, c-à-d si et
seulement si elle est localement constante et donc constante sur chaque composante
connexe. Réciproquement, toutes ces fonctions localement constantes sont fermées
et seule 0 est exacte, donc H0pM,Rq a pour dimension le nombre de composantes
connexes de M .
20
Pour le deuxième point, si M est compacte et orientable, alors l’intégration
de ses n-formes fournit un morphisme ΩnpM,Rq Ñ R qui passe au quotient en»
M
: HnpM,Rq Ñ R d’après la formule de Stokes. Par hypothèse, il existe une
forme volume α qui définit l’orientation de M et ne s’annule donc pas. Par suite,»
M
α ¡ 0, d’où le résultat.
Enfin, en ce qui concerne le cercle, l’isomorphisme H0pS1,Rq  R résulte du
premier point. Puis, l’intégration sur S1 fournit d’après le deuxième point un mor-
phisme surjectif rαs P H1pS1,Rq ÞÑ
»
S1
α P R. Ce morphisme est injectif. En effet,
si α est telle que
»
S1
α  0, on écrit α  fpθqdθ où f : RÑ R est 2pi-périodique, et






fpθqdθ  0, ce qui entraine que F
est 2pi-périodique. Cette fonction F passe au quotient en une fonction sur le cercle
telle que α  dF , d’où le résultat par Stokes.
À ce stade, on a associé des groupes de cohomologie à toute variété différentielle.
Si f : M1 ÑM2 est un C8-difféomorphisme entre ces variétés, alors le tiré en arrière
des formes fournit un morphisme f : ΩppM2,Rq Ñ ΩppM1,Rq qui satisfait df 
f  d. Il passe donc au quotient en un morphisme f : HppM2,Rq Ñ HppM1,Rq,
d’après la Proposition 2.7.
Théorème 3.4. Toute application C8 entre variétés différentielles f : M1 Ñ M2
induit un morphisme de complexes f et deux applications homotopes par une
homotopie lisse induisent des morphismes de complexes homotopes.
Démonstration. La relation f  d  d  f signifie par définition que f est un
morphisme de complexes.
Soient f1 et f2 deux applications homotopes et F une homotopie lisse entre f1
et f2. Si α P ΩppM2,Rq, alors son tiré en arrière par l’homotopie est une p-forme de
M1  r0, 1s. Cette forme F α s’écrit de manière unique ω1px, tq   dt^ ω2px, tq, où
ω1 est une p-forme et ω2 une pp 1q-forme qui ne font intervenir que des facteurs
dxi et pas le facteur dt.
On pose alors hppαq 
» 1
0
ω2px, tqdt. La différentielle extérieure sur M1  r0, 1s
s’écrit dω  d1ω   dt ^ BωBt , où d1 est la différentielle selon M1. Comme h
ppαq ne





et par dérivation sous le signe
intégral, on obtient dhppαq 
» 1
0
d1ω2px, tqdt. Par ailleurs, on a F dα  dF α 
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 d1ω2qdt par définition. Ainsi, hp 1pdαq  ω1px, 1q  ω1px, 0q  dhppαq.
Or, en notant
it0 : M1 Ñ M1  r0, 1s
x ÞÑ px, t0q,
on s’aperçoit que ω1px, t0q  it0F
α  pF  it0q
α  ft0α. On en déduit finalement
que hppdαq  f2 α  f1 α  dhppαq.
Corollaire 3.5 (Lemme de Poincaré). 1. Pour tout n P N et tout p P N,
HppRn,Rq  Hpppt,Rq est nul et H0pRn,Rq  R.
2. Pour tout n P N, HpRnzt0u,Rq  HpSn1,Rq.
Démonstration. Soit f : Rn Ñ R0 l’application constante et g : 0 P R0 ÞÑ 0 P Rn.
Alors, f g vaut l’identité de R0 et gf est homotope à l’identité de Rn (exercice, cf
l’Exemple 1.10). D’après le Théorème 3.4 et la Proposition 2.7, f : HppR0,Rq Ñ
HppRn,Rq est un isomorphisme. De même, l’inclusion Sn1 Ñ Rnzt0u est une
équivalence d’homotopie (exercice, cf l’Exemple 1.10) et le résultat découle donc
à nouveau du Théorème 3.4.
Proposition 3.6 (Lemme de Poincaré à support compact). Pour toute variété
différentielle M et tout entier p, Hp 1c pM  R,Rq  Hpc pM,Rq. En particulier, si
p  n, Hpc pRn,Rq  t0u et Hnc pRn,Rq  R.
Démonstration. Soit dt la 1-forme standard de R et e : t P R ÞÑ eptq P R une
fonction positive à support compact et d’intégrale 1. La 1-forme eptqdt est fermée
et à support compact sur R. Si ω est une p-forme à support compact sur M R, ω
s’écrit de manière unique fpx, tqαpxq dt^gpx, tqβpxq, où f et g sont des fonctions
à support compact, α une p-forme et β une pp 1q-forme sur M . On pose
e : Ω
p
cpM,Rq Ñ Ωp 1c pM  R,Rq
ω ÞÑ peptqdtq ^ ω
pi : Ω
p 1
c pM  R,Rq Ñ ΩpcpM,Rq







K : Ωp 1c pM  R,Rq Ñ ΩpcpM  R,Rq













Alors on vérifie que pi et e sont des applications de cochaînes, et qu’on a les
égalités pi  e  Id et Id e  pi  p1qqpdK Kdq (voir la Proposition 4.6 de
[1] pour davantage de détails).
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Remarque 3.7. En particulier, la cohomologie de de Rham à support compact n’est
pas invariante par équivalence d’homotopie lisse, seulement par difféomorphisme.
3.1.2 Suites de Mayer-Vietoris
Soient U et V deux ouverts de la variété M qui recouvrent M . Il est possible
de comparer la cohomologie de de Rham deM avec celles de U , V et de UXV . En
effet, l’opération de restriction d’une forme de M à U et V fournit un morphisme
ΩpM,Rq Ñ ΩpU,Rq ` ΩpV,Rq
α ÞÑ pα|U , α|V q
.
De même, la restriction à U X V fournit
ΩpU,Rq ` ΩpV,Rq Ñ ΩpU X V,Rq
pα, βq ÞÑ α|UXV  β|UXV
.
Théorème 3.8. Soient U et V deux ouverts de M tels que M  U Y V . Alors la
suite courte de Mayer-Vietoris
0 Ñ ΩpM,Rq Ñ ΩpU,Rq ` ΩpV,Rq Ñ ΩpU X V,Rq Ñ 0
est exacte.
On déduit donc du Théorème 3.8 la suite longue en cohomologie
   Ñ Hp1pUXV q Ñ HppMq Ñ HppUq`HppV q Ñ HppUXV q Ñ Hp 1pMq Ñ   
Démonstration. Si α P ΩpM,Rq est telle que α|U  α|V  0, alors α  0.
De même, si α et β sont deux formes respectivement sur U et V , et telles que
α|UXV  β|UXV , alors α et β coïncident sur UXV et se recollent donc en une forme
γ telle que γ|U  α et γ|V  β. Par ailleurs, si on restreint une forme γ à U et V ,
la différence des deux formes obtenues sur U X V est nulle. Ainsi il n’y a que la
surjectivité à prouver, c-à-d l’exactitude à droite.
Soit donc γ une forme sur UXV et soit pfU , fV q une partition de l’unité de classe
C8 associée au recouvrement pU, V q. On pose α  fV γ que l’on peut prolonger
par 0 sur U pour obtenir une forme sur U . De même, on peut prolonger β  fUγ
par 0 sur V pour obtenir une forme sur V . Alors α  β  γ sur U X V , d’où la
surjectivité.
Corollaire 3.9. Pour tout n P N, HppSn,Rq est nul si p est différent de 0 ou n et
H0pSn,Rq  HnpSn,Rq  R.
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Démonstration. Si n  1, c’est la Proposition 3.3. Si n ¡ 1, on choisit deux points
distincts N et S et on pose U  SnztSu et V  SnztNu. La suite exacte longue de
Mayer-Vietoris fournit
   Ñ Hp1pUq`Hp1pV q Ñ Hp1pUXV Rq Ñ HppSn,Rq Ñ HppUq`HppV q Ñ   
Or U  V  Rn et U X V a le type d’homotopie de Sn1. D’après le Corollaire
3.5, HppU X V Rq  HppSn1,Rq et HppUq ` HppV q  0 dès que p ¡ 1. On en
déduit que pour tout p ¡ 1, Hp1pSn1,Rq  HppSn,Rq et donc par récurrence
que HnpSn,Rq  R et HppSn,Rq  0 si p ¡ 1, p  n. Par ailleurs, H0pSn,Rq  R
d’après la Proposition 3.3 puisque Sn est connexe. Enfin, le début de la suite de
Mayer-Vietoris s’écrit
0 Ñ H0pSn,Rq  RÑ H0pUq`H0pV q  R2 Ñ H0pSn1,Rq  RÑ H1pSn,Rq Ñ 0
et l’application R2 Ñ R est surjective, de sorte que H1pSn,Rq  0.
Corollaire 3.10. La cohomologie de de Rham d’une variété compacte est de di-
mension finie. Plus généralement, c’est vrai pour une variété M possédant un
recouvrement fini d’ouverts dont toutes les intersections sont soit vides soit difféo-
morphes à Rn.
Démonstration. On raisonne par récurrence sur le nombre m d’ouverts du recou-
vrement de M .
Le cas m  1 est donné par le Corollaire 3.5, puisqu’alors M est difféomorphe
à Rn et que HppMq est invariant par difféomorphisme.
À présent, si M 
m 1
i1
Ui, on note U 
m
i1
Ui de sorte que M  U

Um 1. Par
hypothèse de récurrence, le résultat est vrai pour U et pour U X Um 1, puisque
U X Um 1 
m
i1
Ui X Um 1. Il est vrai aussi pour Um 1 qui est difféomorphe à Rn.
Le résultat découle donc de la suite exacte longue de Mayer-Vietoris associée au
recouvrement M  U Y Um 1, d’après le théorème du rang.
Enfin, toute variété compacte possède un recouvrement vérifiant les hypothèses
du corollaire, voir le Corollaire 3.42.
Définition 3.11. On appelle i-ème nombre de Betti de M la dimension bipMq 
dimH ipM,Rq.
Considérons à présent la cohomologie à support compact. On n’a plus d’appli-
cation
Ωc pM,Rq Ñ Ωc pU,Rq ` Ωc pV,Rq
α ÞÑ pα|U , α|V q
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car être à support compact dans M n’implique pas d’être à support compact dans
U ou dans V . Par contre, on peut définir l’injection
Ωc pU X V,Rq Ñ Ωc pU,Rq ` Ωc pV,Rq
α ÞÑ pα,αq
où l’on prolonge α par 0 sur U et V , puisqu’elle est à support compact dans UXV .
On définit également
Ωc pU,Rq ` Ωc pV,Rq Ñ Ωc pM,Rq
pα, βq ÞÑ α   β
Proposition 3.12. La suite courte
0 Ñ Ωc pU X V,Rq Ñ Ωc pU,Rq ` Ωc pV,Rq Ñ Ωc pM,Rq Ñ 0
est exacte.
Démonstration. L’injectivité et l’exactitude au milieu sont claires, puisque si α  
β  0, α  β et donc supppβq  supppαq X supppβq  U X V . Pour ce qui est
de la surjectivité, si γ est une forme sur M à support compact, et que pfU , fV q est
une partition de l’unité de classe C8 associée à pU, V q, alors fUγ   fV γ  γ et
comme γ est à support compact, fUγ et fV γ le sont également, dans U et dans V
respectivement.
On en déduit la suite exacte longue en cohomologie
   Ñ Hpc pMq Ñ H
p 1




c pV q Ñ H
p 1
c pMq Ñ   
Définissons à présent le degré d’une application de la sphère dans elle-même.
Soit donc f une application C8 de Sn dans Sn. Alors f induit un morphisme
f : HnpSn,Rq Ñ HnpSn,Rq. Comme HnpSn,Rq  R, f est donnée par la multi-
plication par un scalaire que l’on appelle degré de f et qu’on note degpfq.
Proposition 3.13. Si f n’est pas surjective, alors degpfq  0 et ce degré degpfq
est toujours entier.
Démonstration. D’après le lemme de Sard, f possède une valeur régulière x P Sn.
Alors par inversion locale, la préimage de x est un ensemble discret et donc fini de
Sn, par compacité. On note f1pxq  tx1, ..., xnu et U un voisinage de x tel que
f1pUq soit une réunion
n
i1
Ui où Ui est un voisinage de xi et f|Ui : Ui Ñ U est un
difféomorphisme. Munissons Sn d’une orientation définie par une forme volume ω.
On associe 1 à xi selon que f|Ui préserve ou renverse l’orientation et on note cet
indice deglocpf, xiq.
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α, voir le Corollaire 3.9 et la Proposition 3.3. Soit s une fonction
Sn Ñ R  de classe C8 et à support dans U , telle que
»
Sn





















deglocpf, xiq, de sorte que degpfq P Z. Si f n’est pas sur-
jective, il existe une valeur régulière y de f qui n’est pas dans l’image de f . En
appliquant le calcul précédent, on obtient degpfq  0.
Exemple 3.14.  L’application f : z P S1 ÞÑ zk P S1 est de degré k.
 L’application f : rz0 : z1s P CP 1 ÞÑ rzk0 , zk1 s P CP 1 est de degré k. C’est un
revêtement ramifié à k feuillets.
3.1.3 Dualité de Poincaré, première version
Proposition 3.15. Le produit extérieur ^ induit un produit en cohomologie qu’on




HppMq  Hqc pMq
^
Ñ Hp qc pMq





Démonstration. On rappelle que dpα ^ βq  dα ^ β   p1qdegpαqα ^ dβ. Ainsi, si
α et β sont fermées, α ^ β l’est également. De même, si α  dα1 est exacte et β
fermée, alors α^ β  dpα1 ^ βq est exacte. Il en est de même si α est fermée et β
exacte, de sorte que la classe de cohomologie du produit ne dépend que de la classe
de cohomologie des formes. Enfin, si l’une des deux formes est à support compact,
alors le produit extérieur l’est également. D’où le résultat.




HppMq est un anneau et même
une R-algèbre graduée. L’élément neutre est la fonction constante égale à 1 et cette
algèbre est commutative graduée, de sorte que α ^ β  p1qpdegαqpdegβqβ ^ α.
On déduit également de la Proposition 3.15, lorsque M est orientée, la forme
bilinéaire suivante






Théorème 3.16 (Dualité de Poincaré). Soit M une variété compacte et orientée.
Alors, la forme bilinéaire





est non dégénérée. C’est également le cas lorsque M est orientée et possède un
recouvrement par un nombre fini d’ouverts dont toutes les intersections sont vides
ou difféomorphes à Rn.
Corollaire 3.17. Si M vérifie les hypothèses du Théorème 3.16, alors on a l’iso-
morphisme HppMq  Hnpc pMq.
Démonstration. En fait on a un isomorphisme HppMq  pHnpc pMqq. En effet les
applications linéaires
HppMq Ñ pHnpc pMqq






Hnpc pMq Ñ pH
ppMqq




sont injectives d’après le Théorème 3.16, donc on a égalité des dimensions et elles
sont bijectives.
On va utiliser dans la démonstration du Théorème 3.16 le lemme des cinq
isomorphismes suivant.
Lemme 3.18 (Lemme des cinq). Si l’on a deux suites exactes    Ñ A Ñ B Ñ
C Ñ D Ñ E Ñ    et    Ñ A1 Ñ B1 Ñ C 1 Ñ D1 Ñ E 1 Ñ    , ainsi qu’un
diagramme commutatif
   ÝÝÝÑ A ÝÝÝÑ B ÝÝÝÑ C ÝÝÝÑ D ÝÝÝÑ E ÝÝÝÑ   α β γ δ 
   ÝÝÝÑ A1 ÝÝÝÑ B1 ÝÝÝÑ C 1 ÝÝÝÑ D1 ÝÝÝÑ E 1 ÝÝÝÑ   
et si α, β, δ et  sont des isomorphismes, alors γ est un isomorphisme.
Exercice 3.19. Démontrer le Lemme des cinq isomorphismes. Montrer qu’en fait,
la surjectivité de α et l’injectivité de β et δ entraînent l’injectivité de γ tandis que
la surjectivité de β et δ et l’injectivité de  entraînent la surjectivité de γ, ce qui
fournit un résultat un peu plus fort que celui énoncé.
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Démonstration du Théorème 3.16. Il suffit de démontrer la deuxième partie du
théorème, puisqu’une variété compacte possède un tel recouvrement, d’après le
Corollaire 3.42. On procède par récurrence sur le nombre m d’ouverts du recou-
vrement de M comme dans la démonstration du Corollaire 3.10.
Si m  1, alors HppRnq est nul pour p  0 et de dimension 1 pour p  0 d’après
le Corollaire 3.5. De même, d’après la Proposition 3.6,Hpc pRnq est nul pour p  n et
de dimension 1 pour p  n. Il n’y a donc que le cas p  0 à considérer. La fonction
constante égale à 1 engendre H0pRnq. Soit s une fonction à support compact et
positive et soit ω la forme volume standard de Rn. Alors
»
Rn
1 ^ sω ¡ 0, ce qui
implique le résultat lorsque p  0, puisque sω engendre Hnc pRnq.
Si m  2, on écrit M  U Y V où U , V et U X V qui vérifient l’hypothèse de
récurrence. Les deux suites de Mayer-Vietoris s’écrivent
   Ñ Hp1pUq `Hp1pV q Ñ Hp1pU X V q Ñ HppMq Ñ HppUq `HppV q Ñ HppU X V q Ñ   
   Ð Hnp 1c pUq`H
np 1
c pV q Ð H
np 1
c pUXV q Ð H
np




c pV q Ð H
np
c pUXV q Ð   
On réécrit la deuxième suite
   Ñ Hnp 1c pUq
`Hnp 1c pV q
 Ñ Hnp 1c pUXV q




 Ñ Hnpc pUXV q
 Ñ   
Par hypothèse de récurrence, les quatre morphismes
Hp1pUq `Hp1pV q Ñ Hnp 1c pUq
 `Hnp 1c pV q
,
Hp1pU X V q Ñ Hnp 1c pU X V q
,





HppU X V q Ñ Hnpc pU X V q

donnés par la forme bilinéaire prαs, rβsq ÞÑ
»
M
α ^ β, sont des isomorphismes. Il
suffit alors de montrer que le diagramme est commutatif pour conclure par le lemme
des cinq isomorphismes. Dans le cas du premier carré ou du dernier carré, c’est
une simple vérification. Dans le cas du carré central, on introduit une partition de
l’unité pfU , fV q associée à pU, V q. Soient α P Hp1pU X V q et β P Hnpc pU Y V q, le
morphisme de connexion δ est donné par δpαq  1
2
pdpfV αqdpfUαqq  dpfV αq 
dpfUαq. De même, δpβq est une forme à support compact dans UXV qui coïncide
avec la restriction de dpfUβq  dpfV βq à UXV . Les compositions des morphismes































pdpfUq  dpfV qqα^ β puisque α et β sont fermées. Ce carré central
commute donc au signe p1qp près, ce qui suffit pour appliquer le Lemme des
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cinq isomorphismes (exercice). Ainsi, l’isomorphisme de dualité de Poincaré est
démontré pour la variété U Y V .
À présent, si la variété M est recouverte par m   1 ouverts U1, . . . , Um 1, on
pose V  U1 Y    Y Um. Par hypothèse de récurrence, la dualité de Poincaré est
vérifiée pour Um 1, V et Um 1 X V . Le même raisonnement implique donc qu’elle
est valable pour M  Um 1 Y V .
Définition 3.20. On appelle degré d’une application f : M Ñ N de classe C8
entre des variétés compactes connexes orientées de même dimension n l’entier







Définition 3.21. Un p-cycle de la variété M est un couple pN, fq où N est une
variété orientée de dimension p et f : N ÑM est propre de classe C8.






qui se restreint aux formes fermées puis passe au quotient en un morphisme
Hpc pMq Ñ R.
En effet, si ω  dω1, alors fω  dpfω1q et fω1 est à support compact puisque











Par suite, d’après le Théorème 3.16, si M est orientée et possède un recou-
vrement fini par des ouverts dont les intersections sont vides ou difféomorphes
à Rn, alors il existe un unique élément rηpN,fqs P HnppM,Rq tel que pour tout






ω ^ ηpN,pq. Lorsque de plus N est compacte, le
cycle pN, pq fournit un morphisme HppM,Rq Ñ R et donc un élément rηpN,pqs de
Hnpc pM,Rq.
Définition 3.22. SiM est orientée et recouverte par un nombre fini d’ouverts dont
les intersections sont vides ou difféomorphes à Rn, alors la classe de cohomologie
rηpN,fqs est appelée Poincaré-duale au cycle pN, fq. Lorsque N est compacte, rηpN,fqs
est appelée Poincaré-duale à support compact de pN, fq.
Lemme 3.23. Soit P un cobordisme orienté de dimension p  1 entre les variétés
N1 et N2 et soit pP, fq un pp   1q-cycle de la variété M . Soient f1  f|N1 et
f2  f|N2. Alors les Poincaré duaux de pN1, f1q et pN2, f2q coïncident.






























fpdωq. Comme par hypothèse






f1 ω  0 et comme cette égalité vaut pour
tout rωs, on déduit rηpN1,f1qs  rηpN2,f2qs.
Lemme 3.24. Soit N une sous-variété compacte orientée d’une variétéM orientée
qui possède un recouvrement fini d’ouverts d’intersections vides ou difféomorphes
à Rn. Alors, en notant i l’inclusion de N dans M , le Poincaré dual à support
compact ηpN,iq peut-être choisi à support dans un voisinage aussi petit que l’on veut
de N .
Démonstration. Soit U un voisinage tubulaire deN dansM . La dualité de Poincaré
s’applique à U qui satisfait les hypothèses du Théorème 3.16. Le p-cycle pN, iq
possède donc un Poincaré-dual à support compact dans U que l’on prolonge par 0









Ainsi, le Poincaré-dual à support compact dans M est le poussé en avant du
Poincaré-dual à support compact dans U et il suffit de choisir un voisinage tubulaire
U aussi petit que l’on veut.
Lemme 3.25. Soit x P N et Dx  pi1pxq la fibre de pi : U Ñ N au-dessus de
x P N , où U désigne un voisinage tubulaire de N dans M . On oriente Dx de sorte
que la concaténation d’une base directe de TxN avec une base directe de TxDx
fournisse une base directe de TxU . Alors
»
Dx
ηpN,iq  1, de sorte que la restriction
de ηpN,iq à la fibre Dx est le Poincaré-dual à txu dans Dx.
Démonstration. On peut supposer N connexe et choisir deux fibres Dx et Dy au-
dessus de deux points x  y dans N , orientés comme dans l’énoncé. En reliant x
à y par un chemin γ de classe C8 dans N et en considérant la réunion des fibres
au-dessus de γ, on en déduit un cobordisme P difféomorphe à D  r0, 1s (D est





























ηpN,iq. Comme l’intégrale à l’intérieur
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ne dépend pas de x P N d’après ce qui précède, on peut la sortir pour obtenir, pour
















Soit à présent deux sous-variétés compactes orientées N1 et N2 de M de di-
mensions respectives p et np qui s’intersectent transversalement, c-à-d telles que
pour tout x P N1XN2, TxN1`TxN2  TxM . L’ensemble N1XN2 est alors discret
donc fini.
Définition 3.26. Soit x P N1 XN2. L’indice d’intersection de N1 et N2 au point
x vaut +1 si la concaténation de bases directes de TxN1 et TxN2 est directe dans






Proposition 3.27. Soit M une variété orientée de dimension n ¡ 0 qui possède
un recouvrement fini par des ouverts d’intersections vides ou difféomorphes à Rn.
Soient N1 et N2 deux sous-variétés compactes orientées de dimensions complémen-








ηpN1,iq ^ ηpN2,iq 
»
N2
ηpN1,iq. D’après le Lemme
3.24, ηpN1,iq peut être choisi dans un voisinage tubulaire U de N1 aussi proche de
N1 qu’on veut. Ce voisinage tubulaire peut être choisi de sorte qu’il intersecte N2
en un nombre fini de disques pDxqxPN1XN2 . De plus, la projection pi : U Ñ N1 peut









ηpN1,xq  N1 N2 d’après le Lemme 3.25.
En fait, si N1 et N2 ne sont pas de dimensions complémentaires mais s’inter-
sectent transversalement, N1XN2 est une sous-variété qui hérite d’une orientation
et ηN1XN2  ηN1 ^ ηN2 , voir [1].
Définition 3.28. Soit M une variété compacte orientée de dimension paire 2p.
Alors la forme bilinéaire non dégénérée






est appelée forme d’intersection.
Elle est symétrique si p est pair et antisymétrique sinon. Lorsque p est pair, la
signature de cette forme d’intersection est appelée signature de la variété et notée
σpMq  σ pMq  σpMq.
Exercice 3.29. Calculer la signature d’une somme connexe de copies de CP 2 et
CP 2 (voir le Théorème 1.26).
3.1.4 Formule de Künneth
Théorème 3.30 (Formule de Künneth). Soit M une variété possédant un recou-
vrement par un nombre fini d’ouverts dont les intersections sont vides ou difféo-













Démonstration. On commence par remarquer que si α P ΩppM,Rq et β P ΩqppN,Rq,
alors pi1α ^ pi2β P ΩqpM  Nq où pi1 : M  N Ñ M et pi2 : M  N Ñ N sont
les projections. De plus, si α et β sont fermées, alors pi1α ^ pi2β est aussi fermée.
De même, si α ou β est exacte et l’autre est fermée, pi1α ^ pi2β est exacte. On en
déduit un morphisme
ψp,q : H
ppMq bHqppNq Ñ HqpM Nq°












c pNq Ñ H
q
c pM Nq°















pψp,qqc et montrons que ψq et pψqqc sont des
isomorphismes. On raisonne par récurrence sur le nombre d’ouverts qui recouvrent
M que l’on note m.
Si m  1, alors M  Rn et le résultat découle du Théorème 3.4 ou de la
Proposition 3.6 dans le cas à support compact. Si M  U Y V , on écrit la suite de
Mayer-Vietoris à coefficients dans HqppNq, pour tout 0 ¤ p ¤ q, pour obtenir la
suite longue
   Ñ Hp1pUXV qbHqppNq Ñ HppMqbHqppNq Ñ pHppUq`HppV qqbHqppNq Ñ   
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Par sommation sur p, on en déduit
   Ñ `qp0H
p1pUXV qbHqppNq Ñ `qp0H
ppMqbHqppNq Ñ `qp0pH
ppUq`HppV qqbHqppNq Ñ   
De même, la suite de Mayer-Vietoris de M N s’écrit
   Ñ Hq1ppUXV qNq Ñ HqpMNq Ñ HqpUNq`HqpVNq Ñ HqppUXV qNq Ñ   
On vérifie que les morphismes ψ induisent un morphisme entre ces suites exactes
(exercice) et d’après l’hypothèse de récurrence, le lemme des cinq s’applique pour
fournir l’isomorphisme ψ : `qp0HppMq bHqppNq Ñ HqpM Nq.
De même, la suite de Mayer-Vietoris à supports compacts et coefficients dans
HqppNq s’écrit, après sommation sur p,


















c pNq Ð   
Les morphismes ψ induisent un morphisme avec la suite exacte
   Ð Hq 1c ppUXV qNq Ð H
q




c pVNq Ð H
q
c ppUXV qNq Ð   
et le lemme des cinq fournit le résultat.
Supposons à présent le résultat vérifié pour m ouverts et supposons que M 
U1 Y    Y Um 1. On pose V  U1 Y    Y Um de sorte que M  Um 1 Y V et
Um 1 X V , Um 1 et V satisfont les hypothèses de récurrence. Le résultat découle
alors de ce qui précède.
Corollaire 3.31. On a H1pS1S1q  R2. Plus généralement, pour tout 0 ¤ p ¤ n,
HpppS1qnq 
pH1ppS1qnq, de sorte que bpppS1qnq   np.
Démonstration. Ce corollaire résulte de la Proposition 3.3 et du Théorème 3.30.
Remarque 3.32. La formule de Künneth a une version purement algébrique. Si




Ñ Cp1 Ñ   




Ñ Dp1 Ñ   
sont des complexes de chaînes de groupes abéliens (ou A-modules), on peut former
leur produit tensoriel C bD, noté




Ñ Eq1 Ñ   
où pour tout entier q, Eq  `
pPZ
pCp bDqpq et où l’application de bord Bq : Eq Ñ
Eq1 est définie sur les tenseurs simples par
Bqpcp b dqpq  Bppcpq b dqp   p1q
pcp b Bqppdqpq.
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Théorème 3.33 (Formule de Künneth pour les complexes de chaînes). Soient C
et D deux complexes de chaînes de groupes abéliens tels que C est libre. Alors,
pour tout entier q, on a la suite exacte courte
0 Ñ `
pPZ
HppCq bHqppDq Ñ HqpC bDq Ñ `
pPZ
TorpHp1pCq, HqppDqq Ñ 0.
Cette formule de Künneth compare l’homologie de C bD avec l’homologie de
C et de D. Elle généralise la formule des coefficients universels en homologie qui
correspond au cas où D est concentré en degré 0.
3.2 Homologie simpliciale
La référence pour cette partie du cours est le livre de James Munkres [10].
3.2.1 Complexes simpliciaux
Définition 3.34. Le simplexe standard de dimension n est l’ensemble












ti  1, ti ¥ 0u.
Les points vi sont les sommets du simplexe et on appelle face de dimension k de
σ tout simplexe engendré par les sommets tvj, j P Ju, où J  t0, ..., nu est de
cardinal k   1.
Définition 3.35. Un complexe simplicial K de RN , où N P N Y t8u, est une
réunion de simplexes telle que
1. Toute face d’un simplexe de K est dans K,
2. L’intersection de deux simplexes σ1 et σ2 de K est soit vide, soit une face de
σ1 et de σ2.
Définition 3.36. On appelle sous-complexe d’un complexe K tout sous-ensemble
L de K qui contient les faces de tous ses éléments. Pour tout entier naturel n, le
n-squelette de K est le sous-complexe Kpnq de K formé de la réunion de tous les
simplexes de K de dimension plus petite ou égale à n.
34
Lemme 3.37. Soient K et L deux complexes simpliciaux et f : Kp0q Ñ Lp0q une
application telle que lorsque v0, ..., vk P Kp0q sont les sommets d’un k-simplexe,
fpv0q, ..., fpvkq engendrent un simplexe de L (de dimension inférieure ou égale à
k). Alors f s’étend en f˜ : p
°
tiviq P K ÞÑ p
°
tifpviqq P L qui est continue.
Remarque 3.38. La démonstration (facile) est laissée en exercice. Remarquons que
les sommets fpv0q, ..., fpvkq ne sont pas forcément distincts.
Définition 3.39. Une application simpliciale entre les complexes K et L est une
application donnée par le Lemme 3.37.
Définition 3.40. On appelle triangulation d’une variété M tout homéomorphisme
h : M Ñ K où K est un complexe simplicial.
Théorème 3.41. Toute variété différentielle possède une triangulation.
On ne démontre ici que le cas où M est une variété compacte, en suivant l’ap-
proche de H. Whitney (on pourra consulter son ouvrage [12] pour le cas général).
Démonstration. On procède en deux étapes.
1) Toute variété compacte M se plonge dans un RN (en fait le résultat est vrai
pour M quelconque, c’est le théorème du plongement de Whitney). En effet,
recouvrons M par un nombre fini de cartes ϕi : Ui  M Ñ Vi  Rn. Soit
ρi : M Ñ r0, 1s des fonctions lisses à supports compacts dans Ui telles queKi :
ρ1i p1q recouvrent la variété (de telles fonctions existent et s’obtiennent par
exemple à l’aide d’une partition de l’unité). On note pϕ1i , ..., ϕni q les coordonnées
de ϕi, de sorte que ϕipxq  pϕ1i pxq, ..., ϕni pxqq. On pose alors ψi : x P M ÞÑ
pρipxq, ρipxqϕ
1
i pxq, ..., ρipxqϕ
n
i pxqq P Rn 1. En particulier, sur Ki, ψi  p1, ϕiq.
Alors l’application




est un plongement, puisque pour tout x P M , il existe i P I tel que x P Ki
et alors l’injectivité de d|xϕi entraîne l’injectivité de d|xψi qui entraîne celle
de d|xψ. De plus, si x  y, alors il existe i P I tel que x P Ki. Si y P Ki,
alors ϕipyq  ϕipxq et donc ψpyq  ψpxq. Si y R Ki, alors ρipyq   1, de sorte
que ψipyq  ψipxq puis ψpyq  ψpxq. Ainsi, ψ est injective. Le cas général est
analogue, mais il faut gérer la non-compacité de M , voir [12].
2) Supposons à présent M (proprement) plongée dans un RN et considérons le
pavage de RN par le réseau ZN , où  est très petit par rapport à la taille d’un
voisinage tubulaire de M . Quitte à perturber un peu le plongement de M dans
RN , on peut supposer que son image ne rencontre aucune face de ces cubes de
codimension plus grande que n et que si M rencontre une face de codimension
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n, l’intersection est transverse et en un point (résultats de transversalités).
Dans chaque cube de taille , M ressemble à un sous-espace affine de RN qui
rencontre ce cube. L’intersection ressemble alors à un polytope de dimension n
qu’il suffit de trianguler. En fait, ce polytope est le projeté surM de l’enveloppe
convexe dans RN du nombre fini de points d’intersection de M avec les faces
de codimension n du cube de taille . Cette enveloppe convexe se trouve dans
le voisinage tubulaire de M . On en déduit le résultat.
Ce Théorème 3.41 admet le corollaire suivant, que l’on a déjà utilisé plusieurs
fois auparavant.
Corollaire 3.42. Toute variété différentielle compacte de dimension n possède
un recouvrement par un nombre fini d’ouverts dont les intersections sont vides ou
difféomorphes à Rn.
Démonstration. Soit M une variété compacte équipée d’une triangulation finie τ .
On définit pour tout sommet s de τ l’ouvert Us comme l’intérieur de l’union des
simplexes qui contiennent s comme sommet. C’est un ouvert de M difféomorphe à
Rn et l’ensemble des Us recouvrent M . De plus, si s1, . . . , sk sont des sommets de
la triangulation, Us1 X  XUsk est vide si s1, . . . , sk n’engendrent pas un simplexe
de la triangulation et coïncide avec l’intérieur de la réunion des simplexes qui
contiennent rs1, . . . , sks comme face sinon. En particulier, Us1X  XUsk se rétracte
sur rs1, . . . , sks et se trouve être difféomorphe à Rn. Ce recouvrement convient
donc.
3.2.2 Homologie et cohomologie simpliciales
Définition 3.43. Une orientation d’un p-simplexe σ est la donnée d’un ordre
sur ses sommets modulo changement de l’ordre par une permutation paire. On
note σ  rv0, ..., vps un p-simplexe orienté de sommets v0, ..., vp. Si θ P Sp 1 est
une permutation paire, rv0, ..., vps  rvθp0q, ..., vθppqs comme simplexe orienté. Sinon
rvθp0q, ..., vθppqs : σ  σ.
Définition 3.44. Une p-chaîne simpliciale d’un complexe K est une fonction cp
qui à tout p-simplexe orienté rv0, ..., vps de K associe un entier relatif tel que :
1. Pour toute permutation θ P Sp 1, cpprv0, ..., vpsq  pθqcpprvθp0q, ..., vθppqsq.
2. Le support de cp est fini.







ps, où ai P Z, I est fini, et vi0, ..., vip




si θ est impaire. On note CppKq l’ensemble des p-chaînes simpliciales de K. C’est
un groupe abélien libre dont une base est donnée par les p-simplexes de K, chaque
simplexe étant équipé d’une orientation. On définit alors
Bp : CppKq Ñ Cp1pKq
rv0, ..., vps ÞÑ
p°
i0
p1qirv0, ..., vˆi, ..., vps
et on vérifie que pour tout θ P Sp 1, Bpprvθp0q, ..., vθppqsq  pθqBpprv0, ..., vpsq (il
suffit de le vérifier pour des transpositions).
Exemple 3.45. 1) B1rv0v1s  rv1s  rv0s exprime le bord d’un intervalle orienté




2) B1rv0v1v2s  rv1v2s  rv0v2s   rv0v1s exprime le bord d’un triangle orienté






En général, cette formule purement combinatoire de Bp exprime le bord d’un
p-simplexe orienté comme la somme de ses p   1 faces équipées de l’orientation
induite.
Lemme 3.46. Soit K un complexe simplicial. Alors pour tout entier naturel p, la
composée Bp1  Bp s’annule.
Démonstration. Cette démonstration est purement combinatoire. Il suffit de véri-
fier le résultat sur une base de CppKq et donc sur chaque p-simplexe orienté. Soit
rv0 . . . vps un tel p-simplexe orienté de K. Alors,
Bp1  Bprv0 . . . vps  Bp1
  p¸
i0








p1qjrv0 . . . vˆj . . . vˆi . . . vps  
p¸
ji 1





p1qi jrv0 . . . vˆj . . . vˆi . . . vps  
¸
0 i j p
p1qi j1rv0 . . . vˆi . . . vˆj . . . vps
 0
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On note CppKq  HompCppKq,Zq et dp  tBp 1. On a ainsi associé à tout
complexe simplicial et donc à toute variété différentielle triangulée, des complexes
de chaînes




Ñ Cp1pKq Ñ   
et de cochaînes




Ð Cp1pKq Ð   
dont les homologies sont appelées homologie et cohomologie simpliciales et notées
HpK,Zq et HpK,Zq respectivement. De plus, si G est un groupe abélien, on note
HpK,Gq  HpCpKq b Gq et HpK,Gq  HpHompCpKq, Gqq les homologies
et cohomologies simpliciales à coefficients dans G.
Exercice 3.47. Calculer l’homologie d’un simplexe, du bord d’un simplexe et de
l’octaèdre.
Lemme 3.48. Soit K un complexe simplicial fini et A un corps. Alors la carac-
téristique d’Euler de CpK,Aq ne dépend pas de A et vaut χpKq  7 sommets - 7
arêtes + 7 triangles - ...
Démonstration. Pour tout entier naturel p, CppK,Aq est un A-espace vectoriel de
dimension le nombre de p-simplexes de K. Le résultat découle de la définition de
la caractéristique d’Euler.
Si L est un sous-complexe d’un complexe K, CpLq est naturellement un sous-
complexe de chaînes de CpKq et on note, pour tout p P N, CppK,Lq  CppKq{CppLq.
Le morphisme de bord Bp : CppKq Ñ Cp1pKq passe au quotient en un mor-
phisme Bp : CppK,Lq Ñ Cp1pK,Lq de sorte que pCppK,Lq, Bpq est un complexe
de groupes abéliens libres (exercice) qui s’inscrit dans la suite exacte courte de
complexes 0 Ñ CpLq Ñ CpKq Ñ CpK,Lq Ñ 0.
Définition 3.49. L’homologie de CpK,Lq est appelée homologie relative de K
modulo L.
La suite exacte longue en homologie associée à cette suite exacte courte est
très pratique pour calculer l’homologie de K, surtout lorsqu’on la combine avec le
théorème d’excision suivant.
Théorème 3.50 (Théorème d’excision). Soit K un complexe simplicial et L un
sous-complexe de K. Soit M  L tel que KzM est un sous-complexe de K et
LzM un sous-complexe de KzM . Alors CpK,Lq  CpKzM,LzMq de sorte que
pour tout entier naturel p, HppK,Lq  HppKzM,LzMq.
Typiquement, K est une variété triangulée, L un fermé de K d’intérieur non-
vide et M un ouvert triangulé de L.
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Démonstration. Par hypothèse, CpKzMq s’injecte dans CpKq. En composant par
la surjection CpKq Ñ CpK,Lq on obtient un morphisme CpKzMq Ñ CpK,Lq de
noyau CpKzMq X CpLq  CpLzMq. Il s’agit donc de montrer que ce morphisme
est surjectif. Or CpK,Lq est libre, une base étant donnée par les simplexes de K
qui ne sont pas dans L. Comme tous ces simplexes sont dans KzM , le morphisme
est bien surjectif.
Exercice 3.51. Calculer Hpσ, Bσ,Zq, où σ est le simplexe standard de dimension
n.
Définition 3.52. Si L est un sous-complexe de K et G un groupe abélien, le
complexe HompCpK,Lq, Gq  CpK,L,Gq est appelé complexe des cochaînes de
K relatives à L à coefficients dans G.
On en déduit une suite exacte courte de complexes de cochaînes
0 Ñ CpK,L,Gq Ñ CpK,Gq Ñ CpL,Gq Ñ 0,
puisque la suite exacte 0 Ñ CpLq Ñ CpKq Ñ CpK,Lq Ñ 0 est formée de
groupes libres.
Définition 3.53. On dit qu’une variété triangulée est orientable lorsqu’il est pos-
sible de munir chaque simplexe de dimension maximale d’une orientation de sorte
que la somme de ces simplexes soit un cycle. La classe d’homologie de ce cycle est
alors appelée classe fondamentale de la variété orientée.
3.2.3 Subdivision barycentrique
Définition 3.54. Soit K un complexe simplicial. La subdivision barycentrique de
K est le complexe simplicial L obtenu en remplaçant chaque simplexe de K par sa
subdivision barycentrique. La subdivision barycentrique d’un simplexe σ est définie
par récurrence en ajoutant le barycentre de σ et en considérant le cône sur son
bord subdivisé. On note ce complexe sdpKq.
Remarquons que les simplexes de la subdivision barycentrique de K sont exac-
tement les simplexes rσˆi1 , ..., σˆiks où σˆij désigne le barycentre de σij , σij est un
simplexe de K et où pour j P t1, ..., k  1u, σij 1 est une face de σij . Étant donné
un simplexe σ de ce complexe, la réunion des simplexes rσˆi1 , ..., σˆiks de sdpKq tels
que σi1  σ est exactement σ.
Définition 3.55. Soit σ un complexe de K. On appelle cellule duale de σ et on
note Dpσq la réunion des simplexes de rσˆi1 , ..., σˆiks de sdpKq tels que σik  σ.
La réunion des cellules duales partitionne K. C’est la cellulation duale de K.
Lorsque K est une variété orientée, on s’en servira pour définir une homologie et
montrer la dualité de Poincaré, selon laquelle HppK;Gq  HnppK;Gq pour tout




Définition 3.56. Un simplexe singulier de dimension p d’un espace topologique
X est une application continue σ du simplexe standard ∆p de dimension p dans
X. Le groupe abélien libre engendré par les p-simplexes singuliers est appelé groupe
des p-chaînes singulières et noté SppXq.
Le groupe SppXq est un groupe abélien libre de rang infini. Une p-chaîne singu-
lière s’écrit σ 
°
iPI
aiσi où I est fini, ai est un entier et σi est un p-simplexe singulier






En identifiant la face rv0, ..., vˆi, ..., vps au simplexe standard de dimension p 1, on
obtient une pp  1q-chaîne singulière. Ainsi, l’opérateur B s’étend par linéarité en
un morphisme Bp : SppXq Ñ Sp1pXq.
Lemme 3.57. Pour tout espace topologique X et tout entier p, on a Bp1 Bp  0.
Démonstration. La vérification est analogue à celle effectuée pour démontrer le
Lemme 3.46.
À tout espace topologiqueX est donc associé un complexe de chaînes singulières




Ñ Sp1pXq Ñ   
ainsi qu’un complexe de cochaînes singulières SppXq  HompSppXq,Zq. On dis-
pose aussi des versions à coefficients dans un groupe abélien G, à savoir SppX,Gq 
SppGq bG et SppX,Gq  HompSppXq, Gq.
Exercice 3.58. Montrer que H0pX,Zq est un groupe abélien libre de rang le nombre
de composantes connexes par arcs de X.
Remarquons que le morphisme  défini par






passe au quotient en un morphisme  : H0pX,Zq Ñ Z appelé augmentation. On
peut prolonger le complexe de chaînes singulières en un complexe augmenté





dont l’homologie est appelée homologie réduite et notée rHppXq. On vérifie alors
que le rang de rH0pXq est un de moins que celui de H0pXq et que rHppXq  HppXq
si p ¡ 0.
Une application continue f : X Ñ Y induit un morphisme






et on a ainsi à nouveau obtenu un foncteur de la catégorie des espaces topologiques
vers la catégorie des complexes de groupes abéliens.
Théorème 3.59. Soient f0 et f1 deux applications continues homotopes, alors les
morphismes induits pf0q et pf1q sont homotopes et donc les mêmes en homologie.
Démonstration. Soit F : X  r0, 1s Ñ Y une homotopie entre f0 et f1. On note
F pt, xq  ftpxq. Pour tout entier naturel p, triangulons le polytope ∆p  r0, 1s
pour obtenir un complexe simplicial de dimension p   1 orienté. La somme des
pp  1q-simplexes orientés définit une pp  1q-chaîne singulière de ∆p r0, 1s notée
Hp∆pq, c’est sa classe fondamentale.
On a BpHp∆pqq  ∆pt1u∆pt0uHpB∆pq. On en déduit un morphisme
H : SppXq Ñ Sp 1pX  r0, 1sq°
iPI aiσi ÞÑ
°
iPI aipσi  Idr0,1sq Hp∆pq
et en composant par le morphisme F : Sp 1pX  r0, 1sq Ñ Sp 1pY q on en déduit
un morphisme F  H : SppXq Ñ Sp 1pY q. Par définition, pour tout p-simplexe
singulier σ de X, on a
BpF Hpσqq  BpF  pσ  Idr0,1sqpHp∆pqqq  F  pσ  Idr0,1sqBpHp∆pqq
et donc par ce qui précède, BpF Hqpσq  pf1qσ  pf0qσ  pF HqBσ. On a
donc défini une homotopie algébrique entre pf0q et pf1q.
Corollaire 3.60. L’homologie singulière réduite de Rn est nulle, on dit qu’il est
acyclique. L’homologie singulière d’un espace topologique X ne dépend que de son
type d’homotopie.
Démonstration. Si X et Y ont le même type d’homotopie, il existe deux applica-
tions f : X Ñ Y et g : Y Ñ X tels que f  g et g  f sont homotopes à l’identité.
D’après le Théorème 3.59, pf  gq  f  g  Id et pg  fq  g  f  Id, de
sorte que f et g sont des isomorphismes inverses l’un de l’autre entre HpX;Zq
et HpY ;Zq. Comme Rn a le type d’homotopie du point, HpRn;Zq  Hppt;Zq.
Or tous les p-simplexes singuliers du point sont les mêmes, ce sont les applications
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constantes ∆p Ñ ∆0  pt. Le p-simplexe constant σp : ∆p Ñ ∆0  pt satisfait
Bσp 
°p
i0 σp|rv0...vˆi...vps  σp1 si p est pair et 0 sinon. Le complexe de chaînes
singulières du point s’écrit donc
   Ñ S2p 1pptq  Z
0
Ñ S2ppptq  Z
id
Ñ S2p1pptq  Z
0
Ñ    Ñ S1pptq  Z
0
Ñ S0pptq  ZÑ 0,
de sorte que son homologie est nulle sauf en degré zéro où elle est isomorphe à
Z.
Si A  X, alors SpAq est un sous-complexe de SpXq et on note SpX,Aq
le complexe quotient SpXq{SpAq. On note encore Bp l’application induite sur le
complexe quotient.
Définition 3.61. L’homologie de SpX,Aq est appelée homologie singulière de X
relative à A.
Théorème 3.62 (Excision en homologie singulière). Soit X un espace topologique,
A  X et U  X tels que U  A˚. Alors l’inclusion de la paire pXzU,AzUq dans
pX,Aq induit un isomorphisme en homologie singulière, de sorte que
HpXzU,AzUq  HpX,Aq.
Démonstration. Remarquons que par hypothèse, les ouverts XzU et A˚ recouvrent
X. On procède en quatre étapes.
1) Soit σ 
°
aiσi une p-chaîne singulière de X, de sorte que σi : ∆p Ñ X soit
continue. En appliquant m fois le procédé de subdivision barycentrique à ∆p,
où m est suffisamment grand, on obtient un complexe simplicial sdmp∆pq, voir
le §3.2.3. Alors pour tout indice i, σi : sdmp∆pq Ñ X est une p-chaîne singulière
notée sdmpσiq et sdmpσq 
°
aisd
mpσiq est une p-chaîne singulière dont tous
les simplexes singuliers sont à image dans un des ouverts XzU ou A˚. En effet,
à σi fixé, on considère le recouvrement de ∆p par les ouverts σ1i pX  Uq
et σ1i pA˚q. Comme ∆p est métrique et compact, il existe un  de Lebesgue
associé à ce recouvrement, de sorte que les boules de rayon de  sont toutes
contenues dans un des ouverts du recouvrement. Lorsque mi est assez grand,
les p-simplexes de sdmip∆pq sont de diamètre plus petit que {2. Ce nombre
d’indices i étant fini, on peut choisir m comme étant le maximum des entiers
mi. Attention, l’entier m varie en fonction de la p-chaîne singulière σ.
2) Quel que soit m P N fixé, les morphismes sdm et Id : SpXq Ñ SpXq sont
homotopes. Il existe Hp : SppXq Ñ Sp 1pXq tel que sdmpσq  σ  BHσ HBσ.
Cette homotopie se construit par récurrence au niveau des simplexes comme
dans la démonstration du Théorème 3.59. Si p  0, Hp  0 convient. Si H
est contruite jusqu’au rang p  1, on note ip : ∆p Ñ ∆p le simplexe singulier
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identité de ∆p. Alors Bpsdmipq  sdmpBipq. Posons cp  sdmpipq  ipHp1Bip.
C’est un p-cycle singulier puisque
Bcp  Bsd
mpipq  Bip  BHp1Bip
 sdmpBipq  Bip  BHp1Bip
 HpB  Bipq
 0,
Hp1 étant un homotopie entre Id et sdm. Comme Hpp∆pq  0, il existe une
pp 1q-chaîne singulière Hpip telle que cp  BpHpipq, ce qui construit H au rang
p   1. Une fois construit H pour X  ∆p, on obtient H pour X quelconque
en posant, pour tout σ P SppXq, Hppσq  σ  Hppipq. En effet, Bp 1Hσ 
BσHppipq  σBHppipq  σsd
mpipqσipσHp1Bip  sd
mpσqσHBσ.
Par construction, les images des simplexes singuliers qui composent Hσ sont
inclus dans les images des simplexes singuliers qui composent σ.
3) Notons SUpXq le sous-complexe de SpXq engendré par les simplexes singuliers
à image dans A˚ ou à image dans XzU . Alors l’inclusion SUpXq Ñ SpXq induit
un isomorphisme en homologie. En considérant la suite exacte longue associée
à la suite courte 0 Ñ SUpXq Ñ SpXq Ñ SpXq{SUpXq Ñ 0, on s’aperçoit qu’il
suffit de montrer que HpSpXq{SUpXqq  0.
Soit cp P SpXq tel que Bcp P SUpXq. D’après la première étape, il existe m P N
tel que sdmpcpq P SUpXq. D’après la deuxième, sdmpcpqcp  BHpcpq HBpcpq.
Or par construction de H, si Bcp P SUpXq, alors HpBcpq P SUpXq. Ainsi, modulo
SUpXq, cp  BHpcpq. On a donc montré que si cp est un cycle modulo SUpXq,
c’est un bord modulo SUpXq.
4) Le morphisme induit par l’inclusion SppXzUq Ñ SUp pXq{SppAq est surjectif
puisque les simplexes singuliers qui engendrent SUp pXq sont soit à image dans
A soit à image dans XzU . De plus, le noyau de ce morphisme est exacte-
ment SppAzUq puisqu’un simplexe singulier à image dans XzU et dans A est
à image dans AzU . On a donc un isomorphisme entre SppXzUq{SppAzUq et
SUp pXq{SppAq et cet isomorphisme vaut pour tout p, donc les groupes d’homolo-
gie sont également isomorphes. Puis l’inclusion de SUp pXq{SppAq dans SppXq{SppAq
induit un isomorphisme en homologie d’après le lemme des cinq isomorphismes
puisque c’est le cas pour l’inclusion de SUpXq dans SpXq et qu’on a les deux
suites exactes
   Ñ HppSpAqq Ñ HppS
U pXqq Ñ HppSU pXq{SpAqq Ñ Hp1pSpAqq Ñ Hp1pSU pXqq Ñ   
   Ñ HppSpAqq Ñ HppSpXqq Ñ HppSpXq{SpAqq Ñ Hp1pSpAqq Ñ Hp1pSpXqq Ñ   
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Corollaire 3.63. Pour tout entier naturel n, H0pSnq  Z  HnpSnq tandis que
HppS
nq  t0u pour p R t0, nu. De même, HnpBn, Sn1q  Z et HppBn, Sn1q  t0u
dès que p est différent de n.
Démonstration. D’après le Corollaire 3.60, Bn est acyclique. En considérant la
suite longue associée à la paire pBn, Sn1q, on obtient
   Ñ HppB
nq Ñ HppB
n, Sn1q Ñ Hp1pS
n1q Ñ Hp1pB
nq Ñ   
et on en déduit que H0pBn, Sn1q  0 et que pour tout p ¡ 0, HppBn, Sn1q
BÑ
Hp1pS
n1q est un isomorphisme. Or, en choisissant une hémisphère Sn1  de Sn1
et en considérant la suite longue associée à cette paire, on obtient
   Ñ HppS
n1
  q Ñ HppS
n1q Ñ HppS
n1, Sn1  q Ñ Hp1pS
n1
  q Ñ Hp1pS
n1q Ñ   
Comme Sn1  est acyclique, Hp1pSn1  q Ñ Hp1pSn1q est injectif et on en déduit
que pour tout p ¡ 0, HppSn1q  HppSn1, Sn1  q
excision
 HppB
n1, Sn2q. Par récur-
rence, on en déduit que HppSnq  H0pSnpq si p ¤ n et que HppSnq  HpnpS0q si
p ¡ n, d’où le résultat.
Théorème 3.64 (Suite de Mayer-Vietoris). Soit X un espace topologique et U et
V deux ouverts qui recouvrent X. Alors on a une suite exacte longue en homologie
   Ñ HppU X V q
αp
Ñ HppUq `HppV q
βp
Ñ HppXq Ñ Hp1pU X V q Ñ   
où αpprcpsq  prcps, rcpsq et βpprcps, rdpsq  rcps   rdps.
Démonstration. On note à nouveau SUpXq le sous-complexe de SpXq engendré
par les simplexes singuliers de X à image dans U ou dans V . Alors, la suite courte
de Mayer-Vietoris 0 Ñ SpU X V q
αp
Ñ SpUq ` SpV q
βp
Ñ SUpXq Ñ 0 est exacte. En
effet αp est clairement injective et βp est clairement surjective. D’autre part, il est
clair que βpαp s’annule. Si βpprcps, rdpsq  0, alors rcps  rdps, donc cp et dp sont
à valeurs dans UXV , d’où prcps, rdpsq  αpprcpsq et l’exactitude. On en déduit alors
la suite longue associée en homologie et le résultat découle de la troisième étape
de la démonstration du Théorème 3.62, l’inclusion SUpXq dans SpXq induisant un
isomorphisme en homologie d’après cette étape.
3.3.2 Théorème de de Rham
LorsqueM est une variété différentielle, on peut considérer de la même façon les
simplexes singuliers lisses, c-à-d de la forme σp : ∆p ÑM où σp est une application
lisse définie dans un voisinage de ∆p dans le sous-espace affine de dimension p qui
le contient. On note SlppXq le groupe abélien libre engendré par ces p-simplexes
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singuliers lisses. On obtient comme au §3.3.1 un complexe de chaînes singulières
lisses




p1pMq Ñ   
Considèrons alors l’application














où l’on a noté Spl pM,Rq : HompSlppMq,Rq.
Lemme 3.65. Le morphisme ψ : ΩpMq Ñ Sl pM,Rq est une application de
cochaînes.
Démonstration. Pour toute pp 1q-forme ω et tout p-simplexe singulier lisse σ de










Théorème 3.66 (Théorème de de Rham). Soit M une variété différentielle qui
possède un recouvrement par un nombre fini d’ouverts dont les intersections sont
soit vides soit difféomorphes à Rn. Alors ψ induit un isomorphisme entre HdRpM,Rq
et Hl pM,Rq et d’autre part Hl pM,Rq et HpM,Rq sont canoniquement isomorphes.
(On a noté HdR la cohomologie de de Rham deM , H la cohomologie singulière
et Hl la cohomologie singulière lisse).
Démonstration. Démontrons ce théorème par récurrence sur le nombre d’ouverts.
S’il n’y a qu’un ouvert, M  Rn et d’après le Corollaire 3.60 et son analogue en
homologie lisse, les groupes Hl pR,Rq, HpR,Rq et HdRpR,Rq sont tous canoni-
quement isomorphes à R en degré 0 et nuls en degré non nul.
On procède comme dans la preuve du Corollaire 3.10 et on écrit M  U

V
avec U , V et U X V qui vérifient l’hypothèse de récurrence. Les suites longues de
Mayer-Vietoris s’écrivent alors
   Ñ Hp1dR pU,Rq`H
p1
dR pV,Rq Ñ H
p1








dRpUXV,Rq Ñ   
   Ñ Hp1l pU,Rq`H
p1
l pV,Rq Ñ H
p1
l pU XV,Rq Ñ H
p




l pV,Rq Ñ H
p
l pU XV,Rq Ñ   
   Ñ Hp1pU,Rq`Hp1pV,Rq Ñ Hp1pU XV,Rq Ñ HppM,Rq Ñ HppU,Rq`HppV,Rq Ñ HppU XV,Rq Ñ   
Par hypothèse de récurrence, les groupes HdRpU,Rq ` HdRpV,Rq, Hl pU,Rq `
Hl pV,Rq et HpU,Rq ` HpV,Rq sont canoniquement isomorphes. Il en va de
même des groupes HdRpU XV,Rq, Hl pU XV,Rq et HpU XV,Rq et on conclut par
le lemme des cinq isomorphismes puisque les diagrammes fournis par ces isomor-
phismes sont commutatifs. Enfin, si le résultat est démontré pour m ouverts et que
M  U1 Y    Y Um 1 est un recouvrement de M par m   1 ouverts qui satisfont
l’hypothèse de récurrence. Alors, on pose V  U1 Y    YUm et on applique ce qui
précède à V et Um 1 pour en déduire le résultat.
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On se limite dans ce cours aux variétés M qui possèdent un recouvrement par
un nombre fini d’ouverts dont les intersections sont soit vides soit difféomorphes à
Rn, voir [1], mais ce Théorème 3.66 reste valable en général.
Théorème 3.67. Soit K un complexe simplicial. Alors ses homologies simpliciales
et singulières coïncident. Si L est un sous-complexe de K, il en est de même pour
les homologies relatives à L.
Démonstration. On ne traite que le cas où K est fini. On notera Hsimp l’homologie
simpliciale et H l’homologie singulière. Munissons les sommets de K d’un ordre
total. Chaque simplexe σ de K possède alors une orientation induite par cet ordre.
Le complexe de chaînes simpliciales se trouve ainsi équipé d’une base. Posons alors
ψ : CpKq Ñ SpKq
σ  rv0, ..., vns ÞÑ





que l’on prolonge de manière affine. Alors ψ induit un isomorphisme en homologie.
Si K est de dimension 0, cela résulte du Corollaire 3.60. Si K est de dimension ¡ 0,
on procède par récurrence sur le nombre de simplexes de dimensions strictement
positives. Soit σ un simplexe de dimension maximale de K. Alors σ avec toutes
ses faces est un sous-complexe de K. Les suites exactes longues associées à la paire
pK, σq s’écrivent
   Ñ Hp 1pK, σq Ñ Hppσq Ñ HppKq Ñ HppK, σq Ñ Hp1pσq Ñ   
   Ñ Hsimpp 1 pK, σq Ñ H
simp
p pσq Ñ H
simp
p pKq Ñ H
simp
p pK, σq Ñ H
simp
p1 pσq Ñ   
Comme σ est contractile, d’après l’Exercice 3.58 pour le degré 0 et le Corol-
laire 3.60 pour les degrés non nuls, les homologies singulières et simpliciales de
σ coïncident. D’après le lemme des cinq isomorphismes, il suffit donc de montrer
que le morphisme ψ : Hsimp pK, σq Ñ HpK, σq est un isomorphisme. Le théo-
rème d’excision en homologie simpliciale (Théorème 3.50) s’applique avec M  σ˚
de sorte que Hsimp pK, σq  Hsimp pK z˚σ, Bσq. De même, le théorème d’excision
en homologie singulière (Théorème 3.62) s’applique avec U  σˆ le barycentre
de σ et A  σ car σ est de dimension maximale. On en déduit l’isomorphisme
HpK, σq  HpKzσˆ, σzσˆq. Or la paire pKzσˆ, σzσˆq se rétracte par déformation sur
la paire pK z˚σ, Bσq de sorte que par le Corollaire 3.60, HpK, σq  HpK z˚σ, Bσq.
L’hypothèse de récurrence s’applique à la paire pK z˚σ, Bσq et on en déduit que
Hsimp pK, σq  HpK, σq puis d’après le lemme des cinq que Hsimp pKq  HpKq.
Pour tout sous-complexe L deK, le morphisme induit en homologie relative un iso-
morphisme ψ : Hsimp pK,Lq Ñ HpK,Lq d’après le lemme les cinq isomorphismes




Définition 3.68. On appelle cellule de dimension n tout espace topologique ho-
méomorphe à la boule fermée Bn  tx P Rn, }x} ¤ 1u. On appelle cellule ouverte
de dimension n tout espace topologique homéomorphe à l’intérieur de cette boule.
Définition 3.69. Un complexe cellulaire ou CW-complexe est un espace topolo-
gique séparé X qui est réunion disjointe de cellules ouvertes peiqiPI . De plus, pour
chaque cellule ouverte ei, il existe une application d’attachement fi : Bni Ñ X telle
que pfiq|B˚ni est un homéomorphisme entre B˚
ni et ei et telle que fipBBniq est une
réunion finie de cellules de X de dimensions inférieures à ni. Enfin la topologie
sur X coïncide avec la topologie faible, de sorte qu’un sous-ensemble A de X est
fermé si et seulement si AX ei est fermé dans ei, donc dans X, pour tout i P I.
Exemple 3.70. 1. La sphère Sn est réunion de deux cellules, une de dimension
n et l’autre de dimension 0.
2. L’espace projectif réel RP n  Rn \ RP n1 est un CW-complexe possédant
une cellule en chaque dimension comprise entre 0 et n.
3. L’espace projectif complexe CP n  Cn \ CP n1 est un CW-complexe pos-
sédant une cellule en chaque dimension paire comprise entre 0 et 2n.
4. Tout complexe simplicial est un CW-complexe.
5. La cellulation duale de la subdivision barycentrique d’un complexe simpli-
cial équipe ce complexe simplicial d’une structure de CW-complexe, voir la
Définition 3.55.
Définition 3.71. Un sous-complexe Y d’un CW-complexe X est un fermé de X
qui est réunion de cellules et qui contient les adhérences de toutes ses cellules. Le
squelette Xk de X est la réunion de toutes les cellules de dimensions inférieures
ou égales à k de X.
3.4.2 Homologie cellulaire
SoitX un CW-complexe. Pour tout entier naturel p, on poseDppXq  HppXp, Xp1q.
Lemme 3.72. Le groupe DppXq est un groupe abélien libre dont une base est
formée des cellules de dimension p de X, chacune étant munie d’une orientation.
Démonstration. Notons tei, i P Ipu l’ensemble des cellules de dimension p de
















teˆiuqq. À présent, l’application d’attachement f :

iPIp
Bp Ñ Xp des















Bpzt0u se rétracte par déformation sur BBp. D’après le Corollaire 3.63,HppBp, BBpq 
Z et le choix d’un tel isomorphisme est donné par une orientation de la boule.






p1, Xp2q  Dp1pXq.
Lemme 3.73. Pour tout p ¥ 1, Bp1  Bp  0.
Démonstration. Par définition, B2  j  pB  jq  B. Or la suite





p1q Ñ   
est exacte, de sorte que la composée B  j s’annule. Ainsi, B2  0.
En fait, cette homologie cellulaire ressemble à l’homologie simpliciale. Chaque
cellule ei de dimension p est attachée au pp 1q-squelette au même titre qu’un p-
simplexe l’est dans un complexe simplicial. L’application d’attachement est donné
ici par une application continue fi : pBp, BBpq Ñ pXp, Xp1q qui induit un mor-
phisme injectif de HppBp, BBpq dans DppXq dont l’image est un des facteurs de



















Le bord Bp décrit la façon dont la cellule ei de dimension p est attachée aux
cellules de dimension p  1. Il est donné pour tout j P Ip1 par le morphisme
Z  Hp1pBBpq Ñ Hp1pXp1, Xp1zteˆjuq  Z.
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Définition 3.74. Soit X un CW-complexe dont les cellules sont munies d’une
orientation. On appelle indice d’incidence de ei par rapport à ej, où ei est une
p-cellule et ej une pp 1q-cellule, l’entier, noté rei : ejs, tel que le morphisme pfiq
de Hp1pBBpq dans Hp1pXp1, Xp1zteˆjuq soit donné par la multiplication par
rei : ejs via les identifications Z  Hp1pBBpq et Z  Hp1pXp1, Xp1zteˆjuq.
Ainsi, le choix des orientations sur les cellules fournit une base de DppXq pour
tout entier naturel p et la matrice de Bp dans cette base est la matrice prei : ejsqi,j.
Exemple 3.75. 1. Si X  Sn, n ¥ 1, alors DppXq  Z si p P t0, nu et DppXq 
t0u sinon. D’autre part, Bp  0 (exercice si n  1) de sorte que HppSnq  Z
si p P t0, nu et HppSnq  t0u sinon.
2. Si X  CP n  Cn \ CP n1, DppXq  Z si p est pair et DppXq  0 sinon.
Ainsi Bp  0 et HppCP nq  Z si p est pair et HppCP nq  0 sinon.
3. SiK est un complexe simplicial, alorsK est un CW-complexe et on vérifie que
DpXq  CpXq, de sorte que homologies simpliciale et cellulaire coïncident.
4. Si X  RP n  Rn \ RP n1, alors DppXq  Z pour tout p compris entre
0 et n. On laisse en exercice le fait que Bp est la multiplication par 2 si
p est pair et l’application nulle si p est impair. Que vaut HppRP n,Zq et
HppRP n,Z{2Zq ?
Théorème 3.76. Les homologies cellulaire et singulière d’un CW-complexe de
dimension finie coïncident.
Démonstration. On noteraH les groupes d’homologie singulière etHcell les groupes
d’homologie cellulaire.
On procède par récurrence sur la dimension du CW-complexe X. Si la di-
mension est nulle, les homologies coïncident. Si on suppose que les homologies
coïncident pour un CW-complexe de dimension m 1 et si X est de dimension m,
la suite exacte longue associée à la paire pXm, Xm1q s’écrit
   ÝÝÝÝÑ Hp 1pX
m, Xm1q ÝÝÝÝÑ HppX
m1q ÝÝÝÝÑ HppX
mq ÝÝÝÝÑ HppX















On en déduit que HppXm1q  HppXmq pour p différent de m et m  1. En par-
ticulier, les homologies singulières et cellulaire coïncident pour p ¡ m et pour p  
m1. On en déduit également que HmpXm1q  HmpXm2q      HmpX0q  0.
Pour p  m 1, on réécrit la suite longue
0 Ñ HmpX
mq Ñ HmpX








BÑ   
ce qui permet d’identifier Hm1pXm1q à Zcellm1pXmq. On en déduit alors que
HmpX
mq  Zcellm pX
mq  Hcellm pX
mq etHm1pXmq  Zm1pXmq{BpDmpXmqq  Hcellm1pXmq.
3.4.3 Dualité de Poincaré, seconde version
Théorème 3.77. Soit M une variété compacte orientée de dimension n et G un




Si M n’est pas orientable, ce résultat reste valable dans le cas particulier où G 
Z{2Z.
Démonstration. Munissons M d’une triangulation τ fournie par la méthode de
Whitney, voir le Théorème 3.41. On considère alors la subdivision barycentrique
de cette triangulation et la cellulation duale de τ associée, voir la Définition 3.55. La
variété M hérite ainsi d’une structure de complexe simplicial K et d’une structure
de CW-complexe X, tous deux de dimension n. De plus, il y a une bijection entre
les simplexes σ de K et les cellules Dpσq de X. Si σ est de dimension p, Dpσq est
de dimension np et rencontre « transversalement » σ en un point. CommeM est
orientée, le choix d’une orientation de σ induit une orientation de Dpσq de sorte
que l’orientation de M coïncide avec l’orientation induite par la concaténation de
celles de σ et de Dpσq.
On en déduit un isomorphisme CppKq Ñ DnppXq puisque ce sont des groupes
abéliens libres engendrés par les p-simplexes orientés et les cellules orientées de
dimension np respectivement. On en déduit également un isomorphisme CppKqb
G Ñ DnppXq b G. Or CppKq est libre, donc CppKq b G  HompCppKq, Gq 
CppK,Gq et DnppXq b G  DnppX,Gq. On peut modifier cet isomorphisme en




où σ est la cochaîne indicatrice de σ. Il reste à voir qu’il existe une distribution de
signes  telle que Bnpψp  ψp 1 dp, c’est-à-dire telle que ψ est un isomorphisme
de complexes de chaînes, induisant un isomorphisme en cohomologie.
Or, si σ P CppKq est une cochaîne, dppσq est non nulle exactement sur les
pp 1q-simplexes σ1 qui ont σ pour face. Tous ces pp 1q-simplexes sont transverses
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au bord de Dpσq. On s’aperçoit alors que l’indice d’intersection BDpσq  σ1 ne
dépend pas du choix de σ et σ1, uniquement de la dimension p de σ et de la
dimension n de M , c’est une vérification locale. Il existe alors un choix de fonction
 pour lequel ψ est un morphisme de complexes de chaînes, d’où le résultat.
Si M n’est pas orientable et G  Z{2Z, alors il n’est pas nécessaire de tordre




Ce paragraphe est consacré aux faisceaux et à leur cohomologie. Le lecteur
souhaitant en connaître davantage pourra consulter les ouvrages [6], [9], [3] et [7].
4.1 Faisceaux, préfaisceaux et morphismes de faisceaux
Définition 4.1. Un faisceau en groupes abéliens F sur un espace topologique X
est la donnée pour tout ouvert U de X d’un groupe abélien FpUq et pour tout
ouvert V  U d’un morphisme de restriction rU,V : FpUq Ñ FpV q qui vérifient les
conditions suivantes :
1) FpHq  t0u.
2) rU,U  IdFpUq.
3) Si W  V  U , alors rU,W  rV,W  rU,V .
4) Si pViqiPI est un recouvrement de U par des ouverts et si s P FpUq est tel que
pour tout i P I, rU,Vipsq  0, alors s  0.
5) Si pViqiPI est un recouvrement de U par des ouverts et psi P FpViqqiPI est tel
que pour tous i et j, rVi,ViXVjpsiq  rVj ,ViXVjpsjq, alors il existe s P FpUq tel que
pour tout i P I, rU,Vipsq  si.
Lorsque les trois premières conditions sont satisfaites, on parle de pré-faisceau. Un
élément s de FpUq est appelé section de F au-dessus de U et rU,V psq est souvent
noté s|V .
Exemple 4.2. 1. Le faisceau des fonctions lisses sur une variété M .
2. Pour tout entier naturel p, le faisceau ΩppM,Rq des p-formes différentielles
sur une variété M .
3. Le faisceau CX des fonctions localement constantes sur un espace topolo-
gique X à valeur dans C, où pour tout ouvert U , CXpUq est l’ensembles des
fonctions localement constantes sur U .
4. Le faisceau gratte-ciel Gx. Soit G un groupe et x P X. Si U est un ouvert de
X on définit GxpUq  G si x P U et GxpUq  t0u sinon.
Attention, dans cet Exemple 4.2, si l’on remplace les fonctions localement
constantes par les fonctions constantes, on n’obtient pas un faisceau.






Ainsi, disons que s P FpUq est équivalent à s1 P FpV q, où U et V sont deux ouverts





Les éléments de Fx sont appelés les germes de sections de F en x.
Définition 4.4. Si F et G sont des faisceaux (ou des préfaisceaux) sur X, un
morphisme de faisceaux (ou de préfaisceaux) ϕ : F Ñ G est la donnée pour tout
ouvert U de X d’un morphisme de groupes ϕU : FpUq Ñ GpUq tel que, pour tout







Exemple 4.5. Dans le cas du faisceau des p-formes différentielles sur une variété
M , l’opérateur d : Ωp Ñ Ωp 1 est un morphisme de faisceau.
Exercice 4.6. Montrer que ϕ : F Ñ G est un isomorphisme de faisceaux si et
seulement si pour tout x P X, ϕx : Fx Ñ Gx est un isomorphisme.
Proposition 4.7. Soit ϕ : F Ñ G un morphisme de faisceaux sur X. Alors le
noyau de ϕ est un faisceau sur X tandis que l’image de ϕ et son conoyau ne sont
en général que des préfaisceaux.
Démonstration. Pour tout ouvert U de X, KerpϕqpUq  KerpϕUq. On a donc
l’inclusion KerpϕHq  FpHq  t0u. Puis rU,U : KerpϕUq Ñ KerpϕUq est la
restriction de rU,U : FpUq Ñ FpUq à KerpϕqpUq, donc c’est l’identité. De même,
rU,V : KerpϕUq Ñ KerpϕV q est la restriction de rU,V : FpUq Ñ FpV q. Cette
restriction àKerpϕqpUq est bien à image dansKerpϕqpV q d’après la Définition 4.4.
On a alors par restriction rU,W  rV,W rU,V pour toute suite d’ouverts W  V 
U . Enfin, soit pViqiPI un recouvrement ouvert de U . Si s P KerpϕqpUq satisfait
rU,Vipsq  0 pour tout i P I, alors s  0 dans FpUq puisque F est un faisceau.
Donc s  0 dans KerpϕqpUq par restriction. De même, si si P KerpϕqpViq sont
donnés et satisfont rVi,ViXVjpsiq  rVj ,VjXVipsjq, alors il existe s P FpUq tel que
rU,Vipsq  si puisque F est un faisceau. D’après la Définition 4.4, cette section
s est dans KerpϕqpUq. En effet, pour tout i P I, rU,VipϕUpsqq  ϕVipsiq  0, donc
ϕUpsq  0 puisque G est un faisceau. Enfin, on montre de la même façon que
ImpϕqpUq et CokerpϕqpUq  GpUq{ImpϕqpUq définissent des préfaisceaux.
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Si s P ImpϕUq satisfait rU,Vipsq  0 pour tout i P I, alors s  0 P GpUq car G est
un faisceau. Par contre, si si P ImpϕqpViq sont donnés et satisfont rVi,ViXVjpsiq 
rVj ,VjXVipsjq, il existe s P GpUq tel que rU,Vipsq  si mais rien ne garantit que
s P ImpϕqpUq.
Exemple 4.8. 1. Soit X  R et F  RX . On définit le faisceau G gratte-ciel en
deux points t1, 1u comme ceci : si U est un ouvert de R qui ne contient
ni 1 ni 1, alors GpUq  t0u, si U ne contient qu’un seul de ces deux points,
GpUq  R et si U contient 1 et -1, alors GpUq  R2. On définit ϕ : F Ñ G par
restriction. Si U  R ne contient pas t1, 1u, alors ϕU est surjectif, mais si
U est connexe et contient t1u, alors ϕU n’est pas surjectif (merci à Nicolas
Vichery pour cet exemple).
2. Si X  S1, on considère le faisceau F  C0pS1,Cq des fonctions complexes
continues, où plus précisément FpUq  C0pU,Cq. On considère également
le faisceau G  C0pU,Cq et le morphisme ϕ  exp : F Ñ G. Alors pour
tout U ouvert de S1 qui n’est pas S1 tout entier, ϕU est surjectif, par contre
exp : FpS1q Ñ GpS1q n’est pas surjective.
Toutefois, cette anomalie, complètement liée à la notion de cohomologie comme
on va le voir au §4.3.1, est corrigeable par la Proposition suivante.
Proposition 4.9. Pour tout préfaisceau F sur un espace topologique X, il existe
une unique paire pF , θq à isomorphisme près, où F  est un faisceau sur X et θ :
F Ñ F  un morphisme de préfaisceaux, ayant la propriété universelle suivante :
pour tout faisceau G sur X et tout morphisme de préfaisceaux ϕ : F Ñ G, il existe
un unique morphisme de faisceaux ψ : F  Ñ G tel que ϕ  ψ  θ. Le faisceau F 
est appelé faisceau associé au préfaisceau F .
Démonstration. On définit F pUq comme l’ensemble des fonctions s : U Ñ 
xPU
Fx
qui sont telles que pour tout x P U , spxq P Fx et il existe un ouvert V qui contient
x, inclus dans U , ainsi qu’une section t P FpV q tels que pour tout y P V , spyq  ty
(ty est l’image de t dans Fx, c-à-d la classe d’équivalence de t). Alors, muni de
la restriction des applications, F  est un faisceau. En effet, c’est clairement un
préfaisceau. De plus, si pViqiPI est un recouvrement ouvert de U et si s P F pUq
satisfait s|Vi  0 pour tout i P I, alors pour tout x P U , spxq  0, donc s  0. Si
pour tout i P I, si P F pViq sont donnés et satisfont psiq|ViXVj  psjq|VjXVi , alors
on pose, pour tout x P U , spxq  sipxq si x P Vi. Cette définition ne dépend pas
du choix de i P I par hypothèse et par définition, s P F pUq.
On dispose d’un morphisme de préfaisceaux tautologique θ : F Ñ F  qui
à une section s associe la fonction σ telle que σpxq  sx. On montre alors que
pF , θq vérifie la propriété universelle énoncée. Si ϕ : F Ñ G est un morphisme de
faisceaux, où G est un faisceau, alors il induit un morphisme ψ : F  Ñ G. En effet,
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si U  X est un ouvert et si s P F pUq, alors par définition, pour tout x P U , il
existe un ouvert V contenant x et une section t P FpV q tels que pour tout y P V ,
spyq  ty. Alors ϕptq P GpV q. On en déduit un recouvrement ouvert pViqiPI de U
et des sections ui  ϕptiq P GpViq qui satisfont puiq|ViXVj  pujq|VjXVi . Comme G
est un faisceau, il existe un unique u P GpUq tel que pour tout i P I, u|Vi  ui. On
pose ψpsq  u. Le morphisme ψ est bien défini puisque u ne dépend pas des choix
de ui et Vi. Par construction, ϕ  ψ  θ.
Enfin on vérifie l’unicité de pF , θq. Celle-ci découle de la propriété universelle.
Si pF, θq est un autre couple, il existe ψ  : F  Ñ F et ψ : F Ñ F  tels
que θ  ψ  θ et θ  ψ   θ. Alors θ  ψ  ψ   θ. Or on a aussi θ  Id  θ,
donc par unicité, ψ  ψ   Id. De même ψ   ψ  Id, de sorte que pF , θq et
pF, θq sont isomorphes.
Définition 4.10. Si ϕ : F Ñ G est un morphisme de faisceaux, on appelle image
de ϕ le faisceau associé au préfaisceau Impϕq et faisceau conoyau le faisceau associé
au préfaisceau Cokerpϕq. Le morphisme est dit surjectif si Impϕq   G. De même,
on appelle faisceau quotient d’un faisceau G par un sous-faisceau F le faisceau
associé au préfaisceau U ÞÑ GpUq{FpUq.
Remarque 4.11. On a vu dans les exemples précédents que si ϕ : F Ñ G est un
morphisme de faisceaux surjectif, alors ϕX : FpXq Ñ GpXq n’est pas nécessaire-
ment surjectif.
Exercice 4.12. Montrer qu’un morphisme de faisceaux est surjectif si et seulement
si le morphisme induit au niveau des fibres est surjectif.
Une suite de faisceaux sur X
   Ñ Fp1 ϕp1Ñ Fp ϕpÑ Fp 1 Ñ   
est dite exacte lorsque Kerpϕpq  Impϕp1q  pour tout p P Z.
Exercice 4.13. Montrer qu’une suite de faisceaux est exacte si et seulement si elle
l’est au niveau des fibres.
4.2 Cohomologie de Čech d’un faisceau
Cette partie est largement inspirée de [9].
4.2.1 Définition
Soit F un faisceau en groupes abéliens sur un espace topologique X. Soit
U  pUiqiPI un recouvrement de X par des ouverts. Pour tout entier naturel p, on
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FpUi0 X ...X Uipq,
vérifiant la condition combinatoire suivante :
@σ P Sp 1, siσp0q,...,iσppq  pσqsi0,...,ip .
C’est le groupe des cochaînes de Čech associé au recouvrement U .
Pour tout p P N, on pose








p1qipsj0,...,jˆi,...,jp 1q|Uj0X...XUjp 1 et jˆi signifie que l’on a enlevé
l’indice ji.
Exercice 4.14. Vérifier que pour toute permutation θ de Sp 2, on a l’égalité
σjθp0q,...,jθpp 1q  pθqσj0,...,jp 1 ,
de sorte que dp est bien défini.
Lemme 4.15. Pour tout entier naturel p, dp 1  dp  0.
Démonstration. C’est la même vérification combinatoire que celle effectuée dans
la démonstration du Lemme 3.46.
On a donc associé à tout faisceau F un complexe de Čech
   Ñ Cp1pU ,Fq dp1Ñ CppU ,Fq dpÑ Cp 1pU ,Fq Ñ   
dont l’homologie, notée HˇpU ,Fq, est appelée cohomologie de Čech associée au
recouvrement U et à coefficients dans F . Ces groupes dépendent de U . Toutefois,
Proposition 4.16. Pour tout faisceau F sur X et tout recouvrement U de X par
des ouverts, Hˇ0pU ,Fq  FpXq, l’espace des sections globales.
Démonstration. On introduit le morphisme  : FpXq ÞÑ C0pU ,Fq que l’on définit
par psq  psiqiPI où si  s|Ui . Alors d0  0. En effet, si s P FpXq est une section,
alors d0psq  pσi0,i1qi0i1 avec σi0,i1  psi1q|U0XU1psi0q|U0XU1  s|U0XU1s|U0XU1 ,
donc d0  psq  0 et  est à valeurs dans Hˇ0pU , F q.
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Il ne reste qu’à montrer qu’ est un isomorphisme. D’après la quatrième pro-
priété des faisceaux donnée par la définition 4.1, si pour tout i P I, si  s|Ui 
0, alors s  0, de sorte que si psq  0, alors s  0, d’où l’injectivité de .
D’autre part, d’après la cinquième propriété des faisceaux, voir la Définition 4.1,
si psiqiPI P C0pU ,Fq est tellle que pour tous i  j, psiq|UiXUj  psjq|UiXUj , c-à-d
psiqiPI P Z
0pCq, alors il existe une section s telle que s|Ui  si pour tout i. On en
déduit que psq  psiqiPI et la surjectivité de .
Si V  pVjqjPJ est un raffinement du recouvrement U  pUiqiPI , on appelle
application de raffinement toute application ϕ : J Ñ I telle que pour tout j P J ,
on ait Vj  Uϕpjq. Une telle application induit, pour tout entier naturel p, un
morphisme ϕp défini par





où σj0,...,jp  psϕpj0q,...,ϕpjpqq|Vj0X...XVjp si pour tous k  l P t0, . . . , pu, ϕpjkq  ϕpjlq,
et σj0,...,jp  0 sinon.
Lemme 4.17. Toute application de raffinement ϕ : J Ñ I induit un morphisme
de complexes ϕ : CpU ,Fq Ñ CpV ,Fq.
Démonstration. Soit s  psi0,...,ipq P CppU ,Fq, alors








D’autre part, ϕp 1  dppsq  ϕp 1pσq, où σ  pσi0,...,ip 1q avec σi0,...,ip 1 
p 1°
i0
p1qkpsi0,..., pik,...,ip 1q|Ui0X...XUip 1 . Ainsi,
ϕp 1  dppsq  pσj0,...,jp 1q  d
p  ϕppsq.
En fait la démonstration du Lemme 4.17 repose sur le fait que les opérations
combinatoires de suppression d’indice et de renumérotation par ϕ commutent.
Lemme 4.18. Soit V un raffinement d’un recouvrement U et ϕ, ψ deux applica-
tions de raffinement. Alors, les morphismes induits ψ et ϕ de CpU ,Fq dans
CpV ,Fq sont homotopes.
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Démonstration. On définit l’homotopie K en posant
K : CppU , F q Ñ Cp1pV , F q




p1qisϕpj0q,...,ϕpjiq,ψpjiq,...,ψpjp1q. Soit s  psi0,...,ipq P CppU , F q. Pour






















Dans la seconde somme apparaît le terme p1qk 1 puisqu’on a doublé un indice







sϕpj0q,...,ϕpjiq,ψpji 1q,...,ψppq. En les sommant,
on obtient une somme télescopique et les seuls deux termes qui ne sont pas annulés
sont sψpj0q,...,ψpjpq et sϕpj0q,...,ϕpjpq, c’est-à-dire ψpsq et ϕpsq. On a donc
















  ψpsq  ϕpsq.
D’autre part, zj0,...,jp1 
p1°
i0




















Ainsi en sommant les deux expressions obtenues, il ne reste que ψpsq  ϕpsq, ce
qui achève la démonstration.
Si V raffine U , on déduit des Lemmes 4.17 et 4.18 un morphisme canonique
de HˇpU ,Fq dans HˇpV ,Fq, induit par n’importe quelle application de raffinement.
Comme deux recouvrements possèdent toujours un raffinement commun, on abou-
tit à la définition suivante.
Définition 4.19. La cohomologie de Čech d’un faisceau F sur un espace topolo-
gique X est la limite directe HˇpX,Fq  limÝÑU
HˇpU ,Fq  p
U
HˇpU ,Fqq{ , où
s P HˇpU ,Fq  s1 P HˇpU 1,Fq lorsqu’il existe un raffinement V commun à U et
U 1 tel que ϕU ,Vpsq  ϕU 1,Vps1q.
Cette cohomologie de Čech peut souvent dans la pratique se calculer avec des
recouvrements bien choisis.
Définition 4.20. Un recouvrement U est dit acyclique pour le faisceau F lorsque
pour tout p ¡ 0, tout q ¥ 0 et tous indices i0, ..., iq avec ik  il, on a HˇppUi0 X ...X
Uiq ,Fq  0.
Théorème 4.21 (Leray). Soit U un recouvrement ouvert d’un espace topologique
X qui est acyclique pour un faisceau F , alors HˇpX,Fq  HˇpU ,Fq.
Démonstration. Ce théorème de Leray est admis, voir [3] par exemple.
Proposition 4.22. Pour tout faisceau en groupes abéliens F sur une variété dif-
férentielle M de dimension n et pour tout p ¡ n, HˇppM,Fq  0.
Démonstration. On a vu que M possède une triangulation donnée par la méthode
de Whitney (Théorème 3.41) et qu’à cette triangulation, on peut associer un recou-
vrement d’ouvert U de M dont les intersections sont soit vides soit difféomorphes
à Rn (Corollaire 3.42). En fait, à chaque sommet s de la triangulation est associé
un ouvert Us et l’intersection de p 1 de ces ouverts Us0X ...XUsp est non vide si et
seulement si s0, ..., sp sont les sommets d’un simplexe de la triangulation. Si p ¡ n,
et s0, ..., sp sont p 1 sommets distincts, il n’existe aucun simplexe qui les contient
comme sommets, puisque ce simplexe serait de dimension strictement plus grande
que n. Par suite CppU ,Fq  0 pour p ¡ n et donc HˇppU ,Fq  0. Enfin, tout
recouvrement d’ouverts de M possède un raffinement associé à une triangulation
suffisament fine, donc HˇppX,Fq  0 pour tout p ¡ n.
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4.2.2 Exemples
Exemple 1 : Le faisceau ZM des fonctions localement constantes deM à valeurs
dans Z.
Théorème 4.23. Soit M une variété différentielle de dimension n, alors la co-
homologie de Čech de M à coefficients dans ZM est isomorphe à sa cohomologie
singulière à coefficients entiers.
Démonstration. On munit M d’une triangulation τ donnée par la méthode de
Whitney (Théorème 3.41) et on considère le recouvrement d’ouverts associés U 
pUsqsPS où S désigne l’ensemble des sommets de τ (Corollaire 3.42). Alors, si
s0, ..., sp P S sont p 1 sommets distincts de τ , Us0X ...XUsp est vide si s0, ..., sp ne
sont pas les sommets d’un simplexe et se rétracte sur le pp 1q-simplexe rs0, ..., sps
sinon. En effet cette intersection est alors par définition l’ensemble des simplexes de
τ adjacents à tous les sommets s0, ..., sp, de sorte que tous ces simplexes possèdent
rs0, ..., sps comme face. On en déduit l’isomorphisme tautologique





cp : Cppτ,Zq Ñ Z
rs0, ..., sps ÞÑ σs0,...,sp


En effet, comme Us0 X ... X Usp est connexe, σs0,...,sp P ZMpUs0 X ... X Uspq est
une fonction constante à valeurs dans Z. Par définition, ψp 1  dp  dp  ψp et
on en déduit l’isomorphisme HˇppU ,ZMq  Hppτ,Zq  HppM,Zq le deuxième
isomorphisme provenant du Théorème 3.67. Or tout recouvrement d’ouverts U de
M possède un raffinement associé à une triangulation suffisament fine et on en
déduit l’isomorphisme HˇppM,ZMq  HppM,Zq.
En fait, ces recouvrements U sont acycliques pour le faisceau ZM comme toutes
les intersections sont vides ou difféomorphes à Rn et comme HˇppRn,ZMq  0 si
p ¡ 0. On aurait donc pu conclure par le Théorème 4.21.
Exemple 2 : Le faisceau Ωq des q-formes différentielles sur une variété M .
Proposition 4.24. Soit M une variété différentielle et q un entier naturel. Alors,
pour tout p ¡ 0, HˇppM,Ωqq  0.
Démonstration. Soit U  pUiqiPI un recouvrement localement fini de M et soit
α  pαi0,...,ipqi0,...,ik
ikil
P CppU ,Ωqq tel que dpα  pβj0,...,jp 1qj0,...,jp 1
jkjl




p1qkpαj0,...,jˆk,...,jp 1q|Uj0X...XUjp 1 . Soit pfiqiPI une partition de
l’unité associée au recouvrement U . Soient j0, ..., jp1 P I des indices distincts.
Alors, pour tout i P I différent de j0, ..., jp1, la q-forme fiαi,j0,...,jp1 définie sur
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UiXUj0 X ...XUjp1 , se prolonge par 0 sur pUj0 X ...XUjp1qzUi puisque le support




ΩqpUj0,...,jp1 ,Rq et on montre que α  dp1γ. Soient j0, ..., jp P I, jk  jl. Alors,








D’autre part, pour k P t0, ..., pu, on a aussi fjkαj0,...,jp  p1qkfjkαjk,j0,...,jˆk,...,jp .
Par sommation, on en déduit que α  dp1γ. Ainsi, HˇppU ,Ωqq  0. Enfin, tout
recouvrement d’ouverts possède un raffinement localement fini d’après le Théorème
1.6. On en déduit que HˇppM,Ωqq  0.
Dans cette démonstration, la seule propriété du faisceau Ωq que l’on a utilisé
est la suivante.
Définition 4.25. Un faisceau F sur un espace topologique X paracompact est dit
fin lorsque pour tout recouvrement d’ouverts localement fini U  pUiqiPI de X, il
existe une famille de morphismes de faisceaux fi : F Ñ F telle que le support de
fi soit inclus dans Ui et telle que
°
iPI
fi  IdF .
La Proposition 4.24 peut donc se reformuler ainsi : tout faisceau fin est acy-
clique.
4.3 Cohomologie des faisceaux
4.3.1 Résolutions et théorème de de Rham
Définition 4.26. Une résolution d’un faisceau F sur un espace topologique X est
la donnée d’une suite exacte longue de faisceaux 0 Ñ F iÑ G0 d0Ñ G1 d1Ñ    Ñ
Gk dkÑ    Une telle suite est dite acyclique lorsque les faisceaux Gi sont acycliques,
fine lorsqu’ils sont fins, etc...
Exemple 4.27. Si M est une variété différentielle, alors la suite exacte de faisceaux




Ñ    fournit une résolution acyclique du
faisceau RM des fonctions localement constantes sur M à valeurs dans R.
En spécialisant une résolution aux sections globales des faisceaux, on déduit un
complexe de groupes abéliens 0 Ñ FpXq Ñ G0pXq Ñ G1pXq Ñ    Ñ GkpXq Ñ
   Uniquement un complexe et non une suite exacte, puisqu’on a vu que le fonc-
teur des sections globales ne préserve pas l’exactitude, voir la Remarque 4.11.
Dans le cas de la résolution de de Rham sur une variété compacte connexe, on
obtient le complexe de de Rham augmenté 0 Ñ RÑ Ω0pM,Rq dÑ Ω1pM,Rq dÑ   
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Théorème 4.28 (Théorème de de Rham). SoitM une variété différentielle. Alors
la cohomologie de Čech du faisceau RM des fonctions localement constantes sur M
à valeurs dans R coïncide avec la cohomologie de de Rham de M .
Démonstration. La résolution de de Rham 0 Ñ RM Ñ Ω0
d
Ñ Ω1 Ñ    sur M
se décompose en suites exactes courtes de faisceaux 0 Ñ RM Ñ Ω0 Ñ dΩ0 Ñ 0,
0 Ñ dΩ0 Ñ Ω1 Ñ dΩ1 Ñ 0, ... , 0 Ñ dΩq1 Ñ Ωq Ñ dΩq Ñ 0, ...
Soit U  pUiqiPI un recouvrement de M par des ouverts dont toutes les in-
tersections sont soit vides soit difféomorphes à Rn, donné par le Corollaire 3.42.
On déduit de ces suites exactes courtes de faisceaux des suites exactes courtes de
complexes de Čech associés au recouvrement U : 0 Ñ CpU ,RMq Ñ CpU ,Ω0q Ñ
CpU , dΩ0q Ñ 0 , ... , 0 Ñ CpU , dΩq1q Ñ CpU ,Ωqq Ñ CpU , dΩqq Ñ 0. En effet
l’exactitude à gauche et au milieu proviennent directement de l’exactitude au ni-
veau des faisceaux. L’exactitude à droite serait fausse en général, mais vraie ici
d’après le Théorème de Poincaré. En effet, les intersections d’ouverts sont difféo-
morphes à Rn par hypothèse, et toute forme fermée sur Rn est exacte d’après ce
théorème. Comme un élément de CpU , dΩqq est la donnée d’une forme fermée sur
chaque intersection d’ouverts, on en déduit l’exactitude à droite.
On considère alors les suites exactes longues associées en cohomologie
0 Ñ Hˇ0pU ,RMq Ñ Hˇ0pU ,Ω0q Ñ Hˇ0pU , dΩ0q Ñ Hˇ1pU ,RMq Ñ   
Dans cette suite, Hˇ0pM,Ω0q  Ω0pM,Rq (sections globales), Hˇ0pU ,RMq 
H0dRpM,Rq et Hˇ1pU ,Ω0q      HˇppU ,Ω0q  0 d’après la Proposition 4.24. Par
suite, Hˇ1pU ,RMq est le conoyau de la différentielle extérieure, puisque Hˇ0pU , dΩ0q 
Z1dRpM,Rq. Ainsi, Hˇ1pU ,RMq  H1dRpM,Rq et pour tout p ¥ 1, Hˇp 1pU ,RMq 
HˇppU , dΩ0q.
De même, on obtient pour tout q ¥ 1 la suite exacte longue
0 Ñ Hˇ0pU , dΩq1q Ñ Hˇ0pU ,Ωqq Ñ Hˇ0pU , dΩqq Ñ Hˇ1pU , dΩq1q Ñ   
À nouveau, d’après la Proposition 4.24, HˇppU ,Ωqq  0 pour tout p ¥ 1, tan-
dis que Hˇ0pU , dΩqq  Zq 1dR pM,Rq et Hˇ0pU ,Ωqq  ΩqpM,Rq. On en déduit que
Hˇ1pU , dΩq1q  Hq 1dR pM,Rq et pour tout p ¥ 1, Hˇp 1pU , dΩq1q  HˇppU , dΩqq.
Ainsi, pour tout p ¥ 1, Hˇp 1pU ,RMq  HˇppU , dΩ0q  ...  Hˇ1pU , dΩp1q 
Hp 1dR pM,Rq. Enfin, tout recouvrement d’ouverts possède un raffinement dont les
intersections sont soit vides soit difféomorphes à Rn d’après le Corollaire 3.42, d’où
le résultat.
Pour identifier la cohomologie de Čech de RM avec la cohomologie de de Rham,
les seules choses que l’on a utilisé dans cette démonstration sont que la résolution
de de Rham est acyclique pour la cohomologie de Čech et que les suites exactes
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courtes de faisceaux associées induisent des suites longues en cohomologie de Čech
pour le recouvrement U . Ce dernier point est faux en général mais il est vrai à
la limite directe en cohomologie de Čech : toute suite exacte courte de faisceaux
induit une suite exacte longue en cohomologie de Čech, voir le Théorème 3.7 de
[9].
4.3.2 Faisceaux injectifs
Définition 4.29. Un faisceau G sur un espace topologique X est dit injectif lorsque
pour toute suite exacte courte de faisceaux 0 Ñ F 1 Ñ F Ñ F2 Ñ 0, la suite courte
0 Ñ HompF2,Gq Ñ HompF ,Gq Ñ HompF 1,Gq Ñ 0 est également exacte.
La définition 4.29 est à comparer avec la Proposition 2.22. L’exactitude de
0 Ñ HompF2,Gq Ñ HompF ,Gq Ñ HompF 1,Gq est vraie en général. En effet, si
ϕ P HompF2,Gq vaut 0 dans HompF ,Gq, alors le noyau de ϕ, sous-faisceau de F”,
contient le préfaisceau image de F Ñ F2 et donc le faisceau image associé. Comme
ce dernier vaut F2 par hypothèse, on en déduit que ϕ  0 et donc l’injectivité à
gauche. De même, si ϕ P HompF ,Gq se restreint à 0 dans HompF 1,Gq, cela signifie
que le noyau de ϕ contient F 1, et donc ϕ passe au quotient en un morphisme
de préfaisceau du conoyau F{F 1 vers G et du faisceau associé vers G, c-à-d en
un élément de HompF2,Gq. Comme la composée HompF2,Gq Ñ HompF ,Gq Ñ
HompF 1,Gq s’annule, on déduit l’exactitude au milieu. Ce qui est faux en général,
c’est l’exactitude à droite, c-à-d le fait que tout morphisme de faisceaux de F 1 dans
G se prolonge en un morphisme de faisceaux de F dans G.
Exercice 4.30. De même, un groupe abélien G est injectif lorsque le foncteur
Homp., Gq est exact.
1. Montrer que G est injectif si et seulement si pour tout λ P Z, l’application
mλ : x P G ÞÑ λx P G est surjective.
2. En déduire que Q et Q{Z sont injectifs.
3. En déduire que tout groupe abélien s’injecte dans un groupe abélien injectif.
Une résolution 0 Ñ F Ñ G0 Ñ G1 Ñ    est dite injective si tous les faisceaux
Gk sont injectifs.
Proposition 4.31. Soit ϕ : F1 Ñ F2 un morphisme de faisceaux et soient deux
résolutions injectives 0 Ñ F1 Ñ G01 Ñ G11 Ñ ... et 0 Ñ F2 Ñ G02 Ñ G12 Ñ ... de F1
et F2. Alors ϕ se prolonge en un morphisme de complexes




ÝÝÝÑ   
ϕ
 ϕ0 ϕ1




ÝÝÝÑ   
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De plus, l’extension pϕiqiPN est unique à homotopie près.
Démonstration. Comme G02 est injectif, le morphisme i2 ϕ : F1 Ñ G02 se prolonge
en un morphisme ϕ0 P HompG01 ,G02q, de sorte que i2  ϕ  ϕ0  i1, puisque F1 est
un sous-faisceau de G01 . Puis, d0  ϕ0 P HompG01 ,G12q contient F1 dans son noyau
puisque d0ϕ0i1  d0i2ϕ  0. Ainsi, d0ϕ0 passe au quotient en un morphisme
G01{F1 Ñ G12 et comme G12 est injectif, ce morphisme se prolonge en un morphisme
ϕ1 : G11 Ñ G12 de sorte que ϕ1 d0  d0 ϕ0. Par récurrence, on construit ϕk tel que
dkϕk contient Impdk1q dans son noyau, passe donc au quotient en un morphisme
Gk1 {dk1pGk11 q Ñ Gk 12 puis se prolonge par injectivité de Gk 12 en un morphisme
ϕk 1 : Gk 11 Ñ Gk 12 de sorte que dk  ϕk  ϕk 1  dk.
Si pϕiq et pψiq sont deux telles extensions, ϕ0  i1  i2  ϕ  ψ0  i1. Donc
pϕ0  ψ0q  i1  0 et ϕ0  ψ0 passe au quotient en un morphisme G01{F1 Ñ G02 .
Comme G02 est injectif, il se prolonge en un morphisme k1 : G11 Ñ G02 de sorte que
ϕ0  ψ0  k1  d0.
Puis d0 ϕ0  ϕ1  d0 et d0 ψ0  ψ1  d0, donc d0  pϕ0 ψ0q  pϕ1 ψ1q  d0,
c-à-d pϕ1  ψ1  d0  k1q  d0  0. On en déduit que ϕ1  ψ1  d0  k1 passe au
quotient en un morphisme G11{d0pG01q Ñ G12 et par injectivité de G12 , ce morphisme
se prolonge en un morphisme k2 : G21 Ñ G12 de sorte que ϕ1ψ1  d0 k1k2 d1.
Par récurrence, on construit ki tel que ϕi1ψi1  di2ki1 kidi1. Alors
pϕiψiq  di1  di1  pϕi1ψi1q et donc pϕiψi di1  kiq  di1  0. On en
déduit que ϕiψidi1ki passe au quotient en un morphisme Gi1{di1pGi11 q Ñ Gi2
et par injectivité de Gi2, ce morphisme se prolonge en un morphisme ki 1 : Gi 11 Ñ
Gi2 de sorte que ϕi  ψi  di1  ki   ki 1  di.
Corollaire 4.32. Deux résolutions injectives d’un même faisceau F ont même
type d’homotopie. De plus, l’équivalence d’homotopie est canonique.
Démonstration. Soient 0 Ñ F Ñ G01 Ñ G11 Ñ    et 0 Ñ F Ñ G02 Ñ G12 Ñ   
deux résolutions injectives de F . Alors, d’après la Proposition 4.31, le morphisme
ϕ  IdF se prolonge en des morphismes ϕi de Gi1 vers Gi2 et ψi de Gi2 vers Gi1. De
plus, les composées ϕi  ψi et ψi  ϕi prolongent l’identité de F d’une résolution
dans elle même et sont donc homotopes à l’identité de Gi1 dans Gi1 et de Gi2 dans
Gi2 respectivement.
En appliquant le foncteur sections globales à une résolution injective 0 Ñ F Ñ
G0 Ñ G1 Ñ    , on obtient comme dans le cas de la résolution de de Rham un
complexe augmenté de groupes abéliens 0 Ñ FpXq Ñ G0pXq Ñ G1pXq Ñ   
canoniquement défini à homotopie près.
Définition 4.33. On appelle cohomologie du faisceau en groupes abéliens F sur
X et on note HpX,Fq la cohomologie du complexe 0 Ñ G0pXq Ñ G1pXq Ñ   
où 0 Ñ F Ñ G0 Ñ G1 Ñ    est une résolution injective de F .
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Remarquons que l’on a de nouveau enlevé l’augmentation F , comme dans le cas
de de Rham, de sorte que H0pX,Fq  FpXq, les sections globales de F . En effet,
Kerpd0q  F et dans la mesure où F s’injecte dans G0, le faisceau image de cette
injection coïncide avec F . Plus généralement, si F est un foncteur de la catégorie
des faisceaux vers une catégorie abélienne et si F est exact à gauche et additif
(c-à-d qu’au niveau des morphismes, F est un morphisme de groupes), alors pour
tout faisceau F en groupes abéliens sur X, on peut appliquer le foncteur F à une
résolution injective 0 Ñ F Ñ G0 Ñ G1 Ñ    pour obtenir un complexe augmenté
0 Ñ F pFq Ñ F pG0q Ñ F pG1q Ñ    bien défini à équivalence d’homotopie près.
On appelle alors i-ième dérivée à droite du foncteur F et on note RiF le foncteur
qui à F associe le i-ième groupe de cohomologie du complexe 0 Ñ F pG0q Ñ
F pG1q Ñ    de sorte que R0F  F .
Exemple 4.34. Si f : X Ñ Y est une application continue et F un faisceau sur X,
alors on note fF le faisceau sur Y défini par pfFqpUq  Fpf1pUqq pour tout
ouvert U de Y . C’est le faisceau poussé en avant de F par f . Cette opération définit
un foncteur f de la catégorie des faisceaux sur X vers la catégorie des faisceaux
sur Y qui est exact à gauche et additif. Lorsque Y est un point, la catégorie des
faisceaux sur Y coïncide avec la catégorie des groupes abéliens et f coïncide avec
le foncteur des sections globales.
Proposition 4.35. Toute suite exacte courte 0 Ñ F 1 Ñ F Ñ F2 Ñ 0 de faisceaux
induit une suite exacte longue en cohomologie
0 Ñ H0pX,F 1q Ñ H0pX,Fq Ñ H0pX,F2q δÑ H1pX,F 1q Ñ   
Démonstration. Il suffit de montrer que l’on peut trouver des résolutions injectives
G 1, G, G2 de ces trois faisceaux de façon à obtenir une suite exacte courte de
résolutions, c-à-d telles que le diagramme suivant commute :
0 0 0  
0 ÝÝÝÑ F 1 ÝÝÝÑ F ÝÝÝÑ F2 ÝÝÝÑ 0  
0 ÝÝÝÑ G 10 ÝÝÝÑ G0 ÝÝÝÑ G20 ÝÝÝÑ 0  





En effet, en appliquant alors le foncteur des sections globales, on déduit la suite
courte de complexes :
0 0 0  
0 ÝÝÝÑ F 1pXq iÝÝÝÑ FpXq pÝÝÝÑ F2pXq
j1
 j j2
0 ÝÝÝÑ G 10pXq ϕ0ÝÝÝÑ G0pXq ψ0ÝÝÝÑ G20pXq ÝÝÝÑ 0
d10
 d0 d20






Puisque les suites courtes 0 Ñ G 1i Ñ Gi Ñ G2i Ñ 0 sont des résolutions injectives du
faisceau trivial dont la cohomologie est nulle, les suites courtes horizontales sont
exactes. En appliquant le foncteur section globale, on conserve donc l’exactitude
de ces suites horizontales pour obtenir une suite exacte courte de complexes 0 Ñ
G 1pXq Ñ GpXq Ñ G2pXq Ñ 0 et la suite exacte longue en cohomologie donnée par
le Théorème 2.18.
Pour obtenir la suite courte de résolutions injectives, on part d’une résolution
injective quelconque 0 Ñ F2 Ñ G20 Ñ G21 Ñ    de F2. Puis F s’injecte dans un
faisceau injectif G˜0 via un morphisme j˜ et j”p : F Ñ G20 se prolonge en ψ˜0 : G˜0 Ñ
G20 . Le morphisme ψ˜0 n’est pas surjectif a priori. On pose alors G0  G˜0 ` G20 et on
définit les morphismes
ψ0 : G˜0 ` G20 Ñ G20
pg0, g
2




j : F Ñ G˜0 ` G20
f ÞÑ pj˜pfq, 0q
On complète le diagramme à gauche en posant j1  j˜  i, G 10  G˜0 et
ϕ0 : G˜0 Ñ G0
g˜0 ÞÑ pg˜0, ψ˜0pg˜0qq.
Ce diagramme est alors commutatif, puisque si g0  j  ipf 1q, on a ψ0pg0q 
ψ0  j  ipf
1q  j  p  ipfq  0. Donc ψ˜0pj˜  ipf 1qq  0 et comme ψ˜0pg0q  0,
j  ipf 1q  ϕ0  j
1pf 1q.
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Le faisceau quotient G0{F s’injecte dans un faisceau injectif G˜1 et on obtient
de même le diagramme commutatif suivant






donné par la Proposition 4.31, où Kerpd˜0q  F . On pose G1  G˜1`G21 et on définit
les morphismes
ψ1 : G˜1 ` G21 Ñ G21
pg1, g
2




d0 : G0 Ñ G˜1 ` G21
g0 ÞÑ pd˜0pg0q, 0q
On complète le diagramme à gauche en posant d10  d˜0  ϕ0, G 11  G˜1 et
ϕ1 : G˜1 Ñ G1
g˜1 ÞÑ pg˜1, ψ˜1pg˜1qq




Enfin, Impjq  Kerpd˜0q  Kerpd0q et il reste à voir que Impj1q  Kerpd10q.
Soit g˜0 P Kerpd10q, alors ϕ0pg˜0q P Kerpd˜0q  jpFq. En particulier, ψ˜0pg˜0q s’annule
et g˜0  j˜pfq. Puis j2 ppfq  ψ0 jpfq  ψ˜0pg˜0q  0 et j2 étant injective, ppfq  0.
Par suite, f  ipf 1q et g˜0  j1pf 1q.
En procédant par récurrence, on en déduit le résultat.
Corollaire 4.36. Si 0 Ñ F Ñ G0 Ñ G1 Ñ    est une résolution acyclique de
F (au sens de la cohomologie des faisceaux), alors la cohomologie des complexes
0 Ñ G0pXq Ñ G1pXq Ñ    coïncide avec la cohomologie de F .
Démonstration. C’est la même que celle du Théorème 4.28, puisque cette résolu-
tion se scinde en une infinité de suites exactes courtes de faisceaux, que d’après la
Proposition 4.35 ces suites courtes induisent des suites longues en cohomologie et
que c’est la seule chose, avec l’acyclicité des résolutions, dont on s’est servi pour
démontrer le Théorème 4.28.
Il résulte de ce Corollaire 4.36 qu’il n’est pas nécessaire de trouver une résolution
injective pour calculer la cohomologie de F , une résolution acyclique suffit.
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4.3.3 Résolution canonique
Soit F un faisceau en groupes abéliens sur un espace topologique X. On consi-
dère le faisceau F0 défini pour tout ouvert U de X par F0pUq  tσ : U Ñ
xPU
Fx, @x P U, σpxq P Fxu. Attention, ces sections ne sont pas holonomes, c-à-d
qu’il n’existe pas (en général) de vraie section s P FpUq telle que pour tout x P U ,
σpxq  sx, même pas localement. Ce sont des sections discontinues. En fait, à tout
point x de X est associé le groupe abélien Fx et donc le faisceau gratte-ciel Fx
concentré en x. Alors F0  ±
xPX
Fx.
Définition 4.37. Un faisceau sur X est dit flasque lorsque toute section définie
sur un ouvert U de X se prolonge en une section globale.
Lemme 4.38. Pour tout faisceau F sur X, F se plonge dans F0 et F0 est flasque.
Démonstration. Si σ P F0pUq, on peut prolonger σ par 0 sur XzU , de sorte que








est injectif et ces morphismes définissent un morphisme injectif de faisceau F Ñ
F0.
De même, d’après l’Exercice 4.30, pour tout x P X, le groupe abélien Fx
s’injecte dans un groupe abélien injectif Gx. On considère le faisceau gratte-ciel Gx
associé et on pose G0  ±
xPX
Gx.
Lemme 4.39. Pour tout faisceau en groupes abéliens F sur X, F s’injecte dans
G0 et G0 est injectif.
Démonstration. D’après le Lemme 4.38, F s’injecte dans F0 et par définition F0







Par suite, si 0 Ñ H1 Ñ HÑ H2 Ñ 0 est exacte, comme Gx est injectif, la suite
0 Ñ HompH2x,Gxq Ñ HompHx,Gxq Ñ HompH1x,Gxq Ñ 0 est également exacte,
et par produit direct, 0 Ñ HompH2,G0q Ñ HompH,G0q Ñ HompH1,G0q Ñ 0 est
exacte.
Ainsi, en appliquant le Lemme 4.39 par induction à G0{F , on déduit que tout
faisceau possède une résolution injective.
De même, en posant F1  pF0q0, F2  pF1q0, ... on construit une résolution
canonique de F qui est flasque, cette construction est due à R. Godement.
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Proposition 4.40. Tout faisceau injectif est flasque et tout faisceau flasque est
acyclique.
La démonstration de la Proposition 4.40 est laissée en exercice.
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