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Abstract 
Pless, V., Codes and designs-existence and uniqueness, Discrete Mathematics 92 (1991) 
261-274. 
We illustrate many benefits of the marriage of codes and designs including details of the recent 
massive computer search for a projective plane of order 10. 
1. IdroductIon 
The subject of error-correcting codes is approximately 40 years old [12, p. 11. 
These codes were originally devised to improve reliability in digital communica- 
tions. They are used more than ever for that purpose. The voyager pictures from 
Uranus were sent using these codes. New uses of codes are to get high fidelity on 
compact discs and reliability in computer memories. In addition to their practical 
uses, they have a quite substantial mathematical theory which is still developing. 
Codes touch on many varied areas of mathematics; for example sphere-packings 
and simple sporadic groups. These latter relations have been widely publicized. 
Codes have recently become useful in the study of combinatorial designs and I 
think this use will increase in the future. The connections between codes and 
designs were not obvious to me when I first worked in coding. Andrew Gleason 
was the first person who alerted me to relations between designs and codes. Ii 
took a while to recoghrize these connections and there are many of them. I will 
explain some of these relations, the similarity of some problems in both areas, 
and exhibit properties of codes which are useful in demonstrating the existence 
and uniqueness of certain designs. 
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Indeed, after several thousand hours of computing time on a Cray, a central 
question has been solved. This is just one of the instances of the successful 
marriages of codes and designs. After necessary preliminaries we will discuss this 
question in detail and other instances more briefly. 
2. Codes 
We will be only concerned with binary, linear codes which we will call simply 
codes. We start with a communication channel which can be a real communica- 
tion channel or data stored in a computer. Our first messages are binary 4-tuples. 
We add 3 bits (called redundancy bits) to our original 4 bits (the information bits) 
so that we can correct an error if one occurs when the message is transmitted over 
the channel. When an error occurs, either a zero is changed to a one or a one 
becomes a zero. Adding the redundancy bits is called encoding, and retrieving the 
original message from a codeword with possible errors is called decoding. We 
represent an instance of this with the following picture: 
Communication channel 
[Message]+ [~g~~~gJ [Channel] 
0110 Noise 
[ Egc$ii] + [Message] 
0110011 OlQOOll 
0110 
In this situation one error occurred when a one was changed to a zero. We will 
explain shortly how this received 7-tuple can be decoded but first we introduce 
some terminology. An (n, k)-code is a k-dimensional subspace of the space V of 
binary n-tuples. A basis of a code written as the rows of a matrix is called a 
generator matrix of the code. 
For example, any codeword in C, is a linear combination over GF(2) of the 
rows of the generator matrix G7. 
1234567 
1000011 
G,= 
0100101 
i 1 
0010110 * 
0001111 
The first four positions are the information p ositions and the last three positions 
are the redundancy positions. Encoding here is adding the appropriate rows, in 
our example 0 110 0 11 is the sum of rows 2 and 3. 
If x = (X,, . . . , x,) and Y = (yl, . . . , y,J are binary vectors, then the ordinary 
dot product x * y = EyEI Xiyi (mod 2) of x and y provides another useful descrip- 
tion of an (n, k) code C. Its dual code CL is the (n, n - k) code consisting of all 
vectors in V which are orthogonal to the vectors in C with respect to this dot 
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product and a basis of C’ is called a parity check matrix for C. We can describe 
C, as the code consisting of all vectors orthogonal to its parity check matrix H,. 
1234567 
In fact, we can use this characterization of C, to decode received messages. In 
our example 
ZJ=(O 10 0 0 1 l)=(O 1 10 0 1 l)+(O 0 10 0 0 O)=c+e 
where c is in C, and e represents a single error in the third position. Now 
syn(v) = (FII)=(Il~~)+(~lt)-(~), 
the position in error in binary! Clearly this must be so if there is one error as the 
columns of H7 are the numbers from 1 to 7 in binary. Similarly we can decode any 
vector w by computing syn(w). This is the well-known Hamming decoding. 
An important concept in coding is the weight of a vector u, denoted by wt(v), 
which is the number of ones in U’S components. The distance between two vectors 
is the number of components in which they differ so that the weight of a vector is 
its distance from the 0 vector. A sphere of radius r about a codeword consists of 
all vectors in the space whose distance from the codeword is =~r. It is not hard to 
show that if a’ is the minimum weight of a code, spheres of radius [(d - 1)/2] 
about codewords are disjoint and [(d - 1)/2] is the largest number with this 
property. If f-&her these spheres cover the space, i.e. each vector in the space is 
contained in one of these spheres, the code is called perfect. C, is a perfect single 
error correcting code. If (d - 1)/2 or fewer errors have occurred in transmitting a 
message, there is a unique codeword which is closest to the received vector. We 
decode the received vector to this codeword. For this reason it is said that a codr 
of minimum weight d can correct (d - 1)/2 errors [12, Theorem 21. However, it 
may not be easy to find this unique codeword. One method is to list all codewords 
and then search through them. This is not done as it is too time-consuming for 
even moderate length codes. A major concern of coding theory is to find good 
decoding algorithms like Hamming decoding for promising longer cedes. 
In general given n and k we want d large. If the minimum weight d of an (n, k) 
code is known, the code is described as an (n, k, d) code. 
The weight distribution of a code C is the number of vectors of any fixed weight 
in the code and Ai denotes the number of vectors of weight i in C. 
Many coding theorists devote a lot of time computing the weight distributions 
of specific codes as it gives a great deal of information about the code, its 
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minimum weight for instance. So we will compute the weight distributions of C, 
and C,‘. We could do this computation directly by writing down the 16 vectors in 
C, or the 8 vectors in C,’ and noting their weights, but it is more illuminating, in 
considering the weight distributions of large codes (which could not be computed 
directly), to perform these computations in other ways. We note that C,’ is 
self-orthogonal so that C,’ c C,” = C,. It is easy to show that if q and u2 are 
binary vectors, then 
where Iv1 nu2] is the number of ones common to both u1 and u2. Every two 
vectors in C,l have an even number of ones in common since C,l is self- 
orthogonal. From this and the fact that the rows of H7 have weight 4 it is easy to 
show that all vectors #O in C,’ have weight 4. The weight distribution of C,l is 
then A,, = 1, A4 = 7. As the all-one vector, denoted by h, is orthogonal to any 
even-weight vector, h is in C,. This means that if ‘a vector is in C, so is its 
complementary vector. This observation gives the weight distribution of C, 
immediately: A0 = 1, A3 = A4 = 7, A7 = 1. 
We note that the vectors in a self-orthogonal code have even weight and any 
two vectors have an even number of ones in common. The following facts follow 
from linear algebra and the statement displayed above about weights. 
Fact 1. Zf C is a self-orthogonal code of odd length n, then dim C < (n - 1)/2. 
Fact 2 [12, Theorem 41. Zf C is self-orthogonal and has a generator matrix whose 
rows have weights divisible by 4, then all vectors in C have weights divisible by 4. 
If C is an (n, k) code, then the (n + 1, k) code obtained from C by adding an 
over-all parity check to each codeword-this is a 1 if the codeword has odd 
weight and a 0 if it has even weight-is called an extended code of C. 
Here is another way to compute the weight distribution of C,. Extend C, to a 
code of length 8 called Ca. Thus a generator matrix of Cs, Gs, is an extension of 
a generator matrix of C,. 
12345678 
/10000111\ 
By Fact 2, all vectors in Cs have weights divisible by 4. As the sum of the rows of 
Gs is h, the weight distribution of Cs is A o = 1, A4 = 14, AR = 1. Since the vectors 
in C7 can be viewed as vectors in C, with one coordinate removed, all vectors in 
C, have weights ~0 or 3 (mod 4). Since h is in C, we can easily obtain the weight 
distribution of C, given above. 
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C, is an example of a self-dual code, that is an (n, n/2) self-orthogonal code. 
Clearly n must be even. Many of the codes which are iuteresting from a design 
point of view are self-dual codes. 
C, and C, are the well-known Hamming codes. They have the highest possible 
minimum weights for their lengths and dimensions. So it is natural to ask the 
following question. 
Are there different (7,4,3) codes? 
What does this mean? Call two codes equivalent if there is a permutation of the 
coordinates which sends one onto the other. Equivalent codes correct the same 
number of errors, have similar encoding and decoding algorithms and the same 
weight distributions. Our question then is, are there inequivalent (7,4,3) codes? 
We can show that the answer is no. Suppose C is a (7,4,3) cede. Then by 
permuting coordinates if necessary we can show that C has a generator matrix 
G = (Z A) where Z is the 4 x 4 identity matrix and A is a 4 x 3 matrix. As the 
minimum weight of C is 3, the rows of A must be distinct and have weights 2 or 3. 
Since there are only 3 vectors of length 3 of weight 2 and one of weight 3 these 
are precisely the rows of A. By further permuting rows and columns of G, it is 
easy to obtain G7. Hence C, is the unique (7,4,3) code up to permutation of the 
coordinates; we say simply that C, is the unique (7,4,3) code. We can show 
similarly that C, is the unique (8,4,4) code. 
3. Finite projective planes 
We have only discussed error-correcting codes so far. What is a combinatorial 
design? Roughly, it is an arrangement of points into sets (which are sometimes 
called lines or blocks) with prescribed properties. Possibly the simplest example 
of a combinatorial design is a finite projective plane. The simplest example of a 
finite projective plane is surely the plane of order 2 which is described next in Fig. 
1. 
A projective plane of order n is a set of n2 + n + 1 points and n2 + n + 1 lines so 
that the following hold: 
(4 
(a’) 
(‘3 
(b'j 
(4 
(c’) 
These 
Each line consists of n + 1 points. 
There are n + 1 lines thru a point. 
Any 2 points are or; exactly one line. 
Any two lines meet in exactly one point. 
There exist 3 points not on a line. 
Every line contains at least 3 points. 
axioms are not all independent. 
It is not easy to represent pictorially projective planes of order larger than 2. 
However, all the information about them are contained in their incidence 
matrices which can be written down for larger planes. 
V. Pless 
7 points 
3 wints on a line 
any 2 points on exactly one line 
Fig. 1. The projective plane of order 2. The numbered dots are the points and the lines are 
represented by the lines and the circle. 
The incidence matrix of a projective plane of order n is a O-l square matrix 
A = (a,) of size tt’ f IZ + 1 whose rows represent he lines of the plane and whose 
. columns represent he points where Uij = 1 if point i is on line i and is 0 otherwise. 
Here is the incidence matrix of the plane of order 2. 
1234567 
1000011 
0100101 
0010110 
1110000 
1001100 
0101010 
0011001 
The rows which represent he lines are precisely the vectors of weight 3 in C,! 
This is the first way I saw a relation between codes and designs; the vectors of a 
certain weight, in this case the minimum weight, constitute a design. I have since 
found many interesting designs in codes [12, p. 1611. 
A major question is for which n does there exist a projective plane of order n. 
If p is a prime, a Desarguesian projective plane of any order pr can be 
constructed from a 3-dimensional vector space over the finite field GF(p’). Other 
projective planes of some prime power orders can be constructed using finite 
fields [lo]. No projective plane v;hose order is not a prime power has ever been 
constructed. Some orders cdn be eliminated bj! the Bruck-Ryser Theorem. 
Bruck-Ryser r;orem [lo]. If n = 1,2 (mod 4) is the order of u projective plane 
of order n, then any odd prime which divides the square-free purt of n must be =l 
(mod 4). 
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It is possible to eliminate some n using coding theory, but I have not seen any n 
eliminated which were not eliminated by the Bruck-Ryer Theorem. The numbers 
6 and 14 are the first two n eliminated by the Bruck-Ryser Theorem. TKe first 
few numbers which are not excluded by the Bruck-Ryser Theorem are 10,12, 15, 
18, and 20. Thus it is not known whether or not there are projective planes of 
these orders. 
Another question is, if there are projective planes of order n are there different 
planes of order n? Call two planes equivalent if the lines of the first plane can be 
obtained from the lines of the second plane by permuting the points: Up to 
equivalence, there are unique projective planes of orders 2, 3, 4, 5, 7, and 8. 
There are at least 4 inequivalent planes of order 9 and the exact number of these 
is still unknown. It is easy enough to show directly that there is a unic~uc 
projective plane of order 2 or it can be shown by noting that the lines of such a 
plane are the vectors of weight 3 in a (7,4,3) code and that there is a unique 
(7,4,3) binary code. 
A central question in combinatorics is whether there exists a finite projective 
plane whose order n is not a power of a prime. The first possible n is 10, so it is 
natural to investigate the existence of a projective plane of order 10. I-Iow can 
one explore this question? 
One way is to suppose that there is a projective plane of order 10 and let A be 
its incidence matrix. Then A is a 111 x 111 O-l matrix and it generates a code, 
denoted by Clll of length 111. What can we say about CIll? In particular, do we 
have any information about its dimension or weight distribution? We can say a 
surprising amount about these questions by extending Cl,, to C112 by adding an 
over-all parity check. 
The first few rows of a generator matrix of Cl,2 (after possibly permuting 
coordinates) look as follows: 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 **a Ill 112 
111111111 11 0 0 0 0 0 0 0 0 0 0 0 *.. 0 1 
100000000 0 0.i i 1 1 1 1 1 1 1 i 0 *‘* 0 1 
Clearly Cllz is generated by vectors of weight 12 (the extended lines) every two of 
which meet in 2 points. From this it follows that C,,* is self-orthogonai ano by 
Fact 2 all vectors in C,,* have weights divisible by 4. 
By the self-orthogonality of C,12, dim C, ,, = dim C,12 G 56. By considering the 
Smith-normal form of AAT considered as a rational matrix, this dimension can be 
shown to be 56 exactly [4, Theorem 17.3.11. 
We let Ai denote the number of vectors of weight i in C,,,. These vectors can 
be regarded as vectors from Ci12 with one coordinate position removed so that 
Ai = 0 unless i = 0 or 3 (mod 4). 
Every column of A has weight 11 as any point is on 11 lines. This means that if we 
add up all the rows of A, we obtain h which must then be in C, ,,. It follows from 
268 V. Pless 
this that 
It can also be demonstrated that the minimum weight of Clll is 11 and that the 
only vectors of this weight are the lines of the piane. We can get an idea of why 
this is so by considering an even weight vector c. We can suppose c has a one in 
its first coordinate and we consider the 11 lines thru 1. 
12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 a-- 111 
111111111 1 10 0 0 0 0 0 0 0 0 0 0 -a- 
iOOOOOGOii 0 0 i i i i i i i i i i 0 . . . 
100000000 0 0 0 0 0 0 0 0 0 0 0 0 11 1 --- 
. 
11 --- 1 . . . 1 . . . C 
As Cu2 is self-orthogonal c must meet each of these 11 lines in an even number of 
places which we can suppose are 2, 12, 22, . . . . Hence wt(c) 3 12. It requires 
more work but is not too difficult to show that any odd weight vector in Clll has 
weight at least 11, and if it is 11, then it must be a line, AlI =A,00 = 111. 
We can say even more about the weight distribution of C1il. This results from a 
fundamental set of identities, the MacWilliams identities [12, Theorem 811, in 
coding theory. By these equations the weight distribution of a code determines 
completely the weight distribution of its dual code. As Cllz is self-orthogonal, 
C,l,,, contains all the even weight vectors in Clli. As dim Cl,, = 56, Cf,, is a 
(111,55) code. The weights of vectors in C:,, must be among the numbers 12, 
16,. . . , 96. Hence A12,A16,.. . , Ag6 are the only unknown weights in C,l,, and 
there are 22 of these. The first 13 equations in the power moments form of these 
identities have the following form [12, Theorem 821: 
42 + 46 + .+-+As=co 
12A12 + 16Ai6 + - - - 96Ag6 =cl, 
1211A 12 + 16l’A 16 + **-+9611A96=c1,, 
1212A12 + 1612A 16 + - - * + 9612Ag6 = cl2 + d12A12. 
The ci are constants. There are many more equations and each new equation 
introduces the next Ai cn the right. As Al3 = A 14 = 0 the next 2 equations involve 
constants and Al2 but the equation after that contains Al2 and A15. 
IfAn, As= AM and Ai6 were known, then we would have the following set of 
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19 equations in 19 unknowns: 
A,+-- - + A9* = c;, 
20AZ0 + - - - + 92A9* = c;, 
2O”A + 20 --.+9218A 92 = 48. 
The ci are constants and this set of equations has a nonsingular Van der Monde 
determinant. Hence the weight distribution of C,l,, and consequently that of Cll, 
is uniquely determined. If the weight distribution of an (n, k, d) code is uniquely 
determined and the soiution consists of aonnegaiive integers, it does not follow 
that there exists a code with that weight distribution. It is also the case that there 
can be inequivalent codes with the same weight distribution. 
In 1973, MacWilliams, Sloane and Thompson showed that A,5 = 0 [ll]. We give 
a very brief indication of the method they used. Since CtlZ is self-orthogonal, any 
vector v of weight 15 must have an odd number of ones in common with a line. In 
fact it can actually be shown that 6 lines meet v in 5 points, 15 lines meet v in 3 
points, 90 lines meet 21 in 1 point. They showed further that the 21 lines meeting 21 
in 3 or 5 points are determined uniquely, up to permuting the points. Using a 
computer they were then able to show that the remaining 90 lines could not be 
constructed. Note that there were two possible outcomes here: Al5 = 0 or the 
construction of the plane. 
In i983, Lam, Thiel, Swiercz, and McKay showed that Al2 = 0 [?I. This means 
that a plane of order 10 (if it exists) has no ovals. The search took 183 days of 
CPU time on a VAX 11/780. Again many cases were explored and there were 
only two possible outcomes; Ai2 = 0 or the construction of the plane. 
In 1974, Carter [3] investigated more than 4 of the 6 cases which needed 
computer exploration in order to construct a plane based on weight 16 vectors in 
In 1986 Lam, Thiel and Swiercz finished this work and showed that Al6 = 0 
$‘,e latter computer search took 37 days of CPU time on a VAX I1/780 
computer. 
Now the weight distribution of Clll is uniquely determined and the first twenty 
values are as fo!lows: 
A,,= 1, Al=A2=. . .=Alo=O, 
A,,= 111, A,3 =A,4=0, 
A,2 = 0, 
A,5 = 0, 
Aa=& A,,,=A,8=0, 
A19= 24675. 
The rest of the Ai are nonnegative integers, some are absolutely astronomical. I
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have looked at these and can see no reason why there should not be a code with 
this weight distribution. 
Lam, Crossfield and Thiel determined that 45 configurations required computer 
exploration in order to construct the order 10 plane from a vector of weight 19 
[7]. They proceeded to explore these cases in Montreal on a VAX 11/780. When 
it became apparent hat they required too much time for this machine, or possibly 
any other Canadian facility, it was arranged to continue these investigations on a 
Cray 1-S in Princeton in September, 1986. 
Again the two possible results are that Al9 = 0 or the plane is constructed. If 
the latter happens it is easy to check that it is indeed the plane of order 10. If the 
result is Al9 = 0, then the conclusion is that there is no plane of order 10. After 
more than 2,000 hours on the Cray, Lam [6] announced, at the end of November, 
I 1988, tl?St tkX SSXi& ‘.5’8S O:iZ, aaly A._=!-! v, CL.-. s-a_- _la___ 1y -xc! th t there ic 52 pizcc .>f or&r 1,@ 
The conclusions of such a long computer search will have to be evaluated 
carefully. The amount of computation involved in this problem is orders of 
magnitude greater than Haken’s and Appel’s 1976 proof of the famous Four 
Color Theorem. Lam says that on the Cray there is on average one undetected 
error every one thousand hours of running time. However, he feels that if one 
order 10 plane exists, then there are many planes so that if one plane is lost due 
to an undetected error, another would be constructed [6]. The authors describe 
their programs quite thoroughly [7-g]. Others are invited to inspect them. 
They have taken precautions like printing out at intervals to ensure that their 
programs do what they were designed to do. So I would say that the programs 
described sound very reliable, however the most likely place for an error is 
somewhere in the logistics of the program rather than in the hardware. To be 
really sure of a result which depends an a computer search where nothing is 
found, it should be redone by others in an independent fashion. This comment 
applies equally to the searches for the vectors of other weights. Can we afford 
that much computer time? 
Originally people tried to construct the order 10 plane via its group. The set of 
all permutations of the points of a plane which send lines onto !ines is the group 
of the plane. By considering Crri, Anstee, Hall, and Thompson showed that 5 
cannot divide the order of the group of the order 10 plane [l]. All the other 
primes were eliminated by Hughes, Janko, Van Trung, and Whitesides. The aim 
in these efforts was to construct a plane of order 10 with an element of a certain 
order in its group. This did not happen, instead it was demonstrated that if a 
plane of order 10 exists, then its group is trivial. To me that in itself does not 
imply that the order 10 plane cannot exist but mere!y that it is very hard to find. 
NOW that it looks like there is no plane of order 10, Janko and Van Trung have 
been trying to find planes of order 12, 15, 18 and 20 via their groups. They have 
not found anything yet. 
I believe that a similar situation exists for extremal codes. These are self-dual 
codes with the largest possible minimum weight, If all weights in a self-dual code 
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are divisible by 4, the code is called doubly-even and it is known that the largest 
minimum weight of an extremal doubly-even code of length n is 4 [n/24] + 4 [l2, 
Theorem 84, Cor.]. The first example of a doubly-even extremal code with length 
divisible by 24 whose existence is unknown is a (72, 36, 16) code. Conway, 
Huffman, Thompson and I have investigated whether elements of specific orders 
can be in the group of such a code. So far we have not found the code, just 
eliminated the orders. We were able to eliminate most of these orders by 
theoretical means but in some cases the only way to eliminate an order was to 
investigate all possible configurations on a computer. 
4. Other designs 
I . I. 
A symmetric (v, K, n) design is a s6z.i ~6 ii -&ii-;-, and &&s cr?n&jgg of k 
points so that every 2 points are in A blocks, and every 2 blocks meet in A pints. 
A projective plane of order n is an (n” + n + 1, n + 1, 1) symmetric design. 
A major question here is for which (v, k, A) does there exist a symmetric 
(v, k, A) design? 
In addition to the numerical condition 
(v - l)A = k(k - 1) 
there are the Bruck-Ryser-Chowla necessary conditions. These are a generalixa- 
tion of the Bruck-Ryser necessary conditions for a projective plane. 
In 1981 Bridges, Hall and Hayden ]4, p. 3991 found a symmetric (41,16,6) 
design by considering the code generated by its incidence matrix and assuming 
that the group of the design contained an element of order 5. In this situation the 
group was used to construct he design, but information about weights in the code 
was necessary here. 
A projective plane is a symmetric design; it is also a Steiner system. A Steiner 
system S(t, k, v) is a set of v points and blocks of size k so that every t points are 
in exactly one block. In these terms a projective plane of order n is an 
S(2, n + 1, n2 + n + 1) design. Only 14 Steiner systems with t > 3 are known. 
Four of these are associated to the Golay codes. 
The Golay codes are truly exceptional! They have the highest possible 
minimum weights for their lengths and dimensions. The binary (23,12,7) and 
ternary (11,6,5) Golay codes are the only perfect multiple error correcting codes 
over any field [12]. The groups of these codes are the large, highly transitive 
Mathieu groups. Vectors of each weight in these codes contain interesting 
combinatorial designs. In addition these codes have been widely used in real 
communications ystems. We discuss first the S(5,8, 24) design and show that the 
blocks generate a (24,12,8) code. 
Let C be the length 24 code generated by the rows of an incidence matrix of an 
S(5,8,24). These rows are vectors of weight 8 in C which we call octads. Just 
from the parameters of this design it is possible to compute the number of octads 
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meeting a fixed octad in i points [12 Theorem 871. It turns out that unless i = 2 or 
4, no octads meet a lixed octad in i points. This implies that C is a self-orthogonal 
code and by Fact 2 the weight of any vector in C is divisible by 4. Hence the 
minimum weight d of C is either 4 or 8. 
Fact. Given any 4 points, there is a partition of the 24 points into groups of 4, one 
of which is the original group so that the union of any two groups ti an octad. 
Proof. Follows immediately from the fact that 5 points are contained in a unique 
octad. Cl 
If d = 4, choose a partition containing a vector v of weight 4. If we choose 5 
points from different groups of the partition, they must be contained in an octad. 
However, this octad cannot be orthogonal to v and all the octads containing v. 
This contradiction shows that d = 8. 
By Fact 1, dim C d 12. If we regard C as a group, we can compute dim C by 
considering its cosets. Let the weight of a coset be the weight of the vector in the 
coset of smallest weight. Notice that the sum of two vectors in a coset is in C. 
Hence each vector of weight 1, 2, or 3 is in a different coset of weight 1, 2, or 3. 
By the fact that there are 6 vectors of weight 4 in a coset of weight 4, there are 
(?)/6 cosets of weight 4. Since any 5 points are contained in an octad, there are 
no cosets of weight 5 or higher. Noting that the number of cosets equals 
1 + 24 + (7) + (7) + (7)/6 = 2l*, we conclude that dim C = 12. The weight dis- 
tribution of a doubly-even (24,12,8) code is uniquely determined and As equals 
the number of blocks in an S(5,8,24) so the only vectors of weight 8 in C are the 
octads. 
In a recent paper Koch [5] showed that up to equivalence there is a unique way 
to choose 12 vectors which are the blocks of an S(5, 8,24) and are linearly 
independent over GF(2). This is the fastest proof I know of the uniqueness of an 
S(5,8,24). If C is a (24,12,8) code, then the code obtained by puncturing one 
coordinate is a (23,12,7) code which must be perfect. It is immediate from this 
that the vectors of weight 7 in this code constitute an S(4, 7, 23) design. It is just 
a bit more effort to show that this implies that the vectors of weight 8 in C form 
an S(5,8,24) [13]. So we have also shown that there is a unique (24,12,8) code 
which we call the Golay code. We summarize some facts about the Golay codes. 
The rows of the incidence matrix of an S(5, 8,24) design generate the 
(24,12,8) Golay code and are the vectors of weight 8 in this code. Both the code 
and the design are unique. The 5-transitive Mathieu group Mz4 is the group of the 
code and of the design. 
The rows of the incidence matrix of an S(4, 7,23j design generate the 
(23,12,7) Golay code. The blocks of the design are the vectors of weight 7 in this 
code. Both the code and the design are unique. The 4-transitive Mathieu group 
A&3 is the group of the code and the design. 
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The designs we have been considering are all special cases of t-designs. A 
t-(v, k, A) design consists of a set of v points, i: set of blocks of size k so that 
every t points are contained in exactly A blocks. When I = 1, the t-design is a 
Steiner system. We have shown how codes contain designs and that many 
interesting designs are associated to interesting codes. The interrelations and 
mutual benefits of codes and designs are too numerous to mention but we include 
a final important connection between codes and designs which tells us, under 
certain circumstances, that vectors of a fixed weight in a code ‘hold’ a t-design. 
This is the famous Assmus-Mattson theorem and we state it just for binary 
codes. 
Assmus-Mattson Theorem [2,12]. Let t be a jixed positive integer. Let C be a 
binary code of length n and minimum weight d. Let Bi be the number of vectors of 
weight i in C’ and let s=(Bi:O<ien -t and Bi#O}- If sed-t, then the 
vectors of weight d ipr C ‘hold’ a t-design. 
It is interesting that in order to use this theorem one needs only to know the 
minimum weight of C and the number of distinct weights occurring in Cl. This 
theorem is most useful for codes with a large minimum weight possessing a dual 
code with few distinct weights which explains why so many of the designs found in 
codes were found in doubly-even codes. We illustrate the Assmus-Mattson 
Theorem by showing that the weight 8 vectors in a (24,12,8) doubly-even code C 
‘hold’ a S-design. As C = CL all weights in CL are divisible by 4. It is easy to see 
that h is in CL from which it follows that there can only be vectors of weights 
0,8,12,16 and 24 in C‘. If we take t = 5, this tells us that s = 3. By the 
Assmus-Mattson Theorem the vectors of weight 8 in C ‘hold’ a 5-desiga as 
3 < 8 - 5. Notice that we also learn that the vectors of weights 12 and 16 in C also 
‘hold’ S-designs. 
Using their theorem Assmus and Mattson [2] found 5-designs in other codes. 
Using the ternary version of this theorem I have found many S-designs in my 
family of symmetry codes [14]. 
No 6-designs or higher have been found in codes by the Assmus-Mattson 
Theorem or by any other means even though Teirlinck has recently shown that 
such designs exist [ 151. 
These are just a few of the relations between codes and designs. There are 
many more. I believe that coding theory will be used more and more in the 
investigation of combinatorial designs. 
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