The two-pass cross-sectional regression method has been widely used to evaluate linear factor pricing models. One drawback of the studies based on this method is that statistical inferences are often made ignoring potential conditional heteroskedasticity or/and autocorrelation in asset returns and factors. Based on an econometric framework called minimum distance (MD), this paper derives the asymptotic variance matrices of two-pass estimator under general assumptions. The MD method we consider is as simple as the traditional two-pass method. However, it has several desirable properties. First, we find an MD estimator whose asymptotic distribution is robust to conditional heteroskedasticity or/and autocorrelation in asset returns. Despite this robustness, the MD estimator has smaller asymptotic standard errors than other two-pass estimators popularly used in the literature. Second, we obtain a simple -statistic for model misspecification test, which has a simple form 2 similar to the usual generalized method of moments tests. We also discuss the link between the MD method and the other methods such as generalized least squares and maximum likelihood. A limited empirical exercise is conducted to demonstrate the empirical relevance of the MD method.
Introduction
The two-pass cross-sectional regression method, first used by Black, Jensen and Scholes (1972) and Fama and MacBeth (1973) , has been widely used to evaluate linear factor pricing models, including the capital asset pricing model (CAPM), arbitrage pricing theory (APT) and their variants. The primary appeal of this method is its simplicity. First, each asset's betas are 1 estimated by time-series linear regression of the asset's return on a set of common factors. Then, factor risk prices are estimated by ordinary (OLS) or generalized least squares (GLS) crosssectional regressions of mean returns on betas. Because linear regressions are relatively easy to program, or available in most statistical software packages, the two-pass procedure can be easily implemented in practice.
Two-pass estimation also provides several convenient ways to test for a given asset pricing model. Frequently, a factor model is evaluated using the significance of an asset (firm)-specific regressor in the second-stage regression of factor betas on returns. This method was first used by Fama and MacBeth (1973) . More recently, Jagannathan and Wang (1996) use this approach to test their Premium-Labor model against the firm-size effects suggested by Berk (1995) .
Alternately, Shanken (1985) provides a test based on the residuals from a GLS two-pass regression that have several advantages over the test of a firm-specific regressor. First, it does not require a specific alternative model, including other factor models. Second, it does not require estimation of the auxiliary models augmented with asset-specific variables. As such, the GLS-residual test has the potential to detect misspecification of an asset pricing model directly from the estimation results of the model.
Despite its simplicity and intuitive appeal, one problem with the two-pass method is in using estimated instead of true betas in the second-stage cross-section regression. Using estimated betas causes a well-known errors-in-variable (EIV) problem. With EIV, the second-stage regression estimates no longer have the usual OLS or GLS properties. While the estimated factor prices are consistent, the OLS or GLS standard errors are biased and inconsistent. To address this problem, Fama and MacBeth (1973) proposed an alternative estimator for the variance Kim (1995) also considers a case of conditional heteroskedasticity, but it is only a 2 particular structure. See equation (18) of his paper.
2 matrix of the two-pass estimator. First, a time series of factor risk prices are estimated by regressing asset returns on the estimated betas for each time period. Then, the variance matrix of the two-pass estimator is estimated by the sample variances and covariances of the estimated risk prices. Because this estimator is simple to compute, it also has been widely used by subsequent studies. Shanken (1992) , however, shows that the Fama-MacBeth variance matrix overstates the significance of estimated risk prices. Shanken (1985 Shanken ( , 1992 ) also provides an EIV-corrected formula for consistent standard errors. Unfortunately, Shanken's EIV-corrected standard errors are consistent only under the restrictive assumptions of no conditional heteroskedasticity and no autocorrelation in asset returns. These assumptions are often disputed in empirical studies.
2 Accordingly, Shanken's EIV adjustments may also produce biased statistical inferences. Most recently, Jagannathan and Wang (1998a) provide a general form for the correct asymptotic variance matrix of the two-pass estimator, allowing for both conditional heteroskedasticity as well as autocorrelation in asset returns. While Jagannathan and Wang show that Fama and MacBeth's estimator may not be biased under these more robust conditions, they do not detail the estimation procedure for the variance matrix, nor provide empirical evidence for the importance of controlling conditional heteroskedasticity or/and autocorrelation in the two-pass regression.
The main motivation of this paper is to consider alternative estimation and model tests which are robust to conditional-heteroskedasticity and/or autocorrelation in returns. On this purpose, we reexamine the asymptotic properties of two-pass estimators and generalize the estimation and model test methods developed by Shanken (1985 Shanken ( , 1992 . A novelty of this paper is that we use the method of minimum distance (MD) which has been developed by Ferguson (1958 ), Amemiya (1977 , Chamberlain (1982 Chamberlain ( , 1984 and Newey (1987) . Based on this method, this paper makes three contributions to the literature of linear factor pricing models. First, the MD method provides a systematic method to derive EIV-corrected standard errors of the traditional OLS or GLS two-pass estimators, under both general and special distributional assumptions on asset returns. We also show that the MD approach is general enough to subsume the methods proposed by previous studies.
Second, we derive an optimal MD estimator in the sense that it is asymptotically efficient (minimum-variance) among a class of two-pass regression estimators. This estimator is robust to conditional heteroskedasticity and/or autocorrelation. Despite this robustness, the optimal estimator is computationally simple. Furthermore, this estimator is also asymptotically efficient under the strong conditions justifying maximum likelihood estimation (MLE) . Shanken (1992) shows that a GLS two-pass estimator is asymptotically equivalent to MLE, if the asset returns are Gaussian, serially uncorrelated, and homoskedastic conditional on realized factors. We show that under the same conditions, the optimal MD (OMD) estimator becomes asymptotically equivalent to the GLS estimator. However, if there exists conditional heteroskedasticity or autocorrelation, our optimal MD estimator is strictly more (asymptotically) efficient than the GLS estimator. Use of more efficient estimation is desirable in practice because the power of a test statistic usually increases with the efficiency of the estimator used to compute the statistic.
Third, using the optimal MD estimator, we construct a simple -statistic for testing a given 2 factor pricing model, which has properties similar to the generalized method of moments test (Hansen, 1982) . This statistic can be viewed as a heteroskedasticity-and/or-autocorrelationrobust version of Shanken's (1985) GLS residual test. This is so because, despite its robustness, the statistic is asymptotically equivalent to the GLS residual test under the conditions justifying GLS.
To demonstrate the empirical relevance of the MD method, we conduct a limited empirical study. Using the same data as Jagannathan and Wang (1996) , we reexamine the basic (singlebeta) CAPM, the three-factor model of Fama and French (1993) , and the Premium-Labor model of Jagannathan and Wang (1996) . We find that inference can depend upon whether estimation is robust to conditional heteroskedasticity and/or autocorrelation and whether an optimal or nonoptimal estimator is used. We also find preliminary evidence that the heteroskedasticity-and/orautocorrelation robust two-pass (or MD) estimates and tests may have poor finite-sample properties when too many assets are analyzed. In addition, the approach used in the paper leads to some empirical findings that have not been available from previous studies.
The remainder of this paper is organized as follows. In section 2, we discuss the basic asset pricing model of our interest and assumptions. In section 3, we present the minimum-distance (MD) approach to estimate and test for the model. Section 4 provides our empirical results.
Finally, section 5 summarizes our findings and suggests directions for future research.
If a risk-free asset yielding return R is available, R may denote excess return (R -R ).
For the conditions for -consistency of two-pass estimators, see Shanken (1992) .
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Here and throughout our discussion, E(•) means expectation defined over time. 
Basic Model and Assumptions
In this section, we introduce the basic asset pricing model of our interest and assumptions. As with most work in this area, we assume returns are linearly generated by some common factors.
Specifically, we assume that asset returns are generated by a linear factor specification:
where R is the gross return of asset i (= 1,2,...,N) at time t (= 1,. Several comments on Assumption 1 are worth noting. First, Assumption 1 is general enough to subsume most of the assumptions frequently adopted in the literature. Under both Assumptions
That is, there is no redundant factor in F . We begin with Assumption 1. Substituting (2) into (4) and using some algebra, we can show
This matrix estimate is a weighted sum of autocovariance matrices of . In 7 practice, OLS residuals, say , can be used to compute this matrix.
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(5) (6)
where vec(•) is a matrix operator stacking all the columns in a matrix into a column vector, I is a N N×N identity matrix, and is the Kronecker product of the two matrices obtained by multiplying each entry of by I . Then, usual asymptotic theories (White, 1984, Chapters 3 N and 4) imply that under Assumption 1, the OLS estimator is consistent and asymptotically normal:
where " " means "converges in distribution," and This result implies that for large T,
Note that with Assumption 1(ii), we allow autocorrelation in the errors, . Under these relatively t general conditions, we can consistently estimate by using a nonparametric method developed by Newey and West (1987) , Andrews (1991) or Andrews and Monahan (1993) . Hereafter, we denote this nonparametric estimate of by . Alternately, Assumption 2 as follows simplifies 7 estimation of the parameter matrix in (2) while retaining the possibility of conditional heteroskedasticity and serially correlated factors. Assumption 2(i), which we call the assumption of strictly exogenous factors, has been implicitly
adopted by many empirical studies of unconditional capital asset pricing models, which treat as t the modeling error of r and + F as a conditional mean of R given the entire history of the 
t Jagannathan and Wang (1998b) provide a correction to the asymptotic results of 8 Jagannathan and Wang (1996) .
Note that Assumption 2 allows returns and factors to be jointly t-distributed.
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See Copeland and Weston (1992) for a summary discussion of earlier works and 
has been adopted by Shanken (1992) , and Jagannathan and Wang (1996) Assumption 3 is not essential for this paper, it is often assumed in empirical studies.
Accordingly, we will consider this assumption whenever we wish to compare our estimation procedures with other methods.
The usual restriction imposed on (2) by linear asset pricing models is given by where e is the N×1 vectors of ones, is a unknown constant (e.g., zero-beta return), is the N 0 1 k×1 vector of factor risk prices. However, tests of asset pricing models using asset-specific regressors have arisen with mounting evidence inconsistent with the basic factor-structure (12).
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The becomes an OLS estimator. In contrast, with the choice of A = , it becomes a GLS estimator (Shanken, 1992; and Kandel and Stambaugh, 1995) . A problem of the TP estimator (14) is that it uses the estimate beta, , because the true beta, , is not observed. It generates the wellknown EIV problem. Shanken (1992) shows that despite this problem, the TP estimator is consistent and asymptotically normal. Further, under Assumption 3, he provides the correct asymptotic variance matrix of the TP estimator explicitly incorporating estimation errors generated by the use of the estimated beta. A more general variance matrix can be found in Jagannathan and Wang (1998a) .
If Assumption 3 holds and the true value of (instead of ) is used to compute (14), the GLS estimator must be more efficient than the OLS estimator, unless is proportional to I .
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One surprising finding by Shanken (1992) is that even if the estimated beta, , is used, the GLS estimator is asymptotically equivalent to fully efficient maximum likelihood estimator, if, in addition to Assumption 3, the errors, , and the factors, F , are normal: That is, the GLS t t estimator is the most efficient (minimum variance) estimator under given conditions. However, Assumption 3 is essential for this result. When Assumption 3 is violated (e.g., conditional heteroskedasticity exists), there is no guarantee that the GLS estimator is more efficient than other two-pass estimators such as OLS.
A technical point is also worth mentioning here. The model (13) and the form of the TP estimator (14) reveal the importance of Assumption 1(iii) in the two-pass regression. To see this,
suppose that the first factor in F is 'useless' in the sense of Kan and Zhang (1997) Berk (1995) . In their study, the matrix S includes only the logarithm of firm's market value. Alternately, the matrix S could include asset-specific variables which capture the so-called anomalies effects, such as those attributed to proxy variables for past winners and losers (Jegadeesh and Titman, 1993 ).
An alternative method often used in the literature to avoid the EIV problem existing in the TP estimation is maximum likelihood estimation. Work in this area includes Gibbons (1982) , Kandel (1984) , Shanken (1986) , Gibbons, Ross and Shanken (1989), and Zhou (1998) . This method assumes asset returns are normally distributed and homoskedastic conditional on given factors. Under these assumptions, asset betas and factor risk premiums are jointly estimated. In particular, the maximum likelihood estimation (MLE) approach focuses on an alternative null hypothesis,
where is the vector of individual intercept terms in the first-pass model (2), and is a 1 unknown k×1 vector. In fact, this hypothesis is equivalent to H in (12). To see this, note that o under Assumption 1 and (2), we have E(R ) = + E(F ). Let = and + E(F ) = . Then,
(18) (15) implies E(R ) = e + + E(F ) = e + (Campbell, Lo and MacKinlay, 1997, p. t 0 N 1 t 0 N 1 227). Note that given the specification (15), the vector of risk prices, , is decomposed into the 1 population mean of the factor vector, E(F ), and the lambda component, = -E(F ). This t 11 t lambda component can be interpreted as the vector of factor-mean adjusted risk prices (Zhou, 1998) .
The MLE approach estimates , and jointly, and test the hypothesis by a standard 0 1 likelihood ratio (LR) test. Then, the vector of risk prices, , is estimated by the sum of the 1 estimated and the sample mean of the factor vector, = . This MLE procedure is 1 efficient under both Assumption 3 and the joint normality of the factors and returns.
Although the MLE approach focuses on the LR test for the hypothesis , we can think of an alternative test procedure. As we have extended (12) to (13) 
Minimum Distance Approach
This section introduces a minimum distance (MD) approach to estimation and tests of the restrictions (13) or (16). Using this approach, we derive the asymptotic distributions of the twopass estimator under general assumptions, identify the asymptotically most efficient two-pass estimator, and obtain a simple specification test statistic.
Basic Results
Economic or financial econometric models often imply parametric restrictions on a vector of so- where A is an arbitrary positive definite and asymptotically nonstochastic weighting matrix.
However, a straightforward algebra shows that the two-pass estimator coincides with the solution of the problem (19). Thus, is a MD estimator. Amemiya (1978) and Newey (1987) examine a class of the MD estimators solving the problems similar to (19). Their studies guide 
Aside from the notational differences between our approach and that of Jagannathan and 13 Wang, readers may find that our asymptotic variance of the two-pass estimator is quite different from that of Jagannathan and Wang. This difference, however, is due to the fact that their asymptotics apply to , while our asymptotics apply to 14
uncorrelated, the autocorrelation in returns do not affect the asymptotic distribution of = .
Although Theorem 1(iii) is not of our direct interest, it is useful to compare our results with those in Shanken (1992) . He shows that under Assumption 3, the traditional TP estimator given in (14) has the asymptotic variance matrix which contains the term (24). Shanken interprets the component in (24) 
. Nonetheless, the variance matrix given (27) is asymptotically equivalent to that given in Theorem 1 of Jagannathan and Wang. A supplemental note on this equivalence is available from the authors on request.
Note that Assumption 1(ii) rules out non-zero correlation between and F . But it does 14 t t not rule out non-zero correlation between the errors, , and squared factors. Thus, in principle, t and could be correlated under Assumption 1.
(28)
Although this theorem may be merely a rehearse of Jagannathan and Wang (1998a) , it provides some additional insights into the traditional two-pass estimation. First, estimation of requires the nonparametric methods of Newey and West (1987) , or Andrews (1991 If the factor vectors are serially uncorrelated, then we can choose = . Otherwise, we need to use nonparametric methods to estimate (Shanken, 1992) . Note that the diagonal form (28) does not require Assumption 2(ii), the assumption of no autocorrelation.
Substituting (28) into (27) immediately gives us the following result.
The matrix is equivalent to the "bordered version" of in Shanken (1992) .
15
Strictly speaking, Corollary 1 is equivalent to Theorem 1 of Shanken (1992) in which the asset returns are heteroskedastic or autocorrelated conditional on the realized factors.
Since market returns or other macroeconomic factors are likely to be autocorrelated in practice, the variance matrix may have to be estimated nonparametrically. Nonetheless, the next section shows that the test of model specification (13) or (16) requires only the estimation of the lambda component () of the factor price vector. As long as Assumption 1 holds, the potential autocorrelation in the factor vector, F , is irrelevant for model specification tests. 
Optimal Minimum-Distance Estimation and Specification Tests
Because the choice of A is not restricted for (16), there are many possible MD (TP) estimators. Amemiya (1978) , however, shows that the optimal choice of A is the inverse of . That is, the MD estimator with A = has the smallest asymptotic variance matrix among the MD estimators with different choices of A. With this choice, we can easily show that the optimal An interesting result arises if Assumption 3 holds. Substituting (24) into (30), we can show that the OMD estimator of exactly equals the GLS estimator applied to (16),
. Shanken (1992, Theorems 3 and 4) shows that this GLS estimator is asymptotically equivalent to maximum likelihood under Assumption 3 and the joint normality of asset returns and factors. His result implies that the OMD estimator of computed with or are also asymptotically equivalent to maximum likelihood under the same assumptions, because all of the estimates , and are consistent estimates of . However, it is important to note that when Assumption 3 is violated, the GLS estimator is no longer efficient, although it is still consistent. When Assumption 3 is violated, the weighting matrix (which results in the GLS estimator) is suboptimal. This is so because is no longer a consistent estimator of . For this case, more (asymptotically) efficient MD estimator is obtained using or .
Putting aside the asymptotic efficiency, one advantage of using the OMD estimator is that it provides a convenient specification test statistic for testing the restrictions (15) 
A general link between OMD and GMM is discussed in Ahn and Schmidt (1995) .
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If we could replace the estimated in the denominator by the true value of , the 18 1 1 statistic would become exactly F-distributed. Shanken suggests that the statistic (33) be compared to the critical values from the F(N-1-k,T-N+1) distribution.
(33)
Observing the form of the OMD minimand , we can see that the OMD estimator is akin to an optimal generalized method of moments (GMM) estimator based on the set of is severely upward biased when N is too large (Shanken, 1992) . In contrast, the Q statistic C penalizes itself through the coefficient (T-N+1) whenever N is too large. Thus, we can
conjecture that the Q test would have better finite sample-properties than the test based on TQ .
C S Indeed, Amsler and Schmidt (1985) Even as a tool to test for the asset-pricing hypothesis (15), it may be important to test the specification (16) prior to testing significance of asset-specific variables in S. Jagannathan and Wang (1998a) show that asset-specific variables tend to be statistically significant, if a misspecified model (by omitting important factors and/or including irrelevant factors) is estimated by the two-pass method. However, Jagannathan and Wang obtain this result under some restricted assumptions. For example, they assume that risk prices of factors in a misspecified model are exactly identical to risk prices of factors in the true model. It means that misspecified factors and correctly specified factors are equally priced, which is very unlikely.
Thus, it is not clear how the result of Jagannathan and Wang can be extended to more general cases. Clearly, significance of asset-specific variables in the two-pass regression is evidence against a given asset pricing model. However, except the special case which Jagannathan and
Wang assume, there is no firm theoretical foundation for the notion that asset-specific variables OMDOMDOMD JF
MCS ,b
MCS
We here concern only with the efficiency of , not of = .
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It can also include any nonlinear estimator of as long as the estimator utilizes . would always appear significantly in the estimation of misspecified models. Accordingly, insignificantly estimated asset-specific variables alone may not provide strong evidence for the model estimated. Thus, it would be useful to test for the specification (16) to reinforce the reliability of the significance test as a specification test. Failure of rejecting (16) may be interpreted as evidence that the asset-specific variables in S can completely accommodate, if any, all of the possible misspecification sources of the asset pricing specification (15). That is, the failure of rejection may imply that the model (16) is appropriately specified. Accordingly, more credence can be given to the significance test of the asset-specific variables. Solutions for this type of problems are called "minimum chi-square" (MCS) estimators (Ferguson, 1958; 
Asymptotic Efficiency of OMD

Corollary 2 Under Assumption 3 and (16), is asymptotically as efficient as .
Corollary 2 simply implies that is asymptotically efficient among the estimators utilizing the OLS estimator . That is, there is no estimator which utilizes and is more (asymptotically) efficient than the OMD estimator.
Although the MCS estimator is not of our direct interest, it is useful to clarify the relation between our OMD and MLE. In spite of the fact that MCS does not require the normality assumption, the MCS estimator can be shown to be MLE derived under the normality assumption. The criterion function Q (,b) in (35) is highly nonlinear in and b = vec().
MCS
However, perhaps surprisingly, the solution for the problem (35), ( (ii) = .
(iii) Q = .
A notable result from Theorem 5 is that for models without firm-specific variables S, is exactly identical to the closed-form solution of the maximum likelihood estimator derived by Zhou (1998 
. It can be shown that this alternative MCS estimator of is asymptotically equivalent to our OMD estimator of when Assumption 1 (or 2) holds.
Another interesting point of Theorem 5 is (iii). The test statistic is comparable to the likelihood ratio (LR) test statistic which is also developed by Zhou (1998). An
important difference between these two statistics is that the latter requires the normality assumption while the former does not.
Empirical Application
To demonstrate the usefulness of our MD estimation, we present the results of a limited empirical study. Our intent with this empirical exercise is limited to evaluating the usefulness of
We also examined excess returns, but the results are not materially different from those 22 shown here.
We obtained this data set through the FTP server at the University of Minnesota. We 23 gratefully thank Jagannathan and Wang for access to their data.
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the estimators and specification tests we develop in the previous sections. We do not intend to answer an important question of which factors among the many proposed are most appropriate.
Nonetheless, we apply the MD method to three different models: the basic CAPM, Fama and French's (1993) three-factor model, and Jagannathan and Wang's (1996) Premium-Labor or PLmodel. To this end, we first describe the data we use for our analysis and follow that with analysis of each of the models.
Data
We use the data on raw returns for Fama-French (1993) reported by J&W-1996, but the OLS R are identical to three significant digits. We suspect that 2 these deviations are due to slightly different values for Fama-French factors in our respective data sets. Our results using Fama-French factors, however, appear close enough to theirs as to render any differences in inference immaterial. To save space, we make these results available upon request.
In order to examine the sensitivity of the OMD estimation to the sample size, we repeat the analysis of each model using 25 value-weighted size/pre-beta quintile portfolios. We construct the 25 value-weighted portfolios from J&W-1996's 100 portfolios as follows. First, we identify
We do so using neighboring size and pre-beta portfolios. Because Fama and French 24 first sort firms by size, combining neighboring size-decile portfolios into size-decile portfolios should exactly replicate true size quintile sorting. In contrast, because sub-sorting by pre-beta is performed over firms in each size quintile, combining neighboring pre-beta deciles that were constructed in different size deciles may result in a different grouping of firms across pre-beta versus true pre-beta quintile sub-sorting. However, because the average pre-betas in neighboring size deciles in J&W-1996's original 100 portfolio are similar, it is not likely that this difference in pre-beta sub-sorting results in materially different portfolios.
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groups of 4 original portfolios to form 25 portfolios that roughly relate to the 5-by-5 size/pre-beta quintiles used by Fama and French (1993) . Second, while the 100 portfolios constructed by 24 Jagannathan and Wang are reported to be based on equally-weighted returns, it is common practice to evaluate 25 portfolios using value-weighted returns to avoid creating portfolios that are not representative of what an actual investor can realistically construct (see Fama and French, 1993) . To achieve value-weighting, we use the average firm size values reported for each 100
portfolio. Because we use log size as a portfolio-specific variable in the second (cross-sectional) regression step, we also construct value-weighted log-size values for each of the 25 valueweighted portfolio.
Analysis of the Basic CAPM and the Fama-French model
To date, many studies have strongly rejected the basic CAPM. In contrast, the debate over the [INSERT estimates are equivalent to those using OLS regression of the mean returns against the multivariate factor betas and any firm specific variables included in the model. For
Note that by Theorem 1, the EIV correction by MD under Assumption 3 is equivalent to 25 that of Shanken (1992) .
We also used Andrews (1991) These results using non-optimal estimation are followed by OMD coefficients and their p-values as developed in Section 3.2. The OMD estimates and test results are robust under Assumptions 3, 2, and 1, respectively. To compute the heteroskedasticity-and-autocorrelation-robust --hereafter, HA-robust --variance matrices where required, we use Newey and West (1987) . 26 We report the specification test results in the last three columns of each panel. We first report Shanken's (1985) Q , and then, Q for OMD-A3 through OMD-A1. As we have mildly reject the basic CAPM with OMD-A1. As we discuss later, we find that Assumption 1 is Altonji and Segal (1996) provide some Monte Carlo evidence that optimal MD 27 estimates could be more biased than the non-optimal MD estimates. However, their results do not directly apply to the optimal MS estimation discussed in this paper. Altonji and Segal consider only the cases in which restricted parameters are linear functions of unrestricted parameters and the functions are known to researchers. However, in the factor pricing models of our interest, the restricted parameters (e.g., risk prices, ) are nonlinear functions of the unrestricted parameters (e.g., and ). strongly. However, some caution seems to be required to interpret the statistical significance of firm size properly. Since the large number of assets are used in this analysis, we cannot rule out the possibility of finite-sample biases in both the non-optimal and optimal estimation results. It has been well documented in the literature that Wald tests (such as t-tests of significance) based on GMM estimators are likely to be biased when too many moment conditions are imposed in GMM (see, for example, Hansen, Heaton and Yaron, 1996; Andersen and Sørensen, 1996) . By the same token, the optimal and non-optimal MD estimation methods may produce biased t-test results.
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An interesting sidelight of Panel E is that it supports Jagannathan and Wang's (1998b) prediction that coefficient p-values using (non-optimal) HA-robust estimation could be lower than those using Fama-MacBeth (1973) , although the p-values computed following Shanken (1992) should be higher. For example, note that while the SMB factor's p-value is larger using SH (16.05%) than using FM (13.28%), it is nearly identical to that using MD-A1 (13.23%).
Panels G and H report the estimation results for the Fama-French model with 25 portfolios.
Differently from the analysis of 100 assets, there is no longer strong statistical evidence against the Fama-French model. In Panel H, the non-optimally estimated coefficients on firm size are insignificant. In addition, the increases in R and adjusted-R by augmenting firm size to the Despite these favorable results from the specification tests and the significance test for firm size, there is also some evidence against the Fama-French model. Observe that non-optimal estimation methods produce insignificantly estimated coefficients on the SMB factor (Panel G).
Even the estimated coefficients on the HML factor are only marginally significant. The optimal MD estimation also fails to support the Fama-French model. Furthermore, note that the p-values for the HML factor increase as we move from non-optimal to optimal estimation. OMD-A1 produces a marginally significant coefficient for the HML factor. However, as we discuss below, Assumption 2 appears more consistent with the analysis of the Fama-French model. Table 1 shows that non-optimal and optimal estimation may produce different results depending on the generality of the adopted assumption (from Assumptions 1 to 3). For the basic CAPM and the Fama-French model, both the coefficient and specification tests based on OMD appear sensitive to the assumption used for estimation. Thus, it is important to test which assumption is consistent with data. Presence of 'useless' factors (Kan and Zhang, 1997) and nonstationarity of factors are also our concern, because either of these can lead to a violation of the regularity conditions that lead to the consistency and asymptotic normality of the MD estimators. For completeness, we perform all of these tests for each factor model.
[INSERT TABLE 2 HERE]
The variance of the rejection number equals N(1-). As discussed by Kan and Zhang (1997) , the presence of 'useless' factors --factors where the true beta for all assets is expected to be zero --could bias the t-statistics of coefficients. To test for useless factors, we perform a Wald test for each factor of each model for whether the vector of betas across assets equals zero. As shown in Panel B of Table 2 , all of the tests indicate that we can reject the null hypothesis of zero-beta vectors. Given the strength of these rejections (all p-values less than 0.005%), we conclude that neither of the basic CAPM and Fama-French models.
Lastly, Panel C of Table 2 reports the unit-root test results for the factors used in the basic CAPM and the Fama-French model. If a factor has a unit root, the MD estimators are not necessarily asymptotically normal. Realistically, it is not likely that the factors in the basic CAPM or Fama-French all of which are portfolio return series and unlikely to substantially drift over time in any particular direction have unit roots. However, for completeness, we document this feature as a benchmark for the analysis of other models. In addition, because these tests are specific to the factors and not the models, results for a factor apply to any model it is used in. To test for unit roots, we use both Dickey-Fuller (1979) and Phillips-Perron (1988) tests. As shown by the results in Panel C of Table 2 , these tests strongly reject the notion that VW, SMB nor HML have unit roots.
Analysis of the PL-model
In addition to testing the basic CAPM and Fama-French model, we also examine the PL-model introduced by J&W-1996. It is reported in J&W-1996 that the PL-model performs well relative to both the basic CAPM and the Fama-French model. However, their results partly rely on estimation which is not HA-robust. We here report more robust results.
[ INSERT TABLE 3 HERE] The previous version of this paper reports that firm size is significant if 25 equally-29 weighted portfolios are used to estimate a size-augmented PL-model. However, the current version instead reports the results from the analysis of 25 value-weighted portfolios. We decided to do so, because the value-weighted portfolios are more representative of what investors are likely to be able to repeatedly construct. The results with 25 equally-weighted portfolios are available from the authors upon request.
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As shown in Panel A of Table 3, [ INSERT TABLE 4 HERE] Our diagnostic tests raise another concern about the PL-model. As shown in Panel A of Table 4 , the returns appear highly heteroskedastic given realized PREM and LABOR factors.
Almost all of the 25 portfolios failed the White test for conditional homoskedasticity at the 5% level while all do at the 10% level. Many returns also appear autocorrelated given the realized factors. Specifically, 11 (6) out of the 25 portfolios failed the LM test for autocorrelation at the 10% (5%) level. These results are roughly equivalent to those found for basic CAPM. Given theses results, Assumption 1 seems to be more consistent with the estimation of the PL-model. Table 4 suggests potential presence of a 'useless' factor. The PREM factor appears to be 'useful.' For the case with 100 assets, the Wald test also rejects the hypothesis of zero-beta vector for the LABOR factor. In contrast, the same test with 25 assets rejects the zerobeta hypothesis. This result is obtained with estimation that is robust to just conditional heteroskedasticity (Assumption 2) or also autocorrelation (Assumption 1). While this appears consistent with LABOR being 'useless' with the 25 portfolios, the insignificance of LABOR contradicts Kan and Zhang's (1997) prediction that t-statistics for the useless factors tend to appear falsely significant. Thus, LABOR is unlikely to be a 'useless' factor. Nonetheless, the test result raises a concern that LABOR may be a noisy factor.
Panel B of
Finally, we report the unit-root test results in Panel C of Table 4 . While we can reject a unit root in the LABOR factor, we unexpectedly cannot do so with PREM using either the DickeyFuller or Phillips-Perron test. Admittedly, the test statistics are close to statistical significance at the 10% for these tests and it is generally known that these tests have low power to reject the null hypothesis. Additionally, it seems intuitive that PREM, the difference between the interest rates on Baa and Aaa corporate bond rates, is likely to be stationary over a long time: That is, the two rates are likely to be cointegrated. However, because our sample is only finite, it is possible that the inference of two-step estimation is materially perturbed by the presence of a near-unit root factor in a finite sample. This paper does not intend to answer the question of how the presence of near-nonstationary factors would influence the finite-sample properties of the two-pass estimator. However, answering this question would be an important future research agenda.
Summary
Before closing this empirical section, we make several general comments on the results reported in Tables 1-4 . First, we obtain quite different statistical inferences from the analyses of 100 and 25 portfolios, especially when we use optimal MD estimation. GMM estimators obtained by imposing too many moment conditions are likely to produce biased statistic inferences.
Likewise, the MD estimation (the robust two-pass estimation) applied to the analysis of too many assets would generate biased estimates and test results. Thus, the MD analysis with 25 portfolios is likely to produce more reliable statistic inferences. Second, statistical inferences based on the optimal (or non-optimal) MD could change depending on the choice of the assumption regarding the conditional distribution of returns. Thus, it is important to test for conditional heteroskedasticity and autocorrelation in returns routinely. Third, as we see from Panels C and D of Table 1 , the Q and Q tests may have weak power to detect misspecification in a given md MD * factor model. Thus, the MD test results should be interpreted with some caution. Investigation of the power properties of the MD tests would be an important agenda of our future studies.
Fourth, our study reveals some findings that are not available from J&W-1996. We find from the analysis of 25 assets that the LABOR factor is not significantly priced. Furthermore, our diagnostic tests suggest that the LABOR factor may be a 'useless' in the sense of Kan and Zhang (1997) and the PREM factor may be near-nonstationary, if not non-stationary. In this moment, we are not able to answer the question of how these test results would be related with the finitesample properties of the optimal and non-optimal MD estimators. It would be an important future research agenda to reexamine the relevance of PREM and LABOR as factors in asset pricing models.
Conclusion
The two-pass cross-sectional regression method is widely used to evaluate numerous linear factor pricing models. Because simple OLS standard errors and test statistics are biased, many solutions to address this bias have been proposed in the literature. MLE has also been used in efforts to circumvent the estimation errors induced by estimated betas. However, these proposed methods are legitimate only under strong assumptions.
In this paper, we provide an alternative to traditional two-pass estimation based on the minimum distance method. With this method we provide a systematic way to derive correct standard errors of the traditional OLS or GLS two-pass estimators, under quite general conditions. Using this method, we can control for conditional heteroskedasticity and autocorrelation in asset returns. We conduct a limited empirical study to demonstrate the importance of considering heteroskedasticity and autocorrelation in practice, as well as diagnostic tests of the general robustness of two-step estimation. Use of the minimum-distance method and some diagnostic test methods leads us to deeper insights into the popular factor models such as the basic CAPM, Fama-French and Premium-Labor models.
Future work in the line consistent with the approach we adopt for this paper has four immediate directions. First, the asset pricing models we examine in this paper are factor models motivated by APT (Ross, 1976) versus rigorous tests of equilibrium models such as CAPM as discussed by Shanken (1992) . In an earlier version of this paper (Ahn and Gadarowski, 1998) ,
we develop an extension to testing the Black (1972) version of CAPM but do not include it here to limit the already extensive scope of this paper. Future work will continue with this analysis.
Second, the asset pricing models we test are parametrically unconditional, e.g. models whose parameters are not expected to change over time based on conditioning information. Because conditional models have the potential to explain asset prices more accurately than unconditional models, this extension appears promising. Third, because our OMD estimators are GLS estimators, OMD alternatives to OLS R can be developed that are likely to have the same 2 benefits as extant GLS versions of R but be robust under more general conditions. Fourth, our 2 results rely on asymptotic theory and may not be applicable with finite samples. In a separate paper, we will examine more fully MD methods that are adjusted for degrees of freedom and conduct some Monte Carlo experiments to investigate their finite sample properties, including the potential for factors with nearly useless factor and near-unit roots to bias the inference of twostep estimation.
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Proof of Theorem 3:
The proof is based on Chamberlain (1982, Proposition 8) 
