Again, U = -& k,e, represents a state feedback. The diagram of the synchronisation scheme is given in Fig. 3 , where the black boxes with I, = -4o(s(x) -s(y)) and I, = (40/0.3l)(s(x) -s(y)) represent the coupling between the oscillators. Since the controllability matrix [11] of the system of eqns. 21 -24 is full rank, the eigenvalues can be placed, for instance, in -1 for k, = -0.0109, k2 = 0.0178, k3 = 0.0319, k4 = 4.0046, synchronising the systems of eqns. 13 -16 and eqns. 17 ~ 20. Fig. 4 shows that yl(t) tracks x,(t) after the synchronising signal is switched on at (t/T) = 30, with T = dL,C,, x1 = U;, No, y , = U;l /Uo, U, = 0.65V (see [9]). m 
Fig. 3 Oscillators with gyrators: synchronisation scheme
It is worth noting that the error systems of eqns. 9 ~ 12 and eqns. 21 -24 have been globally asymptotically stabilised at the origin. Therefore, it is not necessary for the initial conditions of the corresponding drive and response systems to belong to the same basin of attraction.
Conclusions: In this Letter a new tool for synchronising two exam-' ples of hyperchaotic oscillators using a scalar transmitted signal has been proposed. The idea is to design the synchronising signal so that a linear time-invariant error system is obtained. In this way, synchronisation can be achieved by exploiting results from modern control theory. The approach is simple, rigorous and does not require the computation of any Lyapunov exponent [7] . [2] . The impulsive noise is commonly represented by the symmetric a-stable (SaS) process [2] , in which the probability density function (pdf) is given by fa(y, 6; x) = (U24 : exp(jhylola)eJ~xdco, where a(0 < a I 2) implies the 'thickness' of the tails of the pdf and the dispersion 1.(r > 0) relates to the spread measure of the pdf around the location parameter, 6. When the SaS process has a smaller a, it has a largely increased probability of large amplitudes.
Because SaS noise (except a = 2) has no finite variance, the least mean p-norm (LMP) algorithm [2] and the normalised LMP algorithm [3] instead of the least-mean-square (LMS) error algorithm are used for adaptive linear filtering for S d random proo esses. The value of p , constrained to p < a , is usually taken asp = 1 when a is either unknown or varying in time. Whenp = 1, the LMP algorithm is called the least mean absolute deviation (LMAD) algorithm. In this Letter, a new adaptation algorithm is developed for adjusting the soft-limiter (SL) correlation receiver for demodulating the DSiCDMA signals corrupted by SaS noise.
SL correlation receiver:
In an equivalent K-user DS/CDMA communication system, the received signal vector of one symbol interval can be expressed by 
where p is the step size and g'sL(x) = dgsL(x)/dx. For the SL correlation receiver, p is not limited to be < a. The use of 1 < p < 2, as suggested by [4] , can provide the capability of robust error suppression in eqn. 2.
Novel adaptation algorithm:
Utilising the properties of limiting output and binary transmission we define the following hkelihood cost function inspired by [5] :
The stochastic gradient-based adaptation algorithm, termed the likelihood cost algorithm (LC algorithm), can be expressed as
From eqn. 4 , we see that the LC algorithm gains some advantages over the LMP algorithm for training the SL correlation receiver: (i) The term, le(j)p-l, is dropped off such that the LC algorithm has a simpler computation for weight adaptation.
(ii) The effective step size for the LMP algorithm can be written as
-' in comparison with the LC algorithm. Assuming that 6,fj) is uniformly distributed within [-1, +1] and that the decision error occurs with probability P(e) [4] , the average step size, pLMP,aV, can be obtained as When P(e) approaches zero, the average step size pLMp,av becomes approximately (l/p)p, while the effective step size for the LC algorithm is always equal to p. Thus, the LC adaptation algorithm can increase the convergence rate with low computational complexity in comparison with the LMP algorithm for p # 1. Actually, the LC algorithm and the LMP algorithm with p = I (i.e. LMAD algorithm) adjust the weights following the direction of the gradient descent of the same instantaneous error. The LC algorithm, however, is easier to implement because the calculation of eb] is not necessary.
Simulation result:
Consider an DS/CDMA communication system with K = 5 users. Each interfering user has 10 times as much power as the desired user. The ratio between signal power, A,*, and SaS noise dispersion, y, is 5dB. The transient behaviour of the SL correlation receiver, using the LC adaptation algorithm (SLI LC), is investigated in comparison with those of other receivers using different adaptation algorithms: the linear detector with the LMAD algorithm (linear/LMAD), the single layer perceptron (SLP) correlation receiver [6] with the LMAD algorithm (SLP/ LMAD), and the SL correlation receiver with the LMAD algorithm (SWLMAD). The tap-weight vectors of these receivers after every 10 iterations are used to calculate the probability of erroneous detection by the Fourier-Bessel series approximation [7] in each run. Fig. 1 shows the average bit error probability of several receiver schemes against the training sequence length by ensemble averaging over 100 simulation runs. When the ambient noise is Gaussian (i.e. a = 2.0), the 1inearLMAD scheme converges slowly, while the SLP/LMAD scheme has the fastest convergence speed and the best BER performance. The SLLMAD scheme and the SLiLC scheme can achieve compatible steady-state BER performance relative to the linearLMAD scheme. As the ambient noise becomes impulsive (i.e. a = 1.9 or a = 1.5), the 1inearLMAD scheme converges slowly compared to the Gaussian noise case while the SLP/ LMAD scheme always converges robustly. The SLiLMAD receiver and SLLC scheme have almost the same convergence characteristic, having a fast convergence speed compared to the linear/LMAD scheme. The SLLL scheme has a slower convergence speed than the SLPiLMAD scheme, but implementation of the SWLL scheme is easier. Alternatively the SLiLL scheme with very low complexity has a faster convergence speed than the linearLMAD scheme. Introduction: In DSICDMA, full-length MMSE receivers [l, 21 only use the desired spreading code and need no information about other users. However, one practical limitation is that the number of adaptive taps must be equal to the code length. This approach to interference suppression may be difficult to implement in a system with large processing gain, and the performance may be degraded by significant coefficient noise and slow convergence due to a large number of adaptive taps. Several modifications have been proposed [l, 31 to reduce the length of the adaptive filter. The analytical results in [4] show that the fulllength MMSE receiver performs significantly better than the cyclically shifted filter bank (CSFB) MMSE receiver with fewer taps (reduced length) [l] at the expense of an impractically long training period for large processing gain. The reduced-length MMSE receiver converges faster at the expense of high bit-error rate (BER), and small processing gain also degrades the performance of this receiver. The use of antenna arrays and spatial processing has been shown to increase system capacity [5, 61 . From the viewpoint of improving the performance of the existing reduced-length MMSE receiver, a modified configuration is proposed for use with an adaptive array antenna, which adaptively updates its weights by using reliable reference signals obtained from the reduced-length MMSE receiver, to take advantage of both space and time processing. chip period and 0 5 6, < T,. The spreading waveform a,(t) of the kth user is assumed to be of polar form with rectangular pulse, and periodic with period T. The spreading code vector a, of the kth user is defined as a, = ( u~,~, ak,l, ..., ak,N-l)T, where N is the period of the spreading sequence. Fig. 1 shows a block diagram of the adaptive space-time reduced-length MMSE receiver, which has an adaptive array antenna with M elements followed by an adaptive CSFB filter. After converting the signal to baseband, the received continuous time signal at each antenna element is discretised by sampling, at the chip rate, the output of the chip matched filter. Considering the demodulation of the 0th bit b,(O) of the 1st user, the total received sample signal vector r, at the mth antenna element is represented by
where where b, and e,(i) are the step size, and error signal, respectively.
Simulation results: Bit-and chip-asynchronism as well as code acquisition for a desired user are assumed in the simulation. The desired and interference sequences are selected from Gold sequences with code length N = 31, and the number of taps in the adaptive CSFB filter is D = 10. The number of antenna elements is 2, and the element spacing is one-half wavelength. There are one desired and two interference signals with directions of arrival (DOA's) of 45, 0, and -45" with respect to broad side, respectively. Both interferers are received at lOdB stronger than the desired signal. During training, complex weights and tap coefficients are updated by using known training signals, and then by demodulated data when the error has been reduced to a tolerable level.
Step sizes are lo", and le2 for the space domain, and time domain, respectively.
In Fig. 2 , with the desired signal received at an EJN0 of 5dB, a faster and more stable convergence with lower steady-state MSE value is obtained for the proposed adaptive space-time reducedlength MMSE receiver in comparison with the existing full-length
