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Abstract 
 
In this paper, a distributed numerical model is proposed based on: (1) A hydrologic  model 
for the water exchange laws. (2) A surface runoff model based on a suitable 2D formulation 
that behaves as the diffusive model for zero or adverse slopes and the kinematic wave 
otherwise able to calculate flow over all kind of wet/dry bed slopes. (3) A groundwater flow 
model based on the 2D Darcy law for both saturated and partly saturated zones. (4) A 2D 
Hillslope Erosion Model for the sediment transport. (5) An explicit finite volume 
discretization with specific schemes according to the flow equations characteristics, upwind 
for the hyperbolic equations and centered for the parabolic equations. The resulting model 
offers a variable time step ensuring numerical stability with a time step size sensitive to the 
grid cell size in the diffusive wave case and an entropy correction of the upwind fluxes to 
ensure conservative solutions near local maxima in the slopes controlling the water 
movement. The validation and practical application of the model is presented in a companion 
paper in which the  potential usefulness of the proposed model is demonstrated.  
 
Keywords: Kinematic-wave. Diffusive-wave. Finite volumes. Upwind schemes. Hillslope 
erosion model. Hydrologic model. Hydraulic model. 
 
 
 Introduction 
 
 The development of predictive hydrologic-hydraulic models is justified since they can be 
a useful tool to achieve a plan of integral management of basins from the point of view of water 
resources, flood prevention, irrigation and drainage. A good balance among predictive 
capability, computational cost, data requirements and sensitivity to the model parameters must be 
a fundamental aim. 
Historically, lumped hydrologic models based on empirical or tuneable parameters 
have been used to calculate the runoff discharge (ASCE, 1996; Mays, 2001). These models 
based on empirical laws are widely used because of their simplicity and low computational 
cost. However, due to the advances in the computing power, in the last two decades many 
distributed models based on physical-based laws to simulate the water movement between the 
cells in which the basin is divided have been developed. These models are usually based on 
Kinematic-wave (KW) and Diffusive-wave (DW) approximations of the depth average flow 
equations due to the expectable advantages that they could offer in terms of computational 
cost with respect to the complete Saint-Venant model (Mahmood and Yevjevich, 1975; 
Wasantha Lal, 1998; Hunter et al., 2005; Kazezyilmaz-Alhan and Medina, 2007; Yu and 
Lane, 2007; Prestininzi, 2008; Moramarco et al., 2008; Moussa and Bocquillon, 2009). 
Examples of the KW and DW models are MIKE SHE (Abbot et al., 1986), WEP (Jia et al., 
2001), tRIBS (Ivanov et al., 2004), InHM (Heppner et al., 2006) and other simplified models 
such as TOPMODEL (Beven and Kyrkby, 1979) or ANSWERS (Beasely et al., 1980). In 
these models a Strickler / Manning-type law is usually applied for the friction slope 
calculation or by means of even more simplified assumptions such as making the flow 
proportional to the bed slope (Beven and Kyrkby, 1979). Then, the surface runoff model is 
often combined with semi-empirical laws to model the infiltration, the exchanges between 
sub-surface reservoirs and to simulate the groundwater flows. 
In this context, the model presented here has been designed paying special attention to 
the mathematical properties of the equations governing the overland flow in the KW and DW 
models in order to use an appropriate discretization scheme. Therefore, our work is devoted to 
get a deep understanding of the mass conservation and numerical stability constraints. A finite 
volume explicit upwind scheme has been developed on rectangular meshes for this purpose. 
Both the KW and DW models can be written in the form of a volume conservation law, the 
main difference being the slope that governs the water discharge. For that reason, in this work, 
the two models KW and DW have been considered together with a third option written from 
their combination, the Extended Kinematic Wave model (EKW). They can all be solved by 
using a conservative explicit upwind finite volume scheme. 
The KW model is retained as a reference since it enables the analysis of the numerical 
stability conditions for the application of this scheme and offers the possibility to evaluate an 
exact stability condition. From this point, the stability limits of the numerical scheme when 
applied to the DW equation model can be explored.   
Additionally, the surface flow models are combined with simple laws to simulate the 
evapotranspiration, the infiltration and the exchanges between sub-superficial and 
groundwater flows and the bed. The model is completed by a 2D subsurface and groundwater 
flow based on a Darcy approximation. Although more complex laws could be used to 
simulate these processes (Morita and Yen, 2002), the lack of information available in real 
basins makes that effort not efficient. A centered explicit scheme has been used to discretize 
the groundwater and non-saturated flows. The global model time step size is controlled by the 
most restrictive stability condition. In our experience, this is imposed by the overland flow 
submodel. 
The proposed model is also able to simulate sediment transport phenomena by using a 
2D extension of the Hillslope Erosion Model (HEM) (Lane et al., 1995; Prosser and Rustomji, 
2000; Shyrley and Lane, 1978; Harmon and Doe III, 2001; Wigmosta et al., 2009). 
 
The mathematical models 
 
Real basins water content has been usually divided in three main zones: Surface water, 
unsaturated zone water and groundwater (ASCE, 1996; Mays, 2001; Brustraert, 2005). Figure 
1 shows a schematic view by means of the vertical distribution where the water storage in 
each zone has been represented by a water depth. In the case of the surface zone, h represents 
the water depth. In the case of the non-saturated and groundwater zones, hns and hsat are a 
representation of the water content being hsat associated with the water table level and hns the 
water depth equivalent to the water content in the partially saturated zone. The notation hsat, 
hns stands for water pressure head as used in Darcy’s law. However, it also represents water 
column length in unconfined conditions Heppner et al. (2006) have reported a comprehensive 
physics-based hydrologic-response model with solid transport that is comparable to the model 
presented here in the hydrologic response part. The model presented by Heppner et al. (2006) 
includes also a component dealing with the individual response of different bed material 
species to the erosion agents.  
 
Figure 1: Schematic representation of the model levels. 
 
Evapotranspiration, Infiltration and Percolation 
 
In this work the evapotranspiration (ASCE, 1996) is considered as a water loss effect 
modelled via Hargreaves method ET0 = 0.0135 (tmid + 17,78) Rs, where ET0 is the daily 
potential evapotranspiration in mm/day, tmid is the daily average temperature in °C and Rs is 
the solar incident radiation, converted into mm/day (Hargreaves and Samani, 1985; Samani, 
2000). The incident solar radiation, Rs, is evaluated from the extraterrestrial solar radiation 
(Samani, 2000). The real basin evapotranspiration capacity is calculated by application of the 
correction factor proposed by Michel (1989). This water loss is based on water availability. 
The events considered are all driven by precipitation and the model calculates the effective 
rain that arrives onto the soil Pe(x,y,t) by subtracting from the total precipitation P(x,y,t) the 
water lost by evapotranspiration. 
The Green-Ampt and the Horton formulae (Chow et al., 1994; ASCE, 1996) have been 
used to simulate the infiltration process. The basic assumption of the Green-Ampt equation is 
that the saturated hydraulic conductivity kS0 remains constant. The second assumption is that, 
when the model is applied to rainfall-runoff events where the surface water depth can be 
considered small, the influence of depth of pounding at the surface can be neglected. 
Under those assumptions, applying Darcy’s law between the soil surface and the 
humid front the Green-Ampt rate equation is (Chow et al., 1994; ASCE, 1996): 
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where kS0 is the hydraulic saturated conductivity of the soil, M is the initial moisture deficit in 
the soil calculated as the difference between the soil humidity state and the soil maximum 
potential humidity and F is the accumulated infiltration depth.  is the effective suction at the 
wetting front (in m). Equation (2.1) is an extension of the classical Green-Ampt formula 
where the maximum infiltration rate imax is a limit, dependent on the soil characteristics, 
proposed to provide a reasonable estimation in nearly dry conditions.  
 Horton formula (Gupta, 2008; Bedient et al., 2008) estimates the infiltration rate as a 
function of time with three parameters: 
 
 i = ic + (i0 - ic)·e-k·     (2.2) 
 
where i0 is the initial infiltration rate,  is the opportunity time or the time that the cell has 
been wet, ic is the constant infiltration rate achieved at large opportunity times and k is a 
decay constant. 
 From the infiltrated water a part percolates to deeper zones (Chow et al., 1994). In our 
model, the amount of percolated water every time step t is evaluated as:  
 
p = min ( F, tCp )     (2.3) 
 
where p is the percolated water depth and Cp is the maximum soil percolation. Cp is a 
parameter that includes both the primary and the secondary permeability (microporosity and 
macroporosity effects) (Chow et al., 1994). 
More complex forms of coupling the overland and subsurface flows have been used by 
other authors (Morita and Yen, 2002). However, the lack of information about initial and 
boundary conditions about the groundwater suggest that an approximate solution like the one 
presented here may be appropriate.   
 
Surface flow 
 
 Three models are proposed to simulate the surface water movement in this work: the 
Diffusive wave model (DW), the Kinematic wave model (KW) and the Extended Kinematic 
wave model (EKW).  
It is well known that there are restrictions in the applicability of the KW model to real 
problems due to the fact that discharges are governed by the bed slopes. When there is not bed 
slope or when the bed slope is locally adverse, the model is unable to simulate correctly the 
problem. To extend the application range of the KW model a new formulation is proposed. 
Defining  yx SS ,S  as: 
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Both models (KW and DW) can be represented in a single form according to the value 
of the factor m (0  m  1).: 
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when m=0 the KW model is recovered, when m=1 the DW model is recovered. The EKW is 
based on a local definition of the value of m at the computational grid edges where the KW 
approximation fails is proposed. 
 
The sediment transport model 
 
The Hillslope Erosion Model (HEM) (Shyrley and Lane, 1978; Lane et al., 1995; 
Prosser and Rustomji, 2000; Harmon and Doe III, 2001; Wigmosta et al., 2009) is a simple, 
robust model that was developed to estimate erosion and sediment yield at the hillslope scale. 
This model is a combination of the KW equations for overland flow and the sediment 
continuity equation. The model was developed specifically for hillslopes and was tested, 
evaluated and parameterized primarily for rangeland applications. Although the HEM may be 
less powerful than other more complex ones (Heppner et al., 2006), it is based on relatively 
few parameters related to the steepness, soil erodibility and vegetative canopy cover. 
In our model, HEM is extended to 2D flows and incorporated to the three overland 
flow models described. The model is assumed governed by the sediment continuity equation 
for overland flow: 
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where c is total sediment concentration in kg/m3, Ei is interrill erosion rate per unit area in 
kg·s-1·m-2, and Er is net rill erosion or deposition rate per unit area in kg·s-1·m-2. Kr is the rill 
erosion coefficient in m-1, Ki is the interrill erosion coefficient in kg/m3, B is a transport-
capacity coefficient in kg·s-1·m-8/3, n is the Manning roughness coefficient and q is the 
modulus of the unit discharge    2222 hvhuqqq yx  . The discharge is a function 
governed by the slope corresponding to the selected overland flow model (KW or DW). 
Field data are used to calibrate the model parameters B, Kr and Ki and to relate them to 
the soil properties, slope length and steepness, vegetative canopy cover and ground surface 
cover (Russell et al., 2001). A regression analysis of the data published by Russell et al. 
(2001) yielded an internal relationship between B and the slope 20200 yx SSS   as: 
 
 053.01306.0088.0 0200  SSBB    (2.9) 
 
where B0 (in kg·s-1·m-8/3) depends on the soil properties, slope length and vegetation cover. 
 It must be noted that the tabulated (Lane et al., 1995; Russell et al., 2001) values of the 
parameters (Kr, B, Ki) are adjusted for the KW surface flow model (m=0). 
 As the erosion and deposition processes Ei and Er that produce the contribution to the 
solid mass conservation equation take place mainly in rills and formations that are not usually 
defined in the calculation meshes used in the model, the net change in the topography caused 
by erosion and deposition will not affect seriously the calculation mesh (Lane et al., 1995). 
Therefore, no morphological changes are considered in this model. 
 
Groundwater and unsaturated zone flows: The Darcy law 
  
Darcy’s law (Chow et al., 1994) relates the velocity of water in saturated soils vsat with 
the hydraulic potential gradient. Then, with reference to figure 1, if kS0 is the saturated 
hydraulic conductivity, the flow velocity in the saturated zone can be expressed as: 
 
 sathSsat hzk  0v                (2.10) 
 
This law can also be applied to unsaturated cases by using a non-saturated hydraulic 
conductivity that is highly dependent on the soil water content.  
 
 eSns hzk v                   (2.11) 
 
z being the vertical position and he the soil matric head (Brustraert, 2005). If an exponential 
distribution of the humidity in the soil is assumed, the effective hydraulic conductivity can be 
expressed as (Beven and Wood, 1983; Brustraert, 2005): 
 
   fzSS ekzk  0 ,   zh + hsat < z < zb               (2.12) 
 
where f is a constant characteristic of the soil (m-1). In the present model, an effective kS value 
is calculated as: 
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where N is a number of divisions of the unsaturated zone (figure 2). 
 Assuming a thin unsaturated layer, the application of the Darcy law for the horizontal 
movement in this zone can be considered governed by the bed slope (Beven, 1986). 
 
bSns zk v                    (2.14) 
 
Figure 2: Schematic representation of the effective non saturated hydraulic conductivity 
calculation (N=11). Left: Continuum and discrete water exponential distribution. Right: 
Effective unsaturated hydraulic conductivity. 
 
Darcy law is combined with the 2D depth averaged continuity equation: 
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Discretization of the equations 
 
A finite volume method has been chosen to solve the governing equations. The 
physical domain is discretized in rectangular cells for the easier connection with GIS based 
applications.   
In each time step t, the water depth in each zone changes due to all of the above 
described processes. In our model, the influence of rainfall, infiltration and percolation are 
considered first before the 2D surface, subsurface and groundwater flows are evaluated. 
Figure 3 shows a flow chart of the model. 
 
Figure 3: Flow chart for the computational model. 
 
Precipitation, infiltration and percolation discretization 
 
The connection between the different zones (surface flow, unsaturated zone and 
saturated zone) in the model is driven through the definition of interchange laws describing 
infiltration/exfiltration and percolation processes. The effect of the effective precipitation 
Pe(x,y,t) and the infiltration i(x,y,t) in the model are implemented as source terms in the 
equation of overland flow (C.1). The non-aturated flow equation (2.16) is affected by 
infiltration and percolation rate p(x,y,t) and the groundwater flow is affected by percolation 
processes. Sediment transport is also affected by precipitation effects. All these terms 
represent contributions (positive or negative) to the water content and sediment concentration 
of a cell i,,j and are modelled in an explicit way as: 
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where the superindex 0 indicates the variable evaluated at time t and n the variable evaluated 
after the vertical contributions during one time step.  
Equations (3.1) to (3.4) govern the interaction between levels in a decoupled way.  
When the water table reaches the soil bed elevation at any cell, all the in-going 
groundwater and subsurface water in that cell are immediately transmitted to the surface level. 
In addition, the non-saturated level disappears in that cell and all the terrain depth becomes 
saturated hsat = zb - zh . 
 
Surface flow 
 The overland equation of the EKW model for the homogeneous case is: 
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Taking into account that there is a marked advection character in the EKW and DW 
models, a first order in space and time explicit upwind scheme has been chosen for the 
discretization as it has been demonstrated that this scheme is TVD (monotone and non-
oscillatory) (Burguete and García Navarro, 2001). Explicit models present advantages when 
compared with implicit models in many gradually varying problems (Wasantha Lal, 1998, 
appendix A).  
The upwind scheme is based on approximating the spatial derivatives using the 
direction and sign of the advection velocity. According to this idea, the flux difference is split 
in in-going and out-going parts at each cell edge. Only the in-going contributions are 
necessary to update a cell value variable. Denoting the edges of cell (i,j) as (i+1/2,j), (i-
1/2,j),(i,j+1/2) and (i,j-1/2) the discretization of (3.5) leads to the following scheme for the 
calculation of the new water depth at time t+t: 
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with x,y the length of the edges and 
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where additional discharges are defined at the cell edges for conservation purposes (Fig.4): 
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is the advection velocity defined as: 
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Equation (3.9) is exact in the particular case of the KW model. 
The slopes are evaluated at cell edges as: 
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Figure 4. Splitting of the unit discharge in two components in cell (i,j). 
 
 When m = 0 equations (3.6) to (3.10) represent a discretization of the KW model. 
When m = 1, equations (3.6) to (3.10) represent a discretization of the DW model and, and for 
the EKW model, the value of m is proposed to be:  
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where sub-index k indicates slope evaluation at a grid edge.  
 The Courant-Friedrich-Lewy (CFL) condition is standard for the stability control of 
explicit schemes. When applied to (3.6), in cases where  hqq  , the CFL condition leads to 
the following limit on the time step (Murillo et al., 2006):  
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with CFL  1. For stable solutions, t =min{ti,j}. As  nh ,,Sqq   in general, (3.12) is not 
enough to guarantee the numerical stability of the solution. The new condition proposed here 
is: 
 
   



 




 






 212121212 /j,i
*
y/j,i
*
yj,/i
*
xj,/i
*
x
j,i
,,,max
xCFLt

  (3.13) 
  where 
        
        
      fjiji
ji
xx
x
jix
fjiji
jiji
n
ji
r
x
n
ji
r
xji
n
x
jix
jiji
n
ji
l
x
n
ji
l
xji
n
x
jix
hhif
xS
hm
xS
hm
n
Sh
hhif
hh
qqsign
hh
qqsign




































,,1
,2/1
1
2
2
2
3/2
,2/1
*
,,1
,,1
,,1,2/1
,2/1
*
,,1
,,1,2/1
,2/1
*
;
43
5
49
25
;
2
1
2
1
SS
S
λ
λ
λ
        
        
      fjiji
ji
yy
y
jiy
fjiji
jiji
n
ji
b
y
n
ji
b
yji
n
y
jiy
jiji
n
ji
t
y
n
ji
t
yji
n
y
jiy
hhif
yS
hm
yS
hm
n
Sh
hhif
hh
qqsign
hh
qqsign






































,1,
2/1,
1
2
2
2
3/2
2/1,
*
,1,
,1,
,1,2/1,
2/1,
*
,1,
,1,2/1,
2/1,
*
;
43
5
49
25
;
2
1
2
1
SS
S
λ
λ
λ
 
(3.14)  
where f is a tolerance parameter to avoid division by zero. 
 
Entropy correction 
 
Lax (1973) introduced the concept of entropy correction as a condition that the 
numerical schemes must satisfy for the solution to be physically acceptable near sonic points 
in the context of gas dynamics. In the case of the upwind scheme applied to EKW or DW 
models that effect takes place in the cells where the slope changes from negative to positive 
(in the local maxima). For instance, when 00 ,2/1,2/1   jixjix andλ   there is no information 
entering cell i,j in direction x. Thus, the value of the variable hi,j does not vary by effect of the 
fluxes propagating in that direction. It is analogous in direction y (figure 5). 
Figure 5. Local maximum at cell (i,j), lack of information schematic representation. 
 
 In analogy to what is done in the case of the complete Saint Venant models 
(Burguete and García Navarro, 2001) an entropy correction is introduced to solve this effect 
as follows: 
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where 
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Boundary conditions 
 
Total input and output discharges (Qi and Qo) are the sum of the contributions of all 
the involved boundary edges: 
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   (3.17) 
 
where NIC, NOC are the number of input or output cells in the mesh, NIE, NOE are the 
number of input or output edges of boundary cell m. The use of (3.17) is performed using 
m
r
xmk qQ  for a right boundary edge, mlxmk qQ   for a left boundary edge, mbymk qQ   for a 
bottom boundary edge or 
m
t
ymy
qQ   for a top boundary edge (see 3.8). 
In the case of closed contours (solid walls)  kxq  and  kyq  must be defined. 
Depending on whether the closed contour is at the left, right, top or bottom side of the cell, 
the correct definitions would be   jirxx qq , j1/2,i  ,   jilxx qq , j1/2,-i ,   jibuy qq , 1/2ji,  
or   jituy qq , 1/2-ji,  respectively. 
All imposed boundary condition must be formulated in terms of the conserved variable 
h(t) and the relation between water depth and discharge is provided by (C.10). 
 
    
Sediment transport 
 
The sediment transport equation is discretized as the overland flow except for the 
source term Er that is approximated in a centred way,  
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where Sij is the modulus of the slope vector evaluated at the cell centre in the way: 
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The stability condition for the sediment transport equation is: 
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with CFL≤1 where the definition of the approximate advection velocities is as in (3.14) 
changing h by (ch) and q by (cq).  
 
 Boundary conditions in the case of the sediment transport model are imposed 
analogously to what was done before. In this case the conserved variable is (ch) and the total 
discharges and unit discharges are (cQ) and (cq). 
 
Groundwater and unsaturated zones 
 
 Due to the different character of the equations, central differences have been used for 
the sub-surface model. For the saturated zone: 
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For the unsaturated level: 
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In both cases the appropriate time step to avoid instabilities is: 
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being hs=hsat and k=kS0 for the groundwater flow and hs=hns and k=kS for the unsaturated 
flow. In the case of subsurface flows the restriction over time step is imposed by (3.23) but, 
due to the small values of hydraulic conductivity, is not usually the most restrictive. So the 
water surface stability condition is usually dominant. 
 
Boundary conditions 
 
In closed contour condition the edge hydraulic slope (first derivative) is set to zero at 
the corresponding edge. Otherwise the second derivative is set to zero at the edge in the same 
cell. As in the case of the surface flow, all boundary conditions must be formulated in terms 
of the conserved variables hsat(t) and hns(t). 
 
Mass error 
 
As the proposed scheme is conservative, the total water volume in the domain at every 
time step Vn+1 (  
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introduced or subtracted through the boundaries. However, as it is a computational model, 
truncation may introduce some errors. Then, to prove the mass conservation property, the 
absolute percentage mass error is calculated as: 
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The same can be done with the solid mass: 
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where: 
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Conclusions 
 
A 2D distributed numerical model has been proposed for the simulation of rainfall-
runoff events. The motivation behind this development is the best compromise between 
physical basis and computational efficiency. For the overland flow component, a new general 
formulation that includes both the KW and the DW models has been presented. The new 
formulation is also able to represent the Extended Kinematic Wave (EKW) model developed 
to enable the application of the KW in processes with local minima or zero bed slope zones. 
The three overland flow models can be supplied with a 2D extension of the Hillslope Erosion 
Model (HEM) to simulate sediment transport phenomena. The overland flow model is 
completed with simple but physically based laws to simulate the evapotranspiration, the 
infiltration, the sub-superficial and groundwater flows and the exchanges between sub-
superficial and groundwater flows and the bed and the ground. Although more complex laws 
could be used to simulate these processes, the lack of information available in real basins 
makes that effort not efficient. 
Our model pays special attention to the physical meaning of the overland flow model, 
written in the form of a conservation law, and using an appropriate discretization scheme. 
Therefore, our work is devoted to get a deep understanding of the mass conservation and 
numerical stability constraints. The surface flow and the sediment transport discretization 
have been done via a first order upwind explicit method with entropy correction to ensure 
mass (volume) conservation in the regions with local maxima in the bed/surface slopes 
driving the flow. The upwind scheme is based on approximating the spatial derivatives using 
the direction and sign of the advection velocity. According to this idea, the flux difference is 
split between in-going and out-going parts at each cell edge. The explicit time integration has 
proved to be the best option as the implicit version is less accurate and inefficient (appendix 
A).  
The classical Fourier stability analysis of the explicit upwind method applied to the 
overland flow EKW equation has been presented. It shows that, when the model reduces to 
the KW formulation, an exact stability condition can be found (CFL condition). The DW and 
EKW models are more restrictive and the CFL condition is not enough to guarantee these 
methods’ stability. The analysis of the stability limit shows that, in general, the model will be 
more efficient for coarser meshes. This happens not only for the traditional reason that less 
grid cells lead to less computational cost, but also because the discrete surface slope 
approaches the bed slope, hence convection gets a predominant role in the discrete 
representation. A dynamically variable time step has been set to guarantee stability of the 
complete hydrologic-hydraulic model as the transient flow develops. This time step requires 
the definition of a tolerance factor f. 
Finally, it may be concluded that, despite their theoretical simplicity, the DW and 
EKW models present important shortcomings for their practical application in two-
dimensional overland flow simulation. 
The validation of the model and the application to realistic cases is presented in a 
companion paper. 
 
Appendix A 
Implicit model based on the Thomas algorithm 
 
For simplicity, the homogeneous equation of the 1D DW model is considered.  
 
       0,, 




x
xhhxv
t
h
x
hxq
t
h  where  
 
n
x
hzh
n
Sh
v d 


3/2
3/2
  (A.1) 
 
Then, the implicit discretization leads to: 
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where the + and – signs are defined as in (3.7) and where 0<  
  nnn qqq     11 , being: 
 
n
i
n
i
n
i
n
i
n
i vhhvq 2/12/12/12/12/1     and ** 2/12/11 2/12/11 2/1   ninininini vhhvq    (A.3) 
 
There are several ways of calculating   **2/1  niv . On the one hand,   0**2/1  niv  can 
be assumed. On the other hand, assuming    nini vv   2/1**2/1  at a first stage, an iterative 
method can be used, using the new value of the conserved variable to make a better 
estimation of    nini vv   2/1**2/1 .  
 
It can be proved that, in case of using =1, the stability is guaranteed for every time 
step. Using =1: 
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To apply the Thomas algorithm we assume: 
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where  and  are two coefficients. Replacing (A.6) in (A.5): 
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Then, knowing the values of the coefficients  and  at the output boundary their values 
at the whole domain can be calculated and knowing 0h , ih  can be computed at the whole 
domain through A.6. 
We define the CFL number as: 
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Although the model is stable for any value of the CFL number and appropriate to 
simulate phenomena near steady state with great time steps, it is not accurate to simulate 
transient phenomena when using CFL >1.  
To illustrate this behaviour, the case of the advance of a wave over an initially dry steep 
plane is presented. The plane is 100m long, 10m wide and the slope is 1%. The Manning 
roughness coefficient is 0.05s/m1/3. The upstream boundary condition was set at Q(t)= 
6.3m3/s calculated with the formula (3.14) using Sx= S0x. Downstream boundary conditions 
0N  and 1N  were imposed and   0**2/1  niv  is assumed. Figure 6 shows the 
advance profile at t=50s when the KW model is used (m=0) and different CFL numbers are 
imposed. 
 
 
Figure 6. Wave advance profile at t=50s using different CFL numbers.  
 
Figure 6 shows that, as the CFL increases, the simulated solution differs more from the 
exact solution. Then, the implicit scheme is not reliable to simulate transient flows with sharp 
advance profiles. These kinds of limitations are common to other implicit schemes used by 
other authors (Wasantha Lal, 1998; VanderKwaak, 1999; Luo, 2007). The extension of the 
implicit scheme to 2D flows taking into account the entropy correction on rectangular grids is 
straightforward. 
 
Appendix B 
Explicit upwind scheme for surface flow stability analysis 
 
The explicit EKW model stability analysis is carried out via a classical Fourier 
analysis. For simplicity, a pure 1D phenomenon is studied. A small sinusoidal perturbation is 
introduced over a non-perturbed state in the way h=h0+h1eikx: 
As a first approximation, the bed slope is assumed to be uniform and the free surface 
slope to be positive. In these conditions equation (3.6) is reduced to: 
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A Taylor expansion up to first order in h1 leads to: 
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Inserting (B.3) in (B.1): 
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 The stability of this equation comes from the no amplification condition: 
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At the discrete level the shortest sinusoidal wave is that with wavelength = 4x, or 
 2/,0 xk . Thus, the most restrictive condition imposed by equation (B.5) corresponds to 
k=/2: 
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This can be split in two factors: 
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The first factor in (B.5) is the KW stability limit governed by the kinematic wave 
advection velocity (3.9) and is here referred to as the CFL condition. 
Under the present assumptions, the condition proposed in (3.13) for 1 ii hh  
coincides with (B.6). For that reason, (B.6) can be said to provide the alternative expression 
for the discrete time step condition (3.13) when 1 ii hh .  
Equation (B.6) also shows that, for given (h0, S0, n) values, when   14/ 00 xSh , 
the DW (m=1) stability condition is more restrictive. This was expected due to the diffusive 
character of the original DW equation. In the limit of   14 00 xS/h   the stability limit is 
proportional to x2 and to 0S leading to extremely small time steps in cases of nearly 
horizontal bed with initial water depth. 
It is important to remark that, when using the DW model, the greater x the smaller is 
the difference between the DW and the KW allowable time steps.  
As indicated earlier, for real applications,   jix ,2/1*λ  and   2/1,* jiyλ  in equation 
(3.14) take a value depending on the comparison of a tolerance factor f. Simulation tests 
show that, in the case of using the KW model, the value of f does not affect the simulation 
results. In the case of using the DW model, oscillations may appear in the solution of the 
variable h depending on the mesh cell size. A study of the appearance of these oscillations as 
a function of the parameter  xShA  00 /  was done concluding that, for A>1 oscillations of 
the order f appeared on the solution of h. This parameter is related to the kinematic flow 
number (Ponce, 1991) indicating that, when the hyperbolic (kinematic) character of the 
equation is dominant the numerical method is non-oscillatory. On the other hand, when the 
diffusive part of the equation (Moussa and Boquillon, 2001) is dominant, oscillations of the 
order of f may appear in the profile solution. An appropriate definition of the parameter f 
can be used to make the oscillations negligible when compared to the values of the conserved 
variable. However, the presence of these oscillations may affect the variable time step making 
it oscillate and decreasing the model efficiency in terms of computational cost. 
 
Appendix C 
Diffusive-wave and Kinematic-wave model descpription 
 
The diffusive--wave model (DW) 
  
The DW model, otherwise called Non-inertia wave model (Yen and Tsai, 2001), 
neglects all the acceleration terms in the shallow water momentum equations (Vreugdenhil, 
1994) which reduces the system of equations to: 
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h being the surface water depth, u, v the depth averaged velocity components in the x and y 
directions respectively, g the gravity acceleration, Pe the effective precipitation rate and i the 
infiltration rate. S0x and S0y are the bed slopes in the coordinate directions, 
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zb being the terrain topography elevation (see fig. 1). 
The energy slopes Sfx and Sfy have been defined by the 2D Manning formula 
(Vreugdenhil, 1994): 
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with n the Manning roughness coefficient. The water surface slopes are: 
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so that equations (C.2) and (C.3) can be written as: 
 
Sdx = Sfx ,   Sdy = Sfy     (C.7) 
 
and from (C.5) and (C.7):   
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where  dydxd SS ,S . From (C.1) and (C.8), the DW model is formulated as a single 
differential equation in conservation form as follows: 
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The kinematic-wave model (KW) 
 
The KW model goes further and neglects all terms except the source terms in the 
momentum equations that forces the equality between the friction and the gravitational source 
terms. The definition of the bed energy slope lines as in (C.5) leads to:  
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where  yx SS 000 ,S . From (C.10) and the mass conservation equation (C.1), the KW model 
is formulated as a single conservation law differential equation as follows: 
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