Figures S1-S5 show additional classification results in which the ranking strategy, the predictor, and cross-validation scheme, respectively, have been altered compared to the setup corresponding to Figure 5 of the main text. In Figure S1 the ranking strategy was altered from a ranking by moderated-t statistics to a ranking by signal-to-noise-ratio statistics (SNR). For a definition of SNR see [1] . Figure S2 presents the results when replacing the nearest centroid (NC) predictor, a linear classifier, by the random forest (RF) predictor [2], which is a highly non-linear predictor. The RF predictors were fit using the R package randomForests, with parameters ntree = 1000, mty = √ 200, nodesize = 1. As training is computationally demanding for this predictor a fixed signature size of 200 was used. Finally, the strata and sampsize parameters were set such that each tree was built using an equal number of positive and negative training samples in order to prevent an overfit towards the majority class. Figures S3-S5 present the results when the K out = 10-fold cross-validation strategy was changed to 3-fold cross-validation, 5-fold cross-validation, and leave-one-out cross-validation (LOOCV), respectively. Note that LOOCV is not a special case of our protocol as the protocol is based on stratified cross-validation, in which for each stratum one or more samples are left out and not one from the entire dataset, as is the case in LOOCV. In the LOOCV experiments each sample f is, therefore, left out individually, with V f = {f } and T f = D − {f }. The set T 
. NC with signal-to-noise-ratio based ranking. Figure S5 . Leave-one-out cross-validation NC. Performance overview of overall performance corresponding to the 15 distinct partitioning schemes w.r.t. the elementary subtype set Se = {La, L b , H, B}, that represents the subtypes lumA, lumB, Her2 and basal, respectively. The left panel corresponds to experiments involving the balanced compendia B, while the right panel corresponds to experiments involving the full unbalanced compendium D. In each panel the top numbers {1, 2, 3, 4} indicate the number of different parts in each of the partitions, while the bottom line identifies the precise makeup of the various partitions e.g. the notation B|H|La.Lb indicates a partition into three parts, involving separate basal and Her2 groups, while having a combined luminal group. In each panel the coarsest partition is situated at the outer left, which corresponds to the baseline predictor, that is, a single predictor that targets all samples. The most refined partition is situated at the outer right, which uses a separate predictor for each elementary subtype. A horizontal dotted line indicates the performance of the baseline predictors. Vertical dotted lines are used to group the partitions by their number of parts, as indicated by the top numbers. Results represent averages over 100 repeats. Rows represent seven frequently used performance indicators: area under curve (auc), balanced accuracy (bar), sensitivity (sen), specificity (spc), accuracy (acc), positive predictive value (ppv) and negative predictive value (npv). Performance for typed predictors is indicated with a dot, performance for untyped predictors with a cross.
