In this article, we prove, using the Mizar [2] formalism, a number of properties that correspond to the AIM Conjecture. In the first section, we define division operations on loops, inner mappings T , L and R, commutators and associators and basic attributes of interest. We also consider subloops and homomorphisms. Particular subloops are the nucleus and center of a loop and kernels of homomorphisms. Then in Section 2, we define a set Mlt Q of multiplicative mappings of Q and cosets (mostly following Albert 1943 for cosets [1] ). Next, in Section 3 we define the notion of a normal subloop and construct quotients by normal subloops. In the last section we define the set InnAut of inner mappings of Q, define the notion of an AIM loop and relate this to the conditions on T , L, and R defined by satisfies TT, etc. We prove in Theorem (67) that the nucleus of an AIM loop is normal and finally in Theorem (68) that the AIM Conjecture follows from knowing every AIM loop satisfies aa1, aa2, aa3, Ka, aK1, aK2 and aK3.
Loops -Introduction
From now on Q, Q 1 , Q 2 denote multiplicative loops and x, y, z, w, u, v denote elements of Q. Let X be a 1-sorted structure.
A permutation of X is a permutation of the carrier of X. Let Y be a 1-sorted structure. The functor Y X yielding a set is defined by the term (Def. 1) (the carrier of Y ) α , where α is the carrier of X.
Let X, Y be 1-sorted structures. Let us observe that Y X is functional. Let Q be an invertible, left mult-cancelable, non empty multiplicative loop structure and x, y be elements of Q. The functor x \ y yielding an element of Q is defined by (Def. 2) x · it = y.
Let Q be an invertible, right mult-cancelable, non empty multiplicative loop structure. The functor x/y yielding an element of Q is defined by (Def. 3) it · y = x.
Let us consider Q, x, and y. Note that x \ (x · y) reduces to y and x · (x \ y) reduces to y and x · y/y reduces to x and (x/y) · y reduces to x.
Let Q be an invertible, left mult-cancelable, non empty multiplicative loop structure and u, x be elements of Q. The functor T(u, x) yielding an element of Q is defined by the term (Def. 4) x \ (u · x).
Let u, x, y be elements of Q. The functor L(u, x, y) yielding an element of Q is defined by the term (Def. 5) y · x \ (y · (x · u)).
Let Q be an invertible, right mult-cancelable, non empty multiplicative loop structure. The functor R(u, x, y) yielding an element of Q is defined by the term (Def. 6) u · x · y/(x · y).
Let us consider Q. We say that Q satisfies TT if and only if (Def. 7) for every elements u, x, y of Q, T(T(u, x), y) = T(T(u, y), x).
We say that Q satisfies TL if and only if (Def. 8) for every elements u, x, y, z of Q, T(L(u, x, y), z) = L(T(u, z), x, y).
We say that Q satisfies TR if and only if (Def. 9) for every elements u, x, y, z of Q, T(R(u, x, y), z) = R(T(u, z), x, y).
We say that Q satisfies LR if and only if (Def. 10) for every elements u, x, y, z, w of Q, L(R(u, x, y), z, w) = R(L(u, z, w), x, y).
We say that Q satisfies LL if and only if (Def. 11) for every elements u, x, y, z, w of Q, L(L(u, x, y), z, w) = L(L(u, z, w), x, y). We say that Q satisfies aK3 if and only if (Def. 21) for every elements x, y, z, u of Q, a(x, y, K(z, u)) = 1 Q .
Let us observe that there exists a multiplicative loop which is strict and satisfies TT, TL, TR, LR, LL, RR, aa1, aa2, aa3, Ka, aK1, aK2, and aK3. Now we state the propositions: (1) If x · y = u and x · z = u, then y = z.
(2) If y · x = u and z · x = u, then y = z.
Let us consider Q and x. Let us observe that 1 Q \ x reduces to x and x/(1 Q ) reduces to x. Let us consider y. Observe that y/(x \ y) reduces to x and (y/x) \ y reduces to x. Now we state the propositions:
(11) If a(x, y, z) = 1 Q , then L(z, y, x) = z. The theorem is a consequence of (9). Let us consider Q. The functors: Nucl l (Q), Nucl m (Q), Nucl r (Q), and Comm(Q) yielding subsets of Q are defined by conditions (Def. 22) x ∈ Nucl l (Q) iff for every y and z, (
respectively. The functor Nucl(Q) yielding a subset of Q is defined by the term (Def. 26) (Nucl l (Q) ∩ Nucl m (Q)) ∩ Nucl r (Q). Now we state the proposition: (12) x ∈ Nucl(Q) if and only if x ∈ Nucl l (Q) and x ∈ Nucl m (Q) and x ∈ Nucl r (Q). Let us consider Q. The functor Cent(Q) yielding a subset of Q is defined by the term (Def. 27) Comm(Q) ∩ Nucl(Q).
Let Q 1 , Q 2 be multiplicative loops and f be a function from Q 1 into Q 2 . We say that f is unity-preserving if and only if (Def. 28) f (1 Q 1 ) = 1 Q 2 .
We say that f is quasi-homomorphic if and only if (Def. 29) for every elements x, y of
We say that f is homomorphic if and only if (Def. 30) f is unity-preserving and quasi-homomorphic.
Observe that every function from Q 1 into Q 2 which is unity-preserving and quasi-homomorphic is also homomorphic and every function from Q 1 into Q 2 which is homomorphic is also unity-preserving and quasi-homomorphic and Ω Q 1 −→ 1 Q 2 is homomorphic as a function from Q 1 into Q 2 and there exists a function from Q 1 into Q 2 which is homomorphic.
Let us consider Q and Q 2 . Let f be a homomorphic function from Q into Q 2 . The functor Ker f yielding a subset of Q is defined by
Let us consider a homomorphic function f from Q 1 into Q 2 and elements x, y of Q 1 . Now we state the propositions:
(15) Let us consider a homomorphic function f from Q 1 into Q 2 . Suppose for every element y of Q 2 , there exists an element x of Q 1 such that f (x) = y and for every elements x, y, z of Q 1 , a(x, y, z) ∈ Ker f . Then Q 2 is associative. The theorem is a consequence of (13) and (9).
(16) Let us consider multiplicative loop Q 1 satisfying aa1, aa2, aa3, aK1, aK2, and aK3, a multiplicative loop Q 2 , and a homomorphic function f from Q 1 into Q 2 . Suppose for every element y of Q 2 , there exists an element x of Q 1 such that f (x) = y and Nucl(Q 1 ) ⊆ Ker f . Then Q 2 is a commutative multiplicative group. The theorem is a consequence of (9), (12), (13), (10), and (15).
(17) Let us consider multiplicative loop Q 1 satisfying aa1, aa2, aa3, and Ka, a multiplicative loop Q 2 , and a homomorphic function f from
The theorem is a consequence of (10), (9), (12), and (15).
Let Q be a non empty multiplicative loop structure. A sub-loop structure of Q is a non empty multiplicative loop structure defined by (Def. 32) the carrier of it ⊆ the carrier of Q and the multiplication of it = (the multiplication of Q) (the carrier of it) and the one of it = the one of Q.
Let Q be a multiplicative loop. Let us note that there exists a sub-loop structure of Q which is well unital, invertible, cancelable, non empty, and strict.
A sub-loop of Q is a well unital, invertible, cancelable sub-loop structure of Q. Let Q be a non empty multiplicative loop structure, H be a sub-loop structure of Q, and A be a subset of H. The functor @ A yielding a subset of Q is defined by the term Then Ω lp(Ker f ) = Ker f . The theorem is a consequence of (13), (14), and (18).
The theorem is a consequence of (20), (21), (12), and (22). Let us consider Q. Note that Nucl l (Q) is non empty and Nucl m (Q) is non empty and Nucl r (Q) is non empty and Nucl(Q) is non empty.
(24) If x, y ∈ Nucl(Q), then x · y ∈ Nucl(Q). The theorem is a consequence of (12).
The theorem is a consequence of (12) and (1).
The theorem is a consequence of (12) and (2). (27) Ω lp(Nucl(Q)) = Nucl(Q). The theorem is a consequence of (23), (24), (25), (26), and (18). (28) Ω lp(Cent(Q)) = Cent(Q). The theorem is a consequence of (23), (12), (24), (25), (26), and (18).
Multiplicative Mappings and Cosets
Let X be a functional set. We say that X is composition-closed if and only if (Def. 36) for every elements f , g of X such that f , g ∈ X holds f · g ∈ X.
We say that X is inverse-closed if and only if (Def. 37) for every element f of X such that f ∈ X holds f −1 ∈ X.
Let A be a set. One can verify that {id A } is composition-closed and inverseclosed and there exists a functional set which is composition-closed, inverseclosed, and non empty.
Let Q be a multiplicative loop structure. Let us note that there exists a subset of Q Q which is composition-closed, inverse-closed, and non empty.
Let Q be a non empty multiplicative loop structure, H be a subset of Q, and S be a subset of Q Q . We say that H is left-right-mult-closed w.r.t. S if and only if (Def. 38) for every element u of Q such that u ∈ H holds (curry(the multiplication of Q))(u), (curry (the multiplication of Q))(u) ∈ S.
The functor MltClos1(H, S) yielding a subset of Q Q is defined by (Def. 39) for every object f , f ∈ it iff there exists an element u of Q such that u ∈ H and f = (curry (the multiplication of Q))(u) or there exists an element u of Q such that u ∈ H and f = (curry(the multiplication of Q))(u) or there exist permutations g, h of Q such that g, h ∈ S and f = g · h or there exists a permutation g of Q such that g ∈ S and f = g −1 .
Now we state the propositions:
(29) Let us consider a subset H of Q, and a function ϕ
(30) Let us consider a subset H of Q, and a function ϕ
Then (31) Let us consider a subset H of Q, and a function ϕ from 2 Q Q into 2 Q Q . Suppose for every subset X of Q Q , ϕ(X) = MltClos1(H, X). Let us consider a subset Y of Q Q . Suppose for every subset S of Q Q such that
(32) Let us consider a subset H of Q, and a function ϕ from 2 Q Q into 2 Q Q . Suppose for every subset X of Q Q , ϕ(X) = MltClos1(H, X). Let us consider a subset Y of Q Q . Suppose Y is a fixpoint of ϕ and for every subset S of Q Q such that ϕ(S) ⊆ S holds Y ⊆ S. Then Y is composition-closed and inverse-closed. The theorem is a consequence of (31).
(33) (curry(the multiplication of Q))(u) is a permutation of Q.
Proof: Set f = (curry(the multiplication of Q))(u). Define G(element of Q) = u \ $ 1 . Consider g being a function from Q into Q such that for every element x of Q, g(x) = G(x). For every element x of Q, (g · f )(x) = (id Q )(x). For every element x of Q, (f · g)(x) = (id Q )(x). (34) (curry (the multiplication of Q))(u) is a permutation of the carrier of Q.
Proof Let us note that Cosets(N ) is non empty.
Normal Subloop
Let Q be a multiplicative loop structure and H 1 , H 2 be subsets of Q. Cent(Q) )) if and only if there exists z such that z ∈ Cent(Q) and y = x · z. Proof: If y ∈ x · (lp(Cent(Q))), then there exists z such that z ∈ Cent(Q) and y = x · z. Reconsider h = (curry (the multiplication of Q))(z) as a permutation of Q. There exists a permutation h of Q such that h ∈ Mlt(Cent(Q)) and h(x) = y. (56) x · (lp(Cent(Q))) = y · (lp(Cent(Q))) if and only if there exists z such that z ∈ Cent(Q) and y = x · z. Proof: If x · (lp(Cent(Q))) = y · (lp(Cent(Q))), then there exists z such that z ∈ Cent(Q) and y = x · z. If there exists z such that z ∈ Cent(Q) and y = x · z, then x · (lp(Cent(Q))) = y · (lp(Cent(Q))). (57) lp(Cent(Q)) is normal.
Proof: Set H = lp(Cent(Q)). For every x and y, x · H · (y · H) = (x · y) · H.
For every x and y, x·H ·(y·H) = (x·y)·H and for every z, if (x·H)·(y·H) =
AIM Conjecture
Let Q be a multiplicative loop. The functor InnAut(Q) yielding a subset of Q Q is defined by (Def. 51) for every object f , f ∈ it iff there exists a function g from Q into Q such that f = g and g ∈ Mlt(Ω Q ) and g(1 Q ) = 1 Q . Observe that InnAut(Q) is non empty, composition-closed, and inverseclosed. Now we state the proposition: Let Q be AIM multiplicative loop. Let us observe that lp(Nucl(Q)) is normal. Let Q be a multiplicative loop. One can check that lp(Cent(Q)) is normal. Now we state the proposition: (68) Main Theorem: The AIM Conjecture
The AIM Conjecture follows from knowing every AIM loop satisfies aa1, aa2, aa3, Ka, aK1, aK2 and aK3. This theorem justifies using first-order theorem provers to try to prove the AIM Conjecture: Suppose for every multiplicative loop Q such that Q satisfies TT, TL, TR, LR, LL, and RR holds Q satisfies aa1, aa2, aa3, Ka, aK1, aK2, and aK3. Let us consider AIM multiplicative loop Q. Then (i) Q / lp(Nucl(Q)) is a commutative multiplicative group, and (ii) Q / lp(Cent(Q)) is a multiplicative group.
The theorem is a consequence of (47), (27), (16), (28), and (17).
