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Abstract
This paper is concerned with a compositional approach for constructing infinite abstractions of interconnected discrete-time
stochastic control systems. The proposed approach uses the interconnection matrix and joint dissipativity-type properties
of subsystems and their abstractions described by new notions of so-called stochastic storage functions. The interconnected
abstraction framework is based on new notions of so-called stochastic simulation functions, constructed compositionally using
stochastic storage functions of components. Using stochastic simulation functions, one can quantify the distance between
original interconnected stochastic systems and interconnected abstractions in the probabilistic setting. Accordingly, one can
leverage the proposed results to perform analysis and synthesis over abstract interconnected systems, and then carry the
results back over concrete ones. In the first part of the paper, we derive dissipativity-type compositional reasoning for the
quantification of the distance in probability between the interconnection of stochastic control subsystems and that of their
abstractions. Moreover, we focus on a class of discrete-time nonlinear stochastic control systems with independent noises in
the abstract and concrete subsystems, and propose a computational scheme to construct abstractions together with their
corresponding stochastic storage functions. In the second part of the paper, we consider specifications expressed as syntactically
co-safe linear temporal logic formulae and show how a synthesized policy for the abstract system can be refined to a policy
for the original system while providing a guarantee on the probability of satisfaction. We demonstrate the effectiveness of the
proposed results by constructing an abstraction (totally 3 dimensions) of the interconnection of three discrete-time nonlinear
stochastic control subsystems (together 222 dimensions) in a compositional fashion such that the compositionality condition
does not require any constraint on the number or gains of the subsystems. We also employ the constructed abstraction as a
substitute to synthesize a controller enforcing a syntactically co-safe linear temporal logic specification.
Key words: Networks of stochastic control systems; Infinite abstractions; Compositionality; Dissipativity theory; Formal
synthesis; Co-safe linear temporal logic.
1 Introduction
Large-scale interconnected systems have received signif-
icant attentions in the last few years due to their pres-
ence in real life systems including power grids, traffic
networks, and so on. Each complex real-world system
can be regarded as an interconnected system composed
of several subsystems. Since these large-scale networks
of systems are inherently difficult to analyze and con-
trol, one can develop compositional schemes and employ
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the abstractions of the given networks as a replacement
in the controller design process. In other words, in or-
der to overcome the computational complexity in large-
scale interconnected systems, one can abstract the orig-
inal (concrete) system by a simpler one with potentially
a lower dimension. Those abstractions allow us to de-
sign controllers for them, and then refine the controllers
back to the ones for the concrete complex systems, while
provide us with the quantified errors in this controller
synthesis detour.
In the past few years, there have been several results on
the construction of (in)finite abstractions for stochas-
tic systems. Existing results for continuous-time sys-
tems include infinite approximation techniques for jump-
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diffusion systems (Julius & Pappas 2009), finite bisimilar
abstractions for incrementally stable stochastic switched
systems (Zamani et al. 2015) and randomly switched
stochastic systems (Zamani & Abate 2014), and finite
bisimilar abstractions for incrementally stable stochas-
tic control systems without discrete dynamics (Zamani
et al. 2014). Recently, compositional construction of in-
finite abstractions is discussed by Zamani et al. (2017)
using small-gain type conditions, and compositional fi-
nite bisimilar abstractions are proposed by Mallik et al.
(2017) based on a notion of disturbance bisimilarity re-
lations.
For discrete-time stochastic models with continuous-
state spaces, finite abstractions are initially employed
by Abate et al. (2008) for formal synthesis of this class of
systems. The algorithms are improved in terms of scala-
bility by Soudjani & Abate (2013) and Soudjani (2014),
and implemented in the tool FAUST (Soudjani, Gevaerts
& Abate 2015). Extension of the techniques to infinite
horizon properties is proposed by Tkachev & Abate
(2011), and formal abstraction-based policy synthesis
is discussed by Tkachev et al. (2013). A new notion of
approximate similarity relation is proposed by Haesaert
& Soudjani (2018) and Haesaert et al. (2017) that takes
into account both deviation in stochastic evolution and
in outputs of the two systems. Compositional construc-
tion of infinite abstractions (reduced order models)
using small-gain type conditions is proposed by Lavaei
et al. (2017). Compositional construction of finite ab-
stractions is discussed by Soudjani, Abate & Majumdar
(2015), Lavaei et al. (2018c), and Lavaei et al. (2018b)
using dynamic Bayesian networks, dissipativity-type
reasoning, and small-gain conditions, respectively, all
for discrete-time stochastic control systems. Recently,
compositional synthesis of large-scale stochastic sys-
tems using a relaxed dissipativity approach is proposed
by Lavaei et al. (2019). Compositional (in)finite abstrac-
tions for large-scale interconnected stochastic systems
using small-gain type conditions are proposed by Lavaei
et al. (2018a).
In this paper, we provide a compositional approach for
the construction of infinite abstractions of intercon-
nected discrete-time stochastic control systems using
the interconnection matrix and joint dissipativity-type
properties of subsystems and their abstractions. Our
abstraction framework is based on a new notion of
stochastic simulation functions under which an abstrac-
tion, which is itself a discrete-time stochastic control
system with potentially a lower dimension, performs
as a substitute in the controller design process. The
stochastic simulation function is used to quantify the
error in probability in this detour controller synthesis
scheme. As a consequence, one can leverage our pro-
posed results to synthesize a policy that satisfies a tem-
poral logic property over the abstract interconnected
system, and then refine this policy back for the concrete
interconnected one.
Our proposed approach differs from the one presented
by Lavaei et al. (2017) in three main directions. First
and foremost, rather than using small-gain type rea-
soning, we employ the dissipativity-type compositional
reasoning that may not require any constraint on the
number or gains of the subsystems for some intercon-
nection topologies (cf. case study). Second, we provide
a scheme for the construction of infinite abstractions
for a class of discrete-time nonlinear stochastic control
systems whereas the construction scheme proposed by
Lavaei et al. (2017) only handles linear systems. As our
third main contribution, we consider a fragment of linear
temporal logic (LTL) known as syntactically co-safe lin-
ear temporal logic (scLTL) (Kupferman & Vardi 2001)
whereas the results obtained by Lavaei et al. (2017) only
deal with finite-horizon invariant. In particular, given
such a specification over the concrete system, we con-
struct an epsilon-perturbed specification over the ab-
stract system whose probability of satisfaction gives a
lower bound for the probability of satisfaction in the
concrete domain.
It should be also noted that we do not put any restric-
tion on the sources of uncertainties in the concrete and
abstract systems. Thus our results are more general than
the ones obtained by Zamani et al. (2017), where the
noises in the concrete and abstract systems are assumed
to be the same, which means the abstraction has access
to the noise of the concrete system. Finally, we show the
effectiveness of dissipativity-type compositional reason-
ing for large-scale systems by first constructing an ab-
straction (totally 3 dimensions) of the interconnection of
three discrete-time nonlinear stochastic control subsys-
tems (together 222 dimensions) in a compositional fash-
ion. Then, we employ the abstraction as a substitute to
synthesize a controller enforcing a syntactically co-safe
linear temporal logic specification over the concrete net-
work.
2 Discrete-Time Stochastic Control Systems
2.1 Preliminaries
We consider a probability space (Ω,FΩ,PΩ), where Ω
is the sample space, FΩ is a sigma-algebra on Ω com-
prising subsets of Ω as events, and PΩ is a probability
measure that assigns probabilities to events. We assume
that random variables introduced in this article are mea-
surable functions of the form X : (Ω,FΩ) → (SX ,FX).
Any random variable X induces a probability measure
on its space (SX ,FX) as Prob{A} = PΩ{X−1(A)} for
any A ∈ FX . We often directly discuss the probability
measure on (SX ,FX) without explicitly mentioning the
underlying probability space and the function X itself.
A topological space S is called a Borel space if it is home-
omorphic to a Borel subset of a Polish space (i.e., a sep-
arable and completely metrizable space). Examples of a
Borel space are the Euclidean spaces Rn, its Borel sub-
sets endowed with a subspace topology, as well as hybrid
spaces. Any Borel space S is assumed to be endowed
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with a Borel sigma-algebra, which is denoted by B(S).
We say that a map f : S → Y is measurable whenever
it is Borel measurable.
2.2 Notation
The following notation is used throughout the paper.
We denote the sets of nonnegative and positive integers
by N := {0, 1, 2, . . .} and N≥1 := {1, 2, 3, . . .}, respec-
tively. The symbols R, R>0, and R≥0 denote the sets
of real, positive and nonnegative real numbers, respec-
tively. Given a vector x ∈ Rn, ‖x‖ denotes the Euclidean
norm of x. Symbols In, 0n, and 1n denote the identity
matrix in Rn×n and the column vector in Rn×1 with all
elements equal to zero and one, respectively. Given N
vectors xi ∈ Rni , ni ∈ N≥1, and i ∈ {1, . . . , N}, we
use x = [x1; . . . ;xN ] to denote the corresponding vec-
tor of dimension
∑
i ni. We denote by diag(a1, . . . , aN ) a
diagonal matrix in RN×N with diagonal matrix entries
a1, . . . , aN starting from the upper left corner. Given
functions fi : Xi → Yi, for any i ∈ {1, . . . , N}, their
Cartesian product
∏N
i=1 fi :
∏N
i=1Xi →
∏N
i=1 Yi is de-
fined as (
∏N
i=1 fi)(x1, . . . , xN ) = [f1(x1); . . . ; fN (xN )].
For any set A, we denote by AN the Cartesian prod-
uct of a countable number of copies of A, i.e., AN =∏∞
k=0 A. Given a measurable function f : N → Rn,
the (essential) supremum of f is denoted by ‖f‖∞ :=
(ess)sup{‖f(k)‖, k ≥ 0}. A function γ : R≥0 → R≥0, is
said to be a class K function if it is continuous, strictly
increasing and γ(0) = 0. A class K function γ is said to
be a class K∞ if γ(r)→∞ as r →∞.
2.3 Discrete-Time Stochastic Control Systems
We consider stochastic control systems in discrete time
(dt-SCS) defined over a general state space and charac-
terized by the tuple
Σ = (X,U,W, ς, f, Y1, Y2, h1, h2), (2.1)
where X is a Borel space as the state space of the sys-
tem. We denote by (X,B(X)) the measurable space with
B(X) being the Borel sigma-algebra on the state space.
Sets U and W are Borel spaces as the external and in-
ternal input spaces of the system. Notation ς denotes
a sequence of independent and identically distributed
(i.i.d.) random variables on a set Vς as
ς := {ς(k) : Ω→ Vς , k ∈ N}.
The map f : X×U×W ×Vς → X is a measurable func-
tion characterizing the state evolution of the system. Fi-
nally, sets Y1 and Y2 are Borel spaces as the external and
internal output spaces of the system, respectively. Maps
h1 : X → Y1 and h2 : X → Y2 are measurable functions
that map a state x ∈ X to its external and internal out-
puts y1 = h1(x) and y2 = h2(x), respectively.
For the given initial state x(0) ∈ X and input sequences
ν(·) : N → U and w(·) : N → W , evolution of the state
of dt-SCS Σ can be written as
Σ :

x(k + 1) = f(x(k), ν(k), w(k), ς(k)),
y1(k) = h1(x(k)),
y2(k) = h2(x(k)),
k ∈ N.
(2.2)
Remark 2.1 The above definition can be generalized by
allowing the set of valid external inputs to depend on the
current state and internal input of the system, i.e., to
include {U(x,w) ∣∣x ∈ X,w ∈W} in the definition of dt-
SCS, which is a family of non-empty measurable subsets
of U with the property that
K := {(x, ν, w) : x ∈ X, w ∈W, ν ∈ U(x,w)},
is measurable inX×U×W . For the succinct presentation
of the results, we assume in this paper that the set of
valid external inputs is the whole external input space:
U(x,w) = U for all x ∈ X and w ∈W , but the obtained
results are generally applicable.
Given the dt-SCS in (2.1), we are interested in Markov
policies to control the system as the following definition.
Definition 2.2 A Markov policy for the dt-SCS Σ in
(2.1) is a sequence γ = (γ0, γ1, γ2, . . .) of universally mea-
surable stochastic kernels γn (Bertsekas & Shreve 1996),
each defined on the input space U given X×W and such
that for all (xn, wn) ∈ X ×W , γn(U |(xn, wn)) = 1. The
class of all such Markov policies is denoted by ΠM .
We associate respectively to U and W the sets U andW
to be collections of sequences {ν(k) : Ω → U, k ∈ N}
and {w(k) : Ω → W, k ∈ N}, in which ν(k) and w(k)
are independent of ς(t) for any k, t ∈ N and t ≥ k.
For any initial state a ∈ X, ν(·) ∈ U , and w(·) ∈ W,
the random sequences xaνw : Ω × N → X, y1aνw : Ω ×
N → Y1 and y2aνw : Ω × N → Y2 that satisfy (2.2) are
respectively called the solution process and external and
internal output trajectory of Σ under external input ν,
internal input w, and initial state a.
Remark 2.3 In this paper, we are ultimately interested
in investigating discrete-time stochastic control systems
without internal inputs and outputs. In this case, the tu-
ple (2.1) reduces to (X,U, ς, f, Y, h) and dt-SCS (2.2) can
be re-written as
Σ :
{
x(k + 1) = f(x(k), ν(k), ς(k)),
y(k) = h(x(k)),
k ∈ N.
The interconnected control systems, defined later, are
also a class of control systems without internal signals,
resulting from the interconnection of dt-SCSs having both
internal and external inputs and outputs.
In the sequel, we assume that the state and output spaces
X and Y of Σ are subsets of Rn and Rq, respectively.
System Σ is called finite if X,U,W are finite sets and
infinite otherwise.
3
3 Stochastic Storage and Simulation Functions
In this section, we first introduce a notion of so-
called stochastic storage functions for the discrete-time
stochastic control systems with both internal and exter-
nal inputs which is adapted from the notion of storage
functions from dissipativity theory (Arcak et al. 2016).
We then define a notion of stochastic simulation func-
tions for systems with only external inputs. We use
these definitions to quantify closeness of two dt-SCS.
Definition 3.1 Consider two dt-SCS Σ = (X,U,W, ς, f,
, Y1, Y2, h1, h2) and Σ̂ = (Xˆ, Uˆ , Wˆ , ςˆ, fˆ , Y1, Yˆ2, hˆ1, hˆ2)
with the same external output spaces. A function
V : X × Xˆ → R≥0 is called a stochastic storage func-
tion (SStF) from Σ̂ to Σ if there exist α ∈ K∞, κ ∈ K,
ρext ∈ K∞ ∪ {0}, some matrices G, Gˆ,H of appropriate
dimensions, and some symmetric matrix X¯ of appro-
priate dimension with conformal block partitions X¯ij,
i, j ∈ {1, 2}, such that for any x ∈ X and xˆ ∈ Xˆ, one has
α(‖h1(x)− hˆ1(xˆ)‖) ≤ V (x, xˆ), (3.1)
and ∀x ∈ X ∀xˆ ∈ Xˆ ∀νˆ ∈ Uˆ ∃ν ∈ U such that ∀wˆ ∈ Wˆ
∀w ∈W one obtains
E
[
V (x(k + 1), xˆ(k + 1))
∣∣x(k)=x, xˆ(k)= xˆ, w(k)=w,
, wˆ(k)= wˆ, ν(k)=ν, νˆ(k)= νˆ
]
− V (x, xˆ) ≤−κ(V (x, xˆ))
+
[
Gw − Gˆwˆ
h2(x)−Hhˆ2(xˆ)
]T X¯:=︷ ︸︸ ︷[
X¯11 X¯12
X¯21 X¯22
][
Gw − Gˆwˆ
h2(x)−Hhˆ2(xˆ)
]
+ ρext(‖νˆ‖) + ψ, (3.2)
for some ψ ∈ R≥0.
We use notation Σ̂ S Σ if there exists a stochastic
storage function V from Σ̂ to Σ, in which Σ̂ is considered
as an abstraction of the concrete system Σ.
Remark 3.2 The second condition above implies im-
plicitly existence of a function ν = ννˆ(x, xˆ, νˆ) for sat-
isfaction of (3.2). This function is called the interface
function and can be used to refine a synthesized policy νˆ
for Σ̂ to a policy ν for Σ.
For the dt-SCS without internal signals (including in-
terconnected dt-SCS), the above notion reduces to the
following definition.
Definition 3.3 Consider two dt-SCS Σ = (X,U, ς, f, Y,
, h) and Σ̂ = (Xˆ, Uˆ , ςˆ , fˆ , Y, hˆ) with the same output
spaces. A function V : X×Xˆ → R≥0 is called a stochas-
tic simulation function (SSF) from Σ̂ to Σ if
• ∃α ∈ K∞ such that
∀x∈X,∀xˆ∈Xˆ, α(‖h(x)− hˆ(xˆ)‖) ≤ V (x, xˆ), (3.3)
• ∀x ∈ X, xˆ ∈ Xˆ, νˆ ∈ Uˆ , ∃ν ∈ U such that
E
[
V (x(k+1), xˆ(k+1))
∣∣x(k)=x, xˆ(k)= xˆ, ν(k)=ν,
, νˆ(k)= νˆ
]
−V (x, xˆ)≤−κ(V (x, xˆ))+ρext(‖νˆ‖)+ψ,
(3.4)
for some κ ∈ K, ρext ∈ K∞ ∪ {0}, and ψ ∈ R≥0.
Remark 3.4 Conditions (3.1),(3.4) roughly speaking
guarantee that if the concrete system and its abstrac-
tion start from two close initial conditions, then they
remain close (in terms of expectation) after one step
(i.e., roughly, if they start close, they will remain close).
This type of conditions is closely related to the ones in
the notions of (bi)simulation relations (Tabuada 2009).
In order to show the usefulness of SSF in comparing out-
put trajectories of two dt-SCS in a probabilistic setting,
we need the following technical lemma proved by Kush-
ner (1967, Theorem 3, pp. 86) with some slight modifi-
cations for the finite-time horizon, and also by Kushner
(1967, Theorem 12, pp. 71) for the infinite-time horizon.
Lemma 3.5 Let Σ = (X, ς, f, Y, h) be a dt-SCS with the
transition map f : X × Vς → X.
i) Finite-time horizon: Assume there exist V : X → R≥0,
and constants 0 < κˆ < 1 and ψˆ ∈ R≥0 such that
E
[
V (x(k + 1))
∣∣x(k) = x] ≤ κˆV (x) + ψˆ.
Then for any random variable a as the initial state of the
dt-SCS, the following inequity holds:
P
{
sup
0≤k≤Td
V (x) ≥  | a
}
≤ δ,
δ :=
{
1− (1− V (a) )(1− ψˆ )Td if  ≥ ψˆκˆ ,
(V (a) )(1− κˆ)Td + ( ψˆκˆ )(1− (1− κˆ)Td) if  < ψˆκˆ .
ii) Infinite-time horizon: Assume there exists a nonnega-
tive V : X → R≥0 such that
E
[
V (x(k + 1))
∣∣x(k) = x]− V (x) ≤ 0.
Function V satisfying the above inequality is also called
supermartingale. Then for any random variable a as the
initial state of the dt-SCS, the following inequity holds:
P
{
sup
0≤k<∞
V (x) ≥  | a
}
≤ V (a)

.
Now by employing Lemma 3.5, we provide one of the
main results of the paper.
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Theorem 3.6 Let Σ = (X,U, ς, f, Y, h) and Σ̂ =
(Xˆ, Uˆ , ςˆ , fˆ , Y, hˆ) be two dt-SCS with the same output
spaces. Suppose V is an SSF from Σ̂ to Σ, and there
exists a constant 0 < κˆ < 1 such that function κ ∈ K
in (3.4) satisfies κ(r) ≥ κˆr, ∀r ∈ R≥0. For any random
variables a and aˆ as the initial states of the two dt-SCS
and any external input trajectory νˆ(·) ∈ Uˆ preserving
Markov property for the closed-loop Σ̂, there exists an
input trajectory ν(·) ∈ U of Σ through the interface func-
tion associated with V such that the following inequality
holds:
P
{
sup
0≤k≤Td
‖yaν(k)− yˆaˆνˆ(k)‖ ≥  | [a; aˆ]
}
≤ δ, (3.5)
δ :=
{
1−(1− V (a,aˆ)α() )(1− ψˆα() )Td if α()≥ψˆκˆ ,
(V (a,aˆ)α() )(1−κˆ)Td+( ψˆκˆα() )(1−(1−κˆ)Td) if α()<ψˆκˆ ,
provided that there exists a constant ψˆ ≥ 0 satisfying
ψˆ ≥ ρext(‖νˆ‖∞) + ψ.
The proof of Theorem 3.6 is provided in the Appendix.
The results shown in Theorem 3.6 provide closeness of
output behaviours of two systems in finite-time horizon.
We can extend the result to infinite-time horizon using
the second part of Lemma 3.5 given that ψ̂ = 0 as stated
in the following corollary.
Corollary 3.7 Let Σ and Σ̂ be two dt-SCS without inter-
nal inputs and outputs and with the same output spaces.
Suppose V is an SSF from Σ̂ to Σ such that ρext(·) ≡ 0
and ψ = 0. For any random variables a and aˆ as the
initial states of the two dt-SCS and any external input
trajectory νˆ(·) ∈ Uˆ preserving Markov property for the
closed-loop Σ̂, there exists ν(·) ∈ U of Σ through the in-
terface function associated with V such that the following
inequality holds:
P
{
sup
0≤k<∞
‖yaν(k)− yˆaˆ0(k)‖ ≥  | [a; aˆ]
}
≤ V (a, aˆ)
α ()
.
The proof of Corollary 3.7 is provided in the Appendix.
Remark 3.8 Note that ψ = 0 is possible mainly if con-
crete and abstract systems are both continuous-space but
possibly with different dimensions and share the same
multiplicative noise. Depending on the dynamic, func-
tion ρext(·) can be identically zero (cf. Section 5 and case
study).
The relation (3.5) lower bounds the probability such that
the Euclidean distance between any output trajectory
of the abstract model and the corresponding one of the
concrete model remains close and is different from the
probabilistic version discussed for finite state, discrete-
time labeled Markov chains by Desharnais et al. (2008),
which hinges on the absolute difference between tran-
sition probabilities over sets covering the state space.
However, one can still employ the results in Theorem 3.6
and design controllers for abstractions and refine them
to concrete systems while providing the probability of
satisfaction over the concrete domain, which is discussed
in detail later in Section 6.
4 Compositional Abstractions for Intercon-
nected Systems
In this section, we analyze networks of control systems
and show how to construct their abstractions together
with the corresponding simulation functions by using
stochastic storage functions for the subsystems. We first
provide a formal definition of interconnection between
discrete-time stochastic control subsystems.
Definition 4.1 Consider N ∈ N≥1 stochastic control
subsystems Σi = (Xi, Ui,Wi, ςi, fi, Y1i, Y2i, h1i, h2i),
i ∈ {1, . . . , N}, and a static matrix M of an appro-
priate dimension defining the coupling of these subsys-
tems. The interconnection of Σi for any i ∈ {1, . . . , N},
is the interconnected stochastic control system Σ =
(X,U, ς, f, Y, h), denoted by I(Σ1, . . . ,ΣN ), such that
X :=
∏N
i=1Xi, U :=
∏N
i=1 Ui, function f :=
∏N
i=1 fi,
Y :=
∏N
i=1 Y1i, and h =
∏N
i=1 h1i, with the internal
variables constrained by:
[w1; . . . ;wN ] = M [h21(x1); . . . ;h2N (xN )].
4.1 Compositional Abstractions of Interconnected Sys-
tems
This subsection contains one of the main contributions
of the paper. Assume that we are givenN stochastic con-
trol subsystems Σi = (Xi, Ui,Wi, ςi, fi, Y1i, Y2i, h1i, h2i)
together with their corresponding abstractions Σ̂i =
(Xˆi, Uˆi, Wˆi, ςˆi, fˆi, Y1i, Yˆ2i, hˆ1i, hˆ2i) with SStF Vi from Σ̂i
to Σi. We use αi, κi, ρexti,Hi,Gi, Gˆi, X¯i, X¯
11
i , X¯
12
i , X¯
21
i ,
and X¯22i to denote the corresponding functions, matri-
ces, and their corresponding conformal block partitions
appearing in Definition 3.1.
In the next theorem, as one of the main results of the
paper, we quantify the error between the interconnec-
tion of stochastic control subsystems and that of their
abstractions in a compositional way.
Theorem 4.2 Consider interconnected stochastic con-
trol system Σ = I(Σ1, . . . ,ΣN ) induced by N ∈ N≥1
stochastic control subsystems Σi and the coupling matrix
M . Suppose stochastic control subsystems Σ̂i are abstrac-
tions of Σi with the corresponding SStF Vi. If there exist
µi > 0, i ∈ {1, . . . , N}, and the matrix Mˆ of appropriate
dimension such that the matrix (in)equalities[
GM
Iq˜
]T
X¯cmp
[
GM
Iq˜
]
 0, (4.1)
GMH = GˆMˆ , (4.2)
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are satisfied, where q˜ =
∑N
i=1 q2i and q2i are dimensions
of internal outputs of subsystems Σi, and
G := diag(G1, . . . , GN ), Gˆ := diag(Gˆ1, . . . , GˆN ),
H := diag(H1, . . . ,HN ), (4.3)
X¯cmp :=

µ1X¯
11
1 µ1X¯
12
1
. . .
. . .
µN X¯
11
N µN X¯
12
N
µ1X¯
21
1 µ1X¯
22
1
. . .
. . .
µN X¯
21
N µN X¯
22
N

, (4.4)
then
V (x, xˆ) :=
N∑
i=1
µiVi(xi, xˆi), (4.5)
is a stochastic simulation function from the intercon-
nected control system Σ̂ = I(Σ̂1, . . . , Σ̂N ), with the cou-
pling matrix Mˆ , to Σ.
The proof of Theorem 4.2 is provided in the Appendix.
Note that matrix X¯cmp in (4.4) has zero matrices in all
its empty entries.
Remark 4.3 Linear matrix inequality (LMI) (4.1) with
G = I is similar to the LMI studied by Arcak et al. (2016,
Chapter 2) for a compositional stability condition based
on the dissipativity theory. As discussed by Arcak et al.
(2016), the LMI holds independently of the number of
subsystems in many physical applications with specific
interconnection structures including communication net-
works, flexible joint robots, power generators, and so on.
We refer the interested readers to Arcak et al. (2016) for
more details on the satisfaction of this type of LMI.
Remark 4.4 One can relax condition (4.2) and employ
the linear least square approach instead of solving the
equality exactly. In this case, an additional error resulting
from the least square approach is added to ψ in (10.2)
which is left for future investigations.
5 Discrete-Time Stochastic Control Systems
with Slope Restrictions on Nonlinearity
In this section, we focus on a specific class of discrete-
time nonlinear stochastic control systems Σnl together
with quadratic stochastic storage functions V , and pro-
vide an approach on the construction of their abstrac-
tions. In the next subsection, we first formally define the
class of discrete-time nonlinear stochastic control sys-
tems.
5.1 A Class of Discrete-Time Nonlinear Stochastic
Control Systems
The class of discrete-time nonlinear stochastic control
systems, considered here, is given by
Σnl:

x(k+1)=Ax(k)+Eϕ(Fx(k))+Bν(k)+Dw(k)+Rς(k),
y1(k) = C1x(k),
y2(k) = C2x(k),
(5.1)
where the additive noise ς(k) is a sequence of indepen-
dent random vectors with multivariate standard normal
distributions, and ϕ : R→ R satisfies the following con-
straint
0 ≤ ϕ(v)− ϕ(w)
v − w ≤ b, ∀v, w ∈ R, v 6= w, (5.2)
for some b ∈ R>0 ∪ {∞}.
We use the tuple
Σnl = (A,B,C1, C2, D,E, F,R, ϕ),
to refer to the class of discrete-time nonlinear stochastic
control systems of the form (5.1).
If ϕ in (5.1) is linear including the zero function (i.e.
ϕ ≡ 0) or E is a zero matrix, one can remove or
push the term Eϕ(Fx) to Ax and, hence, the tu-
ple representing the class of discrete-time nonlinear
stochastic control systems reduces to the linear one
Σl = (A,B,C1, C2, D,R). Therefore, every time we use
the tuple Σnl = (A,B,C1, C2, D,E, F,R, ϕ), it implic-
itly implies that ϕ is nonlinear and E is nonzero.
Remark 5.1 Although the lower bound in (5.2) is zero,
one can also assume (5.2) with some nonlinear functions
ϕ with a nonzero lower-bound, e.g., a ∈ R. In this case,
one can make a change of coordinate and define a new
function ϕ˜(r) := ϕ(r) − ar which satisfies (5.2) with
a˜ = 0 and b˜ = b− a, and rewrite (5.1) as
Σnl :

x(k+1)=A˜x(k)+Eϕ˜(Fx(k))+Bν(k)+Dw(k)+Rς(k),
y1(k) = C1x(k),
y2(k) = C2x(k),
where A˜ = A+ aEF .
In the next subsection, we provide conditions under
which a candidate V is an SStF facilitating the con-
struction of an abstraction Σ̂nl.
5.2 Quadratic Stochastic Storage Functions
Here, we employ the following quadratic function
V (x, xˆ) = (x− Pxˆ)T M˜(x− Pxˆ), (5.3)
where P and M˜  0 are some matrices of appropriate
dimensions. In order to show that V in (5.3) is an SStF
from Σ̂nl to Σnl, we require the following key assumption
on Σnl.
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Assumption 5.2 Let Σnl =(A,B,C1, C2, D,E, F,R, ϕ).
Assume that for some constants 0 < κˆ < 1 and k˜ > 0,
there exist matrices M˜  0, K, L1, Z, G, X¯11, X¯12,
X¯21, and X¯22 of appropriate dimensions such that the
matrix equality
D = ZG, (5.4)
and inequality (5.5) hold.
Now, we provide one of the main results of this section
showing under which conditions V in (5.3) is an SStF
from Σ̂nl to Σnl.
Theorem 5.3 Let Σnl = (A,B,C1, C2, D,E, F,R, ϕ)
and Σ̂nl = (Aˆ, Bˆ, Cˆ1, Cˆ2, Dˆ, Eˆ, Fˆ , Rˆ, ϕ) be two stochastic
control subsystems with the same external output space
dimension. Suppose Assumption 5.2 holds and there
exist matrices P , Q, H, L2, and Gˆ such that
AP = PAˆ−BQ, (5.6a)
C1P = Cˆ1, (5.6b)
X¯12C2P = X¯
12HCˆ2, (5.6c)
X¯22C2P = X¯
22HCˆ2, (5.6d)
FP = Fˆ , (5.6e)
E = PEˆ −B(L1 − L2), (5.6f)
PDˆ = ZGˆ, (5.6g)
hold. Then, function V defined in (5.3) is an SStF from
Σ̂nl to Σnl.
The proof of Theorem 5.3 is provided in the Appendix.
Note that conditions (5.6) hold as long as the geomet-
ric conditions V-18 to V-23 in Zamani & Arcak (2018)
hold. The functions α ∈ K∞, κ ∈ K, ρext ∈ K∞ ∪ {0},
and the matrix X¯ in Definition 3.1 associated with the
SStF in (5.3) are α(s) = λmin(M˜)
λmax(CT1 C1)
s2, κ(s) := (1− κˆ)s,
ρext(s) := κ˜‖
√
M˜(BR˜ − PBˆ)‖2s2, ∀s ∈ R≥0, where
R˜ is a matrix of appropriate dimension employed in
the interface map (10.4), and X¯ =
[
X¯11 X¯12
X¯21 X¯22
]
. More-
over, positive constant ψ in (3.2) is ψ = Tr
(
RT M˜R +
RˆTPT M˜PRˆ
)
.
It is worth mentioning that for any linear system Σl =
(A,B,C1, C2, D,R), stabilizability of the pair (A,B) is
sufficient to satisfy Assumption 5.2 in where matrices E,
F , and L1 are identically zero (Antsaklis & Michel 2007,
Chapter 4).
One can readily verify from the results of Theorem 5.3
that choosing Rˆ equal to zero results in smaller constant
ψ and, hence, more closeness between subsystems and
their abstractions. This is not the case when one assumes
the noises of the concrete subsystem and its abstraction
are the same as in Zamani et al. (2017) and Zamani
(2014).
Since the results in Theorem 5.3 do not impose any con-
dition on matrix Bˆ, it can be chosen arbitrarily. As an
example, one can choose Bˆ = Inˆ which makes the ab-
stract system Σ̂nl fully actuated and, hence, the synthe-
sis problem over it much easier.
Remark 5.4 Since Theorem 5.3 does not impose any
condition on matrix R˜, one can choose R˜ such that it
minimizes function ρext for V as suggested by Girard &
Pappas (2009). The following expression for R˜
R˜ = (BTMB)−1BTMPBˆ,
minimizes ρext.
6 Probability of Satisfaction for Properties Ex-
pressed as scLTL
Consider a dt-SCS Σ = (X,U, ς, f, Y, h) and a measur-
able target set B ⊂ Y . We say that an output trajec-
tory {y(k)}k≥0 reaches a target set B within time inter-
val [0, Td] ⊂ N, if there exists a k ∈ [0, Td] such that
y(k) ∈ B. This bounded reaching of B is denoted by
♦≤Td{y ∈ B} or briefly ♦≤TdB. For Td → ∞, we de-
note the reachability property as ♦B, i.e., eventually B.
For a dt-SCS Σ with policy γ, we want to compute the
probability that an output trajectory reaches B within
the time horizon Td ∈ N, i.e., P(♦≤TdB). The reachabil-
ity probability is the probability that the target set B is
eventually reached and is denoted by P(♦B).
More complex properties can be described using tempo-
ral logic. Consider a set of atomic propositions AP and
the alphabet Σa := 2
AP . Let ω = ω(0), ω(1), ω(2), . . . ∈
ΣNa be an infinite word, that is, a string composed of let-
ters from Σa. Of interest are atomic propositions that
are relevant to the dt-SCS via a measurable labeling
function L from the output space to the alphabet as
L : Y → Σa. Output trajectories {y(k)}k≥0 ∈ Y N can be
readily mapped to the set of infinite words ΣNa , as
ω = L({y(k)}k≥0) := {ω ∈ ΣNa |ω(k) = L(y(k))}.
Consider LTL properties with syntax Baier et al. (2008)
φ ::= true | p | ¬φ |φ1 ∧ φ2 |©φ |φ1 U φ2.
Let ωk = ω(k), ω(k + 1), ω(k + 2), . . . be a subsequence
(postfix) of ω, then the satisfaction relation between ω
and a property φ, expressed in LTL, is denoted by ω  φ
(or equivalently ω0  φ). The semantics of the satisfac-
tion relation are defined recursively over ωk and the syn-
tax of the LTL formula φ. An atomic proposition p ∈ AP
is satisfied by ωk, i.e., ωk  p, iff p ∈ ω(k). Further-
more, ωk  ¬φ if ωk 2 φ and we say that ωk  φ1 ∧ φ2
if ωk  φ1 and ωk  φ2. The next operator ωk  ©φ
holds if the property holds at the next time instance
ωk+1  φ. We denote by ©j , j ∈ N, j times compo-
sition of the next operator. With a slight abuse of the
notation, one has ©0φ = φ for any property φ. The
temporal until operator ωk  φ1 U φ2 holds if ∃i ∈ N :
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
(A+BK)T M˜(A+BK) (A+BK)T M˜Z (A+BK)T M˜(BL1 + E) (A+BK)
T M˜(BR˜− PBˆ)
∗ ZT M˜Z ZT M˜(BL1 + E) ZT M˜(BR˜− PBˆ)
∗ ∗ (BL1 + E)T M˜(BL1 + E) (BL1 + E)T M˜(BR˜− PBˆ)
∗ ∗ ∗ (BR˜− PBˆ)T M˜(BR˜− PBˆ)



κˆM˜ + CT2 X¯
22C2 C
T
2 X¯
21 −FT 0
X¯12C2 X¯
11 0 0
−F 0 2b 0
0 0 0 k˜(BR˜− PBˆ)T M˜(BR˜− PBˆ)
 (5.5)
ωk+i  φ2, and ∀j ∈ N :0 ≤ j < i, ωk+j  φ1. Based on
these semantics, operators such as disjunction (∨) can
also be defined through the negation and conjunction:
ωk  φ1 ∨ φ2 ⇔ ωk  ¬(¬φ1 ∧ ¬φ2).
Remark 6.1 Note that in this section, the satisfaction
relation  changes by varying the labeling functions L.
In the following, we employ subscript for |= to show its
dependency on the labeling functions.
We are interested in a fragment of LTL properties known
as syntactically co-safe linear temporal logic (scLTL)
Kupferman & Vardi (2001). This fragment is defined as
the following definition.
Definition 6.2 An scLTL over a set of atomic proposi-
tions AP has syntax
φ ::= true | p | ¬p |φ1 ∧ φ2 |φ1 ∨ φ2 |©φ |φ1 U φ2 |♦φ,
with p ∈ AP .
Even though scLTL formulas are defined over infinite
words (as in LTL formulae), their satisfaction is guar-
anteed in finite time Kupferman & Vardi (2001). Any
infinite word ω ∈ ΣNa satisfying an scLTL formula φ has
a finite word ωf ∈ Σna , n ∈ N, as its prefix such that all
infinite words with prefix ωf also satisfy the formula φ.
We denote the language of such finite prefixes associated
with an scLTL formula φ by Lf (φ).
In the remainder, we consider scLTL properties since
their verification can be performed via a reachability
property over a finite state automaton Kupferman &
Vardi (2001), Belta et al. (2017). For this purpose, we in-
troduce a class of models known as Deterministic Finite-
state Automata (DFA).
Definition 6.3 A DFA is a tupleA = (Q`, q0,Σa, Fa, t),
where Q` is a finite set of locations, q0 ∈ Q` is the initial
location, Σa is a finite set (a.k.a. alphabet), Fa ⊆ Q` is
a set of accept locations, and t : Q` × Σa → Q` is a
transition function.
A finite word composed of letters of the alphabet, i.e.,
ωf = (ωf (0), . . . , ωf (n)) ∈ Σn+1a , is accepted by a DFAA if there exists a finite run q = (q(0), . . . , q(n + 1)) ∈
Qn+2` such that q(0) = q0, q(i + 1) = t(q(i), ωf (i)) for
all 0 ≤ i ≤ n, and q(n+ 1) ∈ Fa. The accepted language
of A, denoted L(A), is the set of all words accepted by
A. For every scLTL property φ, cf. Definition 6.2, there
exists a DFA Aφ such that
Lf (φ) = L(Aφ).
As a result, the satisfaction of the property φ now be-
comes equivalent to the reaching of the accept locations
in the DFA. We use the DFA A to specify properties
of dt-SCS Σ = (X,U, ς, f, Y, h) as follows. Recall that
L : Y → Σa is a given measurable function. To each out-
put y ∈ Y , it assigns the letter L(y) ∈ Σa. Given a policy
γ, we can define the probability that an output trajec-
tory of Σ satisfies an scLTL property φ over time horizon
[0, Td], i.e. P(ωf ∈ L(Aφ) s.t. |ωf | ≤ Td + 1), with |ωf |
denoting the length of ωf Desharnais et al. (2008).
The following example provides an automaton associ-
ated with a reach-avoid specification.
Example 6.4 Consider two measurable sets A,B ⊂ Y
as the safe and target sets, respectively. We present
the DFA for the specification (A U B), which requires
the output trajectories to reach the target set B while
remaining in the safe set A. Note that we do not as-
sume these two sets being disjoint. Consider the set
of atomic propositions AP = {A,B} and the alphabet
Σa = {∅, {A}, {B}, {A,B}}. Define the labeling function
as
L(y) =

{A} =: a if y ∈ A\B,
{B} =: b if y ∈ B,
∅ =: c if y /∈ A ∪ B.
As can be seen from the above definition of the labeling
function L, it induces a partition over the output space Y
as
L−1(a) = A\B, L−1(b) = B, L−1(c) = Y \(A ∪ B).
Note that we have indicated the elements of Σa with
lower-case letters for the ease of notation. The specifica-
tion (AUB) can be equivalently written as (aUb) with the
associated DFA depicted in Figure 1. This DFA has the
set of locations Q` = {q0, q1, q2, q3}, the initial location
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q0, and accepting location Fa = {q2}. Thus output trajec-
tories of a dt-SCS Σ satisfy the specification (aUb) if and
only if their associated words are accepted by this DFA.
q0 q1 q2
q3
a
b
a
b
c
c
fa; b; cg
fa; b; cg
Fig. 1. DFA Aφ of the reach-avoid specification (a U b).
In the rest of this article, we focus on the computation
of probability of ω ∈ L(Aφ) over bounded intervals.
In other words, we fix a time horizon Td and compute
P(ω(0)ω(1) . . . ω(Td) ∈ L(Aφ)). Suppose Σ and Σ̂ are
two dt-SCS for which the results of Theorem 3.6 hold.
Consider a labeling function L defined on their output
space and an scLTL specification φ with DFAAφ. In the
following, we show how to construct a DFA Aφˆ of an-
other specification φˆ and a new labeling function L such
that the satisfaction probability of φˆ by output trajecto-
ries of Σ̂ and labeling function L gives a lower bounded
on the satisfaction probability of φ by output trajecto-
ries of Σ and labeling function L.
Consider the labeling function L : Y → Σa. The new
labeling function L : Y → Σ¯a is constructed using the
-perturbation of subsets of Y . Define for any Borel mea-
surable set A ⊂ Y , its -perturbed version A as the
largest measurable set satisfying
A ⊆ {y ∈ A ∣∣ ‖y¯ − y‖ ≥  for all y¯ ∈ Y \A}.
Remark that the set A is just the largest measurable set
contained in the -deflated version of A and without loss
of generality we assume it is nonempty. Then L(y) =
L(y) for any y ∈ ∪a∈Σa [L−1(a)], otherwise L(y) = φ◦.
Consider the DFAAφ = (Q`, q0,Σa, Fa, t). The new DFA
Aφˆ = (Q¯`, q0, Σ¯a, Fa, t¯) (6.1)
will be constructed by adding one absorbing location qabs
and one letter φ◦ as Q¯` := Q` ∪ {qabs} and Σ¯a := Σa ∪
{φ◦}. The initial and accept locations are the same with
Aφ. The transition relation is defined, ∀q ∈ Q¯`,∀a ∈ Σ¯a,
as
t¯(q, a) :=

t(q, a) if q ∈ Q`, a ∈ Σa,
qabs if a = φ◦, q ∈ Q¯`,
qabs if q = qabs, a ∈ Σ¯a.
In other words, we add an absorbing state qabs and all
the states will jump to this absorbing state with label
φ◦. As an example, the modified DFA of the reach-avoid
specification in Figure 1 is plotted in Figure 2.
In the next lemma, we employ the new labeling function
to relate satisfaction of specifications by output trajec-
tories of two dt-SCS.
q0 q1 q2
q3
a
b
a
b
c
c
fa; b; cg
φ
◦
φ
◦
φ
◦φ◦
qabs
fa; b; cg
fa; b; c;φ
◦
g
Fig. 2. Modified DFA Aφˆ of the specification (a U b).
Lemma 6.5 Suppose two observed sequences of output
trajectories for two dt-SCS Σ and Σ̂ satisfy the inequality
sup
0≤k≤Td
‖y(k)− yˆ(k)‖ < ,
for some time bound Td and  > 0. Then y(·) L φ if
yˆ(·) L φˆ over time interval [0, Td] with labeling func-
tions L and L, and modified specification φˆ defined in
(6.1).
The proof of Lemma 6.5 is provided in the Appendix.
Next theorem presents the core result of this section.
Theorem 6.6 Suppose Σ and Σ̂ are two dt-SCS for
which inequality (3.5) holds with the pair (, δ) and any
time bound Td. Suppose a specification φ and a labeling
function L are defined for Σ. The following inequality
holds for the labeling function L on Σ̂ and modified
specification φˆ:
P(yˆ(·) L φˆ)− δ ≤ P(y(·) L φ), (6.2)
where the satisfaction is over time interval [0, Td].
The proof of Theorem 6.6 is provided in the Appendix.
In order to get an upper bound for P(y(·) L φ), we
need to define for any Borel measurable set A ⊂ Y , its
(−)-perturbed version A− as the smallest measurable
set satisfying
A− ⊇ {y ∈ Y ∣∣∃y¯ ∈ A with ‖y¯ − y‖ < }.
Remark that the set A− is just the smallest measurable
set containing the -inflated version of A.
A new labeling map L− : Y → 2Σa is constructed using
the (−)−perturbation of subsets of Y as
L−(y) :=
{
a ∈ Σa | y ∈ [L−1(a)]−
}
. (6.3)
Theorem 6.7 Suppose Σ and Σ̂ are two dt-SCS for
which inequality (3.5) holds with the pair (, δ) and any
time bound Td. Suppose a specification φ and a labeling
function L are defined for Σ. The following inequality
holds for the labeling function L− defined in (6.3) on Σ̂:
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P(y(·) L φ) ≤ P(yˆ(·) L− φ) + δ, (6.4)
where the satisfaction is over time interval [0, Td], and the
probability in the right-hand side is computed for having
yˆ(·) L− φ for any choice of non-determinism introduced
by the labeling map L−.
The proof is similar to that of Theorem 6.6, and is omit-
ted here due to lack of space.
In contrast with inequality (6.2), the specification φ is
the same in both sides of (6.4). The non-determinism
originating from L− in the right-hand side of (6.4) can
be pushed to the DFA representation of φ, by construct-
ing a finite automaton that is non-deterministic.
In the next section, we demonstrate the effectiveness of
the proposed results by constructing an abstraction (to-
tally 3 dimensions) of an interconnected system consist-
ing of three nonlinear stochastic control subsystems (to-
gether 222 dimensions) in a compositional fashion. We
employ the constructed abstraction as a substitute to
synthesize a controller enforcing a syntactically co-safe
linear temporal logic specification.
7 Case Study
Consider a discrete-time nonlinear stochastic control
system Σnl satisfying
Σnl :
{
x(k + 1)=G¯x(k)+ϕ(x(k))+ν(k)+Rς(k),
y(k) = Cx(k),
for some matrix G¯ = (In − τL) ∈ Rn×n where τL
is the Laplacian matrix of an undirected graph with
0 < τ < 1/∆, where ∆ is the maximum degree of
the graph (Godsil & Royle 2001). Moreover, R =
diag(0.0071n1 . . . , 0.0071nN ), ς(k) = [ς1(k); . . . ; ςN (k)],
ϕ(x) = [1n1ϕ1(F1x1(k)); . . . ;1nNϕN
(FNxN (k))], where n =
∑N
i=1 ni, ϕi(x) = sin(x), and
Fi = [1; 0; · · · ; 0]T ∈ Rni ∀i ∈ {1, . . . , N}, and C has
the block diagonal structure as C = diag(C11, . . . , C1N ),
where C1i ∈ Rqi×ni ,∀i ∈ {1, . . . , N}. We partition
x as x = [x1; . . . ;xN ] and ν as ν = [ν1; . . . ; νN ],
where xi, νi ∈ Rni . Now, by introducing Σnli =
(Ini , Ini ,C1i,Ini , Ini ,1ni , Fi, 0.0071ni , ϕi) satisfying
Σnli :

xi(k + 1)=xi(k)+1niϕi(Fixi(k))+νi(k)+wi(k)
+ 0.0071niςi(k),
y1i(k) = C1ixi(k),
y2i(k) = xi(k),
one can readily verify that Σnl = I(Σnl1, . . . ,ΣnlN ),
where the coupling matrix M is given by M = −τL.
Our goal is to aggregate each xi into a scalar-valued
xˆi, governed by Σ̂nli = (0.5, 1, Cˆ1i, 1, 0.1, 1, 0, ϕi) which
satisfies:
Σ̂nli :

xˆi(k+1)= 0.5xˆi(k)+ 0.1ϕi(xˆi(k))+νˆi(k) +wˆi(k),
yˆ1i(k) = Cˆ1ixˆi(k),
yˆ2i(k) = xˆi(k),
where Cˆ1i = C1i1ni . Note that here Rˆi, ∀i ∈ {1, . . . , N},
are considered zero in order to reduce constants ψi
for each Vi. One can readily verify that, for any i ∈
{1, . . . , N}, conditions (5.4) and (5.5) are satisfied with
M˜i = Ini , κˆi = 0.95, κ˜i = 1, Ki = (λi − 1)Ini , λi = 0.5,
Zi = Gi = Ini , L1i = −1ni , R˜ = 1ni , X¯11 = Ini ,
X¯22 = 0ni , and X¯
12 = X¯21 = λiIni . Moreover, for any
i ∈ {1, . . . , N}, Pi = 1ni satisfies conditions (5.6) with
Qi = −0.51ni , L2i = −0.11ni , and Hi = Gˆi = 1ni .
Hence, function Vi(xi, xˆi) = (xi − 1ni xˆi)T (xi − 1ni xˆi)
is an SStF from Σ̂nli to Σnli satisfying condition (3.1)
with αi(s) =
1
λmax(CT1iC1i)
s2 and condition (3.2) with
κi(s) := 0.05s, ρexti(s) = 0, ∀s ∈ R≥0, Gi = Ini ,
Hi = 1ni , and
X¯i =
[
Ini λiIni
λiIni 0ni
]
, (7.1)
where the input νi is given via the interface function
in (10.4) as
νi =(λi − 1)(xi − 1ni xˆi)− 0.51ni xˆi + 1ni νˆi
− 1niϕi(Fixi) + 0.11niϕi(Fi1ni xˆi).
Now, we look at Σ̂nl = I(Σ̂nl1, . . . , Σ̂nlN ) with a coupling
matrix Mˆ satisfying condition (4.2) as follows:
−τL diag(1n1 , . . . ,1nN)=diag(1n1 , . . . ,1nN)Mˆ. (7.2)
Note that the existence of Mˆ satisfying (7.2) for graph
Laplacian τL means that the N subgraphs form an eq-
uitable partition of the full graph (Godsil & Royle 2001).
Although this restricts the choice of a partition in gen-
eral, for the complete graph any partition is equitable.
Choosing µ1 = · · · = µN = 1 and using X¯i in (7.1),
matrix X¯cmp in (4.4) reduces to
X¯cmp =
[
In λIn
λIn 0n
]
,
where λ = λ1 = · · · = λN = 0.5, and condition (4.1)
reduces to[
−τL
In
]T
X¯cmp
[
−τL
In
]
= τ2LTL−λτL− λτLT
= τL(τL− 2λIn)  0,
without requiring any restrictions on the number or
gains of the subsystems with τ = 0.9/(n − 1). In order
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to show the above inequality, we used τL = τLT  0
which is always true for Laplacian matrices of undi-
rected graphs. Now, one can readily verify that
V (x, xˆ) =
∑n
i=1(xi − 1ni xˆi)T (xi − 1ni xˆi) is an SSF
from Σ̂nl to Σnl satisfying conditions (3.3) and (3.4).
For the sake of simulation, we assume L is the Laplacian
matrix of a complete graph. We fix N = 3, n = 222,
ni = 74, and C1i = [1 0 0 . . . 0], i ∈ {1, 2, 3}. By using
inequality (3.5) and starting the interconnected systems
Σnl and Σ̂nl from initial states −131222 and −1313, re-
spectively, we guarantee that the distance between out-
puts of Σnl and Σ̂nl will not exceed  = 1 during the time
horizon Td = 10 with probability at least 90%, i.e.
P (‖yaν(k)− yˆaˆνˆ(k)‖ ≤ 1, ∀k ∈ [0, 10]) ≥ 0.9.
Let us now synthesize a controller for Σnl via the ab-
straction Σ̂nl to enforce the specification, defined by the
following scLTL formula (cf. Definition 6.2):
$ =
Td∧
j=0
©j
(
S ∧
( 3∧
i=1
(¬Oi)
))
∧3T¯1 ∧3T¯2, (7.3)
which requires that any output trajectory y of the closed
loop system evolves inside the set S, avoids sets Oi,
i ∈ {1, 2, 3}, indicated with blue boxes in Figure 3,
over bounded time interval [0, Td], and visits each T¯i,
i ∈ {1, 2}, indicated with red boxes in Figure 3. We
want to satisfy $ over bounded time interval [0, 10], i.e.,
Td = 10. We use SCOTS (Rungger & Zamani 2016) to syn-
thesize a controller for Σ̂nl to enforce (7.3). In the synthe-
sis, process we restricted the abstract inputs νˆ1, νˆ2, νˆ3 to
[−4, 4]. We also set the initial states of Σnl to xi = Pixˆi,
so that Vi(xi, xˆi) = 0. A realization of closed-loop output
trajectories of Σnl and Σ̂nl is illustrated in Figure 3. Also,
several realizations of the norm of the error between out-
puts of Σnl and Σ̂nl are illustrated in Figure 4. In order
to have some more practical analysis on the provided
probabilistic bound, we also run Monte Carlo simulation
of 10000 runs. In this case, one can statistically guaran-
tee that the distance between outputs of Σnl and Σ̂nl is
always less than or equal to 0.04 with the same proba-
bility, (i.e., at least 90%). This issue is expected and the
reason is due to the conservatism nature of Lyapunov-
like techniques (simulation functions), but with the gain
of having a formal guarantee on the output trajectories
rather than empirical one. Note that it would not have
been possible to synthesize a controller using SCOTS for
the original 222-dimensional system Σnl, without the 3-
dimensional intermediate approximation Σ̂nl. Moreover,
we have intentionally dropped the noise of the abstrac-
tion and employed SCOTS here to show that if the con-
crete system possesses some nice stability property and
the noises of two systems are additive and independent,
it is actually better to construct and employ the non-
stochastic abstraction since the non-stochastic abstrac-
Fig. 3. The specification with closed-loop output tra-
jectories of Σnl (black one) and Σ̂nl (red one). The
sets S, Oi, i ∈ {1, 2, 3}, and T¯i, i ∈ {1, 2} are given
by: S = [−14, 14]3, O1 = [−10,−6] × [6, 10] × [10, 10],
O2 = [−5, 5]3, and O3 = [6, 10] × [−10,−6] × [10, 10],
T¯1 = [−10,−6] × [−10,−6] × [−10,−6] and
T¯2 = [6, 10]× [6, 10]× [6, 10].
0 2 4 6 8 10
0
0.01
0.02
0.03
0.04
0.05
Fig. 4. A few realizations of the norm of the error between
the outputs of Σnl and of Σ̂nl, e.g. ‖y − yˆ‖, for Td = 10.
tion is closer that the stochastic version (as discussed in
Section 5).
8 Discussion
In this paper, we provided a compositional approach
for infinite abstractions of interconnected discrete-time
stochastic control systems, with independent noises in
the abstract and concrete domains. To do so, we lever-
aged the interconnection matrix and joint dissipativity-
type properties of subsystems and their abstractions.
We introduced new notions of stochastic storage and
simulation functions in order to quantify the distance
in probability between original stochastic control sub-
systems and their abstractions and their interconnec-
tions, respectively. Using those notions, one can employ
the proposed results here to synthesize policies enforc-
ing certain temporal logic properties over abstract sys-
tems, and then refine them back to the concrete systems
while quantifying the satisfaction errors. We also pro-
vided a computational scheme for a class of discrete-time
11
nonlinear stochastic control systems to construct their
abstractions together with their corresponding stochas-
tic storage functions. Furthermore, we addressed a frag-
ment of LTL known as syntactically co-safe LTL, and
showed how to quantify the probability of satisfaction
for such specifications. Finally, we demonstrated the ef-
fectiveness of the proposed results by constructing an
abstraction (totally 3 dimensions) of the interconnection
of three discrete-time nonlinear stochastic control sub-
systems (together 222 dimensions) in a compositional
fashion. We employed the constructed abstraction as a
substitute to synthesize a controller enforcing a syntac-
tically co-safe LTL specification.
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10 Appendix
Proof of Theorem 3.6: Since V is an SSF from Σ̂ to
Σ, we have
P
{
sup
0≤k≤Td
‖yaν(k)− yˆaˆνˆ(k)‖ ≥  | [a; aˆ]
}
= P
{
sup
0≤k≤Td
α (‖yaν(k)− yˆaˆνˆ(k)‖) ≥ α() | [a; aˆ]
}
≤ P
{
sup
0≤k≤Td
V (xaν(k), xˆaˆνˆ(k)) ≥ α() | [a; aˆ]
}
.
(10.1)
The equality holds due to α being a K∞ function. The
inequality is also true due to condition (3.3) on the
SSF V . The results follow by applying the first part of
Lemma 3.5 to (10.1) with some slight modification and
utilizing inequality (3.4). 
Proof of Corollary 3.7: Since V is an SSF from Σ̂ to
Σ with ρext(·) ≡ 0 and ψ = 0, for any x(k) ∈ X and
xˆ(k) ∈ Xˆ and any νˆ(k) ∈ Uˆ , there exists ν(k) ∈ U such
that
E
[
V (x(k + 1), xˆ(k + 1) |x(k), xˆ(k), ν(k), νˆ(k)
]
− V ((x(k), xˆ(k)) ≤ −κ(V (x(k), xˆ(k)),
implying that V (xaν(k), xˆaˆνˆ(k)) is a nonnegative super-
martingale (Kushner 1967, Chapter 1) for any initial
condition a and aˆ and inputs ν, νˆ. Following the same
reasoning as in the proof of Theorem 3.6, we have
P
{
sup
0≤k<∞
‖yaν(k)− yˆaˆνˆ(k)‖ ≥  | [a; aˆ]
}
=P
{
sup
0≤k<∞
α
(
‖yaν(k)− yˆaˆνˆ(k)‖
)
≥ α() | [a; aˆ]
}
≤P
{
sup
0≤k<∞
V (xaν(k), xˆaˆνˆ(k))≥α() | [a; aˆ]
}
≤ V (a, aˆ)
α()
,
where the last inequality is due to the nonnegative su-
permartingale property as presented in the second part
of Lemma 3.5. 
Proof of Theorem 4.2: We first show that inequal-
ity (3.3) holds for some K∞ function α. For any x =
[x1; . . . ;xN ] ∈ X and xˆ = [xˆ1; . . . ; xˆN ] ∈ Xˆ, one gets:
‖h(x)− hˆ(xˆ)‖
= ‖[h11(x1); . . . ;h1N (xN )]− [hˆ11(xˆ1); . . . ; hˆ1N (xˆN )]‖
≤
N∑
i=1
‖h1i(xi)− hˆ1i(xˆi)‖ ≤
N∑
i=1
α−1i (Vi(xi, xˆi))
≤ α¯(V (x, xˆ)),
with function α¯ : R≥0 → R≥0 defined for all r ∈ R≥0 as
α¯(r) := max
{∑N
i=1 α
−1
i (si)
∣∣ si≥ 0, ∑Ni=1 µisi = r} .
It is not hard to verify that function α¯(·) defined above
is a K∞ function. By taking the K∞ function α(r) :=
α¯−1(r), ∀r ∈ R≥0, one obtains
α(‖h(x)− hˆ(xˆ)‖) ≤ V (x, xˆ),
satisfying inequality (3.3). Now we prove that function
V in (4.5) satisfies inequality (3.4), as well. Consider
any x = [x1; . . . ;xN ] ∈ X, xˆ = [xˆ1; . . . ; xˆN ] ∈ Xˆ,
and νˆ = [νˆ1; . . . ; νˆN ] ∈ Uˆ . For any i ∈ {1, . . . , N},
there exists νi ∈ Ui, consequently, a vector ν =
[ν1; . . . ; νN ] ∈ U , satisfying (3.2) for each pair of sub-
systems Σi and Σ̂i with the internal inputs given
by [w1; . . . ;wN ] = M [h21(x1); . . . ;h2N (xN )] and
[wˆ1; . . . ; wˆN ] = Mˆ [hˆ21(xˆ1); . . . ; hˆ2N (xˆN )]. Then we have
the chain of inequalities in (10.2) using conditions (4.1)
and (4.2), and by defining κ(·), ρext(·), ψ as
13
E
[ N∑
i=1
µiVi(xi(k + 1), xˆi(k + 1))
∣∣x(k) = x, xˆ(k) = xˆ, νˆ(k) = νˆ]− N∑
i=1
µiVi(xi, xˆi)
=
N∑
i=1
µiE
[
Vi(xi(k + 1), xˆi(k + 1))
∣∣xi(k) = xi, xˆi(k) = xˆi, νˆi(k) = νˆi]− N∑
i=1
µiVi(xi, xˆi)
≤
N∑
i=1
µi
(
− κi(Vi(xi, xˆi)) + ρexti(‖νˆi‖) + ψi +
[
Giwi − Gˆiwˆi
h2i(xi)−Hihˆ2i(xˆi)
]T [
X¯11i X¯
12
i
X¯21i X¯
22
i
][
Giwi − Gˆiwˆi
h2i(xi)−Hihˆ2i(xˆi)
])
=
N∑
i=1
−µiκi(Vi(xi, xˆi)) +
N∑
i=1
µiρexti(‖νˆi‖) +
N∑
i=1
µiψi
+

G1w1 − Gˆ1wˆ1
...
GNwN − GˆN wˆN
h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

T 
µ1X¯
11
1 µ1X¯
12
1
. . .
. . .
µN X¯
11
N µN X¯
12
N
µ1X¯
21
1 µ1X¯
22
1
. . .
. . .
µN X¯
21
N µN X¯
22
N


G1w1 − Gˆ1wˆ1
...
GNwN − GˆN wˆN
h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

=
N∑
i=1
−µiκi(Vi(xi, xˆi)) +
N∑
i=1
µiρexti(‖νˆi‖) +
N∑
i=1
µiψi
+

GM

h21(x1)
...
h2N (xN )
− GˆMˆ

hˆ21(xˆ1)
...
hˆ2N (xˆN )

h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

T
X¯cmp

GM

h21(x1)
...
h2N (xN )
− GˆMˆ

hˆ21(xˆ1)
...
hˆ2N (xˆN )

h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

=
N∑
i=1
−µiκi(Vi(xi, xˆi))
+
N∑
i=1
µiρexti(‖νˆi‖) +
N∑
i=1
µiψi +

h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

T [
GM
Iq˜
]T
X¯cmp
[
GM
Iq˜
]
h21(x1)−H1hˆ21(xˆ1)
...
h2N (xN )−HN hˆ2N (xˆN )

≤
N∑
i=1
−µiκi(Vi(xi, xˆi)) +
N∑
i=1
µiρexti(‖νˆi‖) +
N∑
i=1
µiψi ≤ −κ (V (x, xˆ)) + ρext(‖νˆ‖) + ψ. (10.2)
κ(r) := min
{ N∑
i=1
µiκi(si)
∣∣si≥ 0, N∑
i=1
µisi=r
}
,
ρext(r) := max
{ N∑
i=1
µiρexti(si)
∣∣si≥ 0, ‖[s1; . . . ; sN ]‖=r},
ψ :=
N∑
i=1
µiψi.
Note that κ and ρext in (10.2) belong toK andK∞∪{0},
respectively, because of their definitions provided above.
Hence, we conclude that V is an SSF from Σ̂ to Σ. 
Proof of Theorem 5.3: Here, we first show that ∀x,
∀xˆ, ∀νˆ, ∃ν, ∀wˆ, and ∀w, V satisfies λmin(M˜)
λmax(CT1 C1)
‖C1x −
Cˆ1xˆ‖2 ≤ V (x, xˆ) and then
14
E
[
V (x(k + 1), xˆ(k + 1) |x(k)=x, xˆ(k)= xˆ, w(k)=w, wˆ(k)= wˆ, νˆ(k)= νˆ
]
− V (x, xˆ)
= (x− Pxˆ)T
[
((A+BK) + δ¯(BL1 + E)F )
T M˜((A+BK) + δ¯(BL1 + E)F )
]
(x− Pxˆ) + 2
[
(x− Pxˆ)T ((A+BK)
+ δ¯(BL1 + E)F )
T
]
M˜
[
Z(Gw − Gˆwˆ)
]
+ 2
[
(x− Pxˆ)T ((A+BK) + δ¯(BL1 + E)F )T
]
M˜
[
(BR˜− PBˆ)νˆ
]
+ 2
[
(Gw − Gˆwˆ)TZT
]
M˜
[
(BR˜− PBˆ)νˆ
]
+ νˆT (BR˜− PBˆ)T M˜(BR˜− PBˆ)νˆ + (Gw − Gˆwˆ)TZT M˜Z(Gw − Gˆwˆ)
+ Tr
(
RT M˜R+ RˆTPT M˜PRˆ
)− V (x, xˆ) =

x−Pxˆ
Gw−Gˆwˆ
δ¯F (x−Pxˆ)
νˆ

T

(A+BK)T M˜(A+BK) (A+BK)T M˜Z (A+BK)T M˜(BL1+E) (A+BK)
T M˜(BR˜−PBˆ)
∗ ZT M˜Z ZT M˜(BL1+E) ZT M˜(BR˜−PBˆ)
∗ ∗ (BL1+E)T M˜(BL1+E) (BL1+E)T M˜(BR˜−PBˆ)
∗ ∗ ∗ (BR˜−PBˆ)T M˜(BR˜−PBˆ)


x−Pxˆ
Gw−Gˆwˆ
δ¯F (x−Pxˆ)
νˆ

+Tr
(
RT M˜R+RˆTPT M˜PRˆ
)
−V (x, xˆ)≤

x−Pxˆ
Gw−Gˆwˆ
δ¯F (x−Pxˆ)
νˆ

T
κˆM˜+CT2 X¯
22C2 C
T
2 X¯
21 −FT 0
X¯12C2 X¯
11 0 0
−F 0 2b 0
0 0 0 k˜(BR˜−PBˆ)T M˜(BR˜−PBˆ)


x−Pxˆ
Gw−Gˆwˆ
δ¯F (x−Pxˆ)
νˆ
+ Tr
(
RT M˜R+ RˆTPT M˜PRˆ
)
−V (x, xˆ) = −(1− κˆ)(V (x, xˆ))− 2δ¯(1− δ¯
b
)(x− Pxˆ)TFTF (x− Pxˆ)
+ k˜‖
√
M˜(BR˜− PBˆ)ν‖2 +
[
Gw − Gˆwˆ
C2x−HCˆ2xˆ
]T [
X¯11 X¯12
X¯21 X¯22
][
Gw − Gˆwˆ
C2x−HCˆ2xˆ
]
+ Tr
(
RT M˜R+ RˆTPT M˜PRˆ
)
≤−(1− κˆ)(V (x, xˆ))+k˜‖
√
M˜(BR˜−PBˆ)‖2‖νˆ‖2 +
[
Gw−Gˆwˆ
C2x−HCˆ2xˆ
]T [
X¯11 X¯12
X¯21 X¯22
][
Gw−Gˆwˆ
C2x−HCˆ2xˆ
]
+ Tr
(
RT M˜R+RˆTPT M˜PRˆ
)
. (10.3)
E
[
V (x(k + 1), xˆ(k + 1) |x(k) = x, xˆ(k) = xˆ, w(k)=w,
, wˆ(k)= wˆ, νˆ(k)= νˆ
]
− V (x, xˆ)
≤ −(1− κˆ)(V (x, xˆ)) + k˜‖
√
M˜(BR˜− PBˆ)‖2‖νˆ‖2
+
[
Gw − Gˆwˆ
h2(x)−Hhˆ2(xˆ)
]T [
X¯11 X¯12
X¯21 X¯22
][
Gw − Gˆwˆ
h2(x)−Hhˆ2(xˆ)
]
+ Tr
(
RT M˜R+ RˆTPT M˜PRˆ
)
.
According to (5.6b), we have ‖C1x − Cˆ1xˆ‖2 = (x −
Pxˆ)TCT1 C1(x − Pxˆ). Since λmin(CT1 C1)‖x − Pxˆ‖2 ≤
(x − Pxˆ)TCT1 C1(x − Pxˆ) ≤ λmax(CT1 C1)‖x − Pxˆ‖2,
and similarly, λmin(M˜)‖x − Pxˆ‖2 ≤ (x − Pxˆ)T M˜(x −
Pxˆ) ≤ λmax(M˜)‖x−Pxˆ‖2, it can be readily verified that
λmin(M˜)
λmax(CT1 C1)
‖C1x−Cˆ1xˆ‖2 ≤ V (x, xˆ) holds ∀x, ∀xˆ, imply-
ing that inequality (3.1) holds with α(s) = λmin(M˜)
λmax(CT1 C1)
s2
for any s ∈ R≥0. We proceed with showing that the in-
equality (3.2) holds, as well. Given any x, xˆ, and νˆ, we
choose ν via the following interface function:
ν=ννˆ(x, xˆ, νˆ) :=
K(x−Pxˆ)+Qxˆ+R˜νˆ+L1ϕ(Fx)−L2ϕ(FPxˆ), (10.4)
for some matrix R˜ of appropriate dimension. By employ-
ing the equations (5.4), (5.6a), (5.6e), (5.6f) and also the
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definition of the interface function in (10.4), we simplify
Ax+Eϕ(Fx)+Bννˆ(x, xˆ, νˆ)+Dw
−P (Aˆxˆ+Eˆϕ(Fˆ xˆ)+Bˆνˆ+Dˆwˆ)+(Rς−PRˆςˆ)
to
(A+BK)(x− Pxˆ) + Z(Gw − Gˆwˆ) + (BR˜− PBˆ)νˆ
+(BL1+E)(ϕ(Fx)−ϕ(FPxˆ))+(Rς−PRˆςˆ).
(10.5)
From the slope restriction (5.2), one obtains
ϕ(Fx)−ϕ(FPxˆ)= δ¯(Fx− FPxˆ)= δ¯F (x− Pxˆ),
(10.6)
where δ¯ is a function of x and xˆ and takes values in
the interval [0, b]. Using (10.6), the expression in (10.5)
reduces to
((A+BK) + δ¯(BL1 + E)F )(x− Pxˆ) + Z(Gw − Gˆwˆ)
+ (BR˜− PBˆ)νˆ + (Rς − PRˆςˆ).
Using Cauchy- Schwarz inequality, (5.5), (5.6c),
and (5.6d), one can obtain the chain of inequalities
in (10.3) in order to acquire an upper bound. Hence, the
proposed V in (5.3) is an SStF from Σ̂nl to Σnl, which
completes the proof. 
Proof of Lemma 6.5: Suppose yˆ(·) L φˆ over time
interval [0, Td]. According to the construction of DFA
Aφˆ, qabs is an absorbing state and not an accepting state,
thus L(yˆ(k)) 6= φ◦, ∀k ∈ [0, Td]. Then L(yˆ(k)) ∈ Σa,
∀k ∈ [0, Td]. Assume L(yˆ(k)) = a then yˆ(k) ∈ [L−1(a)].
Since we know that
sup
0≤k≤Td
‖y(k)− yˆ(k)‖ < ,
then according to the definition of -perturbed sets,
y(k) ∈ L−1(a) which gives L(y(k)) = a. Thus
L(y(·)) = L(yˆ(·)) and having yˆ(·) L φˆ guarantees
y(·) L φ due to the particular construction of φˆ. 
Proof of Theorem 6.6: According to Lemma 6.5,
y(·) 2L φ results in yˆ(·) 2L φˆ over time interval [0, Td] or
sup
0≤k≤Td
‖y(k)− yˆ(k)‖ ≥ .
Then
P(y(·) 2L φ) ≤ P(yˆ(·) 2L φˆ) +
≤δ︷ ︸︸ ︷
P( sup
0≤k≤Td
‖y(k)− yˆ(k)‖ ≥ ),
⇒ 1− P(y(·) L φ) ≤ 1− P(yˆ(·) L φˆ) + δ,
⇒ P(yˆ(·) L φˆ)− δ ≤ P(y(·) L φ),
which completes the proof. 
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