Abstract: Longwave radiation, as part of the radiation balance, is one of the factors needed to estimate potential evapotranspiration (PET). Since the longwave radiation balance is rarely measured, many computational methods have been designed. In this study, we report on the difference between the observed longwave radiation balance and modelling results obtained using the two main procedures outlined in FAO24 (relying on the measured sunshine duration) and FAO56 (based on the measured solar radiation) manuals. The performance of these equations was evaluated in the April-October period over eight years at the Liz experimental catchment and grass surface in the Bohemian Forest (Czech Republic). The coefficients of both methods, which describe the influence of cloudiness factor and atmospheric emissivity of the air, were calibrated. The Penman-Monteith method was used to calculate the PET. The use of default coefficient values gave errors of 40-100 mm (FAO56) and 0-20 mm (FAO24) for the seasonal PET estimates (the PET was usually overestimated). Parameter calibration decreased the FAO56 error to less than 20 mm per season (FAO24 remained unaffected by the calibration). The FAO56 approach with calibrated coefficients proved to be more suitable for estimation of the longwave radiation balance.
INTRODUCTION
Evapotranspiration is one of the main fluxes in the global water cycle and is the dominant controlling factor of climate and hydrology at the local and global scales. In terms of quantity, it is the second most dominant process (after precipitation) of dry land hydrology, accounting for approximately 65% of the precipitation returning to the atmosphere (Shi et al., 2008) . It affects agricultural water use, ecosystem functioning and aridity/humidity conditions. It is also a fundamental factor controlling energy and mass exchange between terrestrial ecosystems and the atmosphere (Fischer et al., 2005) .
The overall process of evapotranspiration is determined by two main factors: firstly by the amount of available energy, and secondly by the amount of available water. Potential evapotranspiration (PET) represents its maximum rate under conditions of sufficient water supplies. Hence, PET is primarily affected by weather parameters and surface characteristics (Allen et al. 1998 , Yin et al., 2008 . Several equations for the estimation of PET have been designed, each of which corresponds to sitespecific conditions. In general, three distinct approaches can be identified: aerodynamic (Dalton, 1802) , energy balance (Pristley and Taylor, 1972 ) and a combined approach (Penman, 1948) . The energy necessary for the process of evapotranspiration is primarily represented by incoming shortwave solar radiation. The significant effect of longwave radiation (emitted mainly by the Earth and the atmosphere) on the total radiation balance has also been documented (e.g. by Duarte et al., 2006; Kjaersgaard et al., 2009; Temesgen et al., 2007) . The longwave radiation serves as a cooling mechanism for the Earth´s surface and hence reduces the available energy for the evaporation. Nevertheless, studies quantifying the influence of the net longwave radiation balance on the PET values are sparse (e.g. Yin et al., 2008) . Net radiation (Rn) is an elementary variable used in several methods of PET estimation based on the energy balance, and represents the difference between the total incoming and outgoing radiation fluxes, i.e. net shortwave radiation (Rns) and net longwave radiation (Rnl) (Allen et al., 1998; Irmak et al., 2010) . Rns is typically measured using pyranometers, and is readily available at numerous meteorological stations. However, measurements of Rnl are limited due to technical and economic factors (Carmona et al., 2017; Irmak et al., 2010; Temesgen et al., 2007) . Radiation formulas from FAO56 (Allen et al., 1998, RnlFAO56) and FAO24 (Doorenbos and Pruitt, 1977, RnlFAO24) are therefore often used to estimate this quantity. The RnlFAO56 equation is based on the ratio of the observed to the maximum possible incoming shortwave radiation, while the RnlFAO24 equation is based on the ratio of the actual duration of sunshine to the maximum possible duration of daylight hours. Since the data of actual duration of sunshine for RnlFAO24 is often unavailable, the FAO56 method serves as a basis for the estimation of Rnl (Kjaersgaard et al., 2009 ). However, these formulas cannot be used universally, meaning that a comparison with site-specific conditions is necessary (Matsui and Osawa, 2015) . They contain several coefficients recommended by Allen et al. (1998) that originate in local calibration based on site-specific conditions. Multiple authors reported that different empirical coefficients work better for model-based representations in different locations (Arellano et al., 2016; Carmona et al., 2017; Irmak et al., 2003a; Kjaersgaard et al., 2007b; Yin et al., 2008) . The reason is that besides the surface temperature the longwave radiation (both outgoing and incoming) is influenced by local conditions, e.g. by soil type, structure of vegetation, influence of nearby high trees or buildings, concentration of CO2 and water vapour, and the presence of clouds and dust particles in the atmosphere (Allen et al., 1998) . However, only some of these factors are taken into account in the above mentioned equations (cloudiness factor and atmospheric emissivity). The variability in the remaining ones is the main reason why the site-specific coefficient values are neces-sary. The modelled values of RnlFAO56 using the default coefficients have been observed to be generally less negative than the measured values. This concerns e.g. humid (Yin et al., 2008) , sub-humid and semiarid places (Irmak et al., 2010) . The variability of RnlFAO56 parameters may result in incorrectly estimated PET in hydrological studies. The reason for that is the insufficient reduction of a positive short wave energy balance. Hence, higher PET values can then be observed as more energy is available (compared to a measured energy balance). The influence of inaccurately estimated Rnl on the rate of PET is still poorly examined (Irmak et al., 2003b; Yin et al., 2008) .
The aims of this study are therefore: (i) to compare the values of Rnl estimated by the FAO56 (Allen et al., 1998) and FAO24 (Doorenbos and Pruitt, 1977) approaches with observed values based on a dataset covering eight years; (ii) to calibrate the coefficients used in RnlFAO56 and RnlFAO24 longwave radiation equations for an experimental site in the Bohemian Forest; and (iii) to investigate the influence of the chosen Rnl estimation approach on the rate of PET calculated by a PenmanMonteith equations (Monteith, 1965) .
DATA AND METHODS Site description and instrumentation
The data for this study were obtained in an area of the Liz experimental catchment (49°04´N, 13°41´E). It is located in a forested, mountainous region that serves as a headwater area for numerous flood events in the Czech Republic. The altitude of the catchment extends from a minimum of 828 m.a.s.l. to a maximum of 1074 m.a.s.l. Using the Köppen climate classification, the site lies in the Dfb zone, which is characterised by a humid continental climate with an approximately uniform precipitation distribution and warm summers. More information about the experimental site can be found e.g. in Votrubová et al. (2017) .
All meteorological variables necessary for the modelling were measured at 15-minute (2010-2015) and 10-minute intervals (2016-2017) at the automatic meteorological station located at 830 m.a.s.l (Fig. 1) . The necessary datasets contain air temperature (Vaisala HMP45, Finland), relative air humidity (Vaisala HMP45, Finland), wind speed (Vaisala WAA151, Finland), atmospheric pressure (Vaisala PTB110, Finland), and actual duration of sunshine (Meteoservis SD5, CZE). Radiation balance was measured using a CNR1 instrument consisting of two pyranometers CM3 (measuring incoming and outgoing shortwave radiation) and two pyrgeometers CG3 (used for incoming and outgoing longwave radiation) (Kipp & Zonen, Netherlands) . Radiation data are available only for the vegetation season (April-October), since in the winter the sensors may be covered by snow. In the meteorological station the short grass canopy is grown, but it is surrounded by high trees and forest is in the neighbourhood (50 meters from the fence).
Experimental methods

Radiation balance (Rn)
The values of net longwave radiation were calculated using the FAO56 or FAO24 approaches and they were compared with the measured ones obtained from the pyrgeometers.
Net radiation, which is often used in PET equations, is defined as: (Allen et al., 1998) originates from the Stefan-Boltzmann law, and can be described as:
Net longwave radiation with coefficients determined in the FAO56 (Allen et al., 1998) approach is given by:
0.34 0.14 1.35 0.35 2 . The values a1 = 0.34, a2 = −0.14, b1 = 1.35 and b2 = 0.35 are coefficients recommended by the FAO56 manual that can be modified according to the specific region.
Clear-sky solar radiation can be expressed as:
where c1 and c2 are coefficients, z station elevation above sea level [m] , and Ra is the extraterrestrial radiation [MJ m -2 d -1 ]. Using the methodology in FAO56, the coefficients are defined as c1 = 0.75 and c2 = 0.00002.
The general methodology in FAO24 (Doorenbos and Pruitt, 1977) for calculating Rnl is given by the equation:
In the RnlFAO24 approach, this equation is used in the following form:
where TK is the daily mean air temperature [K] , ea is the actual vapour pressure [kPa] , n is the actual duration of sunshine [hrs] and N is the number of daylight hours [hrs] . Default values for the coefficients introduced in the FAO24 paper are therefore a1 = 0.34, a2 = 0.044, b1 = 0.1 and b2 = 0.9.
Sensitivity analyses and model calibration
The site specific calibration of the Rnl model coefficients is one of the primary aims of the article. Prior to the calibration the sensitivity analyses (SA) was conducted in order to investigate the influence of particular coefficients on the model performance. The simplest type of SA that varies the input factors (e.g. model coefficients) of the simulation model from their nominal values one at a time (OAT) was used (Pianosi et al., 2016) . The procedure was based on changing one parameter at a time and the remaining ones were kept fixed. The sensitivity of the output to the changes in the input factors was observed by calculating the rate of change of the objective function (RMSE in our case). Based on the SA the calibration of model coefficients was done using the genetic algorithm. All the chosen parameters were calibrated simultaneously.
Potential evapotranspiration (PET)
The influence of Rnl on the rate of PET was determined by three different approaches. First, the observed radiation balance was used. Second, the RnlFAO56/RnlFAO24 equations were used using a default parameters setup. Finally, the calibrated Rnl models coefficients (based on local conditions) were utilized. Potential evapotranspiration was estimated by PenmanMonteith (Monteith, 1965, Eq. 7) . Besides the air temperature, wind speed and vapour pressure, the net radiation (Rnl respectively) represents one of the fundamental inputs of this method. 
Statistical analysis
The results of the RnlFAO56 and RnlFAO24 formulas (and related different values of PET) were compared with the measured Rnl under different conditions. Total daily, monthly and seasonal average values of Rnl and PET were evaluated. Two error statistics were selected: root mean-square error (RMSE, Eq. 8) and BIAS (Eq. 9). The RMSE involves the square of the difference between the observed and estimated values. Hence, it tends to emphasise larger values of the error in time-series, while lower values are virtually neglected. The BIAS is the average absolute difference between the observed and estimated values, indicating the magnitude and direction (positive/negative) of each error. The smaller the values of RMSE/BIAS, the more precise are the results. These values are defined as:
where yi represents the modelled values on the day i, xi the observed values on the day i, and n is the number of the sample. For the trend analyses, the Mann-Kendall (MK) test (Kendall, 1938; Mann, 1945) was originally developed. However, the MK test is sensitive to the presence of autocorrelation in the analysed datasets. In the case of a positive lag-one autocorrelation coefficient (which exists in several hydro-meteorological variables), the MK test may falsely detect a trend as the same ordering of data is supported. We therefore used a modification of the MK test, referred to as the trend-free pre-whitening (TFPW-MK) approach, which was originally designed for positively auto-correlated series (Yue et al., 2002) . All tests were performed at a significance level of 5% using the daily values of particular variables.
RESULTS
Climate characteristics
The climatic characteristics of the eight years under evaluation (2010-2017) are illustrated in Figure 2 . For each year, only the warmer months (April-October) were used, as measurements of longwave radiation are not available in winter. The long-term average daily air temperature was 6.66°C and the average annual sum of precipitation was 851 mm . The air temperatures in the eight evaluated years were mostly higher than the long-term average (the warmest year was 2014 with 8.3°C); only in 2010 and 2013 the air temperatures were slightly lower than average. The average annual precipitation in a given period was 815 mm, which was also lower than the long-term average. The wettest year in the period under evaluation was 2016, and the driest year was 2015 (which was the driest year observed since 1975).
Radiation balance
Seasonal and daily values of the radiation balance and its components are presented in Figure 3 . Shortwave (SW) radiation generally reaches positive values during the daytime, and approaches zero at night (Fig. 3a) ). The mean daily value of incoming SW radiation was 13.6 MJ m during the summer season (June-July). No statistically significant trend was detected (using TFPW-MK test) in either incoming or outgoing SW radiation over the 2010-2017 period (at a significance level of 5%). However, the daily albedo (as the main factor influencing the reflection of radiation) exhibited a significantly decreasing trend during the period of interest, which may be attributable to the long-term evolution of the underlying grass cover.
The observed longwave (LW) radiation exhibited more stable daily and seasonal (annual respectively) patterns (Fig. 3) . The mean daily incoming LW radiation was 29.4 MJ m in October. The sub-daily pattern of LW radiation was also rather stable (in comparison with SW radiation), with a slight increase in outgoing LW radiation during daylight hours, correlating with an increase in the incoming SW radiation. The variation in incoming LW radiation can be linked to the variation in absolute vapour pressure in the air. Similarly to SW radiation, the TFPW-MK test did not reveal any statistically significant trend in LW radiation series over the studied period.
As the sum of the incoming and outgoing SW and LW radiation, Rn typically demonstrates strong seasonal variation, with maximum in summer and minimum in winter (Fig. 3b) ). In general, Rn is positive during the day and negative at night. . With respect to the separate contributions of SW and LW radiation, the outgoing LW radiation reduces the amount of energy from the incoming SW radiation by 31% on average. No statistically significant trends were observed in daily Rn values in the period 2010-2017.
Estimated net longwave radiation (Rnl)
Rnl was estimated using the FAO56 (RnlFAO56) and FAO24 (RnlFAO24) approaches. Average values of error statistics (compared to observed values) are presented in Figure 4 . These results show that RnlFAO24 performed better than RnlFAO56 in comparison with the measured values. The RnlFAO56 method had a strong tendency to underestimate the rate of Rnl; that is, the estimated Rnl was less negative than the observed value. Average BIAS values ranged from 1 to 1.5 MJ m in the case of RnlFAO24 (Fig.4c) ). Average annual RMSE values were always higher than 1.4 MJ m -2 d -1 when using the RnlFAO56 approach, but ranged between 1.0 and 1.25 in the case of FAO24 (Fig.4a) ). The RnlFAO56 method produced the highest differences from measured Rnl in 2010, 2016 and 2017. Analyses of monthly averages did not show any seasonal trend in the dissimilarities between measured and modelled Rnl data.
Further, all coefficients included in the RnlFAO56 and RnlFAO24 methods were calibrated. This parameter calibration was preceded by sensitivity analyses (results not shown). The values of chosen objective function (RMSE) were shown to be relatively insensitive to changes in some input coefficients values and thus the calibration of all parameters was not necessary. The least sensitive parameters were c1 and c2, so their values were kept at the default recommended values (c1 = 0.75 and c2 = 0.00002).
The reason for the calibration procedure was to investigate whether it was possible to introduce site-specific values of parameters in order to give a more efficient estimation of Rnl. Initially, all years were first calibrated separately, and different coefficients for each year were determined. Altogether, three coefficients were simultaneously calibrated (a1 and a2, which express atmospheric emissivity, and b1 from the cloudiness factor). The parameter b2 was taken as a complement of b1 to 1, as proposed by Allen et al. (1994) . For the whole period of eight years, three different sets of coefficients were evaluated (Table 1 ). The first of these were based on the default parameter values (obtained from the literature); the second were calibrated for each year separately (in order to obtain the best possible model efficiency); and the last originated from the overall calibration (i.e. for the entire period 2010-2017). The resulting parameter values are given in Table 2 for RnlFAO56 and  in Table 3 for RnlFAO24. As mentioned in the previous section, Rnl calculated using the RnlFAO56 approach differed notably from the measured values. However, this inconsistency was effectively improved by the coefficient calibration (Table 1) . RMSE decreased approximately by 50% on average and BIAS merely diminished. In case of RnlFAO24 there were no distinct changes (the RMSE decreased by 15% on average and BIAS remained very low), which can be attributed to the very satisfactory match between the observed and calculated Rnl using default RnlFAO24 parameter values (Fig. 4) . The use of overall calibrated coefficient values (instead of the season-specific calibration) did bring only a very little deterioration of error statistics in both RnlFAO56 and RnlFAO24 estimation methods (Table 1) . Therefore the use of the single coefficient values for the entire period was justified. However, Figure 5 demonstrates a significant deficiency of the RnlFAO24 approach, which is represented by a less linear relation between the modelled and observed Rnl values. The values are more widely scattered around the 1:1 line than for RnlFAO56, despite representing a better average (reflected by more satisfactory RMSE and BIAS statistics). Although the RnlFAO56 generally corresponds better to the distribution of observations, the absolute values were more biased using the default parameter values. Hence, after the calibration of coefficients, RnlFAO56 represents a more plausible approach. 
Influence of the chosen Rnl method on PET estimation
Potential evapotranspiration was estimated using the combined method of Penman-Monteith (Monteith, 1965) . The influence of the measured and estimated Rnl values in the PET equation on the resulting value of evapotranspiration was investigated. The datasets used for estimated Rnl were represented by the values obtained by RnlFAO56 and RnlFAO24 approaches using: (a) default parameter values and (b) a single parameter set arising from the overall calibration. The reference PET (obtained using the measured Rnl) ranged from 270 mm to 433 mm over one season (April-October). The average daily values were between 1.9 to 2.2 mm/day in all inspected seasons (Fig.  6) . Maximum daily values occurred during summer (JuneJuly). When using Rnl modelled using RnlFAO56 and RnlFAO24 methods, the seasonal PET based on the RnlFAO56 was higher by 40 to 100 mm per a season, while the values of the differences were only up to 20 mm for the RnlFAO24 method. The daily average differences were from 0.3 to 0.4 mm/day for RnlFAO56 method and up to 0.2 mm/day for RnlFAO24 (Fig. 7b)) . The overall calibration of the RnlFAO56 coefficients (last column of Table  2 ) caused a significant decrease in the differences between the values for PET obtained from the measured and estimated Rnl datasets for all years (except 2010 and 2012) . Generally, it resulted in very similar values as those obtained by the RnlFAO24 method before calibration. The RnlFAO24 results showed that overall calibration was not necessary. It even resulted in poorer PET estimation in majority of years when the differences in PET regularly exceeded 20 mm per a season or 0.2 mm/day (Fig. 7) . The distribution of the differences in PET values (calculated vs. measured Rnl) over the season was uniform, and no statistically significant trend was identified.
DISCUSSION
The influence of net longwave radiation estimation approach on the determination of PET was examined. Longwave radiation was continuously measured between 2009 and 2017. These measurements were not taken during the winter months, as snow cover on the radiation sensors would have influenced the measurements. Hence, a different number of days in each year were analysed (since the measurements did not start and end on specific dates each year, but were dictated by presence of snow cover). No inter-seasonal comparison could therefore be carried out due to the different measurement periods used in each year. Despite this factor, the uniqueness of this study lies in the length of the measurement period. Some previous studies focusing on the estimation of Rnl were restricted to shorter time periods, e.g. one (Yin et al., 2008) or three years (Carmona et al., 2017) .
In the present study, the default configuration of the RnlFAO56 method has a strong tendency to overestimate Rnl and hence PET in each year examined. Confirming the results of this study, Carmona et al. (2017) also reported overestimation of RnlFAO56 approach in the temperate and sub-humid climate regime of Tandil (Argentina). Conversely, the Rnl was somewhat underestimated in other locations (Matsui and Osawa, 2015; Yin et al., 2008) . This can be explained by the non-reference conditions that are likely to be present at every location except the ones were the coefficients were derived. The reason can lie in different influence of the surface characteristics (vegetation type and age), trees and buildings in the surroundings or different presence of small particles and CO2 in the atmosphere. All these factors can influence the longwave radiation balance.
As a result, many researchers have agreed that the calibration of coefficients (expressing the cloudiness factor and atmospheric emissivity) should be carried out based on local conditions (Allen et al., 1998; Carmona et al., 2014; Jensen et al., 1990; Kjaersgaard et al., 2007b Kjaersgaard et al., , 2009 Matsui and Osawa, 2015; Müller et al., 2014; Yin et al., 2008) . The calibration of RnlFAO56 coefficients can give rise to a significant improvement compared to measured radiation values (e.g. Matsui and Osawa, 2015) . Carmona et al. (2014) found that the coefficients proposed by Allen et al. (1998) provided the highest values of errors in the results. However, after local calibration or when using the coefficients proposed by Jensen et al. (1990) (specifically for humid areas), the RMSE was reduced from around 28% to −/+ 15%. The outcomes of this study are in agreement with this improved performance of the RnlFAO56 method after calibration.
The RnlFAO24 performed better than RnlFAO56 over the entire study period, and the calibration of coefficients enhanced the results only to a limited extent. However, this concerned only the average error statistics and the distribution of daily values RnlFAO24 was notably biased when compared to the measured ones (Fig. 5) . As the distribution of RnlFAO24 was limited by the value of −0.9 MJ m
, which is conditioned by a zero duration of sunshine on any given day. On these days, low values of SW radiation (embedded in the RnlFAO56 cloudiness correction) can be still observed, and the RnlFAO56 therefore enables a more accurate estimation of low Rnl values. The limit is undermined by the limited amount of water vapour that can be held in the air at certain air temperature (saturation vapour pressure). There is no comparable evidence from the use of this method in other locations and climate conditions. Standard Penman-Monteith equation was chosen for the estimation of PET. Since Rn is one of the variables used in this approach, the use of RnlFAO56 and RnlFAO24 modelling proved to have the effect on PET calculation (Detlefsen and Plauborg, 2001, in Kjaersgaard et al., 2007b) . Estimated PET was usually overestimated in the period under study when using the RnlFAO56 approach. A similar effect was observed by Yin et al. (2008) , who found overestimations of up to 27%. On the other hand, RnlFAO24 tended to underestimate the PET results in all years (except for 2010). Calibration of coefficients improved the PET results in the entire period. Three additional PET estimation methods (Pristley and Taylor method, 1972 , KimberlyPenman method, Wright, 1982 and Thom and Oliver method, 1977 were examined in a side-experiment in order to observe the sensitivity of results. The types and magnitudes of the errors were very similar in all of the utilised PET estimation methods. This was given by the fact that all the chosen methods are simplified versions of the original Penman-Monteith equation. In general, the calibration of coefficients based on local conditions gave more accurate PET estimates (compared to the use their default values). This is of significant importance for the modelling practice as it can reduce the uncertainty in the estimation of the PET rate, which is one of the two key factors determining the amount of actual evapotranspiration (AET). The inaccurately estimated AET inevitably leads to inaccurate water balance equation components estimation, although the model performance (based on error statistics) could be satisfactory (Šípek and Tesař, 2017) .
While the RnlFAO56 approach is widely used in modelling practice (e.g. Kjaersgaard et al., 2009) , RnlFAO24 is rarely used (due to a lack of information on the actual sunshine duration). The accuracy of both modelling approaches without parameter calibration (coefficients describing atmospheric and cloud conditions) is questionable, as it can vary for different locations and climate conditions. In this study, the default RnlFAO24 generally performed better, but only when observing average error statistics. The distribution of daily values was more variable than in the case of RnlFAO56 (especially after its calibration). Hence, the modelling of PET using the estimated Rnl requires a parameter calibration that reflects the site-specific conditions (Allen et al., 1998; Jensen et al., 1990) .
SUMMARY AND CONCLUSIONS
Potential evapotranspiration by Penman-Monteith (Monteith, 1965) method was evaluated at the Liz catchment using the measured net longwave radiation (Rnl) and results of calculation from the FAO56 (RnlFAO56) and FAO24 (RnlFAO24) Rnl equations. The study showed that RnlFAO56 has a strong tendency to underestimate the values of LW radiation balance while using default set of coefficients. The calibration of coefficients generated significant improvements over the entire studied period (2010-2017) when using RnlFAO56. While RMSE of RnlFAO56 decreased approximately by 50% on average (and BIAS merely diminished), RnlFAO24 exhibits small or no improvements with values decreasing by 15% on average in case of RMSE. BIAS remained unaffected by the calibration procedure. Following this calibration, the RnlFAO56 approach was found to be more reliable, since the distribution of LW radiation values corresponded better to the observed values (in addition to the values of RMSE and BIAS). The distribution of values of LW using RnlFAO24 approach, which relies on the duration of sunshine, was affected by the fact that some SW radiation is observed even when no sunshine is recorded. As a result, the estimation of PET using default parameter values in RnlFAO56 method produced seasonal difference of 40-100 mm from the values estimated based on the measured radiation balance; these differences reached only 20 mm on average per season in the case of RnlFAO24 using default coefficients. The errors in PET significantly decreased after calibration (up to 20 mm per season), and hence the local calibration of coefficients is strongly recommended when using the RnlFAO56 procedure. This proposed approach will lead to more accurate hydrological simulation in terms of water balance equation components estimation.
