In this paper we present a machine-learning algorithm that computes a small set of accurate and interpretable rules. The decisions of these rules can be straight-forwardly explained as the conclusions drawn by a case-based reasoner. Our system is named FAN, an acronym for finding accurate inductions. It starts from a collection of training examples and produces propositional rules able to classify unseen cases following a minimum-distance criterion in their evaluation procedure. In this way, we combine the advantages of instance-based algorithms and the conciseness of rule (or decision-tree) inducers. The algorithm followed by FAN can be seen as the result of successive steps of pruning heuristics. The main tool employed is that of the impurity level, a measure of the classification quality of a rule, inspired by a similar measure used in IB3. Finally, a number of experiments were conducted with standard benchmark datasets of the UCI repository to test the performance of our system, successfully comparing FAN with a wide collection of machine-learning algorithms.
Introduction
Instance-based or lazy machine-learning algorithms share a nearest-neighbour philosophy. Given a dataset of examples, one has to select a subset of representative elements, and a metric or similarity function; then, when the goal is to classify a new case, the class of the nearest (or most similar) previously selected element will be offered as the required class (Cover & Hart, 1967) . Moreover, the answers of these algorithms can easily be endowed with a straight-forward explanation: things are likely to happen as they did in the most similar case.
In other words, these algorithms induce a case-based decision mechanism. This is, in fact, a natural approach to learning: recall past experiences for future actions. However, the advantage of the naturalness of the solutions provided decreases as the number of representative examples selected grows. Additionally, the quality of the explanations is poorer if we have to communicate the similarity function when it is an essential part of what was learned (Cost & Salzberg, 1993; Wilson & Mart! ı ınez, 1997) .
On the other hand, pure rule-based algorithms manipulate training examples to explicitly build a partition of the space of all known possible examples. In this case, classification accuracy is often higher than that of instance-based systems; however, the quality of the explanations attached to their classification mechanisms is usually lower. Nevertheless, the reward for using rules is that we usually obtain a very concise piece of knowledge.
To fill the gap between instance-based and rule inducers, a number of efforts have been made to combine the advantages of both approaches; Salzberg's EACH (Salzberg, 1990) , revised by Wettschereck and Dietterich (1995) , or Domingos' RISE (Domingos, 1996) are well-known examples. Another research stream has attempted to reduce the number of representative examples selected in pure instance-based methods. They try to avoid noise-producing instances as well as improving the comprehensibility of the induced knowledge; here we can mention Aha (1990) , Aha, Kibler and Albert (1991) and Wilson and Mart! ı ınez (2000) . But, in practice, if we wish to maintain a reasonable level of accuracy, there is an enormous difference between the number of rules found by Quinlan's C4.5 (Quinlan, 1993) and the number of examples selected by instance-based learning algorithms; see for instance, Wilson and Mart! ı ınez (2000) .
In this paper we present a new learning system, FAN, which induces a small set of classification rules starting from a set of training examples. The rules are conceived, and finally evaluated, from a nearest-neighbour point of view; so the learned knowledge inherits instance-based naturalness and the conciseness of rule inducers along with conceptual clarity. The achievement of the system is that it produces fewer rules than C4.5, with significantly no less accuracy than RISE.
Machine-learning systems are built from many pieces. For instance, F . u urnkranz (1999) identifies 17 features to describe the populated group of separate-and-conquer algorithms. Thus, it is difficult to identify a single characterization of a new system. Our system is not an exception, although it is not a separate-and-conquer algorithm; each example is generalized as far as possible in a bottom-up fashion. This process and the final rule selection can be seen as pruning processes; in fact, FAN uses what F . u urnkranz (1997) calls pre-and post-pruning mechanisms. The core tool is a heuristic devised for this purpose that is called the impurity level. This aims to compute a measurement of the classification competence of a rule when we test it in a nearest-neighbour environment. The idea is to sum up in a single number how pure the mixture of classes inside a given rule is. The formulation, presented in Section 3, is inspired by a similar measure used in IB3 (Aha, 1990) . We postulate that the strength of FAN is due to the combination of the impurity level and the careful pruning strategies tailored to each context. The paper starts with a section devoted to introducing the notations used, along with an initial view of the algorithm. We then go on to explain the pruning mechanisms that constitute our system in detail. Finally, we report a set of experimental results using FAN and other instance-based algorithms, and decision-tree and rule inducers using a set of the standard benchmarks from the UCI Machine Learning Repository (Blake & Merz, 1998) . Our aim is to demonstrate the properties of our system as a nearest-neighbour algorithm that induces concise, interpretable and accurate sets of classification rules.
The rules used by our system will look like a set of attribute-value pairs in the body or conditions part, and a class label in the conclusion; when dealing with numerically valued attributes, we shall have intervals in rules. For instance, virginica ðsepal length 2 ð6:2; 6:5Þ^ðsepal width 2 ð2:7; 3:2Þ ðpetal length 2 ð4:9; 5:2Þ
is a preliminary version of a rule to decide which iris belong to the class virginica according to its petal and sepal measurements. In the symbolic field we can obtain good robot ðbody shape ¼ squareÞ^ðjacket color ¼ greenÞ ðhead shape ¼ octagonalÞ aiming to classify robots in the Monk's family of datasets (Thrun et al., 1991) . At other times, we may find a mixture of symbolic and numeric data; this is the case in the labor dataset (Blake & Merz, 1998) , where we hope to classify acceptable or unacceptable contracts with rules like unacceptable ðwage increase in first year 2 ð20; 28Þ
ðcontribution to dental plan ¼ noneÞ
From a formal point of view, FAN rules can be seen as propositional logic formulas since we have no variables at all. However, the use of our set of rules goes further than the standard logical procedure. As stated in the introduction, FAN uses a minimumdistance criterion to decide which rule to apply. In a draw state, we prefer the most specific rule, i.e. the nearest rule with more antecedents. Even if we have more than one possibility, we shall use the best rule according to its quality measured by the impurity level.
The main advantage of computing distances to apply rules is that when we are constructing a classification mechanism, we do not need to be obsessed with covering all the available attribute space since all possible future cases must be assigned an answer. In practice, this sometimes releases us from the need to provide exhaustive, huge, and therefore unclear sets of rules. As a matter of fact, instance-based algorithms produce classifiers able to distinguish between regions in the attribute space with complex frontiers.
The disadvantage of minimum-distance mechanisms is the need for a reasonable distance function. In our system, we need to measure distances from a rule r to an example e. If we use a geometrical metaphor, r can be seen as a region in the attribute space representing r's conditions, and we define the distance as a function of the distances of the projections: distance½r; e :¼ maximumfdistance a ðr a ; e a Þ: a 2 Attributesg:
Here, r a and e a are the projections of region r and example e in an attribute a dimension of the attribute space. When rule conditions do not mention an attribute, the projection will be the set of all possible values; in all other cases, we will have numeric intervals or a single symbolic value.
An important issue when defining a metric function is how to deal with missing values. Our option distinguishes the symbolic and numeric cases, as does, for instance, RISE (Domingos, 1996 ; see also Wilson & Mart! ı ınez, 1997 To compute differences in the numeric attributes, we normalize differences by means of a typically large value: four times the standard deviation of the observed attribute values, s a (Wilson & Mart! ı ınez, 1997) .
When all attributes are symbolic, the standard application method of Logic is included in our distance-based approach whenever there is only one rule to apply. The main difference is that we always have exactly one rule to apply, even in the case of there being no applicable rules in the logical sense. However, since the general tiebreak procedure may be somewhat unnatural in this context, we shall provide a default rule in datasets where all the attributes are symbolic. This rule will be explicitly relevant when no other rule can be found with a zero distance. Therefore, our default rule will have distance zero to any case but will not be applied before any conventional rule. So, according to our application procedure, our default rules will have no conditions and hence will be the least specific ones.
Note that if we had default rules in numeric datasets, all the virtues of minimumdistance criterion to apply rules would disappear. From a geometrical point of view, the default rule would cover all the uncovered space between conventional rules.
Many other distance or similarity functions could be used; see for instance, Wilson and Mart! ı ınez (1997) , Aha (1990) or Cost and Salzberg (1993) . However, according to our experience, FAN is not sensitive to the metric used: its induction mechanisms have the ability to try to adapt themselves to the metric used. In fact, the metric is not used until the final rule selection stage (see Figure 1 ) and there we choose the rule subset with best accuracy given a metric function. Thus, we prefer the function defined here since it is easier to interpret than other alternatives.
Thus, our system starts from a set of training examples and induces a set of classification rules that should be applied by means of the nearest-neighbour criterion explained above. An initial view of FAN is given in Figure 1 ; the following paragraphs outline the main steps.
Our system considers numerically valued attributes in a special way: their values are segmented into a set of intervals with a significant density of training examples of the same class. We adopt a topological approach here, implementing a kind of pre-process called segmentation, the name and modus operandi of which is taken from digital image management techniques (Pratt, 1991) . The idea is that if rules conditions are going to be compact decision regions with a clear classification class, the induction effort will focus on building up intervals from a necessarily finite collection of points in the space attribute. Here we should consider a somewhat typical peculiarity of this kind of domain: the presence of noise.
To illustrate this point, let us consider the following dataset. Let us assume a set of training examples described by attributes X and Y with real number values in a given interval, the examples may belong to the class Circle or Square. Figure 2 represents the distribution of our input data in the attribute space.
The dashed rectangles depict the kind of rules that FAN is looking for: two concluding class Square and another concluding class Circle. Seen from the two axes, some intervals present a high density of points of the same class: the projections of the intended rules (see Figure 3) . However, there may be some irregularities: in the bottom left-hand rectangle there is a kind of exception, a Circle example. Moreover, there are some examples spread out in the space outside the rule boundaries. The classification errors produced by these three rules would be considered as noise in a training dataset. Instead of segmentation, we could in fact use any other discretization method. In fact, we did use more standard mechanisms, and they did not significantly change the accuracy scores of our system, but they were very unnatural with respect to the nearestneighbour philosophy of FAN. In this sense, note that systems such as RISE or EACH do not include an explicit discretization model, their numeric rules are built by aggregating single numeric values following the suggestions of training examples. Additionally, as was pointed out by Ventura and Mart! ı ınez (1995) , machine-learning algorithms should incorporate the specific handling of continuously valued data rather than relying on a general discretization step. The details of how segmentation is implemented can be found in Appendix A.
After segmentation, we rewrite the training examples placing the interval name instead of individual values; isolated values will be ignored. We thus obtain a more compact description of training examples using intervals as the only vocabulary that is allowed for numerically valued attributes. In the following steps we shall consider these intervals as discrete values, as if they were symbolically valued attributes. Only when we try to apply the induced rules will the intervals recover their numeric nature to compute distances.
In the Circles and Squares dataset, we obtain the following rewritten examples:
If we drop the non-significant values we obtain a first version of classification rules for this dataset. The following is a sequence in FAN of pre-and post-pruning (F . u urnkranz, 1997) . Firstly, each example, after segmentation of its numerically valued attributes, is considered as a preliminary draft of a classification rule, and we must first of all choose the best description; the optimization carried out here is partially inspired by Botana and Bahamonde (1995) and Bahamonde (1994) . We carry out a linear search, in an attempt to avoid the exponential complexity of the task, ordering the possible conditions according to their level of impurity. The name of this process, qualification, has been borrowed from McCarthy (1980) , where it denotes the problem of effective determination of conditions in a rule.
Finally, we select the set of rules with (hopefully) the best classification accuracy; here we remove rules that are redundant or erroneous from a global point of view. To do this, we order the available rule candidates according to their level of impurity and then we check the best cut to obtain the highest level of accuracy in the training set.
Impurity Level
The pruning mechanisms in FAN are heavily based on a heuristic measurement of the classification quality that a rule will finally have. So, this measurement, called the impurity level, will play a central role here.
Given a preliminary rule or any rule in general, we would like to have an indication of its future classification performance in order to cope with a variety of selection tasks. But the actual classification scores of the rule will be computed in a competitive way, according to the minimum-distance criterion presented in Section 2, once we have the final rule set. Thus, while we are building this final rule set, we can only hope to obtain a heuristic function, guessing, rather than certainly computing, the classification quality of a rule, even assuming that the results obtained with the available training examples are sufficiently representative. We can, therefore, only safely use rule scores found with examples at distance zero, and then try to figure out the competitive classification success of the rule.
The philosophical foundation of the impurity level of a rule is a kind of nearestneighbour principle: rules with a high density of training examples of the same class inside will probably behave well when classifying examples in the surroundings. In other words, we are assuming the similarity hypothesis (Rendell, 1986) : the example space contains large continuous regions of constant class membership.
Hence, to measure the quality of a rule, the starting point should be the counting of successes and failures in classifying the training examples that fulfil (in the usual sense, i.e. at distance zero) rule conditions. Of course, it is not possible to use only the number of successful classifications, it would be better to use the proportion between successes and total classifications, as in the AQx family (Michalski, Mozetic, Hong & Lavrac, 1986) . But this is not sufficient.
To illustrate this point let us return to Monk's datasets referred to in Section 2. In the first of these datasets, let us recall that the right (or official) classification procedure says that a robot is in the good class if and only if its jacket color is red or its body shape is equal to its head shape. In this context, the rules good robot ðjacket color ¼ redÞ good robot ðbody shape ¼ roundÞ^ðjacket color ¼ yellowÞ ðhas tie? ¼ yesÞ present the same proportion of classification success (1.0) since both are true in the training examples. But while the first one is applied 29 times, the second one is only FAN: FINDING ACCURATE INDUCTIONS used 2 times. Given that the first rule is part of the official solution and the second is not, one is tempted to propose that success proportion will decide the quality, and in the case of equality, we should prefer rules with a greater number of successes. Unfortunately, the situation is more complex when training examples have noise. A rule with some failures may be better than another rule without them. Let us see what happens, for instance, in Monk's 3 dataset: a well-known noisy dataset. Here, the rule good robot ðbody shape ¼ squareÞ^ðjacket color ¼ yellowÞ scores: successes, 12; failures, 1. While good robot ðbody shape ¼ squareÞ^ðjacket color ¼ greenÞ ðhead shape ¼ octagonalÞ scores: successes, 3; failures, 0. However, the official classification mechanism without failures in the test set proclaims that good robots do not have a blue jacket and, at the same time, do not have octagonal head shape, or their jacket is green and they hold a sword. So, the first rule should be better than the second one, which is just a particular case of a wise rule good robot ðbody shape ¼ squareÞ^ðjacket color ¼ greenÞ So, the success proportion (12/13=0.923 against 3/3=1.0) cannot be the sole criterion to define a quality heuristic measurement, even if we consider the number of successes in order to decide in a draw state. The underlying reason is the risk of the overfitting of learned rules to the training data; some peculiarities might be considered as general when they are in fact noise or exceptional behaviour. Thus, it is not always a good policy to gather only rules without failures in training, and if we are going to use a quality function of a rule, then it should cope with this phenomenon.
A popular solution here is to apply the so-called Laplace correction to the success proportion, as in the CN2 version described by Clark and Boswell (1991) . This heuristic is given by the quotient of the number of successes (#success) plus one, and the number of applicable training examples (n = #success + #failures) plus the number of classes (#classes); in symbols,
This measurement faithfully reflects the consistency of a rule, but in our case we are in a nearest-neighbour environment concerned with reducing the size of the final rule set. So we need to add more requirements to our heuristic: it should also include completeness. Therefore, in order to overcome these difficulties, we follow a path inspired by the criterion used for selecting suitable paradigmatic exemplars in IB3 (Aha, 1990; Aha et al., 1991) . We thus compute the confidence interval of success probability of a rule (p = #success/n) by means of (Spiegel, 1970, p. 162 )
where z, according to the confidence level alpha (by default 95%), can be found in a normal distribution table; for instance, Table 1 shows some typical z values. Not that the use of this formula assumes a normal distribution; however, other hypothesis could have been adopted, including non-parametric methods to estimate the confidence interval. In any case, our approach (an extension of Aha, 1990; Aha et al, 1991) should be understood as a heuristic with an experimental justification. Finally, the classification difficulty for each class should be taken into account. For instance, in the lenses learning dataset (Cendrowska, 1988) , a rule with two successes and no failures will have a confidence interval of [0.342, 1.0] regardless of its concluding class; but the merits of a rule of class hard lenses (16.6% of cases) exceed those of a rule of the majority class (62.5%), no admittance of lenses. This is the case of the rules:
To consider class influence in rules, let us define
Definition. The unconditional rule of a class C is the rule concluding C without conditions. In symbols,
C :
If we now fix the training set, Examples, for each class C we compute the confidence intervals of its unconditional rules: [low(C), high(C)]. So now we are ready to define our impurity level.
Definition. The impurity level of a rule R with confidence interval [low(R), high(R)]
and concluding class C is given by IMPURITYLEVELðR; ExamplesÞ ¼ 100 highðCÞ À lowðRÞ highðRÞ À lowðRÞ :
In other words, when the confidence interval of a rule R and the same interval of the unconditional rule of its concluding class have no empty intersection, the impurity level measures the percentage of the first interval that is overlapped by the second one. Extending this formula for disjoint confidence intervals, a negative impurity level means that the confidence of a success classification is higher than the unconditional classification in the same class. Figure 4 shows a number of situations of typical impurity levels. In FAN pruning processes, a rule will be preferred to another if and only if it has a lower impurity level. To conclude this section, let us bring together, in Table 2 , the impurity levels of the rules mentioned above, both in Monk's datasets and in lenses. Here, we observe that our measurement fulfils the requirements spelt out in the preceding discussion.
Qualification
Returning to the description of FAN presented in Figure 1 , let us recall that we had original training examples whose numeric attributes had been generalized by means of the segmentation step explained in Section 2. These examples are now considered as a very preliminary draft of classification rules. The aim of the so-called qualification step is thus to improve the individual classification quality of each of these pre-rules by means of pruning their unnecessary or inconvenient conditions. A pseudo-code description of the process followed is given in Figure 5 .
To explain this algorithm, let us note that for each subset of conditions, we have a new rule with the same concluding class: a version of the original. Our qualification process will return a set of reasonably well-pruned versions of the original rule, assessed according to their impurity level. Thus, the performance of this step will rely on the number of rule versions considered and on the ability of our impurity level to discriminate high-quality classifiers.
To avoid the complexity of reviewing all possible subsets of conditions, we use the impurity level to linearize the search, which is divided into three steps. First of all, we order rule conditions according to their impurity level. This is the task of SORTBYIL (see Figure 5) . To illustrate the explanation with an example, let us consider a starting pre-rule with i2 f1; . . . ;ng, in such a way that the first condition has the lowest impurity level. Then, we iteratively consider the following rules as an initial set of candidate outcomes:
In order to speed up the induction process for subsequent considerations, we save only those rules whose probability of success is higher than an acceptance probability threshold. Since we are interested in improving the impurity level, the search for a good version of our initial rule will stop when we reach a rule without failures or we have no more conditions to add. The rule version thus found will be a good candidate to be elected as the best rule. This finishes the first step of our qualification procedure.
The goal now (second step) is to add more candidate rules to those obtained so far. So, starting from the current best rule, we try to clean up its description. To do this, let us observe that when we have rules with three or more conditions, the last one will have been introduced to improve the quality of the previous conditions, but once we have to accept its presence in the current best rule, other conditions may no longer be useful. Thus, we test whether the conditions from the penultimate to the first rule can be avoided, since the last one has just been acknowledged as necessary. To be able to decide that we can get rid of a condition, we compute the probability of success, and when this is higher than or equal to that of the current best rule, we drop it. Note that, in this case, a better probability also implies a better impurity level. Note that the best rule found after the first step may be worse than others considered in the second step. Thus, at the beginning of the final step, we recompute the best rule (according to its impurity level) of all rule versions considered up until now. However, in order to take other reasonable options into account in the future, we finally return the best rule and the rules whose impurity level are at the most 10 points higher; remember that higher means worse in this context.
In Appendix B, we present the qualification results produced by FAN with Monk's 3 learning dataset.
To close this section, it only remains to explain how we compute the acceptance probability threshold. The idea is to filter rule versions that may confound our induction process. So we run the qualification algorithm with the most permissive threshold: zero. According to the results obtained, we heuristically fix the acceptance probability threshold for the second (definitive) qualification process. After the first qualification process with threshold zero, we obtain a certain number of qualified rules (#qr) that we can compare with the number (e) of initial training examples. Usually, #qr will be much smaller than e. Thus, when the quotient #qr/e is near zero, we realize that the induction problem can be solved by a small set of rules, and we fix an acceptance probability threshold near 100%: we will reject rule versions with a lower probability of success. On the other hand, when the quotient #qr/e is near 1 or even higher, we have induction problems where only atomized rule versions are discovered by the tentative qualification stage, and so we should allow almost any rule version to survive at the threshold filter.
Finally, the heuristic followed to fix the acceptance probability threshold computes the percentage of the difference from 1 to #qr/e, and then we return the next multiple 
Final rule selection
The final step of our system is a vigorous selection process acting on the rules produced by qualification. To explain the details of this function, let us recall that as a kind of side effect of our previous qualification, each candidate rule has a number of interesting data attached to it. We have not yet used distances to compute which rule is applied to a given example since we do not have an established set of rules to compete against one another. Instead, we know how many training examples are at distance 0 (we call these applicable examples), and which of them have the same class of the rule (successful examples) or any other different class (failed examples). The algorithm followed here is described in Figure 6 , and is divided into three sequential steps. The first task in FAN's selection process is to delete all rules that may be classifying too-specific peculiarities. The aim is to avoid a dangerous overfitting of induced rules to training examples. But the risk is to confound noisy rules with exceptional situations. The heuristic used in FAN is implemented in the function DELETENOISYRULES. The idea here is to estimate how difficult it is to find rules without failed examples for each class in the dataset.
To illustrate the mechanism devised let us observe what happens in Monk's 3 dataset. The best candidate rules of the two classes provided by the qualification algorithm (see Appendix B) have impurity levels À172:23 for class bad; and À73:44 for class good:
So, if we are planning to select a reasonable collection of rules, we must consider rules of both classes, and this includes the best one concluding class good. Hence, a rule with impurity level À73.44 or better (i.e. lower) seems to be necessarily accepted in any final selection. But these rules, in Monk's 3, are exactly 4 (see Table 3 ). They have 4 classification failures and 102 successes. So, all together, the probability of failure in the set of best candidate rules is 4/106, which has a confidence interval (at confidence level of 95%) CONFIDENCEINTERVALð4=106; 106; 95Þ ¼ ½0:01477; 0:09303 Its midpoint is 0.05390, i.e. 5.390%. Finally, our heuristic approach consists in deleting, from any further consideration, all candidate rules arising from the qualification process whose successes are below 5.390% of the number of training examples of their class. We list the candidate rules remaining after this filter at the end of Appendix B. For the other Monk's datasets, this mechanism leads us to delete FAN: FINDING ACCURATE INDUCTIONS candidate rules with successes below 3.325% of their class in Monk's 1, and below 6.437% in Monk's 2.
The second phase of our selection process (FINDBESTRULESET) is the most relevant in the sense of its results and of the theoretical computational cost of the whole system. The goal now is to decide which subset of the remaining rules is the most promising according to its classification power.
The implementation of this search has two potential risks. On the one hand, we must deal with an exponential problem that will be tackled with the help of our impurity level as a linearizing heuristic, as we did in the qualification algorithm. On the other hand, we must avoid the overfitting risk involved in the suggested search strategy. But the rules built up so far have passed the necessary pruning actions, and we can now follow a straight-forward search without the danger of concluding a set of rules that are too fitted to the training examples.
The procedure followed (see Figure 6 ) tests different rule sets formed by rules with an impurity level better than a given threshold. Since we now have rule sets, this is the first time that we use the minimum distance criterion to decide which rule to apply to training examples. Roughly speaking, we look for the best impurity level threshold to conclude a reasonable rule set.
Once this is done according to our linear (in the number of rules) algorithm, we try to avoid redundant rules included in this final set. We proceed in a similar way here as we did in the qualification algorithm (second step, see Figure 5 ). We can now delete rules whose presence does not improve the classification accuracy of the selection. Hence, we explore the possibility of deleting rules from the last to the first according to their impurity level. The selection thus obtained is returned as a result of this step in the general selection procedure.
The final task is only accomplished for datasets where all the attributes have symbolic values. As explained at the end of Section 2, in these datasets we wish to make the rule that is going to be applied explicitly when no other one is adequate. Since this default rule will have no conditions, we need to only fix its concluding class. But this is a simple question: for each class we compute the number of training examples explicitly uncovered (at a distance greater than zero) by the selected rules. Then the class with the highest results is our conclusion for the default rule.
In Monk's 1 dataset, the selected rules are good ðhead shape ¼ roundÞ^ðbody shape ¼ roundÞ good ðhead shape ¼ squareÞ^ðbody shape ¼ squareÞ good ðhead shape ¼ octagonalÞ^ðbody shape ¼ octagonalÞ So, the class good has exactly 51 uncovered training examples, and it becomes our default. However, note that rule good (hold = sword)^(jacket color = green) cannot be deleted from the solution since there are some examples, for instance,
Therefore, the inclusion of the default rule in this case will not produce any additional reduction of the induced rules 
Evaluation
In this section we evaluate the results obtained with FAN. We divide the whole study into an empirical analysis and a theoretical discussion about time complexity of our algorithm.
EMPIRICAL ANALYSIS
The experimental study reported in this section was carried out with the aim of demonstrating that FAN induces very small, accurate rule sets. To this end, FAN was compared with a representative set of machine-learning algorithms belonging to the families related to some extent to the behaviour of FAN. Rule or decision-tree inducers are used to compare the size of the representation of the classification knowledge produced, while we additionally include instance-based algorithms to test accuracy. To close this section, we induce a study of FAN's time complexity in the worst case. Twenty datasets were used in the experimental study. Table 4 lists the domains used, which were endowed with certain characteristics: they cover a wide range of attribute types and learning difficulties. Here we tried to include domains widely employed in previous inductive learning comparisons. They were all downloaded from the University of California at Irvine, UCI, Machine Learning Repository (Blake & Merz, 1998). For ease of reference, when the domains were included in the listing of empirical results given by Holte (1993) , we used the same code to refer to the domain. The chess dataset is an end-game problem proposed by Quinlan (1983) : white King-Rook vs. black King-Knight. Let us recall that a key point is whether a system has advantages over others in some practical sense including accuracy, size and computing time. So in this section we provide tables describing the behaviour of FAN in all these senses. In particular, to test the accuracy of FAN inductions, we repeated a 10-fold cross-validation five times, except in Monk's datasets, where we used the available training and test sets (Thrun et al., 1991) . Tables 5 and 6 detail the average errors for each domain and each algorithm. All algorithms were run on identical training and test sets; to guarantee this we used the MLC++library (Kohavi, John, Long, Manley & Pfleger, 1994) with the seed 2121 (the in-house telephone number of the first author's office). FAN used their default parameters as explained in the previous sections. All other systems were also used with parameters taking their default values. Additionally, these tables report 1-tail t-test in order to compare the average error found by the algorithms included in these experiments. We did not go further in t-tests to compare the errors achieved in each dataset since in a 10-fold cross-validation each pair of training sets shares 80% of the examples, and should be independent, as was pointed out by Dietterich (1998) . The Bayesian classifiers, Bayes and Disc. Bayes, as well as the nearest neighbour for different k values, are used in the MLC++ implementation (Kohavi et al., 1994) . The results found for IBx systems (Aha, 1990) should be considered taking into consideration the fact that they are at a clear disadvantage, since unlike the other algorithms, these systems are incremental and the tasks carried out in these experiments are typically non-incremental.
The philosophy underlying the design of the algorithms used in these experiments can be resumed and graphically visualized in the self-organizing map (Kohonen, 1995) reproduced in Figure 8 . Here we represent, on a two-dimensional map, vectors (one for each algorithm) with 20 components (the classification errors for each dataset). The degree of greys of map nodes can be interpreted as kinds of mountains separating regions (when they are dark) or shallow valleys (when light).
We observe three clear regions on the map: IBx family, rule (or decision-tree) inducers and other instance-based algorithms (k-NN and Bayesian classifiers). FAN is placed in the center of the rule-inducers borough, but closer to C4.5-Rules and RISE.
TABLE 5
Average classification errors in 10-fold cross-validation repeated five times, except in Monk's family of datasets, where we used the standard training and test sets. For each algorithm, the last two rows are, in order: average error across all datasets; confidence levels at which the difference with FAN's average error is significant using a one-tail paired t-test, values below 90% are considered non-significant: ns As might be expected, RISE is located at the entrance of a natural path that goes from rule inducers to instance-based algorithms. The results shown in Table 7 constitute the main achievement of FAN once its accuracy has been satisfactorily stated. The space required for representing what has been learned, as was explained in the introduction, is related to the interpretability and conceptual clarity of the induction.
Additionally, our system is a rule inducer that uses a nearest-neighbour classifier; this gives a natural flavour to our solutions. Usually, the disadvantage of this approach is the huge amount of space needed to represent the classifier. Our goal is that the number of possible neighbours in FAN solutions is smaller than the number of rules produced by competent rule inducers.
Except for OC1 (Murthy, Kasif & Salzberg, 1994) , all the algorithms used for the space comparison produce classification rules. The case of OC1 is somewhat special since the number of leaves or even the number of nodes of its trees is not a comparable estimation of the size of the representation produced. In fact, the complexity of the tests located within the nodes is sometimes really very high and by no means is it comparable with a simple condition of any of the other algorithms.
RISE can considerably reduce the size of its output if rules that do not classify any training examples are discarded. Domingos (1996) reports that the decrease in accuracy Let e be the number of training examples and a, the number of attributes. Then, according to the algorithm in Figure 1 , the relevant functions for time complexity are qualification and selection. Given its definition in Figure 5 , qualification takes Oðe a 2 Þ time. So the second cycle of FAN, where qualification is applied to all examples, takes Oðe 2 a 2 Þ time. Selection is the final filter applied to qualified rules. Let qr be the number of qualified rules. Therefore, the function SELECT(RuleSet, Examples), see Fig. 6 , is Oðeaqr 2 Þ. Usually, the number of qualified rules is much smaller than e, but in the worse case we can assume that selection is bound to Oðe 3 aÞ. The total time complexity of RISE (Domingos, 1996) is given by Oðe 2 a 2 Þ or Oðe 3 a 2 Þ depending on the stopping criterion used, while for CN2, it is Oðe 2 a 2 Þ (Clark & Niblett, 1989) . In C4.5 the final pruning stage may, in general, be worse than quadratic in e (Cohen, 1995) ; to build decision trees consumes Oðe a 2 Þ when only symbolic attributes describe training examples, but it is, at least, quadratic in e when numeric attributes are involved. FIGURE 8. Self-organizing map (Kohonen, 1995) of machine-learning systems according to their accuracy distribution on datasets used in these experiments. FAN is located near RISE and C4.5-Rules in the centre of rule or decision-tree inducers, but with a certain family relationship to instance-based algorithms. Note that this is just a graphical representation, which does not state any additional claim about our system.
FAN: FINDING ACCURATE INDUCTIONS
The worst-case efficiency of our algorithm, like in many others, is not a representative measurement of normal time consumption, but is rather an upper-bound estimation for the time complexity that is comparable to that of other representative algorithms alluded to in the empirical study. So, Tables 8 and 9 report the total CPU time (in seconds) needed to complete a full cross-validation for each algorithm and dataset of the experiments alluded to in the previous subsection, except in Monk's datasets, where we used the available training and test sets (Thrun et al., 1991) . Here we observe that, in general, FAN is a fast algorithm when all the attributes have continuous values; this is due to the segmentation stage that reduces considerably the number of items to be handled by qualification and selection. On the other hand, datasets with symbolic attributes do not reach the theoretical upper-bound estimation. Therefore, FAN's time consumption is similar to C4.5R and CN2 see Tables 10 and 11 ).
TABLE 7
Average size of the induced knowledge in the experiments conducted as described in the caption of Table 5 . On the left-hand side, we report the number of rules for those algorithms whose final results can be interpreted as classification rules. The right-hand side shows the number of conditions of those rules. In the case of OC1, we have computed the number of leaves as the number of rules, and the number of conditions is the number of leaves times the depth of the tree. Given that these trees are usually balanced, the estimation is quite approximate 
Conclusions
We have presented FAN, a machine-learning system able to induce a set of classification rules starting from a set of training examples. The evaluation of the resulting set of rules will be carried out by means of a nearest-neighbour mechanism; this implies that the whole attribute space of training examples and unseen cases need no longer be covered by the conditions of the classification rules. Our system is, therefore, only concerned with providing a set of clear and explicit pieces of knowledge. This approach has been followed in, at least, EACH (Salzberg, 1990; Wettschereck & Dietterich, 1995) and RISE (Domingos, 1996) . The core difference with respect to these algorithms is that FAN is a non-monotone rule inducer; that is to say, preliminary versions of classification rules can be easily removed from the final rule set if they seem to damage overall performance. EACH starts with a randomly selected subset of seeds that may explain its accuracy scores. At the other extreme, the starting point of RISE is the whole training set that justifies the number of rules produced. The non-monotone philosophy of FAN allows us to achieve very good accuracy scores with a minimum number of rules that can be favourably compared with competent rule inducers with standard application mechanisms. The main goal of FAN is the use of a measurement of the performance quality of a rule, the impurity level. It builds up a set of pruning filters from a collection of very preliminary drafts of rules to become the final return of FAN. This measure is based on a similar criterion used for selecting suitable paradigmatic exemplars in IB3 (Aha, 1990) .
From a practical point of view, in general, our system, in accuracy, outperforms nearest-neighbour systems in datasets where all the attributes used to describe the examples have symbolic values. In general datasets, FAN's accuracy is not lower than that reached by the machine-learning algorithms used in the comparison experiments reported in the previous section. However, the greatest goals of FAN are in the conciseness of the learned rule sets.
The limitations of the actual version of our system can be found in the amount of space required to handle all training examples in qualification. In this sense, a filter would be useful to select a reasonable subset without penalizing FAN's non-monotone qualities. In addition to reducing the amount of space, this filter would probably simplify our noise filter and/or the formula for determining the acceptance probability threshold. However, the results shown in Section 6 prove that, even without any previous filtering, the impurity level is a very powerful measure.
Although some preliminary, partial releases of this system have been published before (Ranilla & Bahamonde, 1995; Ranilla, Mones & Bahamonde, 1998) , this is the first time that we present a complete and closed version of the system. The level of impurity heuristic was also used in Luaces, Alonso, De La Cal, Ranilla and Bahamonde (1998) , Del Coz, Luaces, Quevedo, Alonso, and Luaces, Del Coz, Quevedo, Alonso, Ranilla and Bahamonde (1999) .
The authors are grateful to the creators of the machine-learning systems, the MLC++library, and to all those who provided the datasets used in the empirical study presented in Section 6. We also wish to acknowledge Ricardo Mones Lastra's work in programming a robust FAN implementation and Jos! e e Ram ! o on Quevedo P! e erez's crafted tuning of the MLC++library. This research was funded in part by the Spanish Agency Direcci ! o on General de Estudios Superiores, under Grants PB95-1039, PB96-1457 and PB98-1556. The left-hand side of Figure A2 shows the smoothing effect on the frequencies of Figure A1 . We then approximate the second derivative and compute its zero-crossing points. We thus obtain the extremes of the significant intervals (see right-hand side of Figure A2 In the first and the last discrete intervals, derivatives should be understood as side derivatives. A similar consideration can be made for the smoothing formula.
Appendix B
Here we present the rules obtained by FAN in two different stages of its induction process. We use the training examples of version 3 of Monk's problem (Thrun et al., 1991) . The codes used in the rules are shown in Table B1 for classes and in Table B2 for attribute names and values. 
