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Abstract
Although Reynolds-Averaged Navier–Stokes (RANS) equations are still the dominant tool for en-
gineering design and analysis applications involving turbulent flows, standard RANS models are
known to be unreliable in many flows of engineering relevance, including flows with separation,
strong pressure gradients or mean flow curvature. With increasing amounts of 3-dimensional ex-
perimental data and high fidelity simulation data from Large Eddy Simulation (LES) and Direct
Numerical Simulation (DNS), data-driven turbulence modeling has become a promising approach
to increase the predictive capability of RANS simulations. However, the prediction performance of
data-driven models inevitably depends on the choices of training flows. This work aims to identify
a quantitative measure for a priori estimation of prediction confidence in data-driven turbulence
modeling. This measure represents the distance in feature space between the training flows and
the flow to be predicted. Specifically, the Mahalanobis distance and the kernel density estimation
(KDE) technique are used as metrics to quantify the distance between flow data sets in feature
space. To examine the relationship between these two extrapolation metrics and the machine learn-
ing model prediction performance, the flow over periodic hills at Re = 10595 is used as test set and
seven flows with different configurations are individually used as training sets. The results show
that the prediction error of the Reynolds stress anisotropy is positively correlated with Mahalanobis
distance and KDE distance, demonstrating that both extrapolation metrics can be used to esti-
mate the prediction confidence a priori. A quantitative comparison using correlation coefficients
shows that the Mahalanobis distance is less accurate in estimating the prediction confidence than
KDE distance. The extrapolation metrics introduced in this work and the corresponding analysis
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provide an approach to aid in the choice of data source and to assess the prediction performance
for data-driven turbulence modeling.
Keywords: turbulence modeling, Mahalanobis distance, kernel density estimation, random forest
regression, extrapolation, machine learning
1. Introduction
Even with the rapid growth of available computational resources, numerical models based on
Reynolds-Averaged Navier–Stokes (RANS) equations are still the dominant tool for engineering
design and analysis applications involving turbulent flows. However, the development of turbulence
models has stagnated–the most widely used general-purpose turbulence models (e.g., k-ε models,
k-ω models, and the S–A model) were all developed decades ago. These models are known to be
unreliable in many flows of engineering relevance, including flows with three-dimensional structures,
swirl, pressure gradients, or curvature [1]. This lack of accuracy in complex flows has diminished the
utility of RANS as a predictive simulation tool for use in engineering design, analysis, optimization,
and reliability assessments.
Recently, data-driven turbulence modeling has emerged as a promising alternative to traditional
modeling approaches. While data-driven methods come in many formulations and with different
assumptions, the basic idea is that a model or correction term is determined based on data. In the
context of turbulence, this data can come from either experiments or high fidelity simulations such
as Direct Numerical Simulations (DNS) or well-resolved Large Eddy Simulations (LES). Koumout-
sakos [2] trained neural networks on channel flow DNS data and applied them to the modeling
of near-wall turbulence structures. Tracey et al. [3] used neural networks to predict the Reynolds
stress anisotropy and source terms for transport equations of turbulence quantities (e.g., ν˜t for the
S–A model and ω for k-ω models). Duraisamy et al. [3, 4] have used Gaussian processes to predict
the turbulence intermittency and correction terms for the turbulence transport equations. Ling
and Templeton [5] trained random forest classifiers to predict when RANS assumptions would fail.
Ling et al. [6, 7] further used random forest regressors and neural networks to predict the Reynolds
stress anisotropy. Wang et al. [8] have recently investigated the use of random forests to predict
the discrepancies of RANS modeled Reynolds stresses in separated flows. These studies show the
significant and growing interest in applying data-driven machine learning techniques to turbulence
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modeling.
However, Tracey et al. [3], Ling and Templeton [5], and Wang et al. [8] all reported that their
data-driven closures had diminished performance on flows that were significantly different from
the ones on which they were trained. Such findings underline the importance of properly choosing
the training flows. For instance, if a machine learning model for the eddy viscosity is trained on
a database of attached boundary layer flows, then it would not be surprising if the model had
poor performance when making predictions on a flow with separation. In the general context of
data-driven modeling, the training set is the set of data to which the model is fit or calibrated. The
test set is the set of data on which the model makes predictions. It is expected that the prediction
performance will not be satisfactory if the test set is significantly different from the training sets.
A key question, then, is how to determine whether the test flow is “different” from the training
flows. Test flow that might appear very different could, in fact, be well-supported in the training
set. For example, a model trained on flow around an airfoil might perform well on a channel flow
because it will have encountered developing boundary layers in its training set. Conversely, a model
trained on attached flow around an airfoil might perform very poorly on stalled flow around an
airfoil, even though the flow configurations appear quite similar. Because many of these data-driven
models are formulated such that their inputs are the local flow variables, it is the local flow regimes
that must be well-supported in the training set, not any specific global geometry. The degree to
which the test flow is well-supported by training data will in large part determine the reliability of
the model closure. In deploying these data-driven models, then, it will be crucial to have efficient
metrics of determining if a test flow is an extrapolation from the training set.
Ling and Templeton [5] presented one promising option for quantifying model extrapolation.
They used a statistical metric called the Mahalanobis distance to calculate the probability that a
test point was drawn from the training distribution, and showed that their machine learning model
error was significantly higher on test points with high Mahalanobis distances. However, they did
not carry out a thorough investigation of the correlation between the Mahalanobis distance and
machine learning model accuracy for different test sets and training sets. Because the Mahalanobis
distance assumes that the training data have a multivariate Gaussian distribution, it is not clear how
generally applicable this metric will be for different flow cases. Therefore, this paper will investigate
two different statistical metrics of extrapolation, the Mahalanobis distance and the distance based
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on Kernel Density Estimation (KDE), for a variety of training sets. These extrapolation metrics
will be analyzed and compared in the context of a machine learning framework for the prediction
of Reynolds stresses developed by Wang et al. [8]. The ultimate goal of this work is to provide
quantitative metrics to assess the prediction confidence a priori, in order to guide the choice of
training set when applying data-driven turbulence modeling.
The rest of the paper is organized as follows. Section 2 will describe the machine learning
methodology of Wang et al. [8] and the database of flows used for training and testing. Section 3
will describe different extrapolation metrics and their relative advantages and disadvantages. Sec-
tion 4 will analyze the performance of these extrapolation metrics in predicting the regions of high
uncertainty in the machine learning models, and Section 5 will present conclusions and ideas for
next steps.
2. Machine Learning Methodology
In this section we summarize the Physics-Informed Machine Learning (PIML) framework pro-
posed by Wang et al. [8], which will be used to evaluate the efficacy of the proposed extrapolation
metrics. However, note that extrapolation metrics proposed in this work are not specific to the
PIML framework. Particular emphasis is placed on applications where the feature space input has
high dimensions (10 to 100 features), which is typical in computational mechanics problems and in
other complex physical systems (see e.g., [9]).
The overarching goal of the work of Wang et al. [8] is a physics-informed machine learning
framework for turbulence modeling. The problem can be formulated as follows: given high-fidelity
data for the Reynolds stresses from DNS or well-resolved LES on a database of flows, predict the
Reynolds stresses on a new flow for which only RANS data are available. The flows used to fit
the machine learning model are referred to as training flows, while the flow for which the model
is evaluated is referred to as the test flow. It is assumed that the training flows and the test flow
have similar flow physics.
Wang et al. [8] trained machine learning models to predict a corrector for the Reynolds stress
tensor. The procedure is summarized as follows:
1. Perform baseline RANS simulations on both the training flows and the test flow.
2. Compute the feature vector q(x) based on the RANS state variables.
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3. Compute the discrepancies field ∆τα(x) of the RANS modeled Reynolds stresses for the
training flows based on the high-fidelity data, where ∆τα = τ
RANS
α − τ truthα .
4. Construct regression functions fα : q 7→ ∆τα for the discrepancies based on the training
data prepared in Step 3. These regression functions were constructed using random forest
regressors [10].
5. Compute the Reynolds stresses discrepancies for the test set by evaluating the regression
functions. The Reynolds stresses can subsequently be obtained by correcting the baseline
RANS predictions with the evaluated discrepancies.
In machine learning terminology the discrepancies ∆τi here are referred to as responses, the
feature vector q as the input, and the mappings fα : q 7→ ∆τα as regression functions.
There are three essential components in the physics-based machine learning framework outlined
above: (1) identification of mean flow features as input, (2) representation of Reynolds stresses as
responses, and (3) construction of regression functions from training data. The three components
of the framework are presented below. The reader is referred to [8] for further details.
2.1. Identification of Mean Flow Features as Regression Input
Ten features based on the RANS computed mean flow fields (velocity Ui and pressure P ) are
identified as inputs to the regression function, which is consistent with the mean flow features listed
in the work by Wang et al. [8]. Most of these features are adopted from the work by Ling and
Templeton [5], with an additional feature of mean streamline curvature. It is because that RANS
models tend to be less reliable at the regions with large streamline curvature, thus including it as
a mean flow feature helps in detecting those regions. Turbulence intensity is another mean flow
feature in the work by Wang et al. [8], since it is an important feature in describing turbulence.
Similarly, the turbulence time scale is also chosen as a feature to better describe the turbulence.
Wang et al. [8] also chose the wall-distance based Reynolds number as a mean flow feature, since
the presence of wall dampens the wall normal fluctuation and thus has a important impact upon
the Reynolds stress anisotropy. The pressure gradient along streamline is also used as a mean flow
feature, even though a uniform acceleration of an incompressible flow does not alter the turbulence.
The main reason is that Reynolds stress discrepancy between the RANS simulation and DNS/LES
simulation is to be predicted, and this discrepancy is influenced by dp/dxi. For example, the
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RANS simulation is usually more reliable for the equilibrium boundary layer, but is less reliable
for the boundary layer with strong acceleration. Therefore, larger Reynolds stress discrepancy can
be expected for the boundary layer with strong acceleration, and the inclusion of dp/dxi helps
in distinguishing such scenario. Most of the mean flow features are normalized within the range
between -1 to 1, except for the wall-distance based on Reynolds number that lies within the range
between 0 to 2. With the same length of range, the Euclidean distance along different features
is comparable to each other. The normalization also facilitate machine learning and is a common
practice there.
These mean flow features are adopted from the data-driven turbulence modeling framework [8]
to ensure consistency. A detailed list of the ten mean flow features used in this work can be found
in the work by Wang et al. [8]. However, it should be noted that the current work focuses on
the investigation of a priori assessing the closeness of flow features between the training flows and
the test flow, and the a priori confidence assessment metrics in this work is directly applicable to
other choice of mean flow features. All these features are independent under rotation, translation
or reflection of the coordinate system. However, some of them are not Galilean invariant, e.g., the
normalization factor UiUi and the streamline curvature DΓ/Ds that are dependent on the velocity
of a moving reference frame. Therefore, the authors recommend the use of fixed coordinate systems
for both the training and prediction flows.
2.2. Representation of Reynolds Stress Discrepancy as Regression Response
The discrepancies of RANS predicted Reynolds stresses, or more precisely the magnitude, shape
and orientation thereof, are identified as responses of the regression functions. It has been shown
that these discrepancies are likely to be universal among flows of the same characteristics, and thus
the regression function constructed based on them can be extrapolated to new flows [8]. To obtain
the components, the Reynolds stress tensor is decomposed as follows [12, 13]:
τ = 2k
(
1
3
I + A
)
= 2k
(
1
3
I + VΛVT
)
(1)
where k is the turbulent kinetic energy, which indicates the magnitude of τ ; I is the second order
identity tensor; A is the anisotropy tensor; V = [v1,v2,v3] and Λ = diag[λ1, λ2, λ3] with λ1 +λ2 +
λ3 = 0 are the orthonormal eigenvectors and eigenvalues of A, respectively, indicating its shape
and orientation.
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In the Barycentric triangle shown schematically in Fig. 1, the eigenvalues λ1, λ2, and λ3 are
mapped to the Barycentric coordinates as follows [14]:
C1 = λ1 − λ2 (2a)
C2 = 2(λ2 − λ3) (2b)
C3 = 3λ3 + 1 , (2c)
where C1 + C2 + C3 = 1. Placing the triangle in a Cartesian coordinate ξ ≡ (ξ, η), the location of
any point within the triangle is a convex combination of those of the three vertices, i.e.,
ξ = ξ1cC1 + ξ2cC2 + ξ3cC3 (3)
where ξ1c, ξ2c, and ξ3c denote coordinates of the three vertices of the triangle. Consequently, the
coordinate ξ ≡ (ξ, η) uniquely identifies the shape of the anisotropy tensor.
In this work, the discrepancies of the coordinate ∆ξ ≡ (∆ξ,∆η) are chosen as the regression
responses, where ∆ξ = ξDNS− ξRANS and ∆η = ηDNS−ηRANS represent the discrepancy between
the RANS predicted Reynolds stress anisotropy and the DNS data.
2.3. Random Forest for Building Regression Functions
With the input (mean flow features q) and responses (Reynolds stress discrepancies ∆τi) iden-
tified above, an algorithm is needed to map from the input to the responses. In this work, random
forest regression is employed [15]. Random forest regression is an ensemble learning technique
that aggregates predictions from a number of decision trees. In decision tree learning, a tree-like
model is built to predict the response variable by learning simple decision rules from the training
data. While decision trees have the advantages of being computationally efficient and amenable
to interpretation, they tend to overfit the data, i.e., yield models that reproduce the training data
very well but predict poorly for unseen data. In random forest regression, an ensemble of trees is
built with bootstrap aggregation samples (i.e., sampling with replacement) drawn from the training
data [16]. Moreover, only a subset of randomly chosen features is used when constructing each split
in each tree, which reduces the correlation among the trees in the ensemble. By aggregating a large
number of trees obtained in this manner, random forests can achieve significantly improved predic-
tive performance and largely avoid overfitting. In addition, random forests can provide an relative
importance score for each input feature by counting the times of splitting within the decision trees
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based on the given flow feature. These importance scores reflect the influence of the choice of flow
features on the training-prediction performance. More detailed discussion of the feature importance
can be found in the work by Wang et al. [8]. Random forest regression is a widely used regression
method in machine learning community. Compared to the neural network, the random forest is
less prone to overfitting and is thus more robust as pointed out by Breiman [15].
2-component
3-component isotropic
2-component 
axisymmetric
1-component
Wall
Outer layer
Wall
Outer layer
Baseline RANS
Truth
Figure 1: The Barycentric triangle that encloses all physically realizable states of the Reynolds stresses [14, 17]. The
position within the Barycentric triangle represents the anisotropy state of the Reynolds stress. The three corners
represent the limiting states.
3. Extrapolation Metrics
3.1. Motivation with Machine Learning Based Predictive Turbulence Modeling
The machine learning framework as summarized in Section 2 was used by Wang et al. [8]
to predict Reynolds stresses in conjunction with standard RANS models. The objective was to
predict the Reynolds stress in the flow over period hills at Re = 10595. Training flows were chosen
from the NASA benchmark database [18] including (1) the flow over periodic hills at Re = 1400
(PH1400), 2800 (PH2800) and 5600 (PH5600) [19], (2) the flow past a curved backward facing step
(CBFS13200) at Re = 13200 [20], (3) the flow in a converging-diverging channel (CDC11300) at
Re=11300 [21], (4) the flow past a backward facing step (BFS4900) at Re = 4900 [22], and (5) the
flow in a channel with wavy bottom wall (WC360) at Re = 360 [23]. The geometries and the flow
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characteristics of these flows are illustrated in Fig. 2. The Reynolds numbers are defined based on
the bulk velocity Ub at the narrowest cross-section in the flow and the height H of the crest or step.
(a) Periodic hills, Re = 10595
(b) Periodic hills, Re = 5600 (c) Curved backward step, Re = 13200
(d) Converging–diverging channel, Re = 11700 (e) Backward facing step Re = 4700
(f) Wavy channel, Re = 360
Figure 2: The mean velocity field and separation bubble of the test set and different training sets. The test set is (a)
the flow over periodic hills at Re = 10595. The training sets include (b) the flow over periodic hills at Re = 5600,
Re = 2800 and Re = 1400 (only the flow at Re = 5600 is shown here for simplicity), (c) the flow over curved
backward facing step at Re = 13200, (d) the flow in a converging-diverging channel at Re = 11300, (e) the flow over
a backward facing step at Re = 4900, and (f) the flow in a channel with wavy bottom wall at Re = 360. The test
set is the flow over periodic hills at Re = 10595. All the flow fields illustrated in this figure are obtained based on
RANS simulations, in which Launder-Sharma k- model [28] is used. The lines with arrows in panel (a) indicate the
profile locations for the anisotropy presented in Figs. 4 and 5.
In this study we conducted an extensive evaluation of the machine learning based prediction of
Reynolds stresses, in the context of extrapolation detection. In order to isolate the contribution of
the data from each flow to the predictive capability and to simplify the performance assessment,
each flow above is individually used for training as opposed to combining several flows. In general,
our experiences suggest that better predictive performance is obtained when the training flow and
the prediction flow are more similar. For example, since the test case is the flow over periodic hills
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at Re = 10595, the predictive performance is the best when the training case is the flow in the
same geometry but at a different Reynolds number Re = 5600. In contrast, the performance is
the least favorable when the backward step flow Re = 4900 or the wavy channel flow Re = 360 is
used as training flow. Physical intuition suggests that the backward step and wavy channel cases
are the furthest from the prediction flow in feature space. This is because the backward step has
a sudden expansion (as opposed to the gradual expansion in the periodic hill geometry) and the
wavy channel flow has a Reynolds number (Re = 360) that is drastically different from that in the
test case (Re = 10595). The other two flows (curved step and converging–diverging channel) fall
between the two extremes above because their geometries are qualitatively similar to that of the
test case, and their Reynolds numbers (13200 and 11700) are comparable to 10595 as well. Hence,
the predictive performances of different training cases agree well with our physical understanding
of degrees of similarity between the training and test flows. However, when data-driven models
are used in practical flows, the similarity between the prediction flow and various candidate sets of
training flows is usually not clear. The performances of data-driven models depend on the similarity
between the training flows and the test flow. Predicting the test flow with significantly different
flow physics from the training flows is potentially catastrophic. To prevent these consequences
that may stem from bad judgment from users of data-driven models, in this work we propose the
extrapolation metrics that objectively quantifies the similarity between the training flows and the
test flow. These extrapolation metrics can assess the prediction performance of the data-driven
model a priori, and they also have the potential to provide guidelines for selecting more suitable
training flows to improve the prediction.
3.2. Extrapolation Metrics
Before presenting the details of the two metrics investigated in this work, we examine a few
apparently attractive candidates of extrapolation metrics based on nearest neighbor distances and
marginal distributions. We discuss and illustrate why they are not suitable.
The idea behind extrapolation metrics is to determine the extrapolation distance between a
given test point or test set and the training data. There are several different approaches for
quantifying this distance. One metric would be the nearest neighbor distance. The nearest neighbor
distance is the Euclidean distance in feature space between the test point and the nearest point in
the training set. Because this nearest neighbor distance is susceptible to noise, a common variation
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is the Kth nearest neighbor distance [24], which is the Euclidean distance to the Kth nearest point
in the training set, where K is some pre-determined integer. Unfortunately, these methods are
unwieldy–they require retaining the entire training database to compare against. In turbulence
simulations, even the mean flow data from a single simulation can consume many gigabytes of
memory, so transferring the training database to each user of the machine learning model based on
these training data sets is impractical.
Another seemingly appealing yet equally unsuitable indicator of distance between two sets of
points is the marginal probability density functions. This is illustrated in Fig. 3 for the simple
example of a two-dimensional feature space. This figure shows two data sets S1 and S2 have iden-
tical marginal densities (indicated by the bell-shaped curves on the two axes) but cover distinctly
different regions in the feature space. If S1 is used for training to predict the response of points
in S2, most of the evaluations would involve aggressive extrapolations, and thus poor predictive
performance would be expected. The situation will be even more pronounced in higher-dimensional
feature spaces.
Training set
Prediction set
Marginal
Distribution
M
arginal
D
istribution
Figure 3: Illustration of two data sets that have identical marginal distributions but cover different regions in feature
space.
After evaluating a number of alternatives, we identified the Mahalanobis distance and Kernel
Density Estimation (KDE) as two promising metrics for evaluating the predictive performance of
training–prediction methods. In both metrics, only the inputs of the training and test data are used
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and information of the response is not needed. More importantly, only the statistical quantities
(e.g., mean, covariance, estimated probability density function of the training set) are used, and
the complete raw training data set is not needed. This characteristic leads to much lower memory
consumption, which is in contrast to the nearest neighbor distance methods.
The Mahalanobis distance [25] is an efficient method of representing the extrapolation distance
that does not rely on marginal distributions. The Mahalanobis distance is defined as the distance
between a point q˜ and the mean of the training points µ, scaled by the covariance matrix Σ of the
training points,
D =
√
(q˜− µ)TΣ−1(q˜− µ) (4)
The basic idea of the Mahalanobis distance is that it measures the distance between a point and a
distribution–in this case, the distribution of training points. The larger the Mahalanobis distance,
the greater the degree of extrapolation. To determine the Mahalanobis distance of a test point, it
is not necessary to compare against all of the training data–only the mean and covariance matrix
of the training data must be saved, which is highly memory efficient.
In this paper, the Mahalanobis distance has been normalized based on percentiles from the
training set. The normalized Mahalanobis distance of a test point is given by 1 − γdm, where
γdm is the fraction of training points with a larger raw Mahalanobis distance than the test point.
This normalization ensures that the distance lies in the range between 0 and 1, with a normalized
distance of 0 indicating no extrapolation and a distance of 1 indicating very high extrapolation.
With this normalization convention, larger raw Mahalanobis distance leads to larger normalized
distance. This is because the raw Mahalanobis distance takes into account the scattering of the
training flow points by incorporating the covariance matrix Σ. Therefore, larger raw distance means
the distance from the test flow point to the mean of the training flow points is greater relative to
the scattering of the training flow points. In other words, fewer training points have a greater raw
distance than the raw distance of the test flow point, and thus a larger normalized Mahalanobis
distance can be expected.
An underlying assumption for the Mahalanobis distance is that the training set distribution is
a multivariate Gaussian. However, this may be a poor assumption in many turbulent flows, where
multi-modal distributions may be common. Therefore, the performance of the Mahalanobis distance
as an extrapolation metric will be compared against Kernel Density Estimation (KDE) [26]. KDE
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is a method of approximating the distribution of the training data. The KDE at a point q˜ from a
distribution of training data qi for i = 1, · · · , n is:
fˆ =
1
nσ
n∑
i=1
K
(
q˜− qi
σ
)
(5)
Often, a Gaussian kernel is used, and the bandwidth σ is the standard deviation of the Gaussian
kernel. In this work, the bandwidth is determined based on Scott’s rule [27].
Unlike the Mahalanobis distance, the Gaussian KDE distance does not assume that the training
set has a multivariate Gaussian distribution. Instead, it has a much less stringent assumption–that
the training data distribution can be approximated as a sum of multivariate Gaussians. KDE can
be used as an extrapolation metric by determining the probability that a given test point was drawn
from the training data. The KDE distance has been normalized by comparing the KDE probability
estimation to a uniform distribution, as shown in Eq. 6.
DKDE = 1− PKDE
PKDE + 1/A
(6)
In Eq. 6, DKDE is the normalized KDE distance and PKDE is the KDE probability estimate.
A is the area in state space covered by the training set: A =
∏
i
(qi,max− qi,min). This normalization
therefore compares how likely a point is given the KDE probability distribution estimate versus a
uniform distribution. As with the normalized Mahalanobis distance, this normalized KDE distance
varies from 0 (no extrapolation) to 1 (high extrapolation).
The trade-off between the Mahalanobis distance and the KDE distance is between memory
efficiency and flexibility. While the Mahalanobis distance is more memory efficient–it only requires
retaining the mean and covariance matrix of the training data–it also makes strong assumptions
about the Gaussian nature of the training data. The KDE distance requires much more memory
usage, since it stores the convolution of the Gaussian kernel with the entire training set. However, it
is able to account for strongly non-Gaussian training data distributions. Therefore, a key question
addressed by this paper is whether the Mahalanobis distance is an effective extrapolation metric,
or whether the Gaussian assumption undermines its efficiency. The KDE method , which does not
make this assumption, is less memory efficient and more computationally costly.
In this paper we will investigate the effectiveness of these two extrapolation metrics in detecting
regions of extrapolation for data-driven turbulence closures. It should be noted that the calculations
of these two extrapolation metrics only involve the RANS simulated mean flow field. This is
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because the high fidelity data are usually unavailable for the flow to be predicted. For the RANS
simulations, the same RANS model is used for both the training flows and the test flow, and the
extrapolation metrics are calculated based on these RANS simulations. Compared to DNS/LES,
RANS simulations may fail to detect a flow feature and miss the correct flow topology. For instance,
the separation would be falsely suppressed with a much shallower hill for the flow over periodic
hills. Assuming shallower hill in both the training flow and the test flow, a similar suppression effect
would exist for both flows if k-ε model is used, and the closeness between these two flows can still
be detected. However, if such suppression only occurs in the training flows and is absent in the test
flow, the extrapolation metrics would not suggest a close relationship between the training flows
and the test flow, which can be seen as a conservative choice of estimating closeness between flow
physics. As we used RANS simulations, the calculated extrapolation metrics would depend on the
choice of RANS model. This impact of RANS model selection is especially desirable for the data-
driven turbulence modeling, since the mean flow features used as inputs in the existing data-driven
turbulence modeling [7, 8] are obtained based on RANS simulations. The extrapolation metrics
are thus calculated based on the RANS simulations to assess the closeness of these inputs between
the training flows and the test flow. In this work we explore the correlation of these extrapolation
metrics with the machine learning prediction error for the test case where the high-fidelity data is
available. By demonstrating such positive correlation, these two metrics can be used as indicators
of the machine learning performance for the flows where the high-fidelity data are absent.
4. Numerical Results
In this work, the extrapolation metrics based on Mahalanobis distance and kernel density esti-
mation are assessed for a given test set and several different training sets. The relationship between
machine learning prediction performance and these extrapolation metrics is also studied. The flow
over periodic hills [19] at Re = 10595 is chosen as the test set. As shown in Section 3, seven different
training sets are employed in this work. The flow configurations of training sets are illustrated in
Fig. 2. It should be noted that only the lower part (y/H < 1.2) of the training set is used for
the random forest regression due to the available high fidelity data from training sets. For all the
baseline RANS simulations, Launder-Sharma k- model [28] is used. It should be noted that the
method proposed in this work is also directly applicable to other RANS models. However, the
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same RANS model needs to be employed for both the calculation of extrapolation metrics and the
data-driven turbulence modeling procedure to ensure consistency. The y+ of the first cell center
is kept less than 1 and thus no wall model is applied. The RANS simulations are performed in
an open-source CFD platform OpenFOAM, using a built-in steady-state incompressible flow solver
simpleFoam [29], in which the SIMPLE algorithm is used. We choose the steady-state solver be-
cause the flow problems investigated in this work are all steady-state problems. For the numerical
schemes, second-order central difference scheme is chosen for all terms except for the convection
term, which is discretized with second-order upwind scheme.
The random forest regression is performed based on each of the training sets. The number of
max features is set as 6, considering that there are 10 input features in this work. The number
of trees is set as 100. This number is chosen by observing the out-of-bag (OOB) error to avoid
possible overfitting on the training sets. We have observed the OOB error with different numbers
of trees (50, 100, 150) and this error is not sensitive based on our current setting of the number
of trees. Representative results for the Reynolds stress anisotropy from four of the training sets
are shown in Figs. 4 and 5. The Reynolds stress anisotropy profiles were taken along two lines
at x/H = 2 and x/H = 4, both of which are within the recirculation region. It can be seen in
Figs. 4(a) and 5(a) that the predicted Reynolds stress anisotropies are in good agreement with
the benchmark data if the flow over periodic hills at Re = 5600 is used as the training set. The
prediction is less accurate but still captures the general pattern of benchmark data if the flow at
Re = 1400 is used as training set. If the training set is the flow over curved step, the predicted
Reynolds stress anisotropy is still significantly improved versus the default RANS predictions and
the pattern of the benchmark data is generally predicted as shown in Figs. 4(c) and 5(c). The
predicted Reynolds stress anisotropy state is significantly less accurate if the training set is the flow
in a channel with a wavy bottom wall as shown in Figs. 4(d) and 5(d). In this work, these quantities
that directly predicted by the trained discrepancy functions are compared with the extrapolation
metrics. The reconstructed Reynolds stress components can be found in a separate work by Wang
et al. [8]. It should be noted that the specification of DNS Reynolds stress into RANS equations
would reduce the robustness of the numerical simulation [30, 31]. For the data-driven turbulence
modeling, some attempts to propagate the predicted Reynolds stress to the mean velocity via RANS
equations can be found in the work by Wang et al. [32]. The comparison in Figs. 4 and 5 indicates
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that the prediction performance depends on the choice of the training set. If the training set is
closely related to the test set, e.g., the geometry is the same and the Reynolds number is slightly
different, the predicted Reynolds stress anisotropy is more reliable. To assess the confidence of the
prediction in the practical scenario where benchmark data are not available, the closeness between
different flows needs to be defined.
RANS Benchmark (Breuer et al. 2009) RF Prediction
(a) Training set: PH5600 (b) Training set: PH1400
(c) Training set: CBFS13200 (d) Training set: WC360
Figure 4: Prediction of Reynolds stress anisotropy for the flow over periodic hills at Re = 10595 along the line at
x/H = 2. The panels show the Reynolds stress anisotropy (a) with the flow over periodic hills at Re = 5600 (PH5600)
as training set, (b) with the flow over periodic hills at Re = 1400 (PH1400) as training set, (c) with the flow over
curved backward facing step (CBFS13200) as training set and (d) with the flow in wavy channel (WC360) as training
set.
We use the Mahalanobis distance and the KDE distance as extrapolation metrics to gauge the
closeness between different flows in feature space. The distribution of normalized Mahalanobis
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RANS Benchmark (Breuer et al. 2009) RF Prediction
(a) Training set: PH5600 (b) Training set: PH1400
(c) Training set: CBFS13200 (d) Training set: WC360
Figure 5: Prediction of Reynolds stress anisotropy for the flow over periodic hills at Re = 10595 along the line at
x/H = 4. The panels show the Reynolds stress anisotropy (a) with the flow over periodic hills at Re = 5600 (PH5600)
as training set, (b) with the flow over periodic hills at Re = 1400 (PH1400) as training set, (c) with the flow over
curved backward facing step (CBFS13200) as training set and (d) with the flow in wavy channel (WC360) as training
set.
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distance between the flow over periodic hills at Re = 10595 and each training set is shown in Fig. 6.
For the training set with same geometry but different Reynolds numbers, it can be seen in Fig. 6
that the mean Mahalanobis distance increases as the difference between the Reynolds numbers
becomes larger. This is consistent with the empirical knowledge that flows with same geometric
configuration are often closely related if the Reynolds number difference is small.
For the training sets with a different geometry, it can be seen in Fig. 6(b) that the Mahalanobis
distances are generally greater than that shown in Fig. 6(a). In addition, the Mahalanobis distances
based on the flow in a wavy channel are generally larger than the Mahalanobis distances based on
the flow over curved step. Compared with the prediction performance as shown in Figs. 4 and 5, this
suggests that the Mahalanobis distance can be an indicator to estimate the prediction performance
when the benchmark data are not available. In practice, the normalized Mahalanobis distances
can be obtained a priori based on the mean flow features from training set and test set. Generally
speaking, smaller mean Mahalanobis distance indicates that the RANS simulation of the training
set is more similar to the RANS simulation of the test set. Assuming that similar RANS simulation
results indicate similar flow physics, better prediction performance can be expected.
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Figure 6: Probability density function of Mahalanobis distance based on different training sets. (a) The distribution
of Mahalanobis distance based on Reynolds number extrapolation. (b) The distribution of Mahalanobis distance
based on geometry extrapolation. All the Mahalanobis distances have been normalized into the range from zero to
one, as detailed in Section 3.
Similar to the Mahalanobis distance, the KDE distances are generally smaller for Reynolds
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number extrapolation as shown in Fig. 7(a), compared with the KDE distances based on geometry
extrapolation as shown in Fig. 7(b). This is consistent with the Mahalanobis distance results as
shown in Fig. 6, indicating that Mahalanobis distance can provide an overall reliable extrapolation
estimation in spite of its Gaussian distribution assumption.
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Figure 7: Probability density function of KDE distance based on different training sets. (a) The distribution of
KDE distance based on Reynolds number extrapolation. (b) The distribution of KDE distance based on geometry
extrapolation. All the KDE distances have been normalized by the estimated area occupied by training set in feature
space.
By analyzing the mean prediction error of Reynolds stress anisotropy based on different training
sets, we can see that there is a positive correlation between mean prediction error of Reynolds
stress anisotropy and the extrapolation metrics as shown in Fig. 8. Figure 8 also shows that the
Mahalanobis distance based on geometry extrapolation is close to one and the standard deviation
is much smaller than that based on Reynolds number extrapolation. A possible explanation is that
the normalization procedure may lead to a dense clustering near the value of one. Compared to
the KDE distance as shown in Fig. 8(b), it can be seen in Fig. 8(a) that the trend of Mahalanobis
distance is similar to that of KDE distance for different training sets. This result suggests that the
Mahalanobis distance, while simpler, may still be effective as an extrapolation metric on turbulence
data sets.
After demonstrating the positive correlation between prediction error and extrapolation metrics
through an integral view as shown in Fig. 8, the next step is to investigate the relationship between
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Figure 8: The relationship between the mean error of the prediction of Reynolds stress anisotropy and the mean
value of extrapolation metrics, i.e., (a) Mahalanobis distance and (b) KDE distance. The standard deviations of both
extrapolation metrics are shown as the horizontal bars. The standard deviations of the prediction error of anisotropy
are also shown as the vertical bars.
local prediction performance and extrapolation metrics as shown in Figs. 9 to 11.
The predictions of Reynolds stress anisotropy as shown in Figs. 9(a) and 9(b) have a good
agreement with the benchmark data, which demonstrates that the prediction performance is satis-
factory. The training set is the flow over periodic hills at Re = 5600. It should be noted that such
satisfactory prediction performance is not necessarily guaranteed for Reynolds number extrapola-
tion. In this work, there is no significant change of flow physics for the flows over periodic hills
from Re = 5600 to Re = 10595, which explains the successful Reynolds number extrapolation as
shown in Fig. 9. For other flows such as boundary layer transition, it is unlikely to achieve the
similar quality of prediction by training on the boundary layer without transition and predicting
one with a transition. Therefore, the satisfactory Reynolds number extrapolation results shown
here should be interpreted with caution. The KDE distance is close to zero in most areas as shown
in Fig. 9(d), indicating that the extrapolation extent from training set to test set is small. It is
consistent with the prediction performance of Reynolds stress anisotropy as shown in Figs. 9(a)
and 9(b). In addition, it can be seen in Fig. 9(d) that the KDE distance is large near the bottom
wall at the regions from x/H = 1 to x/H = 2 and from x/H = 2 to x/H = 3. The reason is that
the training set only has data along x/H = 1, 2 and 3, and the extrapolation extent is expected
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to be high between these lines due to the flow separation, which leads to a rapid change of flow
features. Compared to KDE distance, the Mahalanobis distance is generally high near the bottom
wall at the region from x/H = 1 to x/H = 3, which indicates that Mahalanobis distance is a more
rough estimation of extrapolation compared with KDE distance.
Benchmark Prediction(Breuer et al. 2009)
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Figure 9: Prediction of Reynolds stress anisotropy for the flow over periodic hills at Re = 10595 along (a) horizontal
direction ξ and (b) vertical direction η of Barycentric triangle. The training set is the flow over periodic hills
at Re = 5600. The profiles are shown at 10 locations, x/H = 0, 0.5, 1, 2, ..., 8. The benchmark discrepancy is
obtained based on the Reynolds stress from LES simulation [19]. The contours of (c) Mahalanobis distance and (d)
KDE distance are presented for comparison.
The prediction of Reynolds stress anisotropy as shown in Fig. 10 is less satisfactory than the
prediction as shown in Fig. 9, when the flow over curved backward facing step at Re = 13200 is
used as the training set. Specifically, the prediction of anisotropy shown in Figs. 10(a) and 10(b)
still have a good agreement with the benchmark data at the regions from x/H = 2 to x/H = 4 (the
mean squared error of ξ and η are 0.0046 and 0.0095, respectively). The prediction of anisotropy is
less satisfactory at the downstream region from x/H = 5 to x/H = 7 (the mean squared error of ξ
and η are 0.0124 and 0.0097, respectively), and the prediction is even less satisfactory near the hill
crest at inlet and within the contraction region from x/H = 7 to x/H = 9 (the mean squared error
of ξ and η are 0.036 and 0.037, respectively). A possible reason is that the mean flow feature of
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contraction and the favorable pressure gradient is not covered in the training set, which means that
the extrapolation extent at the contraction region is greater. Due to the periodic inlet boundary
condition, it is expected that the extrapolation extent near the inlet would also be high. From the
contour of KDE distance as shown in Fig. 10(d), it can be seen that such a pattern of extrapolation
extent is faithfully represented. Compared to the KDE distance, the Mahalanobis distance as shown
in Fig. 10(c) is less informative. It demonstrates that the normalized Mahalanobis distance is less
able to estimate the extrapolation extent based on geometry extrapolation.
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Figure 10: Prediction of Reynolds stress anisotropy for the flow over periodic hills at Re = 10595 along (a) horizontal
direction ξ and (b) vertical direction η of Barycentric triangle. The training set is the flow over curved
backward facing step at Re = 13200. The profiles are shown at 10 locations, x/H = 0, 0.5, 1, 2, ..., 8. The
benchmark discrepancy is obtained based on the Reynolds stress from LES simulation [19]. The contours of (c)
Mahalanobis distance and (d) KDE distance are presented for comparison.
Compared to the prediction of anisotropy as shown in Figs. 9 and 10, the prediction performance
is much less satisfactory as shown in Fig. 11, where the training case is the flow in a wavy channel
at Re = 360. The main reason is that the Reynolds number of the training set is much smaller
than that of the prediction set, and extrapolation extent is expected to be high across the whole
domain. From the contours of Mahalanobis distance and KDE distance as shown in Figs. 11(c)
and 11(d), it can be seen that such a pattern of extrapolation extent is represented by both the
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Mahalanobis distance and KDE distance. Both metrics are near one for almost the entire extent
of the domain.
Benchmark Prediction(Breuer et al. 2009)
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Figure 11: Prediction of Reynolds stress anisotropy for the flow over periodic hills at Re = 10595 along (a) horizontal
direction ξ and (b) vertical direction η of Barycentric triangle. The training set is the flow in a wavy channel
at Re = 360. The profiles are shown at 10 locations, x/H = 0, 0.5, 1, 2, ..., 8. The benchmark discrepancy is
obtained based on the Reynolds stress from LES simulation [19]. The contours of (c) Mahalanobis distance and (d)
KDE distance are presented for comparison.
The scatter plot of local prediction error of Reynolds stress anisotropy and extrapolation metrics
are presented in Figs. 12 and 13. The correlation coefficients are also presented in Table. 1 for a
more quantitative comparison.
The scatter pattern is more random as shown in Fig. 12(a) when the Mahalanobis distance is
employed as extrapolation metric and the training set is the flow over periodic hills at Re = 5600.
A possible explanation is that when Mahalanobis distance becomes small, it is expected that the
extrapolation error is also small. Therefore, other error sources, such as non-local effect that is not
correlated with Mahalanobis distance, will dominate and the relationship between prediction error
and Mahalanobis distance tends to become more random.
Compared to the correlation shown in Fig. 12(a), it can be seen in Figs. 12(b) and 12(c) that
the correlation is stronger when the training set is the flow over periodic hills at Re = 1400 or
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Table 1: Correlation coefficients between extrapolation metrics and the prediction error of anisotropy
Training Set Mahalanobis Distance KDE Distance
Periodic Hills (Re = 5600) 0.31 0.40
Periodic Hills (Re = 2800) 0.38 0.66
Periodic Hills (Re = 1400) 0.40 0.70
Curved Step (Re = 13200) 0.28 0.53
C-D Channel (Re = 11300) 0.42 0.54
Backward Step (Re = 4900) 0.41 0.57
Wavy Channel (Re = 360) −0.06 0.08
the flow over curved backward facing step, which is also confirmed by the quantitative comparison
of correlation coefficients as shown in Table 1. In these cases, therefore, it can be seen that
the extrapolation error is a dominant source of error in the regression models. If the extrapolation
extent further increases, it is shown in Fig. 12(d) that the correlation between Mahalanobis distance
and prediction error becomes weak again. This is due to the clustering of Mahalanobis distance
near one, which significantly reduces the resolution of Mahalanobis distance. In such a scenario,
the correlation between prediction error of Reynolds stress anisotropy and Mahalanobis distance is
weaker, which leads to a more random relationship between Mahalanobis distance and prediction
error.
The pattern of correlation between the prediction error of Reynolds stress anisotropy and KDE
distance as shown in Fig. 13 is similar to that based on Mahalanobis distance. Specifically, there
exists a positive correlation if the training set is the flow over periodic hills at Re = 1400 or
the flow over curved backward step at Re = 13200. The correlation is weaker if the training
set is the flow over periodic hills at Re = 5600 or the flow in a wavy channel at Re = 360.
Although the correlation pattern is similar based on Mahalanobis distance and KDE distance, the
clustering pattern is different. The Mahalanobis distance based on Reynolds number extrapolation
is more evenly distributed from zero to one, while the KDE distance based on Reynolds number
extrapolation tends to cluster near zero. On the other hand, the Mahalanobis distance based
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Figure 12: The correlation between the Mahalanobis distance and the prediction error of Reynolds stress anisotropy.
The results based on four training sets are presented, including (a) the flow over periodic hills at Re = 5600 (PH5600),
(b) the flow over periodic hills at Re = 1400 (PH1400), (c) the flow over curved backward facing step at Re = 13200
(CBFS13200) and (d) the flow in a wavy channel at Re = 360 (WC360). Points are colored by the local density of
the scatter plot, and the brighter color indicates the higher density.
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on geometry extrapolation is more likely to cluster near one as shown in Fig. 12(d), while such
clustering is less noticeable for KDE distance as shown in Fig. 13(d).
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Figure 13: The correlation between the KDE distance and the prediction error of Reynolds stress anisotropy. The
results based on four training sets are presented, including (a) the flow over periodic hills at Re = 5600 (PH5600),
(b) the flow over periodic hills at Re = 1400 (PH1400), (c) the flow over curved backward facing step at Re = 13200
(CBFS13200) and (d) the flow in a wavy channel at Re = 360 (WC360). Points are colored by the local density of
the scatter plot, and the brighter color indicates the higher density.
The correlation coefficient is smaller based on Mahalanobis distance as shown in Table 1, indi-
cating that the prediction error of Reynolds stress anisotropy is less correlated with Mahalanobis
distance. In addition, the correlation coefficient based on Mahalanobis distance can become neg-
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ative if the extrapolation extent is high, e.g., the flow in a wavy channel at Re = 360 is used
as training set. Therefore, Mahalanobis distance is less accurate in estimating the extrapolation
extent and prediction performance compared with the KDE distance. This is consistent with our
expectation since the Gaussian distribution assumption in calculating Mahalanobis distance may
not be appropriate. However, it should be noted that the Gaussian distribution assumption reduces
the memory usage and the computational cost of extrapolation metrics, which is the advantage of
the Mahalanobis distance.
5. Conclusion
Recently, the increasing interest in data-driven turbulence modeling has created a demand for
simple metrics for evaluating extrapolation. Such a priori evaluation can provide an estimate of the
predictive performance in real applications where high fidelity data are not available for the flow
to be predicted. In addition, it can guide the choice of training flows to achieve better prediction
performance. In the present work we discuss the evaluation of extrapolation between different
flows in feature space. The Mahalanobis distance and KDE distance are used as two extrapolation
metrics in feature space to measure the closeness between different flows. Specifically, the flow
over periodic hills at Re = 10595 is used as the test set in this work. Three training sets at
different Reynolds numbers and four training sets with different geometries are individually used
to investigate the relationship between the prediction error and the extrapolation metrics. In
particular, two training sets at different Reynolds numbers and two training sets with different
geometries are chosen for detailed analysis. The results demonstrate that the relationship between
extrapolation metrics and the prediction error is less correlated in two extreme scenarios, i.e.,
when the training set is very similar to the test set or very different from the test set. In the
former case, other sources of error besides extrapolation error dominate the prediction uncertainty.
In the later case, the degree of extrapolation is so high that the machine learning algorithm is
just “guessing”, leading to a plateau in the error rate. Except for these two extreme scenarios,
both the Mahalanobis distance and the KDE distance are positively correlated with the prediction
error, demonstrating that both extrapolation metrics can be used in estimating the extrapolation
extent and prediction performance. However, the quantitative comparison of correlation coefficient
shows that the prediction error is less correlated with the Mahalanobis distance, indicating that the
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estimation of extrapolation extent based on Mahalanobis distance is less accurate. On the other
hand, the Gaussian distribution assumption of Mahalanobis distance reduces the memory usage
and the computational cost, which is the advantage of using Mahalanobis distance. In conclusion,
the KDE distance is preferable if the accuracy of extrapolation estimation is more important, while
the Mahalanobis distance is still acceptable in some applications in which the memory usage or the
computational cost of high dimensional kernel density estimation is not affordable.
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