Abstract. In this article, we formulate and analyze a two-level preconditioner for optimized Schwarz and 2-Lagrange multiplier methods for PDEs with highly heterogeneous (multiscale) diffusion coefficients. The preconditioner is equipped with an automatic coarse space consisting of lowfrequency modes of approximate subdomain Dirichlet-to-Neumann maps. Under a suitable change of basis, the preconditioner is a 2 × 2 block upper triangular matrix with the identity matrix in the upper-left block. We show that the spectrum of the preconditioned system is included in the disk having center z = 1/2 and radius r = 1/2 − , where 0 < < 1/2 is a parameter that we can choose. We further show that the GMRES algorithm applied to our heterogeneous system converges in O(1/ ) iterations (neglecting certain polylogarithmic terms). The number can be made arbitrarily large by automatically enriching the coarse space. Our theoretical results are confirmed by numerical experiments.
can be made bigger (faster convergence) by enriching the tentative coarse space with eigenmodes of the subdomain DtN maps associated with the next (larger) frequencies. In other words, the coarse space can be adapted automatically to the variation of the coefficient and the difficulty of the problem to ensure a good rate of convergence.
The rest of this paper is organized as follows. We first state the model problem, derive the 2LM system, and introduce the spectral coarse space preconditioner in section 2. In section 3, we discuss the motivations as well as the structure of our preconditioner through studying a transform of the 2LM system. Convergence analysis and optimal choice of the Robin parameter is given in section 4. In section 5, we present an extensive set of numerical experiments for different types of diffusion coefficients with different configurations of the mesh size, the number of subdomains, and the partition to verify our theoretical results. We end with a short conclusion in section 6.
Method formulation.

Preparatory material.
We consider the model problem Let T h be a mesh of size h of Ω. We assume that T h resolves any discontinuity in α(x); i.e., α(x) is piecewise constant on T h . When (2.1) is discretized, e.g., using piecewise linear finite elements with basis {φ j } n j=1 , we obtain the following system of linear equations: We would like to find λ i so that each local discrete solution u i is the restriction of the global discrete solution u on Ω i , namely, (2.7)
Here R i is the restriction matrix, which restricts any n-dimensional vector u (associated with a grid function on the mesh T h of Ω) to an n i -dimensional vector R i u that contains only the components of u corresponding to Ω i .
2LM system.
Relabeling degrees of freedom (dofs) to separate those in the interior of Ω i (corresponding to subscript I) and those on the boundary ∂Ω i (corresponding to subscript Γ), (2.5) becomes (2.8 )
Theoretically, B i and λ i are, respectively, the submatrix and "subvector" of B (i) and λ (i) associated only with dofs on ∂Ω i . However, we will show later in Lemma 2.1 that our method formulation does not rely on the formulation of B (i) in (2.6). Therefore, we let B i be an arbitrary symmetric positive definite matrix of the appropriated size.
Eliminating the interior unknowns u (i) I in (2.8), we arrive at the following system for the unknowns on the interface:
where
are the Schur complement and the accumulated right-hand side, respectively.
Let S and B be the block diagonal matrices
T , and
T . Since the matrices S i are symmetric positive semidefinite, the matrices B i are symmetric positive definite, and a > 0, the matrices S i + aB i are invertible. Therefore, (2.9) is equivalent to (2.10)
. . .
If we think of the vector [u
T as a functions which is defined on Ω, continuous inside each Ω i , but with jump discontinuities across Γ, then the vector u Γ is actually its multivalued or many-sided trace. For each vertex x j ∈ Γ, let m j be its Downloaded 01/13/16 to 137.195. 8.21 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php multiplicity, namely, the number of subdomains adjacent to x j . In order for u Γ to correspond to a continuous function, e.g., the solution of (2.1), the following relation must hold:
where (2.13)
with 1 the matrix of ones, j k , 1 ≤ k ≤ n Γ , the global indices of the dofs on the interface, and Π the permutation that rearranges these dofs so that they have the same ordering as in u Γ . Since K 2 = K and K T = K, K is an orthogonal projection (it projects onto the space of vectors with continuous many-sided trace).
We also need to equate the fluxes of the subsolutions across the artificial interface Γ. Using φ j , a nodal basis function associated with Γ, as a test function for (2.3), we find that (2.14)
Consequently, the "discrete flux vector" η (i) of the local solution u i across ∂Ω i can be computed by
The discrete weighted fluxes are matched when they have zero average or equivalently
The following result is purely algebraic, namely, (2.2) and (2.6) do not need to come from (2.1). Proof. Assume u is the unique solution of (2.2). Letting u i = R i u and substituting them into (2.8), we obtain λ i . Clearly, (2.12) holds. In addition,
This implies (2.16) . Now assume that u 1 , . . . , u p , λ 1 , . . . , λ p is a solution to the simultaneous equations (2.8), (2.12), and (2.16). As (2.12) holds, there is clearly a unique u that satisfies (2.7). The fact that this u is also the solution of (2.2) comes from arguments in (2.17) .
Assume u KB = BK.
In fact, we will choose B to be the diagonal matrix satisfying
. . ,B p }, withB i being the lumped mass matrix on ∂Ω i . In other words, B is the "average" of the lumped mass matrix associated with dofs on the interface. In some sense, our choice of B means that the interface mass matrix and the local generalized eigenproblem introduced later in (3.5) take into account some information about the behavior of the coefficient in the vicinity of the interface in adjacent subdomains. Using Assumption 2.3, (2.16), (2.12), and (2.10), after some algebra we find the nonsymmetric 2LM system
Here, we note that Q − K is always nonsingular, as shown in [10, Theorem 1] and [28, Lemma 3.2] . Therefore, λ is uniquely defined by (2.19). The 2LM system (2.19) can be regarded as a generalization of optimized Schwarz methods to the case where the partition has cross points (cf. [28, 24] ).
2.3.
The spectral coarse space preconditioner. The system (2.19) can be solved iteratively using GMRES [43] . In order to accelerate the convergence of GM-RES, we now briefly introduce a preconditioner with a spectral coarse space. The idea is to choose an auxiliary coarse (or deflation) space and solve the reduced problem on it exactly. Since the second-level preconditioner consisting of the subdomain solves will only need to be effective on the complement space, faster convergence can be guaranteed if the coarse space contains all or most of the functions that are not captured well by the local subdomain solves. For more information about this type of preconditioners, we refer the reader to [36, 13, 5, 32, 50, 2] and references therein.
A preconditioner with a coarse space is already formulated for the homogeneous case [24] . In this case, the coarse space consists of the kernel of S (i.e., the piecewise constant functions). When the problem is heterogeneous, we use the same piecewise constant functions, as well as any functions that are "almost" in the kernel of S.
We choose a "truncation parameter" s min for the coarse space, and we consider all the generalized eigenvectors Sv = sBv, where s < s min .
We collect all such column vectors into the columns of a matrix J, which is Borthonormalized: 
The preconditioned system is (2.21)
An efficient strategy for evaluating the matrix-vector product P −1 λ is as follows (see subsection 3.3 for an explanation). Let
be the "coarse matrix." Then
As the dimension of the coarse space is generally much smaller than the size of the 2LM system, (2.23) suggests an efficient way to apply P −1 . The coarse matrix Z, whose size is the dimension of the coarse space, can be factorized at low cost. The matrix-vector products involving J, J T , and B can also be executed inexpensively because the number of columns in J is much smaller than the number of rows and B is a diagonal matrix.
3. Transformed 2LM system.
The transformation.
It is clear from (2.11) that Q is nonsymmetric. In order to exploit symmetry in our analysis, we consider the following similarity transformation.
Definition 3.1. Given a matrix C and a vector v, we define their "hat-associates":
Here we note that B 
Using the definition of Q in (2.11), it follows that
Clearly,Q is symmetric. In addition,
Furthermore, the spectrum ofŠ = B −1/2 SB −1/2 is exactly the same as the spectrum of the following generalized eigenvalue problem: Due to the block structure of S and B, the spectrum of (3.4) is the union of the spectra of the following generalized eigenvalue problems on the subdomains:
As S i is symmetric positive semidefinite and B i is symmetric positive definite, all the eigenvalues of (3.5) are nonnegative. In addition, when Ω i is a floating subdomain, (3.5) has exactly one eigenvalue that is 0 with constant eigenvectors. This together with (3.3), (3.4), and (3.5) implies that
According to [8] , if B i is the submatrix of B (i) associated with dofs on ∂Ω i and is computed exactly as in (2.6), then (3.5) is the discrete form of the following eigenproblem in function space:
and
Γ to Ω i . Here, we note that DtN i is the Dirichlet-to-Neumann operator on the boundary of Ω i . The coarse spaces in [35, 8] are spanned by eigenfunctions associated with low-frequency modes of (3.7). We use the same type of coarse space, but with B i being the "averaged" lumped mass matrix on the boundary (cf. (2.18)). In other words, the α in (3.7) at each dof on Γ ∩ ∂Ω i is replaced by its domainwise averaged counterpart.
Block structure of the preconditioner. Assume σ(Q)
, where 0 < < 1/2. The coarse spaceV 0 is defined as the subspace spanned by eigenvectors ofQ corresponding to the eigenvalues in the interval (1 − , 1] (these eigenvalues correspond to the small eigenvalues of (3.5) and (3.7)). LetĴ be a matrix whose columns are orthonormal eigenvectors ofQ spanningV 0 . Also let
i.e.,Ê is the orthogonal projection onto the coarse spaceV 0 . We define our preconditioner for the transformed 2LM system (3.2) as follows:
We consider a change of basis from the standard one to a new one consisting of eigenvectors ofQ. If the new basis is arranged so that the eigenvectors associated with eigenvalues in [ , 1 − ] are listed first, then the transformed matricesQ and K take the formQ
Under the same change of basis, the transformed 2LM matrix is and the preconditioner is
It can be seen that the preconditionerP is a 2 × 2 block upper triangular matrix which is obtained fromÂ 2LM (cf. (3.10)) by "zeroing out" the lower-left block and replacing the top-left block by I.
3.3.
Connection with the original 2LM system. The preconditioned transformed 2LM system is
Multiplying (3.13) from the left by B 1/2 , using Definition 3.1, the fact that K and B 1/2 commute, and
This implies that usingP as the preconditioner for the transformed system (3.2) is equivalent to using P = B 1/2P B −1/2 as the preconditioner for the original 2LM system (2.19). In addition,
2LM ). Using the definition ofP in (3.2), we recover the formulation of P,
In addition, ifv is a normalized eigenvector ofQ (a column ofĴ), then B −1/2v is an eigenvector of the generalized eigenvalue problem (3.4). Furthermore, as the columns ofĴ are orthonormal, the columns of J are orthonormal with respect to the B-norm:
These explain the formulation of our spectral coarse space preconditioner given in advance in section 2. We now explain how to efficiently compute the matrix-vector productP
. First, we note that Z is the lower-right block ofP andÂ 2LM :
Then, consideringP given by (3.12), we find that 
Convergence analysis.
Even though the analysis in this section is presented exclusively for 2LM methods, the results also hold for optimized Schwarz methods when the partition has no cross point.
We first study the transformed 2LM system. The following lemma concerns the spectrum of the preconditioned systemP
then the spectrum of the preconditioned systemP −1Â
2LM , except for the isolated eigenvalue 1, is included in the disk having center (1/2, 0) and radius 1 − , i.e.,
Proof. The invertibility ofQ 2 − K 22 will be discussed later in Remark 4.2. Now we focus on showing that (4.1) holds.
Since
The number θ is an eigenvalue ofP
−1Â
2LM if and only if the rank ofP
2LM − θI is deficient. This obviously occurs when θ = 1. Let us now consider the case θ = 1. Note that the matrix (4.2) has an invertible lower-right block, so we can use a Schur complement and study the rank deficiency of the matrix
We assume that
According to (4.2), (4. Now we need to show that the assumption (4.5) is actually true.
The Woodbury identity gives
Applying the Woodbury identity one more time, we have
Here, for square matrices G, H of equal size, we use G ≤ H to express that 22 is also invertible when the coarse space is the whole space, as Q − K as well asQ − K are invertible. Here, the matrixQ 2 − K 22 typically corresponds to an intermediate space between the kernel of S and the whole space. It can be regarded as the discretization of a certain coupled Robin problem for the subdomains, using some complicated (boundary element-like) multiscale basis functions. Since the coupled Robin problem is indefinite or even nonsymmetric, depending on the formulation, we have not been able to rigorously prove the invertibility ofQ 2 − K 22 in the general case. However, we did not encounter any problem related to this in our diverse set of numerical experiments. So we believe that the matrix is either always invertible or fails to be invertible only in very rare situations.
The following lemma presents an estimate needed in the derivation of convergence bounds for GMRES applied to 2LM systems. Lemma 4.3. For θ ∈ C, the resolvent ofP
Then, for θ / ∈ S , the resolvent norm R(θ) can be bounded as follows:
Proof. Performing block-row eliminations on (3.12), we find that 
This together with (3.10) implies that the preconditioned matrixP
We now simplify the top-left and bottom-left blocks of the preconditioned matrix
We use the Woodbury identity to compute the inverse
This leads to
Using arguments similar to the ones used in estimating (I − 2F ) −1 in the proof of Lemma 4.1, we obtain Y ≤ I. In order to save space, we set X :=P
2LM such that
Using the triangle inequality, it follows that
We begin with the upper-left block
In other words,
We now look at the lower-left entry R 21 (θ) and find 
Then the resolvent norm estimate (4.8) follows from (4.10), (4.11), and (4.13).
We now state the main convergence result for the transformed 2LM system. We will use A(k) B(k) to express that A(k) ≤ C B(k) for some constant C which is independent of k and the choice of the coarse space. 
Furthermore, the residual in solving the transformed 2LM system by GMRES is reduced by a fixed tolerance factor of 10 −2 every
Proof. The first part of the proof will follow an approach similar to that in [15, subsection 2.3] to derive convergence bounds.
It is known (see [15] and references therein) that the residuals in the GMRES algorithm satisfy the minimum residual property, i.e.,
whereP k = {polynomials p of degree ≤ k with p(0) = 1 }. This implies that r k ≤ r 0 . Let S˜ be the disk with center (1/2, 0) and radius 1/2 −˜ , where 0 ≤˜ < . Clearly, S˜ ⊃ S , i.e., S˜ contains the whole spectrum ofP −1 A 2LM , except the isolated eigenvalue 1. Denote by Γ˜ the (circular) boundary of S˜ and recall the definition of R b (·) in (4.9). Using the estimates which are popular in pseudospectral analysis, e.g., in [15, 
We emphasize here that (4.16) holds as long as S˜ ⊃ S , i.e., for any 0 ≤˜ < . Consequently, 
. , 0.18 (the larger˜ is, the faster the bound decreases).
This family of bounds is common in analyzing GMRES residuals with pseudospectra [9, 15] . Figure 1 gives an example of how these bounds might look. Each individual bound is "sharpest" only for a certain range of iterations. For the first few iterations, the relative residual is followed closest by the bound associated with˜ = 0, because in this case S˜ contains the whole spectrum ofP −1 A 2LM , including the outlier 1. After that, the outlier has no effect and GMRES enters a regime with faster convergence, with the sharpest bounds being the ones associated with˜ ≈ . Since it is difficult to quantify the minimum of all the bounds in (4.17)-especially the second term on the right-hand side-we focus on bounds associated with the regime with faster convergence. More specifically, we consider /2 ≤˜ < .
Recalling the definition of R b (·) in (4.9) and noting that for z ∈ Γ˜ , R b (z) is large when either z =˜ or z = 1−˜ , we have a rough estimate for the second term in (4.17):
whereĈ Z is defined in the statement of the theorem and /2 ≤˜ < < 1/2.
In addition, as S¯ is a disk, according to [9] , the last term in (4.17) can be estimated sharply for sufficiently large k by (4.19) min
From (4.17), (4.19) , and (4.18), we find that 
Z into (4.14) and obtain
We have plotted ρ( ,Ĉ Z ) in Figure 2 . From this plot, we see that the residual is reduced by a factor of ρ( ,Ĉ Z ) < 0.01 every kf = max k 0 , 2 −1 − 2 iterations, as required.
We are now ready to give our main result on the convergence of the GMRES algorithm for solving the preconditioned 2LM system (2.21).
Theorem 4.5.
16). Then the relative residual norm in solving (2.21) by GMRES satisfies
Furthermore, the residual in solving the 2LM system by GMRES is reduced by a fixed tolerance factor of 10 −2 every 
Therefore,
The proof is finished using the same estimate in the proof for Theorem 4.4 for the second factor of the last term in (4.23).
Coarse space construction and the optimal Robin parameter.
In [35, 8] , all eigenvectors of (3.5) associated with eigenvalues of size less than diam(
are included in the coarse space. This seems to work well for all of their considered test problems. The same approach can be utilized for our proposed method. However, in our method, the rate of convergence can be estimated a priori, and we will exploit this feature to decide the cut-off for our spectral coarse space.
Assume that the spectrum of the generalized eigenvalue problem can be decomposed as follows (3.4):
where the coarse space is constructed using the eigenfunctions associated with eigenvalues in the set {0 < · · · < s 0 }. We recall that the eigenvalues of Q are of the form a/(a+s) with s ∈ σ(S, B). In addition, the spectrum of Q is σ(Q) = [ , Up until this point, we have assumed that the Robin parameter a is given. However, an attractive feature of 2LM methods is that this parameter can be optimized on the fly to improve the convergence of the methods. According to Theorem 4.5, the larger is, the faster the 2LM methods converge. Therefore, we would like to choose a so that is largest. This happens when the two quantities on the right-hand side of (4.25) It now remains for us to discuss how we compute or choose the parameters s max , s min , , and a. The parameter s max can be calculated by solving for the largest eigenvalue of the eigenvalue problem on (3.4). The process of choosing s min is more delicate. First, we decide (roughly) how fast we would like the convergence to be by choosing a lower bound for . For example, in our experiments we require > 0.1. In other words, we demand that the rate of convergence (which is less than 1 − 2 , as shown in Theorems 4.4 and 4.5) be at least 0.8. With the restriction on , from (4.27), we obtain a lower bound for s min . Then s min is determined as the first eigenvalue of (3.4) that is bigger than the lower bound. During the process, all of the eigenvectors of (3.4) associated with eigenvalues up to s min are computed and saved to build the coarse space. Finally, we note that the eigenvalues and eigenvectors of (3.4) can be found by solving in parallel the eigenproblems in subdomains (3.5).
Convergence estimate in terms of mesh parameters.
Although we cannot estimate the norm of the coarse problem Z −1 and thusĈ Z when we have no information about the coarse space, it is worthwhile discussing what the estimate (4.14) reveals about the classical case where the coarse space consists of piecewise constant functions and where the problem is homogeneous, with benign variations in the diffusion coefficient (or even in the case where the elliptic problem is the Laplacian).
In this case, the condition number of the local Schur complement S (modulo the coarse space of constant functions) is O(H/h), yielding the value
. As a result, the iteration count estimate (4.15) becomes
which is consistent with the Fourier analysis done in [14] .
The above analysis also applies to the heterogeneous case where the diffusion coefficient is "quasi-monotone" [38] . Recall that the diffusion coefficient α(x) is quasimonotone, roughly, if for any x ∈ Ω there is a path γ(t) from x to y = argmax x α(x) such that α(γ(t)) is monotonically increasing. In that situation, the generalized condition number of the pencil (S, B) , modulo the coarse space of piecewise constant functions, is also O(H/h) and the estimate is again (4.28) .
If the diffusion coefficient is heterogeneous and not quasi-monotone, then the pencil (S, B) is likely to have some extreme eigenvalues apart from those related to the kernel of S. In that case, using a "classical" coarse space gives very slow convergence. Our new spectral coarse space automatically adapts to this difficult heterogeneous case and gives arbitrarily good convergence by automatically enriching the coarse space.
Numerical experiments.
In this section, we will use our proposed method to solve the model problem (2.1) for different types of variation in the coefficient α. The considered types of α are similar to the ones in [35] .
In all of the experiments, the domain Ω is the unit square Ω = (0, 1) 2 . We use uniform triangular meshes of size h = 1/64, 1/128, 1/256. Unless stated otherwise, the regular tile partitions 4 × 4, 8 × 8, and 16 × 16 will be considered.
The transformed 2LM system (3.13) is solved by the GMRES algorithm [43] with relative residual tolerance of 10 −9 and maximum number of iterations of n Γ or 500, whichever is smaller (n Γ is the size of the 2LM systems). We consider three cases: without any preconditioner, with the two-level preconditionerP 0 in [24] , and with our preconditionerP in (3.8). The λ obtained fromλ is used as data for the local Downloaded 01/13/16 to 137.195.8.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php discrete problems (2.8). These are solved directly to obtain u, the approximation of the discrete solution. We will report the number of GMRES iterations in solving (3.13) for the Lagrange multiplierλ and the relative error of the approximation of the discrete solution
, where u ex is computed by a direct solver. We will also provide "dim," the dimension of the coarse space and the value of parameter for the case with preconditionerP . In all of the experiments, we will start with dim = min max 4p, round(0.1n Γ ) , round(0.2n Γ ) and increase "dim" (through adding more eigenfunctions to the coarse space) by 0.05n Γ if < 0.1.
For the last three experiments, the configuration with h = 1/64 and partition 4×4 is more thoroughly studied. We plot eigenvalues of the generalized eigenvalue problem (3.4), the spectrum of the preconditioned systemP
−1Â
2LM , and the convergence history of solving (3.13) by GMRES. A plot of C s (1 − 2 ) k−2 for a suitable C s is provided along the convergence history for comparison.
Continuous variations of the coefficient.
In this experiments, we consider a continuous function α c (x), where log 10 (α c (x)) = κ sin(wπ(x(1) + x(2))), with κ = 3, w = 4, and x(i) is the ith coordinate of x.
The coefficient α(x) is a piecewise constant approximation of α c (x) with interpolation points at the centroids of elements. The contrast ratio in this experiment is 10 6 . Figure 3 (left) shows log 10 (α(x)) on the uniform mesh of size 1/64 for the continuous test case.
In Table 1 , we can see that the preconditionerP helps to substantially reduce the number of GMRES iterations while delivering better accuracy for the approximation of the discrete solution. The convergence rate (which is a function of ) and consequently the iteration count in the preconditioned case are stable with respect to changes in the mesh size h and the number of subdomains p. The size of the coarse space does grow as h becomes smaller and p becomes bigger. However, this is inevitable as the problem becomes harder and the coarse space must adapt to maintain a reasonable iteration count. Figure 4 (left) shows log 10 (α) for the skyscraper test case. Basically, in the islands, we have α = 10 (2k−1) , k = 1, . . . , 5, from left to right. In the rest of the domain, α = 1. The contrast ratio in this experiment is 10 9 . According to Table 3 , in this test case, (3.13) is very difficult to solve without a preconditioner. In many cases, the desired tolerance of 10 −9 cannot be achieved even after the maximum GMRES iterations min{n Γ , 500}. Consequently, the computed discrete solutions are inaccurate with relative errors often bigger than 10 −2 . On the other hand, the preconditionerP keeps the number of GMRES iterations below 21. The computed discrete solutions are also fairly accurate with relative errors of around 10 −6 . We also do not see big changes in iteration count as the mesh size and the number of subdomains vary.
For the case study, where h = 1/64 and p = 16, the eigenvalues of the generalized eigenvalue problem are plotted in Figure 5 , with those selected for the coarse space marked by red circles in the right plot (see electronic version for color figures). The number of selected eigenvalues is small compared to the size of the 2LM system. The spectrum ofÂ 2LM andP
−1Â
2LM is illustrated in Figure 6 . We can see that all of the eigenvalues ofP in Figure 7 . It can be seen that the rate of convergence agrees with the prediction in Theorem 4.4.
Channels and inclusions.
The setup for the coefficient α in this experiment is similar to the one in subsection 5.3 with α = 10 k , k = 1, . . . , 5, in the islands from left to right. In addition, there are three channels with α = 10 6 (see Downloaded 01/13/16 to 137.195.8.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 6 . This is a test problem with known difficulties for many common preconditioners.
In this experiment, we also compare our new preconditionerP with the more classical preconditionerP 0 based on a piecewise constant coarse space [24] . Due to limited space, we omit the coarse space dimensions. They are actually the same as in the previous experiments.
From Table 4 , it can be seen thatP 0 only helps to reduce the GMRES iteration count minimally, and that its performance and accuracy quickly deteriorate when p increases. Our preconditionerP , on the other hand, keeps the iteration count stable and reasonably small while delivering superior accuracy.
For the case study, where h = 1/64 and p = 16, the eigenvalues of the generalized eigenvalue problem are plotted in Figure 8 , and the spectrum of the preconditioned systems are shown in Figure 9 . It can be seen that the convergence history in Figure 10 , with σ = 1, 2 = 1e-3.
Our realization of α is generated by the spectral decomposition method described in [31] . An example of log 10 (α) for the mesh of size 1/128 is shown in Figure 11 (left). The contrast ratio in this example is 10 8 . Similar to the channels and inclusions test case in subsection 5.4, the preconditionerP 0 only helps to reduce the GMRES iteration count minimally (cf. Table 5 ). Its performance and accuracy quickly deteriorate when p increases. Our preconditioner P , on the other hand, keeps the iteration count stable and small while delivering good accuracy. It is also robust with the changes in mesh size and number of subdomains. The coarse space dimensions are again the same as in the first three test cases.
For the case study, where h = 1/64 and p = 16, the eigenvalues of the generalized eigenvalue problem are plotted in Figure 12 . The spectrum of the preconditioned systems and the convergence history are shown in Figures 13 and 14 , respectively. In these figures, we see a good agreement with Lemma 4.1 and Theorem 4.4.
In order to make sure that our preconditioner works for general partitions, we use Metis [26] to generate the partitions used in our last test (see Table 6 ). 
Conclusion.
We have formulated and analyzed a two-level preconditioner for optimized Schwarz and 2-Lagrange methods. With a coarse space that can automatically adapt to diffusion coefficient and achieve any a priori given linear rate of convergence, our preconditioner is very efficient and robust with highly heterogeneous diffusion coefficient. Numerical results have verified our theoretical findings.
