We report on our efforts to use the XMC model checker to model and verify the Java metalocking algorithm. XMC [Ramakrishna et al. 1997 ] is a versatile and efficient model checker for systems specified in XL, a highly expressive value-passing language. Metalocking [Agesen et al. 1999 ] is a highly-optimized technique for ensuring mutually exclusive access by threads to object monitor queues and, therefore; plays an essential role in allowing Java to offer concurrent access to objects. Metalocking can be viewed as a two-tiered scheme. At the upper level, the metalock level, a thread waits until it can enqueue itself on an object's monitor queue in a mutually exclusive manner. At the lower level, the monitor-lock level, enqueued threads race to obtain exclusive access to the object. Our abstract XL specification of the metalocking algorithm is fully parameterized, both on the number of threads M , and the number of objects N . It also captures a sophisticated optimization of the basic metalocking algorithm known as extra-fast locking and unlocking of uncontended objects. Using XMC, we show that for a variety of values of M and N , the algorithm indeed provides mutual exclusion and freedom from deadlock and lockout at the metalock level. We also show that, while the monitor-lock level of the protocol preserves mutual exclusion and deadlock-freedom, it is not lockout-free because the protocol's designers chose to give equal preference to awaiting threads and newly arrived threads.
INTRODUCTION
Given the growing importance of Java TM as a concurrent object-oriented language for implementing Internet-based applications, it is crucial that the language's implementation on a Java virtual machine (JVM) be both efficient and correct. This is especially true of the language's synchronization operations: in Java, every object is capable of providing mutually exclusive access to its data via synchronized methods and synchronized statements. Moreover, most Java programs synchronize extremely frequently as standard class libraries, including commonly deployed data types such as vectors and buffers, have been designed for multithreaded use. For example, measurements reported in Agesen et al. [1999] show that the SPECjvm98 version of the javac source-to-bytecode compiler executes 765,000 synchronization operations per second.
To address this state of affairs, Agesen et al. [1999] have proposed an efficient metalocking algorithm for implementing the synchronization operations of Java. Metalocking can be viewed as a two-tiered scheme for achieving monitorstyle synchronization in objects. We refer to the upper tier of the algorithm as the metalock level and the lower tier as the monitor-lock level. Metalocks are intended to provide mutually exclusive access by threads to an object's monitor queue, while monitor locks arbitrate access to the object by awaiting threads. The monitor queue of an object O is referred to as O's synchronization data in Agesen et al. [1999] , which itself is made up of lock records. Note that a thread is required to metalock an object before performing any updates (insertion, deletion, rearrangement) to the object's synchronization data.
If an object O is already monitor-locked, the threads whose lock records are in O's synchronization data wait to be awakened by the owner of the monitor lock when it releases its access rights to the object. If O is not being accessed by any thread or the owner of O's monitor lock sends a wakeup signal, the waiting threads race to monitor-lock the object. The winner of the race rearranges the synchronization data, placing its lock record at the head of the queue, thereby gaining mutually exclusive access to the object. Monitor locking is such that the race among waiting threads may lead to out-of-order access to objects by threads.
Two distinguishing features of the metalocking algorithm are its low-space overhead (two bits per-object) and fast execution time (lock + unlock executes in 11 SPARC instructions when there is no metalock contention). Moreover, it does not rely on busy-waiting which can unnecessarily detain a processor from serving other threads. Metalocking has been implemented in the Solaris Production Java virtual machine (Java SDK 1.2) from Sun Microsystems and benchmarks show impressive performance on several large programs.
That the metalocking scheme is correct is far from given. For example, to save space, it uses a delicate virtual queue technique (our terminology) to implement a first-come-first-served policy for handling metalock requests. In a virtual queue, a thread knows its predecessor on the queue but not its successor (notice the asymmetry). Therefore, a thread releasing a metalock must dynamically determine its successor in order to hand-off the metalock to this thread. For this purpose, a predecessor thread releasing a metalock enters a race with its successor thread to lock a mutex variable in the predecessor's execution environment (EE) data structure. As described in the following, the winner of the race gets to update a certain variable in the predecessor's EE. Thus, each thread can determine if it won the race by noting whether the competitor has made the corresponding change.
If the successor wins, it writes its thread ID in the predecessor's EE. This is the first time that the predecessor has learned of its successor's identity, and it will now hand-off the metalock to the successor and signal the successor that the hand-off is complete. If the predecessor wins, it still does not know the identity of its successor but it knows that its successor knows its identity. Therefore it updates its EE by making the metalock "up for grabs" to the successor. The successor will eventually complete the hand-off and signal the predecessor of this fact.
Besides the virtual queue idea for handling metalock requests, the algorithm's correct operation critically depends on two atomic swap operations, one in the routine for acquiring a metalock and the other in the routine for releasing a metalock. Both of these swap operations are used to determine if there is contention for the metalock in question, and both must be executed atomically in order to ensure mutual exclusion. Agesen et al. [1999] proposes a sophisticated optimization of the basic metalocking algorithm for the case of uncontended objects. 1 The idea behind the optimization, referred to as the extra-fast path for locking and unlocking, is to fuse the metalock and monitor-lock operations when a thread attempting to lock an object finds the object in an unlocked state. The extra-fast path for locking uses one atomic (compare-and-swap) instruction rather than the two needed for metalocking and metaunlocking, and the total number of machine instructions that need to be executed is smaller as well.
The authors of Agesen et al. [1999] have recognized the importance of proving their metalocking algorithm correct, and have consequently provided informal proof sketches for two important correctness properties at the metalock level: mutual exclusion and freedom from lockout. These properties ensure that threads access object synchronization data in a mutually exclusive fashion, and a thread requesting access to synchronization data is eventually granted it.
In this article, we show how the automatic verification technique of finitestate model checking can provide further testimony to the correctness of the metalocking algorithm. Model checking [Clarke et al. 1999 ] is the process of determining whether a system specification satisfies (is a model of) a correctness property given as a temporal logic formula. The specific model checker we used, XMC [Ramakrishna et al. 1997] , is a versatile and efficient model checker • S. Basu and S. A. Smolka for systems specified in XL, a highly expressive value-passing language which can be seen as an extension of Milner's (value-passing) CCS process algebra [Milner 1989 ]. XMC is implemented on top of the XSB tabled logic-programming system [XSB 2001] . Our main results obtained using XMC are the following.
-We have produced an abstract (suitable for model checking) specification of the metalocking algorithm in XL, the input language of XMC. The specification is completely parameterized, both by the number of threads in the system and the number of objects in the system. -For a variety of values of M (the number of threads) and N (the number of objects), we have used model checking to establish that the algorithm at the metalock level does indeed provide mutual exclusion and freedom from deadlock and lockout. Some of these cases were particularly challenging, with state-space sizes as large as 2.5 million states. -We have also extended our XL specification of the metalocking algorithm to capture the extra-fast path for locking and unlocking uncontended objects. The required changes are significant since the monitor-lock level of the metalocking algorithm must now be specified in addition to the metalock level.
In contrast, to model exclusively the metalock level, it sufficed to abstract away all details pertaining to monitor-locking. The situation is further complicated by several interesting features of the monitor-locking protocol, including potential out-of-order access by threads to an object's monitor-lock. Our model-checking results on the extended specification indicate that (1) mutual exclusion and freedom from deadlock and lockout at the metalock level continue to hold for this optimized version of the algorithm, and (2) although the protocol of Agesen et al. [1999] satisfies mutual exclusion and is deadlock-free at the monitor-lock level, it is not lockout-free: the protocol is inherently unfair due to out-of-order access to object monitors by threads.
The rest of this article develops along the following lines. Section 2 describes XMC, the verification tool we used in our analysis of the metalocking algorithm, and XL, XMC's specification language. The algorithm itself is presented in Section 3, while Section 4 discusses our XL encoding of the algorithm. Section 5 considers the extra-fast synchronization path and our modeling of this optimization is presented in Section 5.4. Section 6 contains our model-checking results, while Section 7 discusses related work. Section 8 offers some concluding remarks.
THE XMC VERIFICATION TOOL
XMC [Ramakrishna et al. 1997 ] is a model checker for a value-passing process calculus [Milner 1989 ] and the modal mu-calculus [Kozen 1983] . A novelty of the system is that it is written in a highly declarative fashion in just under 200 lines of XSB tabled Prolog code. XSB [2001] is a logic-programming system created using an extension of Prolog-style SLD resolution with tabled resolution. This enables XSB to terminate on programs having finite models, to compute the model of normal logic programs, and to avoid redundant subcomputations. XL, the specification language for XMC, is a highly expressive extension of value-passing CCS [Milner 1989 ]. Prolog terms and predicates are used, respectively, to represent values and computations. Thus specifications can make use of recursive data structures and computations.
The syntax of the XL specification language is given by the grammar of Figure 1 where Comp is a term representing a computation (e.g., X is Y+1). A terminating null process is denoted by true. Process expression if C then S 1 else S 2 behaves like S 1 if computation C succeeds, and like S 2 if C fails. The computation C in an if expression is assumed to leave the bindings of variables unchanged. The process c?t inputs a value that matches term t over channel c; c!t outputs the value represented by term t over channel c. Processes communicate by synchronizing input and output actions over identical channels. The expression action(t) represents an observable action t. Logical properties of processes are defined over the observable actions. Finally, the expression Proc is a parameterized process name represented as a term (e.g., medium(Get, Put)). The parameters of a process term include nonchannel variables and constants where the variables are treated as local, and channels on which the process can communicate. Process invocations may be recursive; in fact, since the language provides no iterative constructs, recursion is the only way to specify loops in processes. Unlike CCS, XL does not have explicit restriction and relabeling operators. Relabeling is achieved by invocation of process terms with appropriate arguments for channel names (e.g., see definition of abp in Figure 2 ). The restricted ports of a process are the ports included among the parameters of the process definition.
XL Specification of the Alternating Bit Protocol
To illustrate the salient features of the XL specification language, in Figure 2 , we provide an XL specification of the Alternating Bit Protocol (ABP) [Tanenbaum 1996] . Text preceded by the %% character in the specification is a comment. ABP is a simple sliding-window protocol between two processes where the window size is 1. In the specification, the protocol is described as the parallel composition of four processes: sendnew, receiver and two medium processes, one abp ::= sendnew(R2S_out, S2R_in, 0) | medium(S2R_in, S2R_out) %% sender -> receiver | medium(R2S_in, R2S_out) %% receiver -> sender | receiver(S2R_out, R2S_in, 0). for data transmitted from process sendnew to process receiver and the other for data transmitted from process receiver to sendnew. The first two parameters of each process indicate the channels they synchronize on to input and output data, respectively. For example, processes receiver(S2R out, R2S in, 0) and medium(R2S in, R2S out) synchronize on channel R2S in so that data output by the former process is input by the latter process.
Process sendnew first signals action(sendnew) to indicate that it is ready to send new data, and then behaves as process sender. Process sender outputs a data item along with the data's sequence number, Seq, which is either 0 or 1, via channel DataOut and waits for an acknowledgment on channel AckIn. Our specification of the ABP protocol is data-independent in the sense that the actual data value is abstracted away, and only the sequence number is transmitted. Note that channel DataOut is a formal parameter of process sendnew and process sender; the corresponding actual argument is S2R in, along which the sequence information is relayed to the corresponding medium process medium(S2R in, S2R out). If the sequence number of the received acknowledgment is the same as the sequence number of the transmitted data, then process sender gets ready to output a new data item with the next sequence number; otherwise, it resends the original data with the old sequence number. Process sender can also nondeterministically time-out without receiving the acknowledgment, in which case it will resend the data with the old sequence number.
Process receiver, on the other hand, waits on channel DataIn for data with a particular sequence number Seq. If the received sequence number is the one expected, it sends an acknowledgment for that sequence number and waits for the next sequence number. Otherwise, it retransmits as an acknowledgment the expected sequence number. The medium processes between the sender and receiver can relay messages to and from the appropriate channels or nondeterministically drop the message.
THE METALOCKING ALGORITHM
In this section, we describe the metalock-level protocol of the metalocking algorithm of Agesen et al. [1999] . Recall from our discussion in the introduction that two levels of locking are involved when a thread synchronizes on an object: metalocking to access the object's synchronization data and monitor-locking to access the object data. Specifically, whenever a thread tries to access object data, it first metalocks the object to insert its lock record in the monitor queue (synchronization data) and then monitor-locks the object (when its lock record reaches the head of the queue) to access the object data. Java uses monitor-style synchronization on objects and a lock record represents a request by a thread to enter an object's monitor. Manipulation of object monitor queues by threads must be done in a mutually exclusive fashion to ensure consistency of the queue structure, and the metalock-level protocol is designed to provide such mutually exclusive access. Figure 3 depicts the scenario where two threads, thread1 and thread2, have placed their respective lock records in the monitor queue of a certain object. The combination of the monitor queue and the contents of the object's multiuse word (MUW), which contains a pointer to the head of the queue and is described in detail later, are referred to as the object's synchronization data [Agesen et al. 1999] . Threads thread3 and thread4, on the other hand, are trying to gain access to the synchronization data so that they can also insert their lock records in the queue. Thus, in this scenario, thread1, whose lock record is at the head of the queue, has monitor-locked the object and can therefore access the object data. Thread2 is waiting for thread1 to release the monitor-lock, and threads thread3 and thread4 are trying to metalock the object synchronization data.
In the metalocking algorithm, threads observe a certain protocol when manipulating an object's synchronization data. The pattern of synchronization operations in the metalocking algorithm is as follows.
(1) Get the object's metalock to ensure mutually exclusive access to the object's synchronization data. (2) Manipulate the synchronization data. (3) Release the metalock (if no other thread is waiting to acquire the metalock) or hand-off the metalock (to a waiting thread, the next one in line).
A thread that encounters no contention while attempting to acquire a metalock is said to execute the fast path for that operation; otherwise it takes the slow path. The situation is exactly similar for the operation of releasing a metalock. The slow paths constitute the portion of the algorithm that implements the metalock hand-off. There is also an optimized scheme referred to as the extra-fast path that fuses the metalock and monitor-lock operations in the case of uncontended objects. We consider this optimization in Section 5.
The main data structures used by the metalocking algorithm are the execution environment (EE), one per-thread, and the multiuse word, one per-object. Consider first the 32-bit multiuse word (MUW), which is actually the second word of a two-word object header (the first word points to the object's class). The two least-significant bits are referred to as the lock bits of the MUW and allow for the encoding of four possible lock states of the object, as shown in Figure 4 and described as follows.
NEUTRAL. An object is created in the neutral state and remains in this state as long as no thread synchronizes on it, and then returns to NEUTRAL once synchronization ceases. In this state, the first 30 bits of the MUW are used by other parts of the Java Virtual Machine such as the garbage collector, and both lock bits are set to zero.
LOCKED. The first 30 bits of the MUW contain a pointer to the lock record at the head of the object's monitor queue, indicating which thread owns the monitorlock and also stores the displaced hash and age information that is maintained in the MUW while the lock state is neutral. The lock bits are set to 01. WAITERS. This state is entered when a thread releases the monitor-lock while other threads are waiting to acquire the lock or be notified. The object is no longer monitor-locked but the state must be distinguished from NEUTRAL since the first 30 bits of the MUW still point to synchronization data. The lock bits are set to 10.
BUSY. The object is metalocked. The first 30 bits of the MUW point to the EE of the thread that has the metalock. The lock bits are set to 11. Figure 5 illustrates the state-transition behavior of an object in response to threads locking and unlocking the object. As can be seen from the figure, whenever a thread metalocks an object, the object's state transitions to BUSY, and whenever a thread releases a metalock on an object, the object's state transitions to either LOCKED or WAITERS. For the purpose of modeling the metalock-level protocol, it therefore suffices to consider only two lock states: BUSY and NON-BUSY, with lock states NEUTRAL, LOCKED, and WAITERS abstracted into the single state NON-BUSY as indicated in Figure 4 . In Section 5, when we extend our model of the metalocking algorithm to include extra-fast synchronization, we will need to consider all four lock states of the object. The abstraction of the four MUW states into two serves to significantly reduce the state space of our model of the metalock-level protocol and allows us to analyze this protocol in isolation from the lower-level monitor-locking scheme.
A thread releasing an object's metalock must update the object's MUW to reflect the new state of the object's monitor queue. The authors of Agesen et al. [1999] refer to the new content of the MUW as the thread's release bits. The lock state of a thread's release bits will always be NON-BUSY.
The definition of the EE data structure is given in Figure 6 as type definition ExecEnv. The figure is taken essentially verbatim from Agesen et al. [1999] . ExecEnv is a subtype of Thread; since EEs and threads correspond oneto-one, EE addresses are well-suited as unique thread identifiers. Thus, thread can be viewed as a thread ID. metaLockMutex is the mutex variable a predecessor thread releasing a metalock and a successor thread acquiring the metalock race to acquire (recall the discussion of the algorithm given in Section 1). metaLockCondvar is a POSIX-style condition variable that the successor uses to wait for the predecessor to finish its half of the hand-off, and vice versa. metaLockBits is space for storing the predecessor's release bits. bitsForGrab allows the predecessor to wait for the successor to grab (copy) its release bits; it is set to true by the predecessor when it wins the race. gotMetaLockSlow allows the successor to wait for the predecessor to copy over its release bits when the successor wins the race. Finally, succEE will be written by the successor in the predecessor's EE when the successor wins the race. The remaining two fields, monitorLockMutex and monitorLockCondvar, are utilized in the monitor-locklevel protocol of Agesen et al. [1999] ; we consider monitor-locking and unlocking in Section 5.
The Java-style pseudocode for acquiring and releasing metalocks, reproduced from Agesen et al. [1999] , is presented in Figure 7 . A thread attempts to acquire the metalock by executing an atomic swap operation to replace the object's MUW with a word consisting of a reference to the thread's EE and low-order bits representing the BUSY lock state. If the value of the MUW read by the swap operation indicates that the object's metalock is not busy, then the thread has acquired the metalock and may proceed. This is the fast path for metalock acquisition. If, however, the object's metalock is found to be BUSY, then some other thread holds the metalock and the current thread invokes getMetaLockSlow(). In this case, the threads contending for the metalock are totally ordered by the order in which they executed the swap instruction. Every thread in the order knows its predecessor from the EE in the MUW it read. Moreover, the first thread in this order knows that it has no predecessor since it acquired the metalock.
To release a metalock, a thread executes an atomic compare-and-swap (CAS) operation to atomically compare the current value of the object's MUW with what it had written there when it attempted to acquire the lock. If it is the same, then no contention has occurred, and the release bits are written. Otherwise, contention exists and the releasing thread will hand-off the metalock to the next thread in the order induced by the swap operations by calling releaseMetaLockSlow().
The hand-off protocol is defined in the pseudocode for slow-path metalock operations given in Figure 8 ; the code in this figure is also reproduced from Agesen et al. [1999] . The main objective of the slow-path operations is for the releasing predecessor thread to hand-off the metalock to the acquiring successor thread. To accomplish this, they both try to lock the metaLockMutex variable in the predecessor's EE. The race has two possible outcomes: the successor wins (the case to be expected more frequently in practice) or the predecessor wins. The successor will know it won the race if it finds that the predecessor's bitsForGrab is false upon acquiring the mutex variable. In this case, it assigns its EE to the predecessor's succEE and waits for the predecessor to complete its half of the hand-off (releasing the mutex in the process). The predecessor, in turn, realizes it has lost the race by finding succEE to be nonnull upon acquiring the mutex variable. In this case, it places its release bits in the successor's metaLockBits, sets the successor's gotMetaLockSlow to true to indicate that those bits are valid, resets its succEE to its default value of null, signals the successor that it has completed its transaction, and releases the mutex. The successor, now back in possession of the mutex, resets its gotMetaLockSlow to its default value of false, reads the release bits from its EE, releases the mutex, and continues, having acquired the metalock.
The predecessor wins the race if it finds succEE to be null upon acquiring the mutex variable. In this case, it places its release bits in metaLockBits, sets bitsForGrab to true to indicate that those bits are valid, and waits for the successor to complete its side of the hand-off (releasing the mutex in the process). The successor, in turn, realizes it has lost the race by finding the predecessor's bitsForGrab true. In this case, it reads the release bits out of the predecessor's EE, resets bitsForGrab in the predecessor's EE to its default value of false, signals the predecessor that it has completed its transaction, and releases the mutex. The predecessor, now back in possession of the mutex, releases the mutex, and continues.
MODELING THE METALOCK-LEVEL PROTOCOL IN XMC
In this section, we describe how we specified the metalock-level protocol in XL, the input language of the XMC model checker. The complete XL source listing of the specification can be found at http://www.cs.iastate.edu/ ∼sbasu/metalock/. The basic ingredients of any XL specification are Fig. 9 . Architecture of the specification for two threads and one object. parameterized processes that execute concurrently and that exchange values over channels. Channels are unidirectional and any number of processes can output values to or receive values from a given channel. However, a communication over a channel involves exactly two processes and is synchronous, requiring a handshake between communicating processes.
Assuming a system with M threads and N objects, our XL specification of the metalocking algorithm is given by the process metaj(M,N), consisting of the parallel composition of M + N + 1 processes: one per-thread, one per-object, and one for a special hand-off process. These processes are linked together by a variety of communication channels, and the messages exchanged over these channels contain the IDs of the communicating processes. The purpose of these channels will be made clear in the ensuing discussion. An architectural diagram of the specification is given in Figure 9 for the case of two threads and one object. A thread process is of the form thread(Thread_id, N), where Thread_id is an integer between 1 and M uniquely identifying the thread in question.
2 Although XL processes are parameterized, they do not have state per se. We therefore use thread IDs instead of EEs to uniquely identify threads and encode EE fields in the messages exchanged between threads and between threads and the hand-off process. The basic behavior of a thread process is to loop forever, each time nondeterministically selecting one of the N objects in the system for attempted metalocking by calling getmetalock(Thread_id, Object_id), followed by releasemetalock(Thread_id, Object_id).
An object process is of the form object(Multiuseword, Object_id), where Object_id is an integer between 1 and N uniquely identifying the object in question, and Multiuseword is of one of two forms: Thread_id concatenated with busy or Thread_id concatenated with not_busy. An object process supports the two types of atomic swap operations utilized in the fast-path metalock operations ( Figure 7 ). The encoding of these operations is perhaps one of the most interesting aspects of the specification.
Consider first the atomic SWAP operation for which the relevant portions of the XL code are given in Figure 10 (a). Recall from Section 3 ( Figure 7 ) that a thread executes an atomic operation of the form SWAP(busyBits,multiUseWord(obj)) in an attempt to acquire an object's metalock. As the name of the operation 2 Processes definitions such as the one for thread are also parameterized by the channels over which the defined processes can communicate (see Section 2). To increase the readability of process definitions, we shall hereafter omit the channel parameters. As stated previously, the channels used by a process in our XL specification of the metalocking algorithm can easily be determined by consulting Figure 9. implies, its effect is to replace the object's MUW with busybits and, simultaneously and atomically, replace the variable busybits with the object's MUW. Recall that busybits is a reference to the thread in question along with loworder bits representing the BUSY lock state. Upon completion of the swap, the thread can query the lock state of the object's MUW to determine whether or not its attempt to acquire the object's metalock was successful.
Our implementation of the atomic swap operation in XL comes down to the synchronization of the following two complementary valuepassing statements: output command Swap ! (Object id,(Id,Lockstate), (Thread id,busy)) in process getmetalock and input command Swap ? (Object id,Multiuseword,Newword) in process object; see Figure 10 (a). The joint effect of synchronizing these two commands is for (Id,Lockstate) in process getmetalock to be bound to Multiuseword, and, conversely, Newword in process object to be bound to (Thread_id,busy). The fact that the synchronization of these input and output commands results in a bidirectional value exchange (i.e., swap) is a result of the Prolog-style unification mechanism underlying XL's semantics of value-passing. That this bidirectional value exchange happens atomically is due to the atomic nature of synchronization of complementary value-passing commands in XL.
In pure value-passing CCS [Milner 1989 ], one would need two value-passing synchronizations to accomplish a swap of data values, leaving open the possibility of the swap being interrupted midstream. By relying on unification, XL accomplishes the task in one atomic step, thereby bringing it semantically closer to the atomic swap operation that is such a critical component of the original Java-based specification of the metalocking algorithm [Agesen et al. 1999] .
The atomic CAS operation is encoded in a similar, albeit somewhat more complex, fashion. The relevant portions of the XL code are given in Figure 10 (b). The thread and object processes initiate the operation by synchronizing on the (Object_id,Thread_id) message. Thread_id transmits over channel Cas_req. The object then compares its MUW to the value (Thread_id,busy). If the comparison succeeds (indicating no lock contention is present), this value will be bound via an input command to Newword in the releasemetalock process, and the object process will continue as object((Thread_id,not_busy),Object_id). Otherwise, Newword will be bound to null, the object's MUW will remain unchanged, and the thread process will call releasemetalockslow. That all of this will happen atomically is guaranteed by the fact that the thread and object processes cannot be interrupted once the compare-and-swap operation is initiated; that is, for the duration of the CAS operation, these two processes are only willing to communicate with each other.
The purpose of the hand-off process (see Figure 11) is to simulate the hand-off of the release bits from the predecessor thread to the successor thread. In particular, the hand-off process first synchronizes with the competing thread processes, one of which, the successor, will be executing getmetalockslow and synchronizing with the hand-off process via channel Mutex_other, and, the other of which, the predecessor, will be executing releasemetalockslow and synchronizing with hand-off via Mutex. The hand-off process then nondeterministically decides who won by outputting false on the appropriate Bits_for_grab channel if the successor won, or by outputting zero on the appropriate succ channel if the predecessor won.
The XL code for getmetalockslow and releasemetalockslow in Figure 12 completes the picture as to how we modeled the hand-off protocol. Process getmetalockslow first tries to get the mutex of the predecessor, and then examines Grab_bits, which it inputs via the message Bits_for_grab? (Pred_id, Object_id, Grab_bits), to determine if it won the race. The trick here is that the value of Grab_bits may be supplied by either the hand-off process or the predecessor process. In the former case, the successor won the race, and the value of Grab_bits is false. In the latter case, the predecessor won the race, and the value of Grab_bits is true. If the successor wins, it sends its Thread_id to the predecessor and then waits for the predecessor to send a signal via channel Metalock_bits_other. The hand-off is complete after this signal is received. If the successor loses, it simply waits for the predecessor to send a signal via channel Metalock_bits.
In the case of the releasemetalockslow, the predecessor process receives Succ_id either from process hand_off (Succ_id is zero and the predecessor has won) or from the successor process (Succ_id is non-zero and the predecessor has lost). In the former case, it sends true for Grab_bits to the successor and completes the hand-off by emitting a signal from Metalock_bits. In the latter case, the predecessor sends a signal to the successor's input channel Metalock_bits_other. Figure 13 illustrates the high-level behavior of a thread process trying to metalock/unlock an object following the fast or slow paths of synchronization described earlier. The state transition labels reveal the state of the object as seen by the thread after completing the atomic operations (SWAP and CAS).
EXTRA-FAST LOCKING AND UNLOCKING OF UNCONTENDED OBJECTS
In Agesen et al. [1999] , the authors propose an extra-fast synchronization path for uncontended objects. Extra-fast synchronization uses the fact that, most of the time, threads do not contend to access object data; this in turn implies that objects spend the majority of time in the NEUTRAL state. As described in Section 3, two levels of locking are involved when a thread synchronizes on an object: metalocking to access the object's synchronization data and monitor-locking to access the object data. Specifically, whenever a thread tries to access object data, it first metalocks the object to insert its lock record in the monitor queue, and then monitor-locks the object (when its lock record reaches the head of the queue) to access the object data. The extra-fast path optimization fuses the metalock and monitor-lock operations into one step, thus reducing the number of lock and unlocks needed to access uncontended object data.
To describe the extra-fast synchronization path, it is first necessary to consider the normal monitor-locking protocol proposed by Agesen et al. [1999] . We do this now, starting with monitor-lock acquisition.
Acquiring a Monitor-Lock
A thread attempting access to object data, first metalocks the object by either the fast or slow path as described in Section 3. The subsequent behavior of the thread depends on the state in which it found the object during metalocking. There are three possible cases:
• S. Basu and S. A. Smolka (1) NEUTRAL. The thread releases the metalock with the release bits containing the thread's ID and a lock state of LOCKED. (2) WAITERS. The object is unlocked and one or more threads are waiting to monitor-lock the object. The thread rearranges the synchronization data by inserting its lock record at the head of the queue and releases the metalock in a lock state of LOCKED. This leads to out-of-order access of objects by threads and is actually the result of the thread winning a race with the waiting threads for the monitor-lock on the object. This reflects the decision by the authors of Agesen et al. [1999] to give equal preference to waiting threads and newly arriving threads. (3) LOCKED. The thread appends its lock record to the monitor queue and suspends on the condition variable monitorLockCondvar, waiting to be awakened by a monitor-lock releasing thread.
3 Agesen et al. [1999] refer to this path as the monitorEnterSlow operation. Once awakened, the thread again metalocks the object and checks the object's state. If it is different from LOCKED, it updates the synchronization data to indicate that it holds the monitor-lock and releases the metalock; otherwise the thread releases the metalock and waits again.
Releasing a Monitor-Lock
When a thread monitor-unlocks an object, it first metalocks the object. In this case, the state in which the thread finds the object can only be LOCKED. What it does next depends on the size of the synchronization data.
(1) If there are no other threads waiting to enter the object monitor, the thread releases the monitor-lock, changes the state of the object to NEUTRAL, and removes its lock record from the monitor queue. (2) If the length of the monitor queue is greater than one, then one or more threads are waiting to access the object. In this case, the thread removes its lock record from the queue, awakens the threads waiting on monitorLockCondvar, changes the object state to WAITERS, and releases the metalock. Agesen et al. [1999] refer to this path as the monitorExitSlow operation.
Extra-Fast Path
In the cases just presented, a thread is required to perform at least two atomic operations (SWAP in acquiring the metalock and CAS in releasing the metalock) to monitor-lock an object. The extra-fast optimization is aimed at reducing the number of atomic operations and also the total number of machine instructions that need to be executed. In this protocol, a thread attempting to access object data, first reads the object's MUW. If the object's lock state is NEUTRAL, the thread copies the hash and age bits into a fresh lock record and builds a new MUW containing the address of the lock record and the LOCKED state. A CAS operation is then performed to atomically change the MUW to the new value if it has not changed since it was read. If the CAS succeeds, then the object enters the LOCKED state; otherwise, the normal monitor-locking protocol is followed.
In the extra-fast path for unlocking, a thread first performs an atomic CAS operation to check if its lock record is still the only lock record in the monitor queue. If the CAS operation succeeds, implying that no other thread is trying to access the object, the thread will have removed its lock record from the queue and updated the object MUW to the NEUTRAL state in one atomic operation. Otherwise, the normal monitor-unlocking protocol is followed. For efficiency reasons, Agesen et al. [1999] further stipulates that lock records are allocated with eight-byte alignment so that three bits are zero in the address of a lock record. In the LOCKED state, this extra bit is used to summarize the state of the queue field of the first lock record: if the bit is zero, the queue field is NULL. Our XL specification of extra-fast unlocking given in the following takes a much more abstract approach to keeping track of the state of the monitor queue.
To better understand the metalocking algorithm in general and the extrafast optimization in particular, an example execution scenario is presented in Figure 14 . The example focuses on a single object and the attempts by various threads to monitor-lock and unlock the object. In the figure, LR i is used to denote the lock record of thread with identifier i. The execution scenario commences with Thread1-as a result of finding the object in the NEUTRAL state and uncontended-having successfully monitor-locked the object via the extra-fast synchronization path. Thread2 then attempts to lock the object but finds it in the LOCKED state. It must therefore metalock the object, setting the state of the object to BUSY so it can update the object's synchronization data. Thread2 then releases its metalock, restoring the state of the object to LOCKED (by Thread1), and then waits on condition variable monitorLockCondvar. Next, Thread3 enters the picture, and like Thread2, updates the synchronization data and waits on monitorLockCondvar. At this point, Thread1 releases its monitor-lock, wakes up the first thread on the monitor queue that is waiting to acquire the lock (Thread2), and updates the object's state to WAITERS.
4
Before Thread2 can metalock the object, newly arriving Thread4 obtains the metalock and subsequently monitor-locks the object. Finally, Thread4 releases its monitor-lock and awakens Thread3.
XL Specification of the Extra-Fast Locking Protocol
In this section, we describe how we extended our XL specification of Section 4 in order to model the extra-fast path of synchronization. The required changes to the specification are significant since we must now model the monitor-locking protocol of Agesen et al. [1999] in addition to the protocol for metalocking. In contrast, to specify the metalock-level protocol, it sufficed to completely abstract away all details pertaining to monitor-locking. The situation is further complicated by several interesting features of the monitor-locking protocol, including potential out-of-order access by threads to an object's monitor-lock. That is, despite the fact that the basic data structure utilized by the protocol is a queue of lock records, access to the monitor need not follow a queue discipline due to the decision to give equal preference to awaiting threads and newly arrived threads.
To specify the extra-fast path, all four lock states of an object's MUW, as described in Section 3, must be considered: the abstraction that merged lock states NEUTRAL, LOCKED, and WAITERS into the single abstract lock state NON-BUSY is no longer appropriate. In particular, when a thread attempts to monitor-lock an object, there is now a need to distinguish lock state NEUTRAL (from which extra-fast locking may proceed) from any other lock state. Further, should extrafast locking fail, it is now necessary to distinguish lock state WAITERS from lock state LOCKED (from which the slow path for monitor-locking must be followed). When a thread releases the monitor-lock of an object, the lock state must be set to NEUTRAL if there are no other lock records in the queue, and to WAITERS otherwise. Note that, in this extended model, the specification for getmetalock needs to record the MUW it obtained from either (a) the object (fast path) or (b) the hand-off process (slow path). In the metalocking model (Section 4), this information is not required as the state of the object on release of metalock is always the abstract state NON-BUSY.
Additionally, for each object in the system, we introduce two processes, count(Object_id, Len) to keep track of the number of lock records in the queue, and wait_pool(Object_id, Len) to record the number of threads waiting to be awakened by a lock-releasing thread. Note that these two numbers need not be the same. The thread in the monitor queue that has monitor-locked the object is not waiting nor are those threads that have been awakened by a lock-releasing thread but have not yet attempted to reacquire the metalock (only the attempt to reacquire the metalock would force it again to wait on monitorLockCondvar). The example execution scenario depicted in Figure 14 illustrates this state of affairs. An architectural diagram revealing the extensions we made to our previous specification of the metalocking algorithm ( Figure 9 ) is presented in Figure 15 .
In our model of the extra-fast version of the metalocking algorithm, the basic behavior of a thread process becomes the following. A thread process loops forever, each time nondeterministically selecting one of the N objects in the system for attempted monitor access by calling monitor_enter(Thread_id, Object_id) followed by monitor_exit(Thread_id, Object_id). The monitor_enter process tries to access the object following the extra-fast path as described. If the object is not in state NEUTRAL, the extra-fast path fails and the thread attempts to metalock the object synchronization data by calling getmetalock. Once the thread obtains the metalock (following the fast or slow path, as the case may be), it checks the lock state of the object (using Release_bits of process getmetalock) to decide whether to invoke monitor_enter_slow or releasemetalock (which changes the object state to LOCKED).
Process monitor_exit works in a similar fashion. It first tries to release the monitor-lock following the extra-fast path. If the extra-fast path fails, it calls getmetalock and checks the number of threads waiting in the monitor queue. If there are one or more, a wake-up signal is emitted via process wait pool. Finally, releasemetalock is invoked and the object's lock state is changed to WAITERS. Figure 16 contains the XL specification of the monitor_enter and monitor_exit processes.
A thread calling monitor_enter also sends a message (of type adding) to process count of the corresponding object indicating it has placed a lock record in the queue. Similarly, a thread sends a message (of type removing) to count while calling monitor_exit. Process count enables a thread that is releasing a monitor-lock to query the length of the monitor queue in order to determine whether it can follow the extra-fast path.
A thread calling monitor_enter_slow sends a message to process wait pool to indicate that it is waiting for a wake-up signal from a lock-releasing thread. Conversely, a thread releasing a monitor-lock communicates with the wait pool process to check whether there are any threads waiting for a wake-up signal.
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If so, it sends a wake-up signal to wait pool, which relays this signal to the waiting threads and decrements the count of waiting threads by one. Figure 17 contains the XL specification of the count and wait pool processes.
Consider the behavior of an object process next, the XL specification of which appears in Figure 18 . As before (see the description of the object process in Section 4), process object coordinates with processes getmetalock and releasemetalock to effect an atomic SWAP and CAS (compare-and-swap) operation, respectively. Process object now additionally implements, in conjunction with processes monitor_enter and monitor_exit, atomic CAS operations as part of the extra-fast synchronization path.
To distinguish between the different types of CAS operations that object may now engage in, a request-type field is included as the third argument of the messages received by object over channel cas(Object_id). As before, the second field of these messages is the Thread_id of the thread initiating the CAS operation with the object. If a message of request-type extra_fast_lock_req is received, then the object is interacting with process monitor_enter (Figure 16(a) ). In this case, it compares its MUW to the value m(0, neutral).
5 If the comparison succeeds, meaning that extra-fast locking may proceed, this value will be bound, via an input command to Newword in process monitor_enter, and Newmult in process object will be bound to m(Thread_id, locked). Consequently, the object will continue as object(m(Thread_id, locked), Object_id). Otherwise, Newword gets the value null and process monitor_enter calls getmetalock to follow the normal monitor-locking protocol .
If a message of request-type extra_fast_unlock_req is received, then the object is interacting with process monitor_exit (Figure 16(b) ). In this case, it communicates with process count over channel From_Count_gate to obtain the length of the monitor queue, which is bound to Q_length. It then checks if its MUW is equal to the value (Thread_id,locked) and whether Q_length is equal to 1. If so, extra-fast unlocking occurs: Newword in process monitor_exit is bound to the object's MUW and Newmult in process object is bound to (0,neutral). Otherwise, Newword is bound to null and monitor_exit calls process getmetalock in order to follow the normal monitor-locking protocol.
If a message of request-type release_metalock_req is received, then the object is interacting with process releasemetalock. This case has already been described in Section 4 and Figure 10 . However, in our model of the extra-fast version of the algorithm, we need to extend our previous encoding of process releasemetalock to properly update the lock state of the object after the metalock has been released. In particular, if the metalock is released via the fastpath, the lock state is updated according to the Release_bits provided by process releasemetalock in conjunction with the CAS operation. We are left to consider the behavior of a thread that is unable to follow the extra-fast synchronization path due to object contention and must therefore follow the normal protocol for monitor-locking and unlocking. In the case of monitor-locking, a thread comes to this realization when it finds the value of Newword to be null in process monitor_enter. At this point, it gets the metalock and monitor-locks the object (by releasing the metalock with the release bits set to its thread ID and a lock state of LOCKED) if it finds the object in a lock state of NEUTRAL or WAITERS. Otherwise, the object is already locked and monitor_enter_slow is invoked.
Process monitor_enter_slow releases the metalock and declares itself a waiter by outputting an adding message to process wait pool over channel To_Wait and blocking at the input statement over channel From_Wait. A message will eventually be delivered over this channel by way of a lock-releasing thread, and the waiting thread that succeeds in executing the matching input statement will be allowed to resume its attempt to monitor-lock the object.
Note that the choice of thread to execute the matching input statement over channel From_Wait is purely nondeterministic. In essence, this means that we are modeling a pool of waiting threads rather than, for example, a queue of waiting threads. This choice of data structure is consistent with the strategy outlined in Section 6.3 of Agesen et al. [1999] , which makes it "possible to find and give preference to awakened waiters without searching [the monitor queue]".
In the case of monitor-unlocking, a thread realizes it must follow the normal protocol when it finds the value of Newword to be null in process monitor_exit. At this point, it follows the protocol for monitor-unlocking described in Section 5. The noteworthy aspects of our XL encoding of this protocol are the following. Process monitor_exit communicates with processes count and wait pool to respectively determine the values of Q_Length, the size of the pool of threads waiting to monitor-lock the object, and W_Length, the number of threads in this pool that are waiting for a wake-up signal from a lock-releasing thread. Q_Length is used by the process to decide if the metalock should be released with a lock state of WAITERS or NEUTRAL. W_length is used to determine if monitor_exit_slow should be invoked. Process monitor_exit_slow completes the slow path for monitor-unlocking by signaling the threads waiting for a wake-up signal and then releasing the metalock. The former is accomplished via a message to process wait_pool (over channel Wake_up) which in turn relays this message to the awaiting threads via a message over channel From_Wait.
MODEL-CHECKING RESULTS
We have used XMC to model check our XL specifications of the metalocking algorithm with regard to three essential correctness properties: mutual exclusion, freedom from deadlock, and freedom from lockout. 6 Collectively, satisfaction of these properties ensures the algorithm's correctness. In what follows, we shall refer to the XL specification of Section 4 (which focuses on the metalock-level protocol) as the basic model and to the XL specification of Section 5.4 (which caters to the extra-fast synchronization path) as the extended model. XMC is a model checker for the modal mu-calculus [Kozen 1983] and, as such, we have expressed the properties of interest as mu-calculus formulas. The mucalculus is a low-level yet highly expressive temporal logic whose expressive power subsumes that of many other temporal logics, including LTL, CTL, and CTL* [Emerson 1990 ]. The modal mu-calculus can be seen as an extension of Hennessy-Milner logic [Hennessy and Milner 1985] with recursion. XMC has its own syntax for the mu-calculus, including the use of += and -= to denote least and greatest fixed-point equations, respectively. Details can be found in Smolka et al. [1998] . A basic component of this syntax are the observable actions. Given an XL system specification Sys, an observable action is a term t with the special designation action(t) in Sys (see Section 2). In the case of the metalocking algorithm, the observable actions are those of the form got_metalock(I,J), released_metalock(I,J), and requesting_metalock(I,J), where I is a thread ID and J is an object ID.
Consider first the formula for mutual exclusion which ensures that at most one thread can acquire the metalock of an object at any time. A direct encoding of this property in the mu-calculus requires a greatest fixed-point computation. Since XMC computes least fixed points more efficiently than greatest fixed points, the (least fixed point) formula we have actually used is one that is true if and only if there is no mutual exclusion: nomutex(I) += <{got_metalock(_,I)}> formula(I) \/ <-> nomutex(I). formula(I) += <{got_metalock(_,I)}> tt \/ <-{released_metalock(_,I)}> formula(I).
The formula states that there exists a path such that a thread gets the metalock for object I and subsequently some other thread also gets the metalock for object I before the previous thread releases the metalock. This formula is false in all instances of the basic and extended models we considered, and hence mutual exclusion is ensured. Intuitively, this is the case because the swap operations between an object and a thread are atomic. Consequently, two threads cannot simultaneously swap in their busyBits for the object's MUW and both find the object's lock state to be NON-BUSY.
The following formula states that a deadlocked system state is reachable:
This formula is false in all instances of the basic and extended models we considered, and thus these models are free from deadlock. The greatest fixed-point formula liveness(I,J) encodes lockout freedom and is true if thread I, after requesting the metalock for object J, is assured of eventually getting the metalock. The formula actually states that after thread I requests the metalock for object J along all paths, the following should hold true: (a) after every metalock request for the same object J, eventually got metalock(I,J) is true and (b) after any action other than a metalock request, got metalock(I,J) is true eventually. The formula may seem more complex than what is needed to express lockout freedom, however, the XMC model checker currently supports only the alternationfree fragment of the modal mu-calculus; therefore the formula must be beefed-up so that only fair execution paths with respect to object J are considered.
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This formula is true in all instances. Intuitively, this is the case since threads contending for a metalock are totally ordered by the order in which they executed the swap instruction and such an order is inherently fair. Greatest fixed-point formula liveness1(I,J) states that it is always the case that a lock record inserted into a monitor queue by a thread eventually reaches the head of the queue (at which point, the thread will have monitorlocked the object). It is pertinent to the extended specification which models monitor-locking as well as metalocking. The formula, as expected, is not true in the extended model since lock records may be processed out-of-order (see Section 5). We also performed several sanity checks on the specifications, such as breaking up the atomic swap operation, which should lead to a violation of the mutual exclusion property, and inserting an infinite-loop process between invocations of the getmetalock and releasemetalock processes, which should lead to a violation of the lockout-freedom property. Our models of the algorithm indeed passed these sanity checks.
Tables I and II summarize our model-checking results for the basic model and the extended model, respectively. Results are given for a variety of values for the pair (M , N ), where M is the number of threads and N is the number of objects. The number of states and transitions for each configuration was computed using a kind of depth-first search query. The reported values for CPU time and memory usage are for formula deadlock, as checking this formula requires a complete traversal of the specification's underlying state space. An out-of-memory entry in these columns indicates that XMC was unable to terminate on the case in question before exhausting memory. For each of the cases that did complete, XMC reported that nomutex(I) and deadlock were false, liveness(I,J) was true, and liveness1(I,J) was false, as expected. The first three of these formulas were checked on all instances of both the basic and extended models, while liveness1(I,J) was checked on all instances of the extended model only. As noted, this formula models freedom from lockout for monitor-locking, and is thus only applicable to the extended model. All results were obtained using version 2.5 of XSB and Mandrake Linux 8.1 on a 1.7GHz Xeon processor with 2GB of RAM.
RELATED WORK AND SOFTWARE MODEL CHECKING
A plethora of model-checking case studies can be found in the literature, including a number of industrial applications; see, for example, Groote and Rem [1997] . Perhaps most closely related is the work reported in Pike et al. [1991] , where the Spin verification tool was used to detect a subtle race condition in the process sleep and wake-up primitives of the Plan 9 operating system, and the work of Basin et al. [2002] , which uses model checking to statically verify the type safety of Java class files, a job usually carried out at runtime by the bytecode verifier of the JVM.
Software Model Checkers
In our approach to verifying the correctness of the metalocking algorithm, we manually constructed a model of the algorithm from the specification given in Agesen et al. [1999] , and then performed model checking on the derived model. The Agesen et al. [1999] specification was primarily given in natural language with Java code snippets provided for essential aspects of the algorithm. Had we had at our disposal the complete source code listing for the metalocking algorithm we could have alternatively appealed to the technique of software model checking. Given a piece of software S, software model checkers either work directly on S or extract a model M from S and apply more traditional model-checking techniques to M . Software model checkers for Java include the Java PathFinder [Visser et al. 2000] and Bandera [Corbett et al. 2000] .
To assess how well a software model checker may have performed on the Java code for the metalocking algorithm, we developed a Java model of the algorithm and conducted several experiments on it using Bandera. We kept • S. Basu and S. A. Smolka the Java model relatively simple and included only those data structures and methods necessary to capture the essential features of the protocol. Bandera translates Java source code into Promela, the input specification language of the LTL model checker Spin [Holzmann 2004 ], using program analysis, abstraction, and transformation techniques. The generated model is then analyzed by Spin.
For an instance of the Java model with two threads and one object, Bandera reported that the metalocking algorithm is deadlock-free and provides mutually exclusive access to the object by the threads. In the process, it explored 717,418 transitions, while consuming 184MB of memory. For a version with three threads and one object, Bandera failed to terminate, running out of 512MB of memory. We repeated the experiment using the hash-compact option of Bandera; in this case, it ran for over 10hrs without returning with a result. As for our XL specification, we also performed sanity checks on the Java model by breaking up the atomic swap and compare-and-swap operations. The model passed these checks, with Bandera correctly returning a counterexample of 36 steps showing the execution sequence leading to a violation of the mutual-exclusion property.
We then applied Bandera v2, a newer and more optimized version of the tool, to the problem. 8 The experiments with Bandera v2 showed considerable improvement over the previous results obtained using the latest public release of Bandera. For metalocking with two threads and one object, Bandera v2 verified the deadlock-freedom property in 34 s after exploring 182 states and 68,908 transitions. For three threads and one object, it took 4 m and 51 s and explored 6923 states and 3,086,245 transitions. However, the tool failed to return results (after running for 8 hrs) when the number of threads was increased further.
In contrast, for checking deadlock freedom in the case of two threads and one object, XMC explored only 64 states and 209 transitions, while consuming 0.97MB of memory and .001 s of CPU time (see Section 6). In general, our experience shows that, for large systems, automatic translation of source code to finite state models, though promising, may not always yield a model small enough to be verified in a reasonable amount of time and with a reasonable amount of memory. Rather, a hand-tuned model is likely to be more concise and thus more amenable to automatic verification techniques. Software model checkers, on the other hand, have the advantage that they are checking the real executable code rather than a specification that may be inconsistent with the actual code.
Our Java model of the metalocking algorithm used in the Bandera experiments can be obtained from http://www.cs.iastate.edu/∼sbasu/metalock. The Web site also presents our experiments for the Dining Philosophers benchmark taken from the Bandera test suite. These results further illustrate the difference between the sizes of the model generated automatically by Bandera and the model designed manually by us.
In summary, our decision to carefully hand-code a high-level model of the metalocking algorithm and then apply the XMC model checker, was driven by the fact that (a) the complete source code of the metalocking algorithm was not available to us and (b) software model checking of low-level source code implementations may not yet be a sufficiently efficient process.
Theorem Provers
XMC is a model checker for finite state systems (although see Roychoudhury et al. [2000] ). In contrast, theorem provers are capable of verifying properties of infinite state systems such as those comprising an arbitrary number of threads. Substantial user effort or guidance is typically required to conduct such proofs. Consider, for example, the proof of correctness of the Apprentice algorithm reported in Moore and Porter [2002] a Java application involving an unbounded number of threads and synchronization via monitors. The proof was conducted using the ACL2 theorem prover [ACL2 2002] and relied on an encoding of the operational semantics of Java byte code in ACL2. In addition to the various lemmas discussed in the paper, the authors had to prove approximately 75 helper-lemmas. Moreover, it took them about 20 hours to port the proof from one version of the ACL2 JVM model (M4) to another (M5), about 6 of which "were spent struggling with an impossible subgoal introduced by a careless mistake in our translation of a lemma".
In Havelund and Shankar [1996] , a comparative study of the PVS theorem prover and the Murφ [Murphi 2006 ] and SMV [SMV 2006 ] model checkers is presented. The authors discuss the difficulty of using theorem provers to verify infinite state protocols. In the case of a generalized version of the Bounded Retransmission protocol, they report that PVS took 5 hours to verify the correctness of the protocol, requiring 5 pages of user-defined tactics and other proof-guidance strategies.
Studies have shown that theorem provers can be synergistically used in combination with model checkers to specify and verify protocols. Owre et al. [1996] show how the PVS theorem prover [PVS 2003 ] can be used to prove the correctness of an N -process mutual-exclusion protocol in such a way that the induction step uses the correctness of the two-process version of the protocol as verified by a model checker for the propositional mu-calculus.
Another potential advantage of using a model checker such as XMC for protocol verification, rather than a theorem prover, arises when a property is violated by the system under investigation. Theorem provers typically do not present the user with an understandable view of the root cause of the violation, while most model checkers generate a counterexample in the form of system executiontrace leading to the violating system state. In the case of XMC, we used the evidence explorer proof-navigation tool ] to identify flaws in our preliminary efforts to specify and verify the metalocking algorithm and to subsequently expedite the verification process.
The difficulty of understanding the cause of a property violation during theorem proving can be mitigated by customizing a theorem prover for a class of models, for example, finite state automata. An excellent example of this approach is the TAME modeling environment [Archer et al. 1998 ], an interface to PVS designed for proving properties of various classes of automata. TAME provides two types of strategies for doing this: strategies for automatic proof and strategies designed to implement natural proof steps, that is, proof steps that mimic the high-level steps in typical natural language proofs.
Comparison with Spin
To help put the experimental results we achieved with the XMC model checker in some perspective, we performed a side-by-side performance comparison with the Spin model checker. Specifically, we developed a Promela model for the basic metalocking algorithm without the extra-fast synchronization path. 9 The main difference between the Promela and XL models is as follows. In the Promela model, we were able to define data structures for the thread execution environment and object MUW and manipulate them accordingly. In the XL model, as described in Sections 4 and 5, all data manipulations are represented using message passing. For example, the object process in the XL specification is required to mimic updates to the object MUW. Such updates can be directly modeled in Promela via manipulations to the data structure for the object MUW.
In terms of code complexity, however, both models are of comparable size. For example, in the XL model, the getmetalock process contains two actions for the atomic SWAP operation and a conditional-branching construct to decide whether or not to invoke getmetalockslow. The same functionality is captured in the Promela model using four atomic assignments and a conditional block. Our Spin model of metalock can be obtained from http://www.cs.iastate.edu/∼sbasu/metalock/spinmeta.txt. Table III presents a side-by-side performance comparison of XMC and Spin (version 4.2.5). As before (Tables I-II) , all data were obtained on a 1.7GHz Xeon processor, running Mandrake Linux 8.1 with 2GB RAM. The results for XMC are extracted from Table I and are thus for the basic model (without the extra-fast synchronization path) and formula deadlock. To make the comparison fair, the results for Spin were also obtained on a model of the basic protocol. Note, however, that the Spin model did not contain the auxiliary variables needed to define the mutual-exclusion and liveness properties (see the following). The inclusion of these variables would have had a nontrivial impact on model complexity. 9 The Promela model we developed for the performance comparison is not to be confused with the Promela encoding of the metalocking protocol generated by the Bandera software model checker. The former was hand-coded by us, while the latter was generated automatically by Bandera via translation of the Java source code.
Moreover, we used Spin's exhaustive-search option, which by default checks for deadlocked states. For model configurations (2,5), (2,6) and (3,2), we increased the maximum search depth from a default value of 10,000 to 100,000, while for model configuration (4,1), we increased the maximum search depth to 1,000,000. Like XMC, Spin reported the model to be deadlock-free for all model configurations of Table III. The results of Table III indicate that XMC is much more sensitive to the number of objects than is Spin. For example, for 2 threads and 5 objects, XMC takes approximately 576 times more time (100.81 vs. 0.175) and 60 times more space (509.269 vs. 8.369) than Spin. On the other hand, Spin appears to be much more sensitive to the number of threads than XMC. For example, for 4 threads and 1 object, Spin takes approximately twice as much time (15.978 vs. 0.84) and consumes 15 times more space (216.267 vs. 14.691) than XMC.
A plausible explanation for these performance dichotomies lies in the manner in which the main data structures of the metalocking algorithm are modeled and manipulated. As indicated previously, the data structures for the thread execution environment and object MUW are explicitly defined and manipulated in the Spin model, while in XMC, they are represented using message passing. Specifically, in the Spin model, we used a global array of MUWs, one per-object, accessible by all thread processes. Therefore, for M threads and N objects, we have M thread processes accessing a global array of N MUWs. In XMC, however, we had to model an object as a process since the input language of this logic programming-based model checker does not support the definition of global data structures. Thus, for M threads and N objects, we have M thread processes and N object processes.
This difference in modeling techniques might well explain why Spin is less sensitive to an increase in the number of objects (resulting in a corresponding increase in size in the global array of object MUWs) and more sensitive to an increase in the number of threads (resulting in a corresponding increase in the number of thread processes). A more extensive comparison of XMC and Spin (and other explicit-state model checkers) can be found in .
We also checked the Spin model of the basic metalocking protocol for mutualexclusion and liveness properties, which required the inclusion of auxiliary variables in the model. The global variable MetalockCount is used to keep track of the number of threads simultaneously accessing an object. The LTL property for mutual exclusion thus becomes [](MetalockCount < 2), stating that MetalockCount is less than 2 in all reachable states of the model.
For liveness, auxiliary variables requesting_metalock(I,J) and got_metalock(I,J) are introduced into the model, playing essentially the same role as they did in the definition of the mu-calculus formula liveness(I,J) defined earlier. The resulting LTL property, [](requesting_metalock(I,J) -> <>got_metalock(I,J), states that whenever requesting_metalock(I,J) is true along an execution path, then got_metalock(I,J) is also true along the path eventually. For all instances of the Promela encoding of the basic metalocking protocol that we checked, Spin found that the model conforms to both the mutual-exclusion and liveness properties. 
CONCLUSIONS
We showed that it is possible to verify a critical component of a highperformance Java virtual machine using model-checking techniques. Our XL model of the Java metalocking algorithm is fully parameterized, both on the number of threads M and number of objects N . It also captures the extra-fast mode of locking and unlocking of uncontended objects. Using XMC, we show that, for a variety of values of M and N , the metalocking algorithm provides mutual exclusion and freedom from lockout. Such results should enable Java virtual machine implementors to obtain a high level of confidence in the language's implementation. On the other hand, our results demonstrate that the monitor-locking protocol of Agesen et al. [1999] is not lockout-free, with the protocol's designers having chosen to give equal preference to awaiting threads and newly arrived threads.
Recent developments in the XMC model-checking project show that it is possible to use tabled resolution and deduction to verify, in a highly automated fashion, properties of parameterized systems [Roychoudhury et al. 2000] . A parameterized system, of which the metalocking algorithm is an example, represents an infinite family of systems, each of which is finite state. As future work, we intend to apply these techniques to the metalocking algorithm. If successful, this would allow us to perform model checking on the general algorithm, that is, for any values of M and N . Preliminary work in this direction has been reported in Roychoudhury and Ramakrishnan [2001] .
