This paper presents results from an exploratory two-year effort of applying Computational Fluid Dynamics (CFD) to analyze the empty-tunnel flow in the NASA Langley Research Center Transonic Dynamics Tunnel (TDT). The TDT is a continuous-flow, closed circuit, 16-x 16-foot slotted-test-section wind tunnel, with capabilities to use air or heavy gas as a working fluid. In this study, experimental data acquired in the empty tunnel using the R-134a test medium was used to calibrate the computational data. The experimental calibration data includes wall pressures, boundary-layer profiles, and the tunnel centerline Mach number profiles. Subsonic and supersonic flow regimes were considered, focusing on Mach 0.5, 0.7 and Mach 1.1 in the TDT test section. This study discusses the computational domain, boundary conditions, and initial conditions selected and the resulting steady-state analyses using NASA's FUN3D CFD software.
I. Introduction
I N a typical wall-mounted wind-tunnel experiment, the tested structure is mounted away from the tunnel's wall to account for wall interference. The wall interference includes boundary-layer development several feet upstream of the tested structure along the tunnel walls. The distance required to mount the structure away from the tunnel wall is usually well known and carefully incorporated into the test hardware. However, during the test of the Rectangular Supercritical Wing (RSW) [1] [2] [3] in the Transonic Dynamics Tunnel (TDT), the wing was mounted on a splitter plate located only half the desired distance from the wall. During the first Aeroelastic Prediction Workshop (AePW), [4] [5] [6] the workshop participants attempted to calculate pressure distribution on that wing. Several combinations of the computational models were generated to account for the boundary-layer development ahead of the wing, but the calculated surface pressure did not match the experimental data well. Consequently, the idea to create a computational model of the TDT was conceived and initiated in 2012. This paper outlines the steps to generate and test the computational fluid dynamics (CFD) model of the TDT.
It is important to emphasize that before any geometry is put into a CFD version of the TDT for computational testing and analysis, the fundamental tunnel calibration quantities obtained in an empty tunnel have to be matched between the experiment and computations. For the TDT, these quantities were obtained during a tunnel calibration experiments conducted in the mid to late 1990s and include wall pressure measurements near the centerline for each of the four walls along the entire test section leg of the tunnel, boundary-layer measurements at six locations, and the centerline Mach number measurements spanning the entire distance of the test section leg of the tunnel.
The TDT, located at NASA Langley Research Center, is a continuous-flow, closed circuit, slotted-test-section wind tunnel with a 16-x 16-foot test section with cropped corners. The tunnel was originally built in 1938, but was converted to the current transonic tunnel in the 1950s, with capabilities to use either air or R-134a heavy gas as a working fluid. In this study, experimental data acquired in the empty tunnel using the R-134a test medium was used to calibrate the computational data. TDT's unique capabilities are well described and summarized in the recent publication by Ivanco, 7 where he states the following "Typically regarded as the world's premier aeroelastic test facility, TDT fulfills a unique niche in the wind tunnel infrastructure as a result of its unparalleled ability to manipulate fluid-structure scaling parameters."
Much has been published on the topic of wind-tunnel wall interference. Most notably, publications by Krynytzky 8-10 defined wall interference issues associated with large transonic wind tunnels, including the TDT and the Boeing Transonic Wind Tunnel (BTWT). He also used CFD analyses 9, 10 to calibrate numerical models against experimental data, which included boundary-layer profiles and test section centerline Mach number distribution and he described slot-flow calculations. In 2004, Glazkow 11 made an assessment of the slot flow and wall interference for the European Transonic Windtunnel (ETW). More recently, Olander 12 and Neumann 13 incorporated wind-tunnel walls in CFD models and obtained good comparisons between the computational and experimental data. On the other hand, Massey 14 incorporated TDT wind-tunnel walls in his rotorcraft research and did not see any influence of the walls on CFD results.
The purpose of this paper is not to offer a replacement of the experimental data with the computational analysis but to show that in some flow regimes, computational methods are mature enough to complement wind-tunnel testing, while in other flow regimes, modeling the wind-tunnel flow environment is more difficult and requires further refinement of simulation parameters. The fundamental technical challenges are the size of the computational domain, the details of the tunnel geometry, and the specification of the boundary conditions. The following statement by Krynytzky 10 can be accurately used to describe challenges in computational modeling of the TDT: "Modeling simplifications and choices are still necessary and opportunities for both glory and humiliation abound."
II. Computational Model

A. Computational Geometry
The plan view of the TDT is shown in Figure 1a . The details of the slot locations in the test section leg are identified in Figure 1b . Note that in this picture the 'TS' stands for tunnel station in dimensions of feet. This means that the ceiling and floor slots begin at tunnel station 50 and end at tunnel station 80. The side-wall slots begin at tunnel station 64 and end at tunnel station 80. Tunnel station 72 coincides with the center of the east wall turntable where the wallmounted models are installed. The red line in Figure 1a around the test section leg of the tunnel shows the outline of the computational domain used in the CFD analysis. The domain begins with the settling chamber and continues into the test section leg, where it is connected with the plenum via slots in all four walls. The domain ends with the diffuser. The shape of the computational domain at the settling chamber is not desirable for the numerical analysis because of the corners where the east and west walls of the chamber meet the turning vanes. However, to include the turning vanes in the computational model together with the rest of the tunnel geometry is too computationally expansive.
The TDT uses a scheduled system of re-entry flaps in the floor and ceiling just downstream of TS 80 to recapture the working fluid that expands into plenum. As shown in Figure 2 , the flaps are opened to one of the four predefined positions based on the test section Mach number. The layout of the re-entry flaps is shown in Figure 2a . Figure 2b identifies the four operational positions.
The approach to obtain the surface geometry of the TDT in this study is 'as-built' as opposed to 'per-drawing'. The same conclusion was reached by Nayani 15 in his analysis of the NASA Langley's 14-x 22-ft low-speed wind tunnel. To obtain 'as-built' geometry, the Geographic Information Systems (GIS) team at NASA Langley Research Center was contracted to conduct a laser scan of the facility. The laser scan produced a point cloud database, a visual sample of which is shown in Figure 3a . The Geometry Laboratory at NASA Langley was provided with that point cloud of approximately 15.5 million laser scanned points. The point cloud data were separated into a few different groups, most notably the different flap settings and the test section leg of the TDT. GeoMagic T M 16 was then used to create geometry features from the point cloud. Basic features of the tunnel were modeled using best fit algorithms within GeoMagic, including planes for the test section walls, floor, ceiling, and a cone for the diffuser. Other features that cannot be represented by basic geometric shapes were turned into a polygon mesh that GeoMagic then overlaid with non-uniform rational B-spline (NURB) surfaces. Photos of the tunnel were also reviewed to verify any ambiguous point cloud data.
The resulting geometry from GeoMagic was translated into initial graphics exchange specification (IGES) files and moved over to Siemens NX T M 17 software. Planar surfaces were manipulated to get collinear edges and common intersection vertices where several surfaces meet. NURB surfaces were smoothed over and made to intersect with the remaining geometry in an appropriate way. A nominal 1-inch thickness was applied to the walls of the tunnel away from the scanned surfaces, and a plenum was added based on drawings. The resulting geometry was checked against drawings to ensure that the tunnel features were in the right location or at the proper angle. The final geometry was brought back into GeoMagic to do a point-to-surface comparison to ensure that no large deviations were introduced during the entire process.
Some differences between the drawings and the actual tunnel were captured in the geometry, including angles that are not exactly 90 degrees, distances that are not exactly precise, and areas of wear that have resulted in droops in the floor and other areas of the tunnel. The resulting geometry fits the laser-scanned data with an average deviation of less than 0.4 inches. Figure 3b shows estimated deviation distances between the fitted surface and the cloud of points. The areas in red show an estimated deviation of about two inches. This large deviation distance is due to the orientation of the surface with respect to the laser source and the presence of the light-assembly fixtures, which are used to illuminate tunnel test section. The geometric correctness of that part of the tunnel was verified against the drawings. Figure 3b also shows some extraneous points obtained in the laser scan, which were ignored in the surface fitting process.
B. Computational Mesh
Unstructured tetrahedral grids were used in this study. They were generated using VGRID 18 with input prepared using GridTool. 19 The tetrahedral elements within the boundary layer were converted into prism elements using preprocessing options within NASA Langley's FUN3D software. 20 First-cell height away from the wall was set to be 9 × 10 −6 feet, which ensured the average y + < 1. The typical mesh size was about 72 million nodes or approximately 400 million elements. Figure 4 shows examples of the mesh used throughout the computational domain. The particular mesh shown corresponds to the fourth re-entry flap setting, used in the computations of the supersonic flow (Mach 1.1) in the test section. The analysis of the subsonic flow in the test section required a construction of the mesh with the re-entry flap closed.
C. Flow Solver and Solution Process
FUN3D software, which was developed at NASA Langley Research Center, was used in this analysis. FUN3D is a finite-volume unstructured-grid node-based mixed-element RANS flow solver. Various turbulence models are available, but in this study, the turbulence closure was obtained using the Spalart-Allmaras one-equation model. Flux limitation was accomplished with the minmod limiter. 21 Inviscid fluxes were computed using the Roe flux-difference splitting scheme. 22 For the asymptotically-steady cases under consideration, time integration was accomplished by an Euler implicit backwards difference scheme, with local time stepping to accelerate convergence. Most of the steadystate cases in this study were run for about 8000 iterations to achieve an approximate seven order of magnitude drop in residuals.
A total pressure and total temperature boundary condition was used at the inlet. For simplicity in this initial study, the inlet flow angle was assumed to be normal to the inlet plane, even though this flow angle is not accurate since the working fluid enters the test section leg at the angle closer to the turning-vane angle. Future analyses will quantify the effects of flow angle on the computed pressures. At the exit to the computational domain, a back pressure boundary condition was used. The value of this back pressure was iterated to achieve the desired Mach number in the test section. Every computation was run from 'scratch' when the back pressure was changed, even for the subsonic flow cases. It was observed that restarting a solution from the previous solution with the change in back pressure resulted in oscillations in the flow field requiring a long time to damp out.
In a typical solution, the flow was initialized to total pressure and total temperature in the settling chamber and to the static pressure elsewhere. This method produced the solution in the shortest amount of time. However, due to the geometric complexity of the computational domain, different methods of flow initialization were tested. These included the initialization of the entire computational domain to either the total pressure and total temperature or to the static pressure. Each steady-state computation took approximately 12 hours on 768 Sandy Bridges cores on the Pleiades computer at NASA's Advanced Supercomputing (NAS) Division.
The empty-tunnel wall pressure, boundary-layer data, and centerline Mach number experimental data, consisted of static pressure measurements, which were converted into Mach numbers using isentropic flow relations. A similar process was adopted in the computational results. Most of the results in this study, with the exception of boundarylayer data, are presented as Mach numbers computed from the pressure along the length of the test section leg of the tunnel. The boundary-layer data is presented as a velocity ratio of local velocity to freestream velocity plotted in the direction perpendicular to the tunnel walls.
III. Empty Tunnel Calibration Data
The empty-tunnel experimental calibration data consisted of three sets: boundary-layer profiles, wall pressures, and centerline Mach number data. Since the three experiments were not conducted at the same time, and therefore not at the same exact tunnel conditions, the common denominator in tunnel conditions among the three sets was selected to compare against computations. These tunnel conditions are summarized in Table 1 . 
A. Boundary-Layer Calibration
The experimental boundary-layer measurements in the TDT were conducted in 1998 and are documented by Wieseman. 23 Six boundary-layer rakes were mounted at tunnel station 72 to measure the boundary layer in the empty tunnel: two on the floor, two on the ceiling, one on the east wall and one on the west wall. The locations of the rakes together with their labels are shown in Figure 2a . The labels of the rakes are as follows: EW means 'east wall', EC means 'east ceiling', EF means 'east floor', WW means 'west wall', WC means 'west ceiling', and WF means 'west floor'. The tubes from the rakes were connected to electronically-scanned pressure (ESP) modules. Boundary-layer profiles were calculated from the measured pressures and the tunnel conditions. Numerically, the boundary layer was computed by extracting a plane at tunnel station 72 from the solution. A Tecplot T M 24 macro was then used to extract velocity at each rake location. The results are presented in Figures 5, 6 , and 7 as a velocity ratio plotted in the direction perpendicular to the wall. The experimental data in these figures includes minimum (min), maximum (max), and statistical mean (mean) values of the velocities. The agreement between the experimental and computational data is good considering the flow-angle assumption at the inlet of the computational domain. The most notable differences are observed at the east wall. As previously discussed, the limitations in the computational domain choices upstream of the east wall may affect the computational results. However, in general, the experimental data also suggests two things. Either the experimental instrumentation used was not adequate for pressure measurements at below atmospheric pressure or the boundary layer in the tunnel exhibits very dynamic behavior. These experimental results suggest the need to repeat the boundary-layer measurement experiment. 
B. Wall Pressure Calibration
The wall pressure measurements in the TDT were also conducted in 1998 and were documented by Florance. 25 In this experiment, the static pressure ports were installed in the test section walls flush with the surface. The floor static ports, labeled in green in Figure 8a , were located midway between the floor centerline slot and the east floor slot. The ceiling static ports, labeled in blue in Figure 8a , were located midway between the ceiling centerline slot and the west ceiling slot. The east and west wall ports were located in the middle of east and the west walls and are labeled red and orange, respectively, in Figure 8a . Mach number from the measured sidewall static pressures was computed using isentropic flow relations.
Computationally, the exact locations of the pressure sensors were known, and the static pressure values were extracted at these locations from the solution. Mach numbers were subsequently computed from these pressure values. The comparisons between the experimentally and computationally obtained Mach numbers are shown in Figure 8 
C. Centerline Mach Number Calibration
The centerline Mach number experimental data was obtained from Keller. 26 In this experiment, a 60-foot long 6-inch diameter aluminum tube was installed in the center of the tunnel. The tube, shown in Figure 9 , was mounted on the TDT sting/splitter-plate assembly and was also supported by several steel cables along its length. Static pressure sensors on the tube were spaced every six inches between tunnel stations 40 and 56 and every three inches between tunnel stations 58 and 80. As before, the measured static pressures together with tunnel conditions were converted into Mach numbers using isentropic flow equations. Computationally, a Tecplot cutting plane across the tube was used to extract corresponding static pressures. The computational results and the experimental data are compared in Figure 10a . There is excellent agreement at both Mach 0.5 and 0.7. However, some discrepancy is present at Mach 1.1. This discrepancy required further analysis and is addressed next. Figure 10b focuses on Mach 1.1 results. The first consideration is the data between tunnel station 45 and 50, just ahead of the ceiling and floor slots. The experimental data shows a choked flow (Mach number equal 1), with a slight flow acceleration above Mach 1 at tunnel station 45. The computational results do not show choked flow; the flow slightly accelerates through that region, with a distinct flow acceleration near tunnel station 52. The light blue curve with black dashes in Figure 10b shows the cross-sectional area of the tunnel between stations 30 and 80. According to the laser scan and the surface fitting process described previously, the minimum cross sectional area in the test section leg of the tunnel is at tunnel station 44. A gradual increase in the cross sectional area is observed between tunnel stations 44 and 62, with nearly a constant area from there up to tunnel station 80. The physical area distribution as opposed to the aerodynamic area supports the computational results. The gradual flow acceleration follows the physical cross-sectional area of the tunnel. One possible explanation of the mismatch in computational and experimental data in this region is that the computational mesh is too coarse to capture the true aerodynamic area. Another possibility is that the laser scan and/or surface fitting through the cloud of points obtained from the laser scan is not correct. It was also suggested that the geometry of the tunnel itself undergoes small changes during the supersonic flow testing, affecting cross-sectional area. In addition, the effects of cables supporting the tube are not accounted for in the computational model. Finally, there is a possibility that the experimental centerline Mach number distribution is affected by the presence of the tube itself. It is difficult to verify this statement since the only source of the experimental data is from the centerline tube experiment. It is possible, however, to remove the tube in the numerical model and examine the centerline Mach number. The results are not shown here, but it appears that the presence of the tube does not affect the centerline Mach number distribution obtained numerically.
The red curve in Figure 10b was obtained with both the tunnel slots and the re-entry flaps open (flap setting #4). To verify the computational results at Mach 1.1, the solution with the same boundary conditions, i.e., total pressure and temperature and the static back pressure, was obtained using the mesh with flap setting #1. This means that the slots were left open, but the re-entry flaps were closed. With this check, it was anticipated that the flow would expand and reenter the tunnel through the slots at the same time, resulting in a choked flow with Mach number near 1. The computational result, shown in purple in Figure 10b , confirmed this expectation. Corresponding experimental data for this theoretical condition is not available because in the experiment the re-entry flaps are always set to position #4 at Mach 1.1. 
IV. Re-Entry Flap Efficiency and Slot Flow
In this section, the flow through the re-entry flaps and slots is examined more closely. Figure 11a shows a computational cross-cutting plane at tunnel station 80. At this station, all slots end, and the re-entry flaps begin. Figure 11b offers a zoomed-in view with the axial velocity contours. These contours are adjusted in Figure 11c and show in red color the positive (or downstream) axial velocity and in blue color the negative axial velocity. It is estimated that the re-entry flaps efficiency is approximately 80%. This is due to the recirculation region in each corner of the flap, which is shown in Figure 11d .
Mach number contours at tunnel station 72 for the three cases considered in this study are shown in Figure 12 . This figure demonstrates that with the increasing Mach number in the test section the role of the slots to expand the fluid into the TDT plenum increases. The same conclusion can be drawn based on the Mach contours in Figures 13, 14, 15 . Figures 13 and 14 show Mach number contours at the plane cutting through the ceiling and floor center slots for the Mach 0.5 and 0.7 cases, respectively. Figure 15 shows Mach number contours at the plane cutting through the ceiling and floor center slots for the Mach 1.1 case, while Figure 16 shows the solution for the theoretical Mach 1.1 case with the re-entry flaps closed. Figure 17 shows computationally-predicted flow through the TDT ceiling and east wall slots at Mach 1.1. In Figure 17a , the red color represents the flow direction out of the test section through the slots and into the plenum for the Mach 1.1 case that corresponds to the flow shown in Figure 15 . The blue color represents the opposite flow direction. The CFD analysis predicts flow expansion between tunnel stations 50 and 63 for the ceiling slots and between tunnel stations 70 and 80 for the east wall slots. Similarly, the flow in and out of the test section corresponding to the flow in Figure 16 is shown in Figure 17b . The alternating red and blue colors prove that for this theoretical case (re-entry flaps closed), the flow cannot expand through the slots. Interestingly enough, the east wall slots attempt to expand the flow, but they are too small and too far aft to be efficient. 
V. Concluding Remarks
The objective of this preliminary study was to conduct CFD analysis of the empty TDT and then compare the computed wall pressures, boundary-layer profiles, and centerline Mach number distribution with the experimental data. This objective has been accomplished. However, additional work, both experimental and computational, is required to better understand the flow physics in a large tunnel like the TDT. A recommended list of potential future analysis and calibration experiments is as follows:
• In some instances, the actual shape of the slot edges changes from circular to wedge. However, the computational geometry used in this study assumed a circular shape of the slot edges throughout. A slot edge geometry modification will be incorporated in future analysis.
• The flow angle at the inlet boundary condition (normal to the inlet plane or a turning-vane angle) may have an influence on the boundary-layer profile downstream. A study to compute the flow angle influence is currently in progress.
• The location of the minimum cross-sectional area at tunnel station 44, based on the laser scan, was unexpected. This location was thought to be further downstream. A verification of this finding is necessary by reexamining the laser scan data. At the same time, further resolution of the mesh within the boundary layer is required to compute an effective aerodynamic cross-sectional area.
• It would be beneficial to measure the boundary layer upstream of the slots to eliminate the flow-through-slots effect on the boundary-layer measurements.
• Experimental back pressure measurements in the diffuser would eliminate the necessity of iterating on back pressure in the CFD analysis.
These are just a few examples and thoughts to consider. Future analyses will address the items listed above. In addition, analysis of the TDT with re-entry flap settings #2 and #3 at transonic Mach numbers will be conducted. Of course, the most important question is yet to be answered: Is it possible to model the entire circuit of the tunnel, including the geometric details of the turning vanes and motor drive, and capture boundary-layer profiles, wall pressures, and centerline Mach number distributions in the test section leg of the tunnel?
