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POWERS OF GENERATORS ON DIRICHLET SPACES AND APPLICATIONS
TO HARNACK PRINCIPLES
FABRICE BAUDOIN, QUANJUN LANG, YANNICK SIRE
Abstract. We provide a general framework for the realization of powers or functions of suitable
operators on Dirichlet spaces. A first contribution is to unify the available results dealing with
specific geometries; a second one is to provide new results on rather general metric measured spaces
which were not considered before and falls naturally in the theory of Dirichlet spaces. The main
tool is using the approach based on subordination and semi-groups by Stinga and Torrea. Assuming
more on the Dirichlet space, we derive several applications to PDEs such Harnack and Boundary
Harnack principles.
Contents
1. Introduction 2
2. Preliminaries on Dirichlet spaces 3
3. Extension theorem on Dirichlet spaces 4
3.1. Fractional powers 4
3.2. General weights and Functions of L 10
4. Applications to Harnack inequalities 11
4.1. Harmonic functions on Dirichlet spaces 12
4.2. Elliptic Harnack inequality for harmonic functions 12
4.3. Properties of the extended Dirichlet space 13
4.4. Harnack inequalities for (−L)s 16
4.5. Boundary Harnack principles 17
Acknowledgments 21
References 21
1
2 FABRICE BAUDOIN, QUANJUN LANG, YANNICK SIRE
1. Introduction
The last two decades have seen an important amount of works whose aim is to realize powers
of some operators L in terms of a suitable extension. When the operator L is second-order in
divergence-form for instance, the extension appears to be a differential operator and classical tools
from PDEs allow to get (or recover) several results on the operator Ls (for 0 < s < 1) such as
regularity estimates and fine properties of solutions of an associated PDE. Functions of L are of
course multipliers in the sense of harmonic analysis and connections can be made with well-known
results such as Hörmander-Mikhlin theorems. On the other hand, powers of L are a subclass of
generators of Levy processes and some results which can be proved via probabilistic techniques can
be recovered through PDE ones.
We now describe more precisely what we mean by extension. A classical result about the square
root of the Laplace operator is the following: if u(x, y) is a harmonic function in the upper half-space
Rn × R+ with boundary value f(x) = u(x, 0), then under certain conditions on u, we have
−
√
−∆f(x) = ∂
∂y
u(x, 0).
For 0 < s < 1, the fractional Laplacian of a function f : Rn → R is defined via Fourier transform
on the space of tempered distributions as
(̂−∆)sf(ξ) = |ξ|2sf̂(ξ).
As L. Caffarelli and L. Silvestre showed in [7], for a function f : Rn → R, a solution u to the
following equation {
∆xu+
1−2s
y uy + uyy = 0
u(x, 0) = f(x).
can be given by a Poisson formula and one has the Dirichlet-to-Neumann condition
−(−∆)sf(x) = C lim
y→0+
y1−2suy(x, y)
with the constant C depends on the dimension n and s. This allows to realize some powers of the
Euclidean laplacian in terms of traces of a differential operator in the upper half-space. Written in
divergence form the previous equation involves the weight y1−2s which belongs to the class A2. As
a consequence, one can apply the theory developed in [2, 11, 9, 10] to derive an Harnack inequality,
a boundary Harnack principle and other results for equations of the type (−∆)sf(x) = 0.
In [23], P. R. Stinga and J. L. Torrea develop a framework for a general non-negative self-adjoint
operator L on L2(Ω, dη), with Ω being an open set in Rn and dη a positive measure. It is remarkable
that they applied the spectral theorem and semi-group theory instead of the Fourier transform, which
requires much less structure on the ambient space than the Euclidean space. As a direct application
of their framework, one can get the previously described realizations of Ls on Riemannian and
Sub-Riemannian manifolds under classical geometric assumptions such as polynomial volume for
instance.
M. Kwasnicki and J. Mucha [18] discussed the extension problem for complete Berstein functions of
the Laplacian, other than just fractional powers. Their argument is based on the Fourier transform
again and the Krein’s spectral theory of strings. Krein’s theory provides a one to one correspondence
between the non-negative locally integrable measures (Krein’s strings) and the complete Bernstein
functions.
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One of the goals of the present paper is to consider the extension problem on rather general Dirichlet
spaces. This allows to give a unified theory of the previously known results; but also to deal with
new operators L which were not considered before. Then invoking results in the literature for the
extended PDE, one gets new results about regularity of solutions of some PDEs, in the same spirit
as the ones described above. It is important here to notice that Dirichlet spaces are the natural
metric spaces for which such extension theory holds, up to additional assumptions of course on the
space if one wants to get additional results on the solutions of specific equations. We refer the
reader to [13] for an extensive study of the theory of Dirichlet spaces. In this general framework the
Fourier transform is not always available and as a consequence we will adopt the strategy in [23]
based on semi-groups.
Due to the versatile nature of the semi-group approach of Stinga and Torrea, one needs very little
assumptions on the Dirichlet space to realize the powers of the generator L as the Dirichlet-to-
Neumann operator of a suitable extension. On the contrary, getting fine properties of the solutions
(existence included actually) of the equation on the extension requires much more on the underlying
Dirichlet space.
The framework we adopt here covers the following geometries :
• Complete Riemannian manifolds with non-negative Ricci curvature or more generally RCD(0,∞)
spaces in the sense of Ambrosio-Gigli-Savaré [1],
• Carnot groups and other complete sub-Riemannian manifolds satisfying a generalized cur-
vature dimension inequality (see [3, 4]),
• Doubling metric measure spaces that support a 2-Poincaré inequality with respect to the
upper gradient structure of Heinonen and Koskela (see [15, 16, 17]).
• Metric graphs with bounded geometry (see [14]).
• Abstract Wiener spaces are Dirichlet spaces (see [6]).
The previous items concern mainly the extension property. In some cases, it was known to hold
like on the Euclidean case with positive measure [7, 23], Heisenberg groups [12], Riemannian mani-
folds with curvature assumptions [23], abstract Weiner spaces and Gauss spaces [21, 22] and some
variations of them like in bounded domains.
Remark 1.1. When this paper was finished, we have been aware that S. Eriksson-Bique, G. Gio-
vannardi, R. Korte, N. Shanmugalingam and G. Speight obtained similar results in the context of
metric measure spaces endowing with an upper gradient. In this more favorable setting than ours,
they could get further regularity properties of the PDEs under consideration.
2. Preliminaries on Dirichlet spaces
Here we provide an overall introduction to Dirichlet spaces. One can refer to the book of [13] for
more details. Let (X, d) be a locally compact metric space equipped with a Radon measure µ
supported on X. Let (E ,F = D(E)) be a densely defined, symmetric bilinear form on L2(X; µ).
Note that
(u, v)F = (u, v)L2(X; µ) + E(u, v)
is a inner product on F . Then we can define the norm on F by Cauchy-Schwartz inequality,
||u||F =
(
E(u, u) + ||u||2L2(X; µ)
)1/2
.
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We say E is closed if F is complete with respect to the norm || · ||F . Given E is closed, we say it is
Markovian if
u ∈ F , v is a normal contraction of u⇒ v ∈ F , E(v, v) ≤ E(u, u).
Here a function v is called a normal contraction of a function u, if
|v(x) − v(y)| ≤ |u(x)− u(y)| , ∀x, y ∈ X, |v(x)| ≤ |u(x)| , ∀x ∈ X.
Definition 2.1. We say (E ,F = D(E)) is a Dirichlet form on L2(X,µ), if E is a densely defined,
closed, symmetric and Markovian bilinear form on L2(X,µ).
By the following theorem in [13, Theorem 1.3.1], we can define the generator for a Dirichlet form.
Definition 2.2. There is a one to one correspondence between the family of closed symmetric forms
E on a Hilbert space Hand the family of non-positive definite self-adjoint operators L on H. The
correspondence is determined by {
D (E) = D (√−L)
E(u, v) = (√−Lu,√−Lv)
L is called the generator of the form E.
In the classical Euclidean case [7], L is the Laplacian operator, and E(u, v) = ∫
Rn
∇u · ∇v dx.
In the following sections, we will be focusing on the generators of the Dirichlet forms. Let us
consider a non-positive definite self-adjoint operators L on a Hilbert space H. In our case, H will
be L2(X; µ). By the spectral theorem, there exists a unique spectral family dE(λ), such that
−L =
∫ ∞
0
λdE(λ).
This formula is understood in the sense that, for any functions f, g ∈ D (L), we have
〈−Lf, g〉 =
∫ ∞
0
λdEf,g(λ).
In particular, for any non-negative continuous function φ on [0,∞), we can define{
φ(−L) = ∫∞0 φ(λ)dE(λ),
D (φ(−L)) = {u ∈ H : ∫∞0 φ(λ)2dEu,u(λ) <∞} .(2.1)
3. Extension theorem on Dirichlet spaces
Let L be a non-positive symmetric operator defined on D(L) generating the Dirichlet form E . The
heat semigroup associated to L will be denoted by Pt. We assume that L has no spectral gap.
3.1. Fractional powers. Here we consider (−L)s, the fractional power of L, where 0 < s < 1. It
can be defined by the spectral theorem,
(−L)s =
∫ ∞
0
λsdE(λ).
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Similarly to the result of [23], we can extend the operator into a higher dimension space X × R,
as it is shown in the following lemmas. We compute now powers of the generator L. The spectral
theorem yields that for f ∈ D((−L)s), with s ∈ (0, 1)
(−L)sf = 1
Γ(−s)
∫ +∞
0
(Ptf − f) dt
t1+s
If f ∈ C(X)∩D(−L) and Lf ∈ L∞(X,µ), this expression can be interpreted pointwise everywhere.
Indeed, one has
Ptf(x)− f(x) =
∫ t
0
LPsf(x)ds =
∫ t
0
PsLf(x)ds
so that
|Ptf(x)− f(x)| ≤ t‖Lf‖∞
Thus, ∫ +∞
0
|Ptf(x)− f(x)| dt
t1+s
=
∫ 1
0
|Ptf(x)− f(x)| dt
t1+s
+
∫ +∞
1
|Ptf(x)− f(x)| dt
t1+s
≤ C1‖Lf‖∞ + C2‖f‖2
Note that we also have
Ptf(x)− f(x) =
∫
X
pt(x, y)(f(y)− f(x))dµ(y)
So,
(−L)sf(x) =
∫
X
K(x, y)(f(y)− f(x))dµ(y)
with
K(x, y) =
∫ +∞
0
pt(x, y)
dt
t1+s
On Dirichlet spaces endowed with a doubling measure and a 2-Poincaré inequality, the following
Gaussian bounds for the heat kernel hold
pt(x, y) ≃ C e
−cd(x,y)2/t
µ(B(x,
√
t))
Therefore, if we assume maximal volume growth, i.e.
µ(B(x, r)) ≥ Crn
we get
K(x, y) ≃ 1
d(x, y)n+2s
.
Along with L and, for any −1 < a < 1 we consider the Bessel operator
(3.1) Ba = ∂
2
∂y2
+
a
y
∂
∂y
,
on the whole line R endowed with the measure dνa(y) = |y|ady. Note that the correspondence
between w(y) = |y|a and ψ(λ) = λs is shown in the Krein’s theory in Section 3.2.
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Now let us consider the space Xa = X × R with the measure dµ ⊗ dνa. We will also denote by
X+a = X × (0,∞), and by X−a = X × (−∞, 0).
Lemma 3.1. Let f ∈ D((−L)s). Then the L2-weak solution of the extension equation
(3.2)
{
LaU = (L+ Ba)U = 0 in X+a ,
U(·, 0) = f,
where a = 1− 2s, is given by the following function
U(·, y) = 1
Γ(s)
∫ +∞
0
(Pt(−L)sf)e−
y2
4t
dt
t1−s
Moreover, we have the Poisson formula
U(·, y) = y
2s
22sΓ(s)
∫ +∞
0
(Ptf)e
− y
2
4t
dt
t1+s
Here the function U is called the s-Harmonic extension of f .
Proof. 1. We first show that for all y > 0, U(·, y) ∈ L2(X;µ), and for all g ∈ L2(X;µ),
〈U(· , y), g(·)〉L2(X; µ) =
1
Γ(s)
∫ ∞
0
〈Pt(−L)sf, g〉L2(X;µ) e−
y2
4t
dt
t1−s
.
For each R > 0, we define
UR(x, y) =
1
Γ(s)
∫ R
0
〈Pt(−L)sf, g〉L2(X;µ) e−
y2
4t
dt
t1−s
.
Since f ∈ D((−L)s), we have that Pt(−L)sf ∈ L2(X; µ), hence by Bochner theorem, UR is well-
defined. Hence
〈UR(· , y), g(·)〉L2(X; µ) =
1
Γ(s)
∫ R
0
〈Pt(−L)sf, g〉L2(X;µ) e−
y2
4t
dt
t1−s
=
1
Γ(s)
∫ R
0
∫ ∞
0
e−tλλsdEf,g(λ)e
− y
2
4t
dt
t1−s
=
1
Γ(s)
∫ ∞
0
∫ R
0
e−tλ(tλ)se−
y2
4t
dt
t
dEf,g(λ)
=
1
Γ(s)
∫ ∞
0
∫ Rλ
0
e−rrse−
y2λ
4r
dr
r
dEf,g(λ).
The change of integration follows from the integrability, and the last equality follows from the change
of variable r = tλ. Hence we have∣∣∣〈UR(·, y), g(·)〉L2(X; µ)∣∣∣ ≤ 1Γ(s)
∫ ∞
0
∫ ∞
0
e−rrs
dr
r
d |Ef,g(λ)|
=
1
Γ(s)
∫ ∞
0
e−rrs
dr
r
∫ ∞
0
d |Ef,g(λ)|
≤ ||f ||L2(X;µ)||g||L2(X;µ).
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Therefore, for each fixed y > 0, UR(·, y) is in L2(X;µ) and
||UR(·, y)||L2(X;µ) ≤ ||f ||L2(X;µ).
And by the similar computation, for some R2 > R1 > 0,
|〈UR1(·, y), g〉 − 〈UR2(·, y), g〉| ≤
1
Γ(s)
∫ ∞
0
e−rrs
dr
r
∫ R2
R1
d |Ef,g(λ)| → 0
as R1, R2 → 0. Hence there exist a Cauchy sequence of bounded operators {URj (·, y)}j∈N in
L2(X; µ), and it converge to U(·, f) which is defined earlier in weakly in L2(X; µ) as Rj → ∞.
Moreover, by the standard dominated convergence theorem,
〈U(· , y), g(·)〉L2(X; µ) = lim
Rj→∞
〈URj (· , y), g(·)〉L2(X; µ)
= lim
Rj→∞
1
Γ(s)
∫ ∞
0
∫ Rj
0
e−tλ(tλ)se−
y2
4t
dt
t
dEf,g(λ)
=
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−tλ(tλ)se−
y2
4t
dt
t
dEf,g(λ)
=
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−tλλsdEf,g(λ)e
− y
2
4t
dt
t1−s
=
1
Γ(s)
∫ ∞
0
〈Pt(−L)sf, g〉L2(X;µ) e−
y2
4t
dt
t1−s
.
Hence we get the desired formula.
2. Next we show that U(·, y) ∈ Dom(L), that is,
lim
r→0+
〈
erLU(·, y)− U(·, y)
r
, g
〉
L2(X; µ)
exists for all g ∈ L2(X; µ).
Since Pr = e
rL is self adjoint,
〈PrU(·, y), g〉L2(X; µ) = 〈U(·, y), Prg〉L2(X; µ)
=
1
Γ(s)
∫ ∞
0
〈
etL(−L)sf, erLg〉
L2(X;µ)
e−
y2
4t
dt
t1−s
=
1
Γ(s)
∫ ∞
0
〈
e(t+r)L(−L)sf, g
〉
L2(X;µ)
e−
y2
4t
dt
t1−s
.
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That implies
〈
erLU(·, y)− U(·, y)
s
, g
〉
L2(X; µ)
=
1
Γ(s)
∫ ∞
0
〈
e(r+t)L(−L)sf − etL(−L)sf
r
, g
〉
L2(X;µ)
e−
y2
4t
dt
t1−s
=
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−(r+t)λλs − e−tλλs
r
dEf,g(λ)e
− y
2
4t
dt
t1−s
=
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−(r+t)λλs − e−tλλs
r
e−
y2
4t
dt
t1−s
dEf,g(λ)
r → 0+−−−−→
1
Γ(s)
∫ ∞
0
∫ ∞
0
∂r(e
tλ)λse−
y2
4t
dt
t1−s
dEf,g(λ)
=
1
Γ(s)
∫ ∞
0
〈
LetL(−L)sf, g〉
L2(X; µ)
e−
y2
4t
dt
t1−s
.
3. The boundary condition holds. By using the result from step 1 and change of variables, we can
have that for all g ∈ L2(X; µ),
〈U(·, y), g(·)〉L2(X; µ) =
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−rrse−
y2λ
4r
dr
r
dEf,g(λ)
y → 0+−−−−−→
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−rrse−
y2λ
4r
dr
r
dEf,g(λ)
= 〈f, g〉L2(X; µ)
4. Now we are left to show that U satisfied the equation (3.2). For all g ∈ L2(X; µ),
lim
h→0+
〈
U(·, y + h)− U(·, y)
h
, g(·)
〉
L2(X; µ)
=
1
Γ(s)
∫ ∞
0
〈
etL(−L)sf, g〉
L2(X; µ)
∂y(e
− y
2
4t )
dt
t1−s
=
〈
1
Γ(s)
∫ ∞
0
etL(−L)sf · ∂y(e−
y2
4t )
dt
t1−s
, g
〉
L2(X; µ)
The first equality follows from the dominated convergence theorem, and the second holds by checking
the integrability as in step 1. Hence
Uy(x, y) =
−1
Γ(s)
∫ ∞
0
etL(−L)sf(x) · ye
− y
2
4t
2t
dt
t1−s
.
Also, we can have Uyy by similar computation,
Uyy(x, y) =
1
Γ(s)
∫ ∞
0
etL(−L)sf(x) ·
(
y2
4t2
− 1
2t
)
e−
y2
4t
dt
t1−s
.
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Hence for all g ∈ L2(X; µ),
〈BaU, g〉 =
〈
Uyy +
1− 2y
y
Uy, g
〉
=
1
Γ(s)
∫ ∞
0
〈
etL(−L)sf, g〉
L2(X; µ)
(
y2
4t2
− 1
2t
+
1− 2s
y
(
− y
2t
))
e−
y2
4t
dt
t1−s
=
1
Γ(s)
∫ ∞
0
〈Pt(−L)sf, g〉L2(X; µ)
(
y2
4t2
+
s− 1
2t
)
e−
y2
4t
1
t1−s
dt
=
1
Γ(s)
∫ ∞
0
〈Pt(−L)sf, g〉L2(X; µ) ∂t
(
e−
y2
4t
1
t1−s
)
dt
And an integration by parts yields that,
〈BaU, g〉 = − 1
Γ(s)
∫ ∞
0
∂t
[∫ ∞
0
e−tλλsdEf,g(λ)
]
e−
y2
4t
dt
t1−s
=
1
Γ(s)
∫ ∞
0
∫ ∞
0
λe−tλλse−
y2
4t
dt
t1−s
dEf,g(λ)
=
〈
L
1
Γ(s)
∫ ∞
0
e−tL(Lsf)e−
y2
4t
dt
t1−s
, g
〉
L2(X; µ)
= 〈LU(·, y), g(·)〉L2(X; µ) .
5. We are left to show the Poisson Formula. Again by change of variable t = y
2
4rλ , we get
〈U(·, y), g(·)〉L2(X; µ) =
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−tλ(tλ)se−
y2
4t
dt
t
dEf,g(λ)
=
1
Γ(s)
∫ ∞
0
∫ ∞
0
e−
y2
4r
(
y2
4r
)s
e−rλ
dr
r
dEf,g(λ)
=
y2s
4sΓ(s)
∫ ∞
0
〈
e−tLf, g
〉
L2(X; µ)
e−
y2
4r
dr
r1+s
=
〈
y2s
4sΓ(s)
∫ ∞
0
e−tLfe−
y2
4r
dr
r1+s
, g
〉
L2(X; µ)
The last equality follows from the Bochner’s Theorem. 
Here U is a solution to the equation (3.2) in Xa with Dirichlet initial condition U(·, 0) = f(·). The
value of (−L)sf can be transformed to a Neumann initial condition of U .
Lemma 3.2. Let f ∈ D((−L)s). One can recover (−L)sf by the following weighted Dirichlet-to-
Neumann relation:
(3.3) (−L)sf = −2
2s−1Γ(s)
Γ(1− s) limy→0+y
a∂U
∂y
(·, y),
where, as above, a = 1− 2s, and the identity holds in L2.
Proof. By the previous computation, for all g ∈ L2(X;µ)
〈yaUy(·, y), g(·)〉L2(X; µ) =
1
Γ(s)
∫ ∞
0
〈
etL(−L)sf, g〉
L2(X; µ)
ya
y
2t
e−
y2
4t
dt
t1−s
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Change the variable t = y
2
4r ,
〈yaUy(·, y), g(·)〉L2(X; µ) =
−1
Γ(s)
∫ ∞
0
∫ ∞
0
e−tλλs
y2−2s
2t
e−
y2
4t dEf,g(λ)
dt
t1−s
=
−1
Γ(s)
∫ ∞
0
∫ ∞
0
e−
y2λ
4r λsdEf,g(λ)
2e−r
(4r)s
dr
y → 0+−−−−−→
−1
Γ(s)
∫ ∞
0
∫ ∞
0
λsdEf,g(λ)
2e−r
(4r)s
dr
=
−1
Γ(s)
21−2s
∫ ∞
0
r−se−rdr · 〈(−L)sf, g〉L2(X; µ)
=− Γ(s)2
2s−1
Γ(1− s) 〈(−L)
sf, g〉L2(X; µ)

3.2. General weights and Functions of L. In this section, we generalize the results in the
previous section to some functions of the generator L, which are not necessarily powers of it. We
first state the following theorem (see [18]).
Theorem 3.1. Let A be a Krein’s string, i.e. non-negative locally integrable function on [0,+∞).
Then for every λ ≥ 0, there exists a unique non-increasing function R(z, λ) on [0,+∞) which solves
(3.4)

Rzz(z, λ) = λA(z)R(z, λ), for z > 0
R(0, λ) = 1, for all λ > 0
limz→+∞R(z, λ) ≥ 0.
(with the second derivative understood in the weak sense). Furthermore, the expression
ψ(λ) = −Rz(0, λ).
defines a complete Bernstein function ψ, and the correspondence between A(s) and ψ(λ) is one-to-
one.
We now consider the following extension problem on X × R+
(3.5)
{
A(z)Lv(x, z) + vzz(x, z) = 0, in X × R+,
v(x, 0) = f(x), in X.
By the change of variable z = σ(y), where σ(y) =
∫ y
0
1
w(r)dr, we have A(z) = A(σ(y)) = (w(y))
2.
Then we can recover the equation
(3.6){
Lu(x, y) + 1w(y)
∂
∂y
(
w(y) ∂∂yu(x, y)
)
= Lu(x, y) + w
′(y)
w(y) uy(x, y) + uyy(x, y) = 0, in X × R+,
u(x, 0) = f(x) in X.
Just like the previous case, we have the following Poisson formula for the equation.
(3.7) v(x, z) = R(z,−L)f(x)
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Theorem 3.2. For f ∈ D(ψ(−L)), the formula (3.7) is a L2-weak solution of the equation (3.5).
In particular, for all g ∈ L2(X,µ), the following equation holds
(3.8) 〈A(z)Lv(x, z) + vzz(x, z), g(x)〉 = 0.
Moreover, the Dirichlet to Neumann condition holds weakly.
(3.9) ψ(−L)f(x) = − lim
z→0
vz(x, z).
Proof. By the spectral theorem, we can write
〈A(z)Lv(x, z) + vzz(x, z), g(x)〉 = 〈A(z)LR(z,−L)f(x) +Rzz(z,−L)f(x), g(x)〉
=
∫ +∞
0
[A(z)λR(z, λ) +Rzz(z, λ)] dEf,g(λ)
= 0.
〈v(x, 0), g(x)〉 = 〈R(0,−L)f(x), g(x)〉 =
∫ +∞
0
R(0, λ)dEf,g(λ) =
∫ +∞
0
1dEf,g(λ) = 〈f(x), g(x)〉 .
〈vz(x, 0), g(x)〉 = 〈Rz(0,−L)f(x), g(x)〉 =
∫ +∞
0
Rz(0, λ)dEf,g(λ) =
∫ +∞
0
−ψ(λ)dEf,g(λ) = −〈ψ(−L)f(x), g(x)〉 .

Given the existence and uniqueness of R, one can define G to be the ψ times the inverse Laplace
transform of R, i.e.
R(z, λ) =
∫ +∞
0
e−tλG(z, t)ψ(λ)dt.
Then we can write
v(x, z) =
∫ +∞
0
etLψ(−L)f(x)G(z, t)dt.
where G(z, t) is precisely the heat kernel to the equation
Gzz(z, t) = A(z)Gt(z, t).
4. Applications to Harnack inequalities
In this section, we will prove the Harnack inequality for the solution of the equation
(−L)sf = 0.
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4.1. Harmonic functions on Dirichlet spaces. We denote by Cc(X) the space of all continuous
functions with compact support in X and C0(X) its closure with respect to the supremum norm.
A core of E is a subset C of F ∩ C0(X) such that C is dense in F with the norm || · ||F and dense
in C0(X) with the supremum norm.
Definition 4.1. A Dirichlet form E is called regular if it admits a core.
Definition 4.2. A Dirichlet form E is called strongly local if for any u, v ∈ F with compact support,
v is constant on a neighbourhood of the support of u, then E(u, v) = 0.
Throughout this section, we assume that (E ,F) is a strongly local regular Dirichlet form on
L2(X; µ). Since E is regular, the following definition is valid.
Definition 4.3. Suppose E is a regular Dirichlet form, for every u, v ∈ F ∩ L∞(X), the energy
measure Γ(u, v) is defined through the formula∫
X
φdΓ(u, v) =
1
2
[E(φu, v) + E(φv, u) − E(φ, uv)], φ ∈ F ∩ Cc(X).
Note that Γ(u, v) can be extended to all u, v ∈ F by truncation (see [8, Theorem 4.3.11]). According
to Beurling and Deny [5], one has then for u, v ∈ F
E(u, v) =
∫
X
dΓ(u, v)
and Γ(u, v) is a signed Radon measure often called the energy measure.
If U ⊂ X is an open set, we define
Floc(U) =
{
f ∈ L2loc(U), for every relatively compact V ⊂ U, ∃f∗ ∈ F , f∗|V = f|V , µ a.e.
}
For f, g ∈ Floc(U), on can define Γ(f, g) locally by Γ(f, g)|V = Γ(f∗|V , g∗|V ).
Definition 4.4. Let U ⊂ X be an open set. A function f ∈ Floc(U) is called harmonic in U if for
every function h ∈ F whose essential support is included in U , one has
E(f, h) = 0.
4.2. Elliptic Harnack inequality for harmonic functions. In this section we recall some known
results about Harnack inequalities for harmonic functions. The main assumption is the volume
doubling property and the existence of nice heat kernel estimates.
Definition 4.5. We say that the metric measure space (X, d, µ) satisfies the volume doubling prop-
erty if there exists a constant C > 0 such that for every x ∈ X and r > 0,
µ(B(x, 2r)) ≤ C µ(B(x, r)).
Definition 4.6. We say that (X, E) satisfies the 2-Poincaré inequality if there exist constants C,
λ > 1, such that for any ball B in X and u ∈ F , we have
(4.1)
1
µ(B)
∫
B
|u− uB | dµ ≤ C rad (B)
(
1
µ(λB)
∫
λB
dΓ(u, u)
)1/2
We have then the following well-known result (see [15]).
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Theorem 4.1. Assume that (X, d, µ, E) satisfies the doubling condition and the 2-Poincaré inequal-
ity. There exist a constant C > 0 and δ ∈ (0, 1) such that for any ball B(x,R) ⊂ X and any
non-negative function u ∈ F which is harmonic on B(x,R)
sup
z∈B(x,δR)
u(z) ≤ C inf
z∈B(x,δR)
u(z),
where by sup and inf we mean the essential supremum and essential infimum.
4.3. Properties of the extended Dirichlet space. Associated to E we can define the bilinear
form Ea on the space Xa = X × R with domain Fa,
Ea(u, v) =
∫
R
E(u, v)dνa +
∫
Xa
uy · vy dνadµ,
Fa =
{
u ∈ L2(Xa, dµ × dνa), Ea(u, u) <∞
}
.
As before, we define the norm
||u||2Ea = ||u||2L2(Xa) + Ea(u, u).
Proposition 4.1. (Xa, dµ×dνa, Ea,Fa) is a strongly local and regular Dirichlet Space, where −1 <
a < 1.
Proof. One can easily derive the Markovian property and the strong local property. And the density
of Fa follows from the regularity. We are left to show that
(1) Ea is closed, which is equivalent to say (Fa, || · ||Ea) is a Banach Space.
(2) Ea is regular.
1. For the closedness, given a Cauchy sequence {un} in Fa, we want to show that there exists u ∈ Fa
such that un → u in Fa. Notice that
||un − um||2Fa =
∫
R
∫
X
|un − um|2dµdνa +
∫
R
E(un − um, un − um)dνa +
∫
X
∫
R
|∂yun − ∂yum|2dνadµ
=
∫
R
||un − um||2Edνa +
∫
X
∫
R
|∂yun − ∂yum|2dνadµ.
Since F is a Banach space, un(·, y) can be viewed as a function maps from R to Fa. In particular,
{un(·, y)} is a Cauchy sequence in L2(R,F ; νa). There exists u in L2(R,F ; νa), such that un → u.
Notice that we also have un → u in L2(Xa). And {∂yun} being a Cauchy sequence in L2(Xa)
implies there exists uy ∈ L2(Xa) such that ∂yun → uy. Now we are left to show that ∂yu = uy. We
recall that the weak derivative for a Bochner integrable function h ∈ L2(R, L2(X); νa) is ∂yh, if for
any φ ∈ C∞c (R), ∫
R
hφ′dνa = −
∫
R
∂yhφdνa
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The equality holds in the sense of L2(X). Then for any φ(y) ∈ C∞c (R) and ξ(x) ∈ Cc(X), notice
that ξ(x)φ(y) ∈ L2(Xa),∫
X
∫
R
u(x, y)ξ(x)φ′(y)dνadµ = lim
n→∞
∫
X
∫
R
un(x, y)ξ(x)φ
′(y)dνadµ
= lim
n→∞
∫
X
∫
R
∂yun(x, y)ξ(x)φ(y)dνadµ
=
∫
X
∫
R
uy(x, y)ξ(x)φ(y)dνadµ
The limits result from un → u and ∂yun → uy in L2(Xa). Since u(x, y), uy(x, y) ∈ L2(Xa), we have∫
R
u(x, y)φ′(y)dνa =
∫
R
uy(x, y)φ(y)dνa a.e. in X.
Then by definition, ∂yu(x, y) = u
y(x, y).
2. To show Ea is regular, we claim that Ca = C ⊗H1(R) ⊂ Fa is a core of Ea, where C is the core of
E and H1(R) is the Sobolev space over R. Given a function f(x, y) ∈ Fa, suppose for any ϕ(x) ∈ C
and ψ(y) ∈ H1(R),
(f(x, y), ϕ(x)ψ(y))Fa = 0
Notice that
(f(x, y), ϕ(x)ψ(y))Fa =
∫
Xa
f(x, y)ϕ(x)ψ(y)dνadµ +
∫
R
E(f(x, y)ϕ(x))ψ(y)dνa
+
∫
Xa
ϕ(x)∂yf(x, y)ψ
′(y)dνadµ
= 〈〈f(x, y), ϕ(x)〉F , ψ(y)〉H1(R) .
Then by the density of C, we have f ≡ 0 a.e. with respect to µ ⊗ νa on Xa. Hence Ca is a core of
Ea.

Theorem 4.2. Suppose (X, dµ) has the volume doubling property, so does (Xa, µa). Here Xa =
X × R and dµa = dµ× dνa, where dνa(y) = |y|a dy.
Proof. The proof for the doubling property for (R, dνa) follows from [11] for instance. Let Ba be
a ball in Xa centered at (x0, y0) of radius R, 2Ba is a co-centered ball of radius 2R. Denote the
projection of Ba onto X and R to be B and I respectively, and D = R×I. It is clear that 2Ba ⊂ 2D.
And one can find small enough λ < 1 such that λD ⊂ Ba. Then
µa(2Ba) ≤ µa(2D) = µ(2B)νa(2I) ≤ Cµ(λB)νa(λI) = Cµa(λD) ≤ µa(Ba).

Theorem 4.3. Suppose the space (X,µ) has the Poincaré’s inequality, i.e. there exist constants C,
λ > 1, such that for any ball B in X and u ∈ F , we have
(4.2)
1
µ(B)
∫
B
|u− uB | dµ ≤ C rad (B)
(
1
µ(λB)
∫
λB
dΓ(u, u)
)1/2
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so does the space (Xa, µa), in particular, there exist constants C˜, λ˜ > 1, such that for any ball Ba
in Xa and u ∈ Fa, we have
(4.3)
1
µ(Ba)
∫
Ba
|u− uBa | dµa ≤ C˜ rad (Ba)
(
1
µ(λ˜Ba)
∫
λ˜Ba
dΓa(u, u)
)1/2
Proof. First we claim that the following statement is equivalent to (4.3):
There exist constants C, λ > 1, and for any ball Ba in Xa and u ∈ Fa, there is a constant
c = c(u,Ba), such that we have
(4.4)
1
µ(Ba)
∫
Ba
|u− c| dµa ≤ C rad (Ba)
(
1
µ(λBa)
∫
λBa
dΓa(u, u)
)1/2
It’s clear that (4.3) =⇒ (4.4). To show the opposite, suppose (4.4) is correct. Notice that
1
µa(Ba)
∫
Ba
|c− uBa | dµa =
∣∣∣∣c− 1µa(Ba)
∫
Ba
u dµa
∣∣∣∣
≤ 1
µ(Ba)
∫
Ba
|u− c| dµa,
Then (4.3) follows from triangle inequality and (4.4) it self.
We now have the freedom to choose the constant c. Let B = Ba ∩X, I = Ba ∩ R and D = B × I.
Denote
uB(y) =
1
µ(B)
∫
B
u(x, y)dµ(x),
and uD =
1
µa(D)
∫
D udµa = (uB)I . Let c = uD, and consider the region D for now, which is to be
fixed later.
1
µa(D)
∫
D
|u− uD| dµa ≤ 1
µ(B)
1
νa(I)
∫
B
∫
I
|u(x, y) − uB(y)|+ |uB(y)− uD| dµ(x)dνa(y).
For the first part,
1
νa(I)
∫
I
1
µ(B)
∫
B
|u(x, y)− uB(y)| dµ(x)dνa(y) ≤ C rad (B) 1
νa(I)
∫
I
(
1
µ(λB)
∫
λB
dΓ(u, u)
)1/2
dνa(y)
≤ C rad (B) 1
νa(I)
(
1
µ(λB)
∫
I
∫
λB
dΓ(u, u)dνa(y)
)1/2√
νa(I)
≤ C˜ rad (B)
(
1
µa(λD)
∫
λD
dΓ(u, u)dνa(y)
)1/2
where the second inequality follows from the Hölder’s inequality and the last follows from the
doubling property. Similarly,
1
µ(B)
1
νa(I)
∫
B
∫
I
|uB(y)− uD| dµ(x)dνa(y) ≤ C˜ rad (B)
(
1
µa(λD)
∫
λD
∣∣∣∣∂u(x, y)∂y
∣∣∣∣2 dνa(y)dµ(x)
)1/2
Notice that
dΓa(u, u) = dΓ(u, u)dνa(y) +
∣∣∣∣∂u(x, y)∂y
∣∣∣∣2 dνa(y)dµ(x),(4.5)
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then we achieve the Poincaré’s inequality for the region D. Apply the doubling property with λ˜
large enough to let λ˜Ba covers D, we have
1
µ(Ba)
∫
Ba
|u− uD| dµa ≤ C rad (Ba)
(
1
µ(λBa)
∫
λBa
dΓa(u, u)
)1/2
which is exactly statement (4.4) with c = uD. Hence (4.3) follows from the claim at the beginning.

4.4. Harnack inequalities for (−L)s. From now on, we assume that (X, E) is doubling and
satisfies the 2-Poincaré inequality. As in [7], let us first consider the following extension lemma.
Lemma 4.1. We consider a solution f ≥ 0, f ∈ D((−L)s) to (−L)sf = 0 in B(x,R). The fact that
(−L)sf = 0 in X implies that the function U˜(x, y) = U(x, |y|) actually is harmonic in B(x,R)×R.
Proof. By a density argument, it is enough to show that for all continuous h ∈ Fa whose compact
support is included in B(x,R)× R,
Ea(U˜ , h) =
∫
Xa
(−LU˜ · h+ U˜y · hy)dµdνa = 0.
Fix h, and let B = B(x,R)× (−M,M) that contains supp h. For some small ǫ > 0, We can write∫
Xa
(LU˜ · h− U˜y · hy) dµdνa =
∫
B∩{|y|≥ǫ}
(LU˜ · h+ U˜y · hy) dµdνa +
∫
B∩{|y|<ǫ}
(LU˜ · h− U˜y · hy) dµdνa
:= I + J.
For part I, since the region is away from the hyperplane {y = 0}, we can simply do integration by
parts and apply the fact that U˜ is the weak solution to the equation (3.2).
The integration region of part I is away from the hyperplane {y = 0}, and the part J → 0 as ǫ→ 0.
I =
∫
B∩{|y|≥ǫ}
(LU˜ · h− U˜y · hy) dµdνa =
∫
B∩{|y|≥ǫ}
LU˜ · h dµdνa −
∫
B∩{|y|≥ǫ}
U˜y · hy dµdνa.
Integration by parts on the second term yields,∫
B∩{|y|≥ǫ}
U˜y · hy dµdνa =
∫
B∩{|y|≥ǫ}
U˜y · hy · |y|a dµdy
=
∫
B∩{|y|≥ǫ}
∂y
(
|y|a U˜y
)
h dµdνa −
∫
∂(B∩{|y|≥ǫ})
|y|a U˜yh dS
=
∫
B∩{|y|≥ǫ}
BaU˜h dµdνa − 2
∫
B∩{|y|=ǫ}
|y|a U˜yh dS
The last equality follows from h|∂B = 0. Since U˜ is the even extension of the solution to the equation
(3.2), we have
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I =
∫
B∩{|y|≥ǫ}
(LU˜ − BaU˜)hy dµdνa + 2
∫
B∩{|y|=ǫ}
|y|a U˜yh dS = 2
∫
B∩{|y|=ǫ}
|y|a U˜yh dS
And limǫ→0 I = 0 follows from the assumption that (−L)sf = 0 and Lemma 3.2.
By the proof of Lemma 3.1, LU˜ and U˜y are locally integrable, hence limǫ→0 J = 0. Since the
statement hold for arbitrary ǫ > 0, we have the desired result. 
We are ready to prove the Harnack’s inequality for solutions of (−L)sf = 0.
Theorem 4.4. (Harnack’s inequality) Assume that (X, d, µ, E) satisfies the doubling condition and
the 2-Poincaré inequality. There exist a constant C > 0 and δ ∈ (0, 1) such that for any ball
B(x,R) ⊂ X and any non-negative function f ∈ D((−L)s) satisfies (−L)sf = 0 on B(x,R),
sup
z∈B(x,δR)
f(z) ≤ C inf
z∈B(x,δR)
f(z).
Proof. We first note that the extended Dirichlet space Xa satisfies the conclusion of theorem 4.1.
Apply the extension lemma 4.1, we have a function U˜ in the extended space Xa which is harmonic
in B(x,R)× R. Let B be a ball in X, there exists a ball B˜ in Xa, such that
B˜ ∩ (X × {0}) = B(x,R)× {0}.
Since U˜(·, 0) = f , we have
sup
z∈B(x,δR)
f(z) = sup
z∈B(x,δR)
U˜(z, 0) ≤ sup
δB˜
U˜
and
inf
δB˜
U˜ ≤ inf
z∈B(x,δR)
U˜(x, 0) = inf
z∈B(x,δR)
f(z)
Also, U˜ is non-negative because of f . By the Harnack’s inequality of U˜ , we get the desired result. 
4.5. Boundary Harnack principles. We will establish the boundary Harnack principles for (−L)s
by applying the result in [20]. We first address some important prerequisite definition and as-
sumptions about non-symmetric Dirichlet forms. Note that we will derive an simpler version for
symmetric case.
Definition 4.1. Let (E ,F) be a local, regular Dirichlet form on L2(X,µ). Then Esym(u, v) =
(1/2)(E(u, v) + E(v, u)) is its symmetric part and Eskew(u, v) = (1/2)(E(u, v) −E(v, u)) is its skew-
symmetric part.
Proposition 4.2. The symmetric part Esym of a local, regular Dirichlet form can be writen uniquely
as
Esym(f, g) = Es(f, g) +
∫
fgdκ, for all f, g ∈ F ,
where Es is strongly local and κ is a positive Radon measure. The second term is also called the
killing part.
With respect to E we can define the following intrinsic metric dE on X by
(4.6) dE(x, y) = sup{u(x)− u(y) : u ∈ F ∩ C0(X) and dΓ(u, u) ≤ dµ}.
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Here the condition dΓ(u, u) ≤ dµ means that Γ(u, u) is absolutely continuous with respect to µ with
Radon-Nikodym derivative bounded by 1.
The term “intrinsic metric” is potentially misleading because in general there is no reason why dE
is a metric on X (it could be infinite for a given pair of points x, y or zero for some distinct pair
of points), however in this paper we will work in a standard setting in which it is a metric. The
following definition is from [19] and references therein, which is based on the classical papers of K.
T. Sturm [25, 26, 24]).
For the introduction of the following Theorem, we fix a symmetric strongly local regular Dirichlet
form (Eˆ ,F) on L2(X,µ) with energy measure Γˆ. Let Y be an open subset of X. Let (E ,D(E))
be another (possibly non-symmetric) local bilinear form on L2(X,µ). We need the following two
assumptions.
Assumption 1. (1) (E ,D(E)) is a local, regular Dirichlet form. Its domain D(E) is the same
as the domain of the form (Eˆ ,F), that is, D(E) = F . Let C0 be the constant in the sector
condition for (E ,F), i.e.
|Eskew(u, v)| = |(1/2)(E(u, v) − E(v, u))| ≤ C0(E1(u, u))1/2(E1(v, v))1/2,
for all u, v,∈ F , where E1(f, g) = E(f, g) +
∫
X fgdµ.
(2) There is a constant C1 ∈ (0,∞) so that for all f, g ∈ Floc(Y ) with f2 ∈ Fc(Y ),
C−11
∫
f2dΓˆ(g, g) ≤
∫
f2dΓ(g, g) ≤ C1
∫
f2dΓˆ(g, g).
(3) There are constants C2, C3 ∈ [0,∞) so that for all f ∈ Floc(Y ) with f2 ∈ Fc(Y ),∫
f2dκ ≤ 2
(∫
f2dµ
)1/2(
C2
∫
dΓˆ(f, f) + C3
∫
f2dµ
)1/2
(4) There are constants C4, C5 ∈ [0,∞) sso that for all f ∈ Floc(Y ) ∩ L∞loc(Y ), g ∈ Fc(Y ) ∩
L∞(Y ),
|Eskew(f, fg2)| ≤ 2
(∫
f2dΓˆ(g, g)
)1/2(
C4
∫
g2dΓˆ(f, f) +C5
∫
f2g2dµ
)1/2
Assumption 2. There are constants C6, C7 ∈ [0,∞) such that
|Eskew(f, f−1g2)| ≤2
(∫
dΓˆ(g, g)
)1/2(
C6
∫
g2dΓˆ(log f, log f)
)1/2
+ 2
(∫
dΓˆ(g, g) +
∫
g2dΓˆ(log f, log f)
)1/2(
C7
∫
g2dµ
)1/2
Secondly, we introduce the notion of (inner) uniformity. Let Ω ⊂ X be open and connected. Recall
that the inner metric on Ω is defined as
dΩ(x, y) = inf {length(γ) | γ : [0, 1] → Ω continuous, γ(0) = x, γ(1) = y} ,
and Ω˜ is the completion of Ω with respect to dΩ. For an open set B ⊂ Ω, let ∂Ω˜B = B¯dΩ\B be
the boundary of B with respect to its completion for the metric dΩ. If x is a point in Ω, denote by
δΩ(x) = d(x,X\Ω) the distance from x to the boundary of Ω.
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Definition 4.7. Let γ : [α, β] → Ω be a rectifiable curve in Ω and let c ∈ (0, 1), C ∈ (1,∞). We
call γ a (c, C)− uniform curve in Ω if
δΩ(γ(t)) ≥ c ·min {d(γ(α), γ(t)), d(γ(t), γ(β))} , for all t ∈ [α, β],
and if
length(γ) ≤ C · d(γ(α), γ(β)).
The domain Ω is called (c, C)−uniform if any two points in Ω can be joined by a (c, C)−uniform
curve in Ω.
In the following discussion, we suppose Ω is a (cu, Cu)-inner uniform domain in(X, d). Then we are
ready to introduce the Theorem 4.2 of [20].
Theorem 4.5. Let (X,µ, Eˆ ,F) be a strongly local regular symmetric Dirichlet space and Y be
an open subset of X. Suppose the Volume doubling property (Definition 4.5), Poincaré inequality
(Definition 4.6) hold, together with the following two properties.
The intrinsic distance d is finite everywhere, continuous, and defines the original
topology of X.
(A1)
For any ball B(x, 2r) ⊂ Y , B(x, r) is relatively compact.(A2-Y)
Suppose (E ,F) is another Dirichlet form satisfying the Assumptions 1 and 2. Let Ω ⊂ Y be a
bounded inner uniform domain in (X, d). There exists a constant A1 ∈ (1,∞) such that for any
ξ ∈ ∂Ω˜Ω with Rξ > 0 and any
0 < r < R ≤ inf{Rξ′ : ξ′ ∈ BΩ˜(ξ, 7Rξ)\Ω},
and any two non-negative weak solutions u, v of Lu = 0, where L is the generator of E, in Y ′ =
BΩ(ξ, 12CΩr)\Ω with weak Dirichlet boundary condition along BΩ˜(ξ, 12CΩr)\Ω, we have
u(x)
u(x′)
≤ A1 v(x)
v(x′)
,
for all x, x′ ∈ BΩ(ξ, r). The constant A1 depends only on the volume doubling constant, Poincaré
constant, the constants C0−C7 which give control over the skew-symmetric part and the killing part
of the Dirichlet form, the inner uniformity constants cu, Cu and an upper bound on C8R
2.
We wish to prove the Boundary Harnack principles over the extended space (Xa, dµa, Ea,Fa). We
shall see the following property of the intrinsic metric is the only thing left to check.
Let Xa = X × R and defined the natural product distance by
da(z, w)
2 = d(zx, wx)
2 + |zy − wy|2,(4.7)
where z, w ∈ Xa. For a point z ∈ X, we denote z = (zx, zy) ,where zx ∈ X and zy ∈ R. The
intrinsic distance for the Dirichlet space (Xa, dµa, Ea,Fa) is defined as
dEa(z, w) = sup{u(z) − u(w) : u ∈ Fa ∩ C0(Xa) and dΓa(u, u) ≤ dµa}.(4.8)
Recall the definition for dΓa in (4.5).
Lemma 4.2. The intrinsic metric dEa (4.8) is equivalent to the natural product metric da (4.7).
Proof. First we prove dEa(z, w) & da(z, w) for all z, w ∈ Xa. Note that z = (zx, zy), w = (wx, wy)
where zx, wx ∈ X and zy, wy ∈ R. For some 0 < δ < 1, there exists f ∈ F loc(X) ∩ C(X) and
dΓ(f, f) ≤ dµ, such that
f(zx)− f(wx) ≥ δd(zx, wx).
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Let F (z) = 12 (f(zx) + zy). It is clear that F ∈ F loca (Xa) ∩C(Xa) and dΓa(F,F ) ≤ dνadµ. We have
dEa(z, w) ≥
1
2
(f(zx)− f(wx)) + 1
2
(zy − wy) ≥ δ
2
dE(zx, wx) +
1
2
(zy −wy)
≥ cδ
2
d(zx, wx) +
1
2
(zy − wy) ,
where c is the equivlent constant for d and dE . And similarly for F˜ (z) =
1
2 (f(zx) − zy), we have
dEa(z, w) ≥ cδ2 d(zx, wx) + 12 (wy − zy) . Hence there exists a constant C > 0 such that
dEa(z, w) ≥
cδ
2
d(zx, wx) +
1
2
|zy − wy| ≥ C
√
d(zx, zy)2 + |zy, wy|2 = da(z, w).
Then we prove the other direction. For a fixed 0 < δ < 1, any z, w ∈ Xa, there exists F ∈
F loca (Xa) ∩ C(Xa) and dΓa(F,F ) ≤ dνadµ, such that
F (z)− F (w) ≥ δdEa(z, w).
We wish to prove da(z, w) ≥ F (z)− F (w). Since
F (z)− F (w) = F (zx, zy)− F (wx, zy) + F (wx, zy)− F (wx, wy).
Let f(x) = F (x, zy), it is clear that f ∈ F loc(X)∩C(X) and dΓ(f,f)dµ (x) ≤ dΓ(F,F )dµ (x, zy) ≤ 1. Hence
dE(zx, wx) ≥ f(zx)− f(wx) = F (zx, zy)− F (wx, zy).
Let g(y) = F (wx, y), notice that |g′(y)| = |Fy(wx, y)| ≤ 1. Then we have
zy − wy ≥ F (wx, zy)− F (wx, wy).
Thus da(z, w) ≥ C˜dE(z, w) for some constant C˜. 
Now we are ready to prove the Boundary Harnack principle for the weak solutions of (−L)s.
Theorem 4.6. (Boundary Harnack principles) Suppose (X, d, µ, E) is a symmetric, strongly local
Dirichlet form with generator L satisfying the doubling condition and the 2-Poincaré inequality. Let
Ω ⊂ X be a bounded inner uniform domain. There exists a constant C > 0 such that for any
ξ ∈ ∂Ω˜Ω with Rξ > 0 and any
0 < r < R ≤ inf{Rξ′ : ξ′ ∈ BΩ˜(ξ, 7Rξ)\Ω},
and any two non-negative weak solutions u, v of (−L)su = 0 in Y ′ = BΩ(ξ, 12CΩr)\Ω, we have
u(x)
u(x′)
≤ C v(x)
v(x′)
,
for all x, x′ ∈ BΩ(ξ, r). The constant C depends only on the volume doubling constant, Poincaré
constant and the inner uniformity constants cu, Cu.
Proof. We apply the Theorem 4.5. First, we make E and Eˆ in the Theorem 4.5 coincide with Ea,
which is symmetric, strongly local and regular by Proposition 4.1, hence the Assumption 1 and 2 are
automatically satisfied. Secondly, since we assume the volume doubling property and the Poincaré
inequality for the underlying form (E ,F), they can be extended to the form (Ea,Fa) by Theorem
4.2 and 4.3. We also make the open set Y in Theorem 4.5 to be the entire extended space Xa, then
the condition (A1) and (A2-Y) are satisfied by the Lemma 4.2. Now we can establish a boundary
Harnack principle on the extended space Xa for Ea. By restricting the boundary value on the space
X, which is similar to the steps in Theorem 4.4, we finish the proof. 
POWERS OF GENERATORS ON DIRICHLET SPACES AND APPLICATIONS TO HARNACK PRINCIPLES 21
Acknowledgments
F.B. is partially funded by NSF grant DMS-1901315, Q.L. would like to thank University of Con-
necticut for its hospitality during the preparation of this work. There is no data associated to the
present article.
References
[1] Luigi Ambrosio, Nicola Gigli, and Giuseppe Savaré. Metric measure spaces with riemannian ricci curvature
bounded from below. Duke Math. J., 163(7):1405–1490, 05 2014.
[2] Agnid Banerjee, Nicola Garofalo, Isidro H. Munive, and Duy-Minh Nhieu. The Harnack inequality for a class of
nonlocal parabolic equations. arXiv e-prints, page arXiv:1911.05619, November 2019.
[3] Fabrice Baudoin and Michel Bonnefont. Log-sobolev inequalities for subelliptic operators satisfying a generalized
curvature dimension inequality. Journal of Functional Analysis, 262(6):2646 – 2676, 2012.
[4] Fabrice Baudoin and Bumsik Kim. Sobolev, poincare and isoperimetric inequalities for subelliptic diffusion
operators satisfying a generalized curvature dimension inequality. Revista Matematica Iberoamericana, 30, 03
2012.
[5] A. Beurling and J. Deny. Espaces de dirichlet: I. le cas élémentaire. Acta Math., 99:203–224, 1958.
[6] Vladimir I. Bogachev. Gaussian measures, volume 62 of Mathematical Surveys and Monographs. American Math-
ematical Society, Providence, RI, 1998.
[7] Luis Caffarelli and Luis Silvestre. An extension problem related to the fractional laplacian. Communications in
Partial Differential Equations, 32(8):1245–1260, Aug 2007.
[8] Zhenqing Chen and Masatoshi Fukushima. Symmetric Markov Processes, Time Change, and Boundary Theory
(LMS-35). Princeton University Press, Princeton, 2011.
[9] E. Fabes, D. Jerison, and C. Kenig. The Wiener test for degenerate elliptic equations. Ann. Inst. Fourier
(Grenoble), 32(3):vi, 151–182, 1982.
[10] E. B. Fabes, C. E. Kenig, and D. Jerison. Boundary behavior of solutions to degenerate elliptic equations. In
Conference on harmonic analysis in honor of Antoni Zygmund, Vol. I, II (Chicago, Ill., 1981), Wadsworth Math.
Ser., pages 577–589. Wadsworth, Belmont, CA, 1983.
[11] Eugene B. Fabes, Carlos E. Kenig, and Raul P. Serapioni. The local regularity of solutions of degenerate elliptic
equations. Comm. Partial Differential Equations, 7(1):77–116, 1982.
[12] Fausto Ferrari and Bruno Franchi. Harnack inequality for fractional sub-Laplacians in Carnot groups. Math. Z.,
279(1-2):435–458, 2015.
[13] Masatoshi Fukushima, Yoichi Oshima, and Masayoshi Takeda. Dirichlet Forms and Symmetric Markov Processes.
De Gruyter, Berlin, Boston, 2010.
[14] Sebastian Haeseler. Heat kernel estimates and related inequalities on metric graphs. Technical Report
arXiv:1101.3010, Jan 2011. Comments: 20 pages.
[15] Juha Heinonen, Pekka Koskela, Nageswari Shanmugalingam, and Jeremy T. Tyson. Sobolev Spaces on Metric
Measure Spaces: An Approach Based on Upper Gradients. New Mathematical Monographs. Cambridge University
Press, 2015.
[16] Pekka Koskela, Nageswari Shanmugalingam, and Yuan Zhou. Geometry and analysis of dirichlet forms (ii).
Journal of Functional Analysis, 267(7):2437 – 2477, 2014.
[17] Pekka Koskela and Yuan Zhou. Geometry and analysis of dirichlet forms. Advances in Mathematics, 231(5):2755–
2801, 2012.
[18] Mateusz Kwasnicki and Jacek Mucha. Extension technique for complete bernstein functions of the laplace oper-
ator. Journal of Evolution Equations, 18(3):1341–1379, 2018.
[19] Daniel Lenz, Peter Stollmann, and Ivan Veselić. Generalized Eigenfunctions and Spectral Theory for Strongly
Local Dirichlet Forms. In Jan Janas, Pavel Kurasov, Ari Laptev, Sergei Naboko, and Günter Stolz, editors,
Spectral Theory and Analysis, pages 83–106, Basel, 2011. Springer Basel.
[20] Janna Lierl and Laurent Saloff-Coste. Scale-invariant boundary harnack principle in inner uniform domains.
Osaka J. Math., 51(3):619–657, 07 2014.
[21] Matteo Novaga, Diego Pallara, and Yannick Sire. A symmetry result for degenerate elliptic equations on the
Wiener space with nonlinear boundary conditions and applications. Discrete Contin. Dyn. Syst. Ser. S, 9(3):815–
831, 2016.
[22] Matteo Novaga, Diego Pallara, and Yannick Sire. A fractional isoperimetric problem in the Wiener space. J.
Anal. Math., 134(2):787–800, 2018.
22 FABRICE BAUDOIN, QUANJUN LANG, YANNICK SIRE
[23] Pablo Raúl Stinga and José Luis Torrea. Extension problem and Harnack’s inequality for some fractional oper-
ators. Comm. Partial Differential Equations, 35(11):2092–2122, 2010.
[24] Karl-Theodor Sturm. Analysis on local Dirichlet spaces. I. Recurrence, conservativeness and Lp-Liouville prop-
erties. Journal für die reine und angewandte Mathematik, 456:173–196, 1994.
[25] Karl-Theodor Sturm. Analysis on local Dirichlet spaces. II. Upper Gaussian estimates for the fundamental
solutions of parabolic equations. Osaka J. Math., 32(2):275–312, 1995.
[26] Karl-Theodor Sturm. Analysis on local Dirichlet spaces III. 1996.
