Transcriptomic structural variants (TSVs) -structural variants that affect expressed regions -are 8 common, especially in cancer. Detecting TSVs is a challenging computational problem. Sample het-9 erogeneity (including differences between alleles in diploid organisms) is a critical confounding factor 10 when identifying TSVs. To improve TSV detection in heterogeneous RNA-seq samples, we introduce 11 the MULTIPLE COMPATIBLE ARRANGEMENT PROBLEM (MCAP), which seeks k genome rearrange-12 ments to maximize the number of reads that are concordant with at least one rearrangement. This directly 13 models the situation of a heterogeneous or diploid sample. We prove that MCAP is NP-hard and provide 14 a 1 4 -approximation algorithm for k = 1 and a 3 4 -approximation algorithm for the diploid case (k = 2) 15 assuming an oracle for k = 1. Combining these, we obtain a 3 16 -approximation algorithm for MCAP 16 when k = 2 (without an oracle). We also present an integer linear programming formulation for general 17 k. We completely characterize the graph structures that require k > 1 to satisfy all edges and show 18 such structures are prevalent in cancer samples. We evaluate our algorithms on 381 TCGA samples and 19 2 cancer cell lines and show improved performance compared to the state-of-the-art TSV-calling tool, 20 SQUID.
Introduction
PROBLEM seeks a set of arrangements A = {(π i , f i )} k i=1 , to optimize:
where 1 [e ∼ A] is 1 if edge e is concordant in at least one (π i , f i ) ∈ A, and 0 otherwise. 115 This objective function aims to find an optimal set of k arrangements of segments where the total number of 116 edges made concordant is maximized in the rearranged alleles. In the context of TSV calling, the objective 117 aims to find an optimal set of TSVs such that the resulting k rearranged alleles given by these TSVs have 118 the maximum number of consistent read alignments. In other words, MCAP separates the conflicting edges 119 onto k alleles as shown in an example in Figure 1 . 120 When k = 1, the problem reduces to finding a single rearranged genome to maximize the number of 121 concordant reads, which is the problem that SQUID [14] solves. We refer to the special case when k = 1 as 122 SINGLE COMPATIBLE ARRANGEMENT PROBLEM (SCAP).
123 Figure 1 : MCAP resolves conflicts. (a) Two conflicting edges connecting two segments u and v. If the sample is known to be homogeneous (k = 1), then the conflict is due to errors. If k = 2, MCAP seeks to separate two edges into two compatible arrangements as in (b) and (c). (b) In the first rearrangement, segment v is flipped, which makes the blue edge concordant. (c) In the second rearrangement, u is flipped to make the red edge concordant.
3.2 NP-hardness of SCAP and MCAP 124 Theorem 1. SCAP is NP-hard. value of SCAP. We are to prove w(E ) ≥ 1 4 w(E) ≥ 1 4 OP T .
By the selecting the option with the largest sum of concordant edge weights, the concordant edges E i in iteration i satisfies w(E i ) ≥ 1 4 w(E i ). Therefore, the overall concordant edge weights of all iterations in the for loop satisfy
Each edge e ∈ E must appear in one and only one of E i , and thus i E i = E. This implies i w(E i ) ≥ 147 1 4 w(E) ≥ 1 4 OP T .
148
Algorithm 1 can be further improved in practice by considering more order and orientation options when in-149 serting a segment into current order. In the pseudo-code 1, only two possible insertion places are considered: 150 the beginning and the end of the current order. However, a new segment can be inserted in between any pair 151 of adjacent segments in the current order. We provide an extended greedy algorithm to take into account the 152 extra possible inserting positions (Algorithm 2). Algorithm 2 has a time complexity of O(|V | 2 |E|), but it 153 may achieve a higher total concordant edge weight in practice. If an optimal SCAP solution can be computed, one way to approximate the MCAP's optimal solution is to 156 solve a series of SCAP instances iteratively to obtain multiple arrangements. Here, we prove the iterative 157 SCAP solution has an approximation ratio of 3 4 for the special case of MCAP with k = 2.
158
Theorem 3. Algorithm 3 is a 3 4 -approximation of MCAP with k = 2. Denote the optimal objective sum of edge weights in MCAP with k = 2 as OP T , and the sum of edge weights in iterative SCAP as W , then
Proof. Denote MCAP with k = 2 as 2-MCAP. Let E d 1 and E d 2 be concordant edges in the optimal two 159 Data: A genome segment graph G = (V, E, w) Result: a set of two arrangements, sum of weights of edges that are concordant in either arrangement 1 a 1 = optimal SCAP arrangement on G; 2 E = {e ∈ E : e is discordant in a 1 }; 3 G = (V, E , w); 4 a 2 = optimal SCAP arrangement on G ; 5Ẽ = {e ∈ E : e ∼ A, A = {a 1 , a 2 }}; 6 W = e∈Ẽ w(e); 7 return ({a 1 , a 2 }, W ); Algorithm 3: 3 4 -approximation for MCAP with k = 2 arrangements of 2-MCAP. It is always possible to make the concordant edges of the arrangements disjoint 160 by removing the intersection from one of the concordant edge set, that is
The optimal value is w(E d ).
162
Denote the optimal set of concordant edges in the first round of Algorithm 3 as E s 1 . The optimal value of 163 SCAP is w(E s 1 ). E s 1 can have overlap with the two concordant edge sets of the 2-MCAP optimal solution.
164
Let the intersections be I
166
After separating the concordant edges in 2-MCAP into the intersections and unique sets, the optimal value 167 of 2-MCAP can be written as w(E d ) = w(I 1 ) + w(I 2 ) + w(D 1 ) + w(D 2 ), where the four subsets are 168 disjoint. Therefore the smallest weight among the four subsets must be no greater than 1 4 w(E d ). We prove 169 the approximation ratio under the following two cases and discuss the weight of the second round of SCAP 170 separately:
171
Case (1): the weight of either D 1 or D 2 is smaller than 1 4 w(E d ). Because the two arrangements in 2-
172
MCAP are interchangeable, we only prove for the case where w(D 1 ) ≤ 1 4 w(E d ). A valid arrangement 173 of the second round of SCAP is the second arrangement in 2-MCAP, though it may not be optimal. The 174 maximum concordant edge weights added by the second round of SCAP must be no smaller than w(D 2 ).
175
Combining the optimal values of two rounds of SCAP, the concordant edge weight is
Case (2): both w(D 1 ) ≥ 1 is now either I 1 or I 2 . Without loss of generality, we assume I 1 has the smallest sum of edge weights and 178 w(I 1 ) ≤ 1 4 w(E d ). Because the first round SCAP is optimal for the SCAP problem, its objective value 179 should be no smaller than the concordant edge weights of either arrangement in 2-MCAP. Thus
A valid arrangement for the second round of SCAP can be either of the arrangements in 2-MCAP optimal 181 solution. Picking the first arrangement of 2-MCAP as the possible (but not necessarily optimal) arrangement 182 for the second round of SCAP, the concordant edge weights added by the second round of SCAP must be no 183 smaller than w(D 1 ). Therefore, the total sum of concordant edge weights of the optimal solutions of both 184 rounds of SCAP is 198 In order to account for the edges that are concordant in more than one arrangements in the summation in Equation 1, we define q e such that q e = 1 if edge e is concordant in one of the k arrangements and 0 if otherwise. The constraints for q e are as follows:
The objective function becomes
We then add ordering and orientation constraints. If an edge is a tail-head connection, i.e. concordant to the x i e ≤ y i u − y i v + 1,
The constraints of other types of connections are similar and detailed in Ma et al. [14] . Additionally, con-204 straints are added so that all segments are put into a total order within each allele. For two segments u, v, 205 segment u will be either in front of or behind segment v, i.e. z i uv + z i vu = 1. For three segments u, v, w, if 206 u is in front of v and v is in front of w, then u has to be in front of w:
The total number of constraints as a function of k is 4k|E| In this section, we ignore edge weights and characterize the graph structures where homogeneous assump-212 tion cannot explain all edges. We add a set of segment edges,Ê, to the GSG. Eachê ∈Ê connects the two 213 endpoints of each segment, i.e.ê = {s h , s t } for s ∈ S. The representation of GSG becomes G = (E,Ê, V ).
214
Definition 4 (Conflict and Compatible Structures). A conflict structure, CS = (E ,Ê , V ), is a subgraph 215 of a GSG where there exists a set of edges that cannot be made concordant using any single arrangement.
216
A compatible structure is a subgraph of a GSG where there exists a single arrangement such that all edges 217 can be made concordant in it.
218
Definition
Definition 6 (Degree and special degree of a vertex in subgraphs of GSG). Given a subgraph of GSG, 
The details of the proof of the above two theorems are in Appendix B.
228
Corollary 3. A necessary condition for a subgraph (E ,Ê , V ) to be a conflict structure is that it contains 229 cycles. A sufficient condition for a subgraph (E ,Ê , V ) to be a conflict structure is that it contains a 230 simple cycle which is not a compatible structure. That is, there exists a simple cycle (E * ,Ê * , V * ), such that
The corollary is a direct derivation of theorem 4 and theorem 5 when considering general graph structures.
233
In practice, we determine if a discordant edge, e = (u, v), is involved in a conflict structure by enumerating 234 all simple acyclic paths using a modified depth-first search implemented in Networkx [7, 19] To produce an efficient, practical algorithm for TSV detection in diploid organisms, we use the following . 255 We compare the number of TSVs found by D-SQUID and SQUID (Figure 2b ). In all of our results, all of 
Evaluation of approximation algorithms 274
We evaluate the approximation algorithms for diploid MCAP (k = 2) using two different subroutines de- ples. D-SQUID outputs sub-optimal arrangements in such cases. As a result, approximation algorithms, 287 especially A2, appear to resolve more high-weight discordant edges than D-SQUID in some of the sam-288 ples in Figure 4 , which is demonstrated by data points that fall below 1 on the y axes. A1 resolves more 289 high-weight edges in 10 samples and A2 resolves more high-weight edges in 54 samples than D-SQUID. SAT instance, we are going to construct a GSG such that the satisfiability of a clause is indicated by the 385 concordance of an edge.
386
Given a MAX-2-SAT problem with n booleans {x 1 , x 2 , · · · , x n } and m clauses {c 1 , c 2 , · · · , c m }, the key 387 gadget is the segments for boolean variables and clauses and the edges between them ( Figure S1A ). For 388 each boolean variable x i , a segment X i is constructed and termed as a boolean segment. For each clause 389 c i , a segment C i is constructed and termed as a clause segment. To ensure that the correspondence between 390 the edge concordance and the clause satisfiability as well as the correspondence between the orientation 391 of boolean segments and the assignment of boolean variables, we add edges between clause segments and 392 boolean segments in the following way. For clause c i that involves boolean x i 1 , an edge is added between 393 the head of X i 1 and the head of C i if clause c i contains the negation of x i 1 , otherwise the edge is between 394 the tail of X i 1 and the head of C i . When the literal is x i 1 , setting the orientation of segment X i 1 to be 1 395 indicates assigning True to variable x i 1 and leads to the concordance of the edge; when the literal isx i 1 , 396 setting the orientation of segment X i 1 to be 0 indicates assigning False to variable x i 1 and leads to the edge 397 concordance. The edge between clause c i and the other involved boolean variable x i 2 is added in the same 398 principle. We call the edge between boolean segments and the clause segments as Type 1 edge. Type 1 399 edges have weight of 1.
400
Two extra edges between the two boolean segments involved in each clause are added. This is the 401 Type 2 edge with weight of 1. For each clause c i that involves boolean x i 1 and x i 2 , two edges are added 402 between X i 1 and X i 2 as in Table S1 . When both literals in c i are True, there are two concordant Type 1 403 edges; when only one literal in c i is True, one and only one of the two Type 2 edges is guaranteed to be 404 concordant, to compensate for the decrease of concordant Type 1 edges.
405
An extra n + m + 1 segments are added that we term blocking segments and denote as 406 {B 1 , B 2 , · · · , B n+m+1 }. Suppose w 1 and w 2 are large positive weights, and w 2 w 1 1. Type 3 edges 407 with edge weight w 2 are constructed between each adjacent pair of blocking segments, specifically between 408 the tail of B i and the head of B i+1 (∀i ∈ [1, n + m]). Type 3 edges are used to enforce the order and orien-409 tation among blocking segments. Type 4 edges with weight w 1 are constructed between blocking segments 410 and the other types of segments. Specifically, when i ≤ n, an edge is added between the tail of segment B i 411 and both the head and the tail of X i , as well as between the tail and the head of X i and both the head of 412 B i+1 . Similarly when n < i ≤ n + m, two edges are added between the tail of B i and C i−n , and two other 413 edges are added between the head and tail of C i−n and B i+1 . Type 4 edges are used to enforce the relative 414 order between blocking segments and the boolean and clause segments. But the orientation of the boolean 415 and clause segments can be changed freely.
416
clause c i edge 1 edge 2 Table S1 : Construction of Type 4 edges based on the clause.
We first prove that the order of the blocking segments in the optimal arrangement is B 1 < B 2 < · · · < 417 B n+m+1 and the orientations of them are all in forward strand, where < denotes the ordering between 418 segments. Under the arrangement that uses the forward strand of all {B i } and have an order of B 1 < B 2 < 419 · · · < B n+m+1 , the sum of concordant edge weights is at least (n + m)w 2 . If the optimal arrangement 420 contains any violations of the adjacencies between B i and B i+1 , there will at least one Type 3 edge that does 421 not connect blocking segments in a tail-to-head manner and become a discordant edge in the arrangement.
422
Therefore, the optimal arrangement can at most have an objective value of (n + m − 1)w 2 + 4(n + m)w 1 + 423 4m. Since w 2 w 1 1, the objective value is smaller than (n + m)w 2 , and the arrangement is not 424 optimal, which contradicts the assumption. Therefore assuming the whole chain of segments is not reverse 425 complemented, the orientations of blocking segments are all in forward strand, and order is B 1 < B 2 < 426 · · · < B n+m+1 in the optimal arrangement. 427 We then prove that the Type 2 edges restrict the order of all segments but not the orientation of boolean and clause segments. The order between blocking segments and boolean segments must be B i < X i < B i+1 , the order between blocking and clause segments must be B i < C i−n < B i+1 , and all boolean segments
There is a segment for each boolean variable x i (blue) and clause c i (white), and 6 blocking segments (green) to separate between boolean segments and clause segments. Type 1 edges, black edges, are connecting between boolean segments and clause segments. Type 2 edges, blue edges, are connecting between a pair of boolean segments that appear in the same clause. Type 3 must be before clause segments. When the order is B i < X i < B i+1 among the three segments, and the orientations of B i and B i+1 are both in forward strand, the concordant edge weights of Type two edge sum to 2w 1 no matter whether X i is in forward strand or inverted. The same weight can be achieved for order
and with all blocking segments in their forward strand will achieve a sum of concordant edge weight (n + m)w 2 + 2(n + m)w 1 at least. This concordant weight is summed over Type 3 and Type 4 edges. However, if the optimal arrangement violates any B i < X i < B i+1 or B i < C i−n < B i+1 order, the violated triplet can achieve at most w 1 of concordant edge weights, and thus the maximum sum of concordant edge weights is (n + m)w 2 + 2(n + m − 1)w 1 + w 1 + 4m. Since w 1 1, the "optimal" arrangement objective is smaller than (n + m)w 2 + 2(n + m)w 1 , which contradicts the optimality. Therefore, the order of all segments in the optimal arrangement must be
Third, we prove that under the above segment order there are always two concordant edges of weight 1 when 428 clause segment C i has any concordant Type 1 edge. Suppose there is a clause c i involving boolean variables 429
x i 1 and x i 2 , segment C i has one Type 1 edge between X i 1 and one Type 1 edge between X i 2 . When both 430 Type 1 edges are concordant, both Type 2 edges between X i 1 and X i 2 are discordant ( Figure S1B . When 431 only one of the Type 1 edges is concordant, there is also one Type 2 edge between X i 1 and X i 2 that is 432 concordant (Figure S1C,D) . When neither of the Type 1 edges is concordant, both of the two Type 2 edges 433 between X i 1 and X i 2 are discordant ( Figure S1E ). In this case, there is zero concordant edges of weight 1 434 incident to C i . Any arrangement solution of objective value W that satisfies the above segment order has 435 W − (n + m)w 2 − 2(n + m)w 1 concordant edges of weight 1. Therefore, the arrangement solution will 436 have 1 2 (W − (n + m)w 2 − 2(n + m)w 1 ) clause segments with non-zero concordant Type 1 edges.
437
When multiple clauses involve the same pair of segment, multi-edges between X i 1 and X i 2 are constructed 438 to make sure that two edges of weight 1 are contributed by any clause segment when it has non-zero con-439 cordant Type 1 edges.
440
Suppose the optimal number of satisfied clauses of the MAX-2-SAT instance is OP T m and the optimal 441 sum of concordant edge weights of the constructed SCAP instance is OP T s , the following inequality holds: 442 1 2 (OP T s − (n + m)w 2 − 2(n + m)w 1 ) ≥ OP T m . Given the optimal solution of the MAX-2-SAT instance, 443 a SCAP solution can be constructed by reversing segment X i if x i is assigned to False while keeping the the constructed solution of arrangement problem as W and applying the third proof, we have the following 448 equality OP T m = 1 2 (W − (n + m)w 2 − 2(n + m)w 1 ). Since the optimal objective value of the arrangement 449 problem is as least W ,
Meanwhile 1 have 1 2 (OP T r − (n + m)w 2 − 2(n + m)w 1 ) satisfied clauses, which is smaller than or equal to the optimal 456 number of satisfied clauses. Therefore 457 1 2 (OP T s − (n + m)w 2 − 2(n + m)w 1 ) ≤ OP T m .
Combining inequality (S1) and inequality (S2), the maximum number of satisfied clauses in MAX-2-SAT 458 instance can be directly calculated from the optimal concordant edge weights in the arrangement problem, 459 that is, OP T m = 1 2 (OP T s − (n + m)w 2 − 2(n + m)w 1 ). Proof. We show that any acyclic subgraph with N edges (|E | + |Ê | = N ), G N = (E ,Ê , V ), of GSG is 464 a compatible structure by induction.
465
When |E | + |Ê | = 1, G 1 is a compatible structure because no other edge in G is in conflict with the only incident to v 1 connects to s 2 l and s m l . Similarly, edges incident to v n connects to s 1 r and s n−1 r . Therefore, 491 we have deg E (v 1 ) = deg E (v n ) = 2. Any other vertex v i (1 < i < n) is connected by one e ∈ E and one 492ê ∈Ê and thus has deg E (v i ) = 1.
493
Case (2): Some edges are discordant in C. If discordant edges exist in cycle C, according to the definition 494 of compatible structure, segments in C can be arranged such that all edges are concordant. This reduces to 495 case (1).
496
Lemma 2. If there are exactly two vertices in V that belong to different segments, v i and v j , such that 497 deg E (v i ) = deg E (v j ) = 2, then C is a compatible structure.
498
Proof.
Let v i and v j be the one of the end points of segments s i and s j (i = j) , respectively. We can arrange 499 s i and s j such that π(s i ) = min s∈S π(s), π(s j ) = max s∈S π(s) and that v i = s i t , v j = s j h . Rename v i to 500 v 1 and v j to v n . Since C is a simple cycle, we can find two simple paths, P 1 and P 2 , between v 1 and v n and 501 there is no edge between P 1 and P 2 . Let P 1 and P 2 denote P 1 and P 2 that exclude v 1 and v n and the edges 502 incident to v 1 and v n . Since P 1 and P 2 as acyclic subgraphs of GSG, according to Theorem 4, P 1 and P 2 are 503 compatible structures and therefore segments in P 1 and P 2 can be arranged so that all edges are concordant.
504
Denote the first and last vertices in the arranged P 1 as v 2 and v 3 , and the first and last vertices in the arranged 505 P 2 as v 4 and v 5 . Because all the edges are concordant in P 1 , v 2 and v 3 are the left and right ends of the first 506 and last segments in P 1 . Because only v 1 and v n have deg E = 2 in C, v 2 must be connected to v 1 or v n 507 and v 3 must be connected to v n or v 1 . A similar argument applies to v 4 and v 5 . To ensure concordance of 508 edges connected to v 1 and v n , if v n is connected to v 2 and v 1 is connected to v 3 , we flip all the segments in 509 P 1 . The similar operation is applied to v 4 , v 5 and P 2 . Now we have a compatible structure. 
