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Resumo
O uso de dispositivos móveis em atividades diárias, tais como, acessar a serviços bancá-
rios, efetuar compras on-line e trocar mensagens via e-mail ou redes sociais, tornou-se
mais frequente na vida das pessoas. Assegurar a privacidade e a segurança dos dados
contidos nesses dispositivos, é essencial para incentivar o surgimento de novas aplicações
e aumentar a adesão de novos usuários. Para este fim, a utilização de biometria tem sido
muito atraente, devido o alto grau de dissimilaridade entre as propriedades biológicas de
indivíduos distintos. Em particular, a biometria por meio de íris destaca-se dentre as
demais técnicas de biometria, por possuir um padrão de textura rico em detalhes que
permanecem estáveis ao longo da vida, diferentemente da impressão digital e da face que
estão sujeitas a grandes variações. Além disso, não há necessidade de hardware adicio-
nal, uma vez que o sensor presente na maioria dos dispositivos móveis é suficiente para
capturar as imagens de íris a distância, sem haver contato direto do indivíduo com o
sensor (menos intrusiva). Contudo, lidar com imagens de íris capturadas por usuários
ingênuos (proprietários de dispositivos móveis) e em ambientes não controlados torna o
reconhecimento de íris uma tarefa desafiadora, e por isso, requer métodos mais robustos
para desempenhar essa tarefa. Este trabalho apresenta uma solução baseada em descrito-
res binários de pontos-chave (ou keypoints) para realizar a codificação da textura de íris,
onde apenas os pixels entorno dos keypoints são utilizados na codificação, por considerar
que alguns pixels são mais estáveis do que outros, e desta forma, é reduzido o impacto
causado pela fragilidade de bits, problema frequente em abordagens que utilizam todos
os pixels para gerar a codificação. São comparados três descritores binários de keypoints
bem conhecidos (BRIEF, ORB e BRISK) para identificar qual é o mais adequado para
ser utilizado na codificação da textura de íris. Em comum, os três descritores são eficien-
tes no uso de memória e no tempo de processamento, e possuem bom desempenho para
aplicações de reconhecimento. Além disso, são comparados três diferentes métodos de
segmentação existentes na literatura para avaliar o impacto causado no desempenho do
reconhecimento. São utilizados dois conjuntos de imagens de íris amplamente conhecidos
na literatura, chamados CASIA e MICHE-I, para avaliação da solução proposta. Os re-
sultados das simulações apresentaram um bom desempenho, considerando as métricas de
eficácia, uso de memória e tempo de processamento.
Abstract
The use of mobile devices in daily activities, such as access to banking services, online
buying, send/receive emails or interaction on social networks, has become more often
on people’s lives. To ensure the privacy and security of the data contained on these
devices it is essential to encourage the emergence of new applications and increase users
involvement. To this end, biometrics has been very attractive due to the high dissimilarity
among biological properties of distinct individuals. In particular, iris recognition stands
out among other biometric techniques. The iris presents a rich texture pattern that
remains stable throughout our life. On the other hand, other biometric techniques are
subject to large variations. Furthermore, no additional hardware is required, since that
sensor already present in most mobile devices is sufficient to capture the iris image at
distance, without any direct contact with the sensor (less intrusive). However, dealing
with samples captured by naive users (owners of mobile devices) and uncontrolled settings
make iris recognition a challenging task, and therefore requires more robust methods to
address them. In this work we present a solution based on binary keypoint descriptors
to perform iris encoding. In our solution, only surrounding pixels of keypoints are used,
considering that some pixels are more stable than others, and thus, the impact caused
by bit fragility is reduced, which is a frequent problem in approaches that use all the
pixels to generate the coding. Three well known binary keypoint descriptors - BRIEF,
ORB and BRISK - are compared to identify which is the most suitable for use on the iris
encoding. In common, all of them are efficient and have good performance for recognition
applications. Moreover, three different segmentation methods are compared to assess the
impact on recognition performance. We used two iris datasets widely known in literature,
called CASIA and MICHE-I, to assess the proposed solution. The simulation results shown
a good performance considering the metrics effectiveness, memory usage and processing
time.
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Os dispositivos móveis incluindo smartphones, tablets, e similares, tornaram-se funda-
mentais para realização de atividades cotidianas da sociedade, como acessar à Internet,
interagir em redes sociais, enviar/receber e-mails, efetuar operações bancárias, realizar
compras, entre outras. Esta tendência deve-se à evolução do poder computacional, capa-
cidade de armazenamento e comunicação sem fio destes dispositivos, que possibilitaram
realizar estas atividades de maneira mais flexível. Contudo, assegurar a privacidade e se-
gurança no uso de dados e serviços em plataformas móveis tornou-se uma questão crítica,
e assim, são requeridos métodos de autenticação/identificação para alcançar um nível de
confidencialidade aceitável.
Para este fim, o método de identificação pessoal tipicamente utilizado é baseado em
senhas, onde o usuário que deseja comprovar a identidade alegada informa uma sequência
de caracteres alfanuméricos para realizar a autenticação e obter o acesso aos dados e
serviços contidos nos dispositivos [6]. Apesar de requerer pouco esforço computacional,
este método não é adequado para garantir a segurança requerida, já que senhas podem
ser roubadas, decifradas, ou até mesmo esquecidas [6]. Diante disso, surgiram os sistemas
biométricos que utilizam padrões biológicos/comportamentais dos indivíduos para a tarefa
de autenticação ou identificação. Tais sistemas são muito atraentes por permitirem uma
grande gama de aplicações, tais como, controle de acesso em aeroportos, identificação de
suspeitos, e mais recentemente, a autenticação contínua para dispositivos móveis [5].
Dentre as diferentes abordagens de biometria, tais como, facial, íris, retina, impressão
digital e voz, a íris possui características que são fundamentais para o sucesso de um
sistema biométrico móvel, tais como: (i) estabilidade: a íris sofre pouca alteração em
suas características ao longo da vida [6], diferente da voz, impressão digital e rosto, que
podem sofrer variações devido a lesões superficiais (e.g. cortes ou queimaduras) e doenças
comuns (e.g. gripe ou alergias), o que comprometem o desempenho do reconhecimento;
(ii) alta variabilidade de padrões: a probabilidade de haver íris idênticas entre dife-
rentes indivíduos é baixíssima, sendo 1 em 7 bilhões [7]; e (iii) fácil aquisição: imagens
de íris podem ser capturadas por sensores presentes na maioria dos dispositivos móveis,
diferente da impressão digital e retina que necessitam de sensores especiais.
Abordagens de reconhecimento de indivíduos usando padrões de íris remonta ao final
do século 20, onde muitos trabalhos foram propostos para esta tarefa, tais como Daug-
man [8], Wildes [9] e Boles e Boashash [10]. Em comum, estes trabalhos utilizam imagens
12
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de íris capturadas utilizando iluminação near-infrared de modo que a iluminação ambiente
pode ser controlada e com pouca distância olhos-câmera [6]. Nestas condições, é possível
alcançar altos níveis de eficácia no reconhecimento, mesmo com grande quantidade de
imagens sendo testadas [6]. Contudo, é esperado que seja possível realizar o reconheci-
mento de íris com imagens capturadas em condições menos controladas para ser aplicável
em cenários reais.
Neste sentido, em [11] os autores exploram a utilização do reconhecimento de íris em
conjunto com o reconhecimento facial para formar um sistema biométrico multimodal
para plataformas móveis. Apesar dos resultados apresentados terem sido obtidos com
poucas amostras, é possível observar a dificuldade de realizar o reconhecimento de íris
com imagens capturadas por dispositivos móveis. Assim, o reconhecimento de íris em pla-
taformas móveis representa um desafio relacionado à área de reconhecimento de padrões,
onde métodos de reconhecimento robustos são desejáveis para proporcionar a proteção
necessária aos dados e serviços de dispositivos móveis.
1.1 Motivação
Sabe-se que o número de dispositivos móveis vêm se espalhando ao redor do mundo. Isso
deve-se à evolução desses dispositivos que tornaram-se uma importante ferramenta de
trabalho, comunicação e entretenimento para as pessoas. Segundo a pesquisa realizada
em 2016 pela incorporação Forrester1 e divulgado pelo jornal online ZDNet2, é estimado
que cerca de 1 bilhão de smartphones estejam espalhados pelo planeta e os gastos com
conteúdo móvel vão superar US$1, 3 trilhão. Além disso, a pesquisa também destaca
que junto deste crescimento, problemas relacionados a segurança e privacidade devem ser
endereçados para garantir a proteção de dados e serviços nesses dispositivos.
O estudo realizado pela empresa Symantec [12] em 2014 estima que 90% dos smartpho-
nes "perdidos"no Brasil têm seus dados violados. Para isto, a empresa simulou a perda
de 30 dispositivos em 3 capitais brasileiras –São Paulo, Rio de Janeiro e Brasília– como
parte do projeto Honey Stick. O estudo ainda apontou que 83% dos dispositivos foram
acessados para obtenção de informações pessoais e acessar aplicativos particulares. Além
disso, o tempo médio para o conteúdo do dispositivo ser acessado pela primeira vez, uma
vez perdido, foi de cerca de 3 horas. Por fim, o estudo também revelou que após o dis-
positivo ser perdido ou roubado, a chance do dispositivo sofrer tentativas de violação de
conteúdo é de cerca de 50%.
Esses estudos demonstram a importância de desenvolver mecanismos de segurança ro-
bustos para proteger das informações contidas nos dispositivos móveis, e assim, amenizar
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1.2 Objetivos e Contribuição
O principal objetivo deste trabalho é desenvolver uma solução baseada no reconhecimento
de íris para o uso seguro de dados e serviços em plataformas móveis. A solução deve ser
capaz de lidar com imagens de íris capturadas pelos usuários dos dispositivos de maneira
menos controlada.
As contribuições deste trabalho são:
• Utilização de descritores binários de keypoints (BRIEF, ORB e BRISK) para realizar
a codificação da textura da íris, que é uma etapa crítica do reconhecimento de
íris, com o fim de criar alternativas para resolver o problema de segurança usando
reconhecimento de íris em plataformas móveis;
• Avaliação de três métodos de segmentação, onde um deles é uma adequação proposta
neste trabalho. Desta forma, é possível selecionar o mais adequado para ser utilizado
em um sistema de reconhecimento de íris;
• Analise de desempenho da solução proposta com dois diferentes conjuntos de ima-
gens de íris amplamente adotados na literatura para este fim, chamados CASIA e
MICHE-I.
Os resultados mostram que a solução proposta utilizando o descritor Binary Robust
Independent Elementary Features (BRIEF) é adequada para ser empregada em um sis-
tema de reconhecimento de íris em dispositivos móveis, por descrever eficazmente imagens
adquiridas em ambientes indoor sem comprometer os recursos do dispositivo. Além disso,
os experimentos comprovam que o desempenho é comprometido quando são empregadas
imagens capturadas por dispositivos móveis em ambientes outdoor. Contudo, a solu-
ção proposta apresenta resultados superiores aos resultados apresentados em Marsico et
al. [11], quando também são empregadas imagens capturadas em ambientes outdoor.
1.3 Estrutura da Dissertação
Esta dissertação encontra-se dividida em 6 capítulos. O Capítulo 2 apresenta a visão geral
e conceitos importantes para uma melhor compreensão sobre a tarefa de reconhecimento
da íris. O Capítulo 3 descreve a solução proposta para realizar o reconhecimento de íris
baseado em descritores binários de keypoints. O Capítulo 4 descreve os datasets CASIA
e MICHE-I, o protocolo experimental, e as medidas de desempenho para avaliação do
sistema biométrico. O Capítulo 5 apresenta a análise dos resultados dos experimentos
utilizando imagens dos datasets CASIA e MICHE-I. Por fim, o Capítulo 6 apresenta a
conclusão e os trabalhos futuros.
Capítulo 2
Fundamentação Teórica
Este capítulo está dividido em quatro seções. A Seção 2.1 descreve os conceitos básicos
sobre a anatomia da íris e os fatores que motivam a utilização de biometria por íris. Na
Seção 2.2 são descritos os principais métodos em cada etapa do reconhecimento de íris.
A Seção 2.3 apresenta os trabalhos relacionados. Por fim, a Seção 2.4 apresenta o resumo
conclusivo.
2.1 Anatomia da Íris
A íris é um órgão interno pertencente ao sistema visual humano. A íris humana inicia
sua formação durante o terceiro mês de gestação e sua estrutura está totalmente completa
no oitavo mês de gestação, no entanto, o processo de pigmentação continua ao longo do
primeiro ano de idade. A principal função da íris é controlar a quantidade de iluminação
penetrante na pupila, para isso ela dilata e contrai sua musculatura [13].
Figura 2.1: Elementos visíveis na imagem S5000L00 do dataset CASIA [1].
A Figura 2.1 mostra os elementos visíveis típicos em uma imagem do olho humano.
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A superfície da íris está localizada entre a pupila e a esclerótica. A região da pupila
está contida na parte central da íris e normalmente possuí a coloração mais escura do
que a íris. A esclerótica é uma região de tecido branco e vasos sanguíneos conjuntivos,
externos a região da íris. A íris normalmente possui um padrão rico de sulcos, cumes, e
manchas de pigmentação, que permanecem estáveis ao longo da vida da maioria dos seres
humanos [6]. Além disso, a íris possuí alto grau de dissimilaridade em relação a íris de
outras pessoas e até mesmo entre olho esquerdo e direito de uma mesma pessoa [7]. Estes
fatores contribuem para tornar expressivo a utilização de íris em sistemas biométricos.
2.2 Reconhecimento de Íris
O reconhecimento de íris é frequentemente organizado em quatro principais etapas, são
elas: aquisição da imagem, segmentação e normalização da região de íris, detecção e
extração das características (ou codificação da textura) e teste de correspondência.
A Figura 2.2 ilustra esta sequência de etapas para realizar o reconhecimento de íris.
Como podemos observar, dada uma nova imagem de íris sem alegação de identidade (a
probe), o sistema é capaz de identificar a qual classe ela pertence. Para isto, é realizado
comparações entre a codificação da textura (chamado de iriscode) da probe com os iris-
codes cadastrados no sistema (proveniente das imagens de íris previamente conhecidas, a
gallery). A pontuação (score) máxima, representa a classe a qual a probe pertence. Se a
classe atribuída a probe seja de fato a classe a qual ela pertence, então o sistema acertou
na atribuição. Caso contrário, será um caso de erro. A acurácia do sistema é mensurada
de acordo com a taxa de acertos de identificação. Probes de pessoas desconhecidas (não
estão previamente cadastradas na gallery) resultam em valores baixos de score, e por meio
de um limiar adequado o sistema deve descartá-las, sem atribuir quaisquer identidade à
elas. Outras etapas, tais como segurança e privacidade, podem fazer parte do sistema
biométrico de identificação, para torná-lo robusto a fraudes e acessos indevidos. Con-
tudo, neste trabalho não abordamos técnicas para garantir a privacidade e a segurança











Figura 2.2: Principais etapas para realizar o reconhecimento de íris.
Esta seção está dividida em quatro subseções. Na subseção 2.2.1, são apresentados dois
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distintos conjuntos de imagens de íris, os quais são amplamente utilizados na literatura
para avaliar o desempenho do sistema de reconhecimento de íris e também são empregados
neste trabalho. Na subseção 2.2.2, são descritos três diferentes métodos de segmentação da
região de íris, e ainda, dois métodos comumente utilizados para normalizar a região de íris.
Na subseção 2.2.3, são apresentados três métodos de codificação da textura de íris. Por
fim, na subseção 2.2.4 são apresentados os principais métodos de teste de correspondência
utilizados para predição de imagens de íris.
2.2.1 Aquisição
Usualmente são utilizados dois protocolos distintos para aquisição de amostras de íris, co-
nhecidos como stop-and-stare [14, 15] e iris on the move (IOM) [16, 17]. Com o primeiro
protocolo de aquisição, são adquiridas imagens de íris com alta qualidade, utilizando o es-
pectro perto do infravermelho (near-infrared (NIR), 800−1000nm), onde o indivíduo deve
posicionar-se próximo ao sensor (distância inferior a 1m) e colaborar durante a aquisição,
mantendo-se imóvel por alguns segundos enquanto observa o sensor [14, 15]. Apesar de
ser possível adquirir imagens ideias para o reconhecimento de íris, as restrições do proto-
colo stop-and-stare o tornam inadequado para massificação dos sistemas biométricos [14].
Já o protocolo IOM possibilita que as imagens sejam adquiridas de uma forma menos
restritiva, onde as amostras são capturadas a distâncias superiores à 1m e com os indiví-
duos em movimento [16]. Por meio deste protocolo, as amostras capturadas podem conter
ruídos causados por oclusões de cílios e/ou pálpebras, ou reflexões devido a variação de
iluminação, o que torna o reconhecimento de íris uma tarefa desafiadora [17].
Recentemente, tornou-se atrativo a utilização de dispositivos móveis para capturar
amostras de íris, devido ao interesse de empregar sistemas de biometria por íris nestes
aparelhos [5]. Imagens de íris com cores visíveis do espectro eletromagnético (visible wave-
length (VW), 400−700nm), que são capturadas por dispositivos móveis, geralmente tem o
nível de detalhes muito superior do que as imagens capturadas utilizando NIR, apesar de
serem mais ruidosas também [5]. Desta forma, os protocolos de aquisição de imagens de
íris movem-se cada vez mais em direção de ambientes menos restritívos para possibilitar
a implantação de sistemas biométricos em larga escala, e como consequência, são neces-
sários métodos mais robustos nas etapas sub-sequentes do processo de reconhecimento de
íris.
Neste trabalho, não são investigados abordagens para efetuar a aquisição de imagens de
íris, ao invés disso, são adotados dois conjuntos de imagens de íris amplamente utilizados
na literatura por conterem grandes volumes de imagens de íris adquiridas sob diversas
condições, e assim, são adequados para serem utilizados ao longo do reconhecimento
de íris. Ambos conjuntos de imagens utilizaram dispositivos móveis para aquisição de
imagens, onde um deles captura imagens utilizando o espectro NIR e o outro utiliza o
espectro VW.
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2.2.2 Segmentação
O problema de segmentação da região de íris é alvo contínuo de pesquisa por ser uma
tarefa complexa. Dependendo das condições em que a imagem é adquirida, a região de
íris pode estar parcialmente, ou até mesmo, completamente obstruída e/ou com ruídos.
Desta forma, algumas imagens de íris podem ser consideradas não ideais para serem
utilizadas ao longo da tarefa de reconhecimento de íris. Alguns trabalhos existentes na
literatura, tais como [18] e [19], atribuem métricas de qualidade e selecionam somente as
imagens utilizáveis para o restante da tarefa de reconhecimento. Em outros trabalhos,
tais como [15] e [20], realizam o pré-processamento para assegurar a qualidade da imagem,
possibilitando a segmentação mesmo em amostras severamente degradadas.
Neste trabalho, nós investigamos métodos de segmentação robustos que lidam com
imagens ruidosas, sem comprometer significativamente o desempenho do reconhecimento
de íris. Portanto, não é necessária uma avaliação de qualidade das imagens antes de
realizar a segmentação da região de íris.
Nesta seção são investigados três métodos de segmentação da região de íris. O pri-
meiro, é uma adequação entre duas abordagens existentes na literatura. Neste método,
é considerado que tanto a íris quanto a pupila possuem regiões circulares. Para detectar
a região circular da pupila é aplicado a transformada de Hough [21, 22], porque a pupila
normalmente é uma região escura e com variação de raio conhecida, e desta forma, é
possível configurar estaticamente os parâmetros da transformada de Hough para detectar
a pupila com alta taxa de acerto e sem afetar o desempenho computacional. Contudo,
para determinar a região circular da íris não adotamos a transformada de Hough, como é
realizado no método proposto por Wildes [9], pois a região de íris normalmente está obs-
truída, e por isso, pode não haver informação de gradiente suficiente para transformada
de Hough determinar a circunferência que melhor delimita a região. Para esta tarefa, é
utilizado o método proposto por Mehrotra et. al. [23]. Neste método, são encontradas
circunferências com diferentes raios, onde todas são concêntricas à pupila, e a circunferên-
cia que tiver maior variação de intensidade em relação a anterior, indica a fronteira entre
íris e esclerótica. Chamamos este método de HTCC (Hough Transform and Concentric
Circles).
O segundo método, proposto por Marsico et. al. [24], identifica a região da íris como
uma região não necessariamente circular, mas que pode ser estimada por uma circunfe-
rência. Neste método, são definidos os critérios de homogeneidade e separabilidade, a fim
de selecionar apenas a melhor circunferência para representar a região da pupila. Depois,
a fronteira entre a íris e a esclerótica é identificada como a região que ocorre a variação
mais significante de intensidade na imagem.
Finalmente, investigamos o método proposto por Haindl e Krupička [25] para realizar
a segmentação da região de íris. Neste método, é utilizada a transformação generalizada
de Hough [26] para detectar a região aproximada do olho e subsequentemente é aplicado
o operador diferencial-integral proposto por Daugman [8] modificado para determinar a
região de íris. Além disso, possíveis oclusões e reflexões são localizadas e removidas da
imagem.
Em todos os três métodos de segmentação investigados, além de identificar as fronteiras
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da íris (a fronteira interna, que é o limite entre a íris e pupila, e a fronteira externa, que
é o limite entre a íris e a esclerótica, chamado de limbus), a região de íris é transformada
de coordenadas cartesianas para coordenadas polares, se tornando uma região retangular
normalizada. Para isto, existem duas principais abordagens, a normalização linear e a
não linear. A primeira, é comumente conhecida como o modelo rubber sheet proposto por
Daugman [8]. Nesta abordagem, a cada pixel de coordenadas (x, y) da região de íris da
imagem I, é atribuído um par de coordenadas reais (r, θ), onde r é uma unidade uniforme
entre 0 ≤ r ≤ 1 e θ é um ângulo entre 0 ≤ θ < 2pi, independente do tamanho e da
deformação elástica da íris. O mapeamento representado pela Equação 2.1 gera uma nova
imagem I˙ com sistema de coordenadas polares não-concêntrico e com dimensões fixas
(comumente chamado de sistema pseudo-polar), que é invariante a posição 2D, tamanho
da íris e a dilatação da pupila dentro da íris. Entretanto, não é invariante em relação a
orientação da íris na imagem.
I(x(r, θ), y(r, θ))→ I˙(r, θ) (2.1)
Em [27], os autores mostram que a normalização linear introduz deformação da textura
de íris (efeito aliasing), que resulta no aumento da taxa de erros de reconhecimento. Para
superar este problema, a normalização não linear difere da anterior por r não ser mais uma
unidade uniforme, e deve depender da dimensão (raios da pupila (rp) e da íris (ri), onde
ri > rp) para gerar a nova imagem no sistema de coordenadas polares não-uniforme [23].
A Equação 2.2 mostra como r é definido para cada imagem de íris.
r =
1
ri − rp (2.2)
O restante desta seção, detalha separadamente os três métodos de segmentação da
região de íris investigados.
Método Transformada de Hough e Circunferências Concêntricas (HTCC)
O método Hough Transform and Concentric Circles (HTCC) [21, 23], identifica a região
circular da pupila com a transformada de Hough, e então, a circunferência concêntrica
a pupila com maior transição de intensidade representa a fronteira externa da íris. A
Figura 2.3 mostra os passos do método HTCC aplicado à uma amostra do dataset CASIA.
O primeiro passo para detecção da região de íris, é determinar a região circular da
pupila. Para isso, a imagem de íris é suavizada pelo filtro Gaussiano, para atenuação de
ruídos na imagem (a Figura 2.3(a) mostra a imagem suavizada). Os coeficientes do filtro
Gaussiano são derivados a partir de uma função Gaussiana bidimensional. Para cada
região da imagem onde encontra-se o filtro, o pixel central é substituído por uma média
ponderada dos pixels vizinhos, tal que o peso dado a um vizinho decresce monotonicamente
com a distância do pixel central.
Em seguida, é aplicado o operador de Canny na imagem suavizada para obtenção
de informações do gradiente. O operador de Canny [28] realiza a detecção de bordas
tomando-se apenas os pontos cuja magnitude seja localmente máxima na direção do gra-
diente (método conhecido como supressão não-máxima). Contudo, as bordas podem
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(d) (e) (f)
Figura 2.3: Os passos do método HTCC para realizar a segmentação da região de íris. (a)
Amostra S5000L00 do dataset CASIA [1]. (b) Operador de Canny aplicado à amostra.
(c) Pupila detectada com a transformada de Hough. (d) Detecção da fronteira externa
da íris. (e) Fronteiras interna e externa da íris. (f) Região da íris normalizada.
conter fragmentos causados por ruídos ou textura fina, e para resolver esse problema, o
operador de Canny utiliza dois limiares diferentes, T1 e T2, com T2 > T1. Assim, apenas os
pontos da borda com gradiente maior que T2 são mantidos, e qualquer outro ponto conec-
tado a esses pontos da borda, somente são mantidos se tiverem seu gradiente acima de T1
(método conhecido como limiarização com histerese). A Figura 2.3(b) mostra o resultado
após aplicar o operador de Canny a uma imagem de íris, com T1 = 70 e T2 = 100.
Por fim, é aplicada a transformada de Hough para detectar pontos na imagem que
pertençam a uma curva específica, neste caso, a circunferência que delimita a região de
pupila. A transformada de Hough quando aplicada a imagem original, requer alto esforço
computacional, e assim, se torna inviável. Contudo, com as informações do gradiente
previamente conhecidas através do operador de Canny, a transformada de Hough é capaz
de detectar circunferências de forma rápida e eficiente, sem comprometer o desempenho
da aplicação. Desta forma, a imagem resultante do operador de Canny é utilizada pela
transformada de Hough para detecção de circunferências. Consideramos a Equação 2.3
como uma formulação possível da circunferência em coordenadas cartesianas, onde (a, b)
e r representam as coordenadas do centro e o raio da circunferência, respectivamente.
(x− a)2 + (y − b)2 = r2 (2.3)
Assim, para cada pixel (x, y) da imagem, se o ponto (a, b) estiver à distância r do
pixel, a célula de acumulação (a, b, r) correspondente no espaço de parâmetros (plano
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ab) é incrementada. Portanto, se um centro (a, b) de uma circunferência de raio r é
frequentemente encontrado no espaço de parâmetros, então é altamente provável que essa
circunferência exista na imagem.
A Figura 2.3(c) mostra a circunferência que representa os limites da região da pupila,
detectada com a transformada de Hough, com rmin = 20 e rmax = 70. Após identificar a
região circular que delimita a pupila, o próximo passo é identificar a fronteira entre a íris
e a esclerótica. Diferente da pupila, a região de íris não possuí intensidade homogênea,
normalmente está parcialmente obstruída por cílios e pálpebras, e, a variação de raio
não é conhecida. Tais fatores, inviabilizam a utilização da transformada de Hough para
detecção da região circular da íris. Assim, adotamos o método proposto por Mehrotra
et. al. [23] para detectar a circunferência concêntrica à pupila que delimita a região de
íris. Para isso, são encontradas circunferências com centro (xp, yp) e raios incrementais a
partir de rmin = 1.5 ∗ rp até rmax = 3 ∗ rp, sendo (xp, yp) e rp as coordenadas do centro e
o raio da circunferência que delimita a pupila, respectivamente.
A Figura 2.3(d) mostra as circunferências concêntricas à pupila, resultantes deste
processo. A soma de intensidade dos pixels que delimitam cada circunferência representa
o valor de intensidade da circunferência. Denotamos esse valor por Sp. A diferença entre
duas Sp, obtidos a partir de circunferências de raios subsequentes, indica a transição
de intensidade entre as circunferências. A circunferência que tiver a maior transição de
intensidade em relação a circunferência anterior, é considerada como a circunferência que
delimita a fronteira externa da íris. A Figura 2.3(e) mostra ambas as circunferências
que delimitam a região de íris. Com ambas fronteiras identificadas, o último passo da
segmentação é normalizar a região de íris.
A Figura 2.3(f) mostra o resultado da transformação da região de íris na região retan-
gular normalizada não linear. Quando a íris, ou a pupila, ou ambas, estão severamente
obstruídas, este método de segmentação pode não ser robusto o suficiente, pois a transfor-
mada de Hough pode falhar na detecção da pupila e, consequentemente, não será possível
detectar a região de íris corretamente. Quando a transição entre as regiões de íris e escle-
rótica não é abrupta, o método também pode ter dificuldades para detectar corretamente
a região de íris.
A Figura 2.4 mostra alguns exemplos de mal desempenho do método HTCC para
realizar a segmentação da região de íris. Em 2.4(a) apresenta uma amostra cuja a parte
superior da íris está totalmente obstruída pela pálpebra e cílios, e portanto, além da
informação da íris, informações indesejadas da pálpebra e cílios farão parte da imagem
normalizada resultante do processo de segmentação. Em 2.4(b) representa o caso em que
o método de segmentação não é capaz de delimitar a região total da íris, e assim, deixa
de obter toda informação útil da íris presente na imagem. Finalmente, a Figura 2.4(c)
apresenta o erro de detecção da pupila, e consequentemente, da íris. Este erro é devido
ambas regiões possuírem ruídos (sombras e reflexões), e assim, a transição entre a região
de pupila para íris não resulta em valores de máximos locais, e consequentemente, a
transformada de Hough falha em localizar a pupila.
Em todos estes casos, o mal desempenho do método de segmentação pode prejudicar
o restante do processo de reconhecimento.
CAPÍTULO 2. FUNDAMENTAÇÃO TEÓRICA 22
(a) (b) (c)
Figura 2.4: Exemplos de falhas do método HTCC durante a segmentação da região de
íris. (a) A região superior de íris obstruída pela pálpebra e cílios. (b) A região de íris
não está totalmente contida na circunferência delimitante. (c) Falha da transformada de
Hough para detectar a pupila.
Método de Segmentação de Íris para Sistemas de Identificação (IS_IS)
O método Iris Segmentation for Identification Systems (IS_IS ) [11, 24] identifica a região
circular da pupila através do processo de votação, e então, realiza a detecção do limbus,
que não é necessariamente uma circunferência. Este método de segmentação difere do
HTCC em dois aspectos: (1) não utiliza a transformada de Hough para identificar a
região circular da pupila, porque considera que a transformada de Hough é um método de
alto custo computacional, porém, como discutido anteriormente, o custo computacional
pode ser reduzido com a utilização do operador de Canny para obtenção de informações
do gradiente; e, (2) considera que a região de íris pode ter uma forma arbitrária e não
precisa ser concêntrica a pupila. A seguir, o método IS_IS é descrito.
A exemplo do que é feito no método HTCC, antes de detectar as circunferências
candidatas para representar a fronteira interna da íris, a imagem é suavizada para atenuar
ruídos que possam afetar no restante do processo. Contudo, ao invés do filtro Gaussiano
é utilizado o filtro de posterização para esta tarefa. Uma janela quadrada de tamanho
17x17 é movida por toda a imagem. Para cada região da imagem onde encontra-se a
janela, o valor mais frequente (a moda) da região, substitui o valor do pixel central. As
Figuras 2.5(a) e 2.5(b) mostram imagens de íris antes e após a aplicação do filtro de
posterização, respectivamente.
Então, o operador de Canny é aplicado a imagem melhorada, utilizando dez diferen-
tes thresholds T = 0.05, 0.10, 0.15, . . . , 0.55, para detecção de bordas. As Figuras 2.5(c)
e 2.5(d) mostram os resultados após a aplicação com T = 0.05 e T = 0.50, respecti-
vamente. Todos os componentes conectados existentes nas dez imagens resultantes do
operador de Canny, são identificados e armazenados em uma lista L. Um componente é
considerado conectado se tiver um número de pixels maior que 150. Por fim, o algoritmo
de Taubin [29] é aplicado em cada componente contido em L para estimar a circunfe-
rência correspondente. As circunferências que estão totalmente contidas na imagem, são
armazenadas em uma lista de circunferências Lc, que são as circunferências candidatas à
representarem a fronteira interna da íris (veja a Figura 2.5(e)).
O método IS_IS utiliza dois critérios para identificar entre as circunferências contidas





Figura 2.5: Resultado do método IS_IS para realizar a segmentação da região de íris. (a)
Amostra S5000L00 do dataset CASIA [1]. (b) Imagem melhorada após aplicação do filtro
de posterização. (c) Operador de Canny (T =0.05). (d) Operador de Canny (T =0.50).
(e) Circunferências contidas em Lc. (f) Circunferência com maior pontuação (Cmax). (g)
Linearização da amostra. (h) Detecção do limbus. (i) Conjunto de pixels com transição
máxima. (j) Circunferência estimada que delimita a íris. (k) Fronteiras interna e externa
da íris. (l) Região da íris linearizada.
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em Lc, qual delas melhor delimita a região da pupila, são eles:
1. Homogeneidade da distribuição dos pixels que estão interior da circunferência;
2. Separabilidade entre os pixels internos e externos da circunferência.
A homogeneidade é baseada no histograma dos níveis de cinza da região circular, onde
a pontuação será o número máximo de ocorrências de um mesmo valor normalizado pela
soma total de ocorrências. Portanto, circunferências que delimitam regiões com pouca
variação de intensidade dos pixels internos, como a região da pupila, tendem a ter altas
pontuações de homogeneidade. Porém, somente homogeneidade não é suficiente para
detectar a região da pupila, um vez que regiões como a pele, também tendem a ter altas
pontuações de homogeneidade.
Por esta razão, utiliza-se o critério de separabilidade, o qual avalia o fator de transição
de uma região mais escura (pixels internos à circunferência) para uma região mais clara
(pixels externos à circunferência), e quanto mais discrepante for essa transição, maior
será a pontuação. Íris com pigmentação escura (e.g. marrom escuro) é uma exceção
ao critério de separabilidade, pois a transição entre as regiões de pupila e íris não é tão
evidente. A circunferência que obtiver a maior pontuação de acordo com ambos critérios,
é considerada como a fronteira interna da íris (Cmax identifica esta circunferência).
A Figura 2.5(f) apresenta a circunferência que obteve a maior pontuação total deste
processo, e como pode ser observado, Cmax delimita corretamente a região de pupila.
O próximo passo do método IS_IS é identificar o limbus. Para isso, a imagem de
íris é transformada para o plano de coordenadas polares tendo como referência para esta
linearização, o centro de Cmax e o ponto da imagem mais distante do centro (chamado de
Pmax). A linearização torna mais fácil a identificação da transição entre íris e esclerótica.
A Figura 2.5(g) mostra a imagem resultante após a linearização. Como pode ser
observado, a região de pupila encontra-se na parte inferior da imagem, seguida pela região
de íris (região cinza escuro) e a região da esclerótica (região cinza claro). Um filtro 1D da
mediana é movido pelos pixels de cada linha da imagem linearizada, que é equivalente ao
achatamento (flattening) dos círculos concêntricos contidos na imagem original e centrados
na pupila. Para cada coluna da imagem linearizada, é identificado o pixel cuja a variação
de intensidade entre os pixels antecessor e sucessor a ele, é mais significante da coluna e
tem o sinal positivo (transição de uma região escura para uma região clara). O conjunto
de todos estes pixels com transições máximas, formam o limbus.
A Figura 2.5(h) mostra duas retas que delimitam a região de íris, sendo a reta verde
a fronteira entre a pupila e a íris, calculada através do raio de Cmax, e a reta amarela
representa o limbus. Apesar do limbus ser um conjunto de pontos não necessariamente
alinhados (veja Figura 2.5(i)), é possível estimar a circunferência formada pelos pixels
remanescente após a remoção dos outliers (pixels que possuem grandes erros relativos ao
valor médio) através do método de Taubin (veja a Figura 2.5(j)). Com ambas fronteiras
identificadas (veja Figura 2.5(k)), resta normalizar a região de íris. A Figura 2.5(l) mostra
o resultado da região de íris linearizada.
Em [30], os autores propõem três propriedades para verificar se Cmax identifica corre-
tamente a região de pupila, são elas:
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PI − (dC + PP ) > 0 (2.4)
dC − PP/2 < 0 (2.5)
PP − PI/2.7 < 0 (2.6)
Deixe PI , PP e dC ser, o raio da circunferência que delimita a fronteira externa da íris,
o raio da circunferência que delimita a pupila, e a distância entre os centros de ambas
circunferências, respectivamente.
A primeira propriedade (Equação 2.4), garante que a pupila está completamente dentro
da região de íris, onde PI deve ser estritamente maior que PP com a dC . A segunda
propriedade (Equação 2.5), garante que o centro da íris não esteja fora da região de
pupila, assim, dC deve ser estritamente menor que metade do raio da pupila. Por fim, a
terceira propriedade (Equação 2.6), garante um limite para o raio da pupila em relação
ao raio da pupila.
O subconjunto de circunferências candidatas a delimitar a região de pupila que aten-
dem as três propriedades, são então submetidas ao processo de votação do método IS_IS.
Note que essa etapa tem alto custo computacional, uma vez que deve-se realizar o pro-
cessamento para todas as circunferências contidas em Lc, para gerar o subconjunto Lp, o
qual contém as circunferências que atendem todas as propriedades, e só após esta etapa,
é determinado quem será Cmax. Portanto, realizar esta etapa pode ser inviável para um
sistema biométrico de tempo real.
Quando a circunferência com maior pontuação (Cmax) não delimita corretamente a
região de pupila, o método IS_IS, consequentemente, irá falhar na detecção da região de
íris. Assim, a Figura 2.6 mostra alguns exemplos de falha do método IS_IS em detectar
a região de pupila e íris.
(a) (b) (c)
Figura 2.6: Exemplos de falhas do método IS_IS durante a segmentação da região de
íris. (a) Região parcial da íris é considerada como sendo a pupila, e a transição mais
discrepante é entre a íris e a pálpebra inferior. (b) Região parcial da íris é considerada
como sendo a pupila, e a transição mais discrepante é entre a íris e a esclerótica. (c) Região
parcial da esclerótica é considerada como sendo a pupila, e a transição mais discrepante
é entre a íris/pupila e a esclerótica/pálpebra.
CAPÍTULO 2. FUNDAMENTAÇÃO TEÓRICA 26
Método de Detecção de Íris sem Oclusões
Diferente dos métodos de segmentação apresentados anteriormente, o método de segmen-
tação de íris proposto por Haindl e Krupička. [25] além de segmentar e normalizar a
região de íris, esse método também realiza a supressão de ruídos presentes na textura da
íris antes de continuar o reconhecimento de íris. Este pós-processamento é fundamental
para alcançar alta taxa de reconhecimento, mesmo com imagens de íris adquiridas por
dispositivos móveis no espectro visível e em ambientes não controlados [25].
Antes de iniciar a detecção da região de íris, são identificados e corrigidos possíveis
reflexões especulares que estejam na imagem. Para isto, é utilizado um limiar adaptativo
de binarização aplicado ao canal espectral azul, onde as reflexões são mais visíveis [25].
A imagem resultante da correção de reflexão é então utilizada para o restante do proces-
samento.
A região aproximada da íris é detectada por meio da transformada de Hough gene-
ralizada, que é capaz de detectar curvas com formas arbitrárias. Então, a região de íris
estimada é refinada por meio do operador integral-diferencial proposto por Daugman [8, 7],
adaptado para lidar também com imagens no espectro visível (VW). Por fim, é realizada
a normalização linear da região de íris.
A segmentação da íris pouco difere dos métodos anteriores, sendo o diferencial do
método de Haindl e Krupička [25] a detecção e remoção de defeitos que podem degradar
o desempenho do reconhecimento de íris, o que tornou este método o melhor ranqueado
na competição Noisy Iris Challenge Evaluation (NICE.I).
Na competição NICE.I, três tipos de defeitos são considerados: (i) oclusão pela pálpe-
bra superior, (ii) oclusão pela pálpebra inferior, e, (iii) oclusão devido a reflexões. Estes
defeitos podem ocorrer simultaneamente em uma mesma imagem de íris. Para cada um
destes defeitos é utilizada uma abordagem para eliminá-lo, são elas [25]:
(i) Oclusão pela pálpebra superior: é recorrente em imagens de íris e está lo-
calizada na parte central da imagem normalizada. Desta forma, a partir da parte
superior central são identificados transições máximas de intensidade que corresponde
a transição da região de pálpebra para região de íris, então é determinado o polígono
envolvente que contenha esse conjunto de pontos máximos. Esse polígono representa
a região da pálpebra superior, e por isso, os pixels que estão nesse polígono não são
considerados nas etapas subsequentes do reconhecimento de íris.
(ii) Oclusão pela pálpebra inferior: é menos comum, mas pode ser facilmente de-
tectada por meio de variações (σ) superiores a 25% em relação ao valor médio de
intensidade (µ) da região superior central. Então, a região da pálpebra inferior é
determinada com a binarização da imagem com limiar sendo t = µ+ σ
2
.
(iii) Oclusão devido a Reflexões: também são comuns em imagens adquiridas em
ambientes outdoor, onde a detecção é realizada com base no modelo de textura de
íris multi-espectral Markoviano.
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2.2.3 Extração de características
Uma vez que a região de íris é identificada, segmentada e normalizada, ela é então utilizada
para extração das características únicas da íris. Para isto, são adotados métodos capazes
de analisar a textura da íris para construir o iriscode, que descreve a imagem de íris de
forma única. Nesta subseção, são investigados métodos de descrição que são amplamente
utilizados na literatura para esta tarefa.
Filtro wavelets de Gabor 2D
A utilização de filtros de wavelets Gabor 2D para realizar a codificação da textura da íris
foi originalmente proposta por [8]. O filtro de Gabor 2D é um conjunto de superfícies
Gaussianas moduladas por exponenciais complexas, capaz de eliminar ruídos e captar mi-
núcias da imagem, onde é utilizada rede neural adaptativa para obtenção dos coeficientes
necessários para aplicação deste filtro [31]. A Fórmula 2.7 [7] representa o filtro wavelets
de Gabor 2D, onde h{Re,Im} é um número complexo cuja as partes real (Re) e imaginária
(Im) podem ser 0, 1 ou −1, dependendo do sinal (sgn{Re,Im}) da integral. A imagem de
íris normalizada é representada por I(ρ, φ), onde o par (ρ,φ) são as coordenadas polares
de cada região da íris. Os parâmetros α e β são os coeficientes calculados pela rede neural,






I(ρ, φ)e−iω(θ0−φ) · e−(r0−φ)2/α2e−(θ0−φ)2/β2ρdρdφ (2.7)
Assim, é identificado em qual quadrante de fase de demodulação do plano complexo
cada phasor h{Re,Im} resultante encontra-se quando uma determinada área da íris é pro-
jetada com o filtro de wavelets Gabor 2D, podendo ser [1, 1], [0, 1], [0, 0], [1, 0]. Ao fim
do processo, 2048 bits são calculados para cada íris, que são utilizados para construir o
iriscode de 256 bytes que a descreve [7].
Somas cumulativas
As somas cumulativas (CSUMs – Cumulative SUMs) [32] representam as variações dos
níveis de cinza de regiões da imagem de íris normalizada, e a comparação destas variações
contribuem para construção do iriscode. De acordo com Ko et al. [32], este método pode
ser dividido em quatro passos, são eles:
1. Divisão da imagem de íris normalizada em regiões de tamanho 3 × 10 (linhas ×
colunas) pixels. O valor médio de intensidade Xi de cada região é calculado para
ser o valor representativo da região i;
2. Agrupamento de regiões vizinhas em grupos independentes de tamanho fixo. Em [32]
são considerados grupos de tamanho size = 5 regiões e em [11] são considerados
grupos de tamanho size = 4. Similarmente ao passo anterior, é calculado o valor
médio de intensidade das regiões de cada grupo, ou seja, X = (
∑size
i=1 Xi)/size, para
ser o valor representativo do grupo;
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3. Então, os valores representativos são utilizados para calcular as CSUMs para cada
grupo de acordo com a Equação 2.8 [32], sendo S0 = 0 para i = 0.
Si = Si−1 + (Xi −X) i = 1, · · · , size (2.8)
4. Por fim, o iriscode é gerado por meio de comparações de duas CSUMs consecutivas,
para cada grupo, onde são atribuídos valores 0, 1 ou 2, que representam nenhuma va-
riação de intensidade, variação positiva (inclinação ascendente) e variação negativa
(inclinação descendente), respectivamente.
A facilidade de implementação e o baixo custo computacional tornam o método de
codificação CSUMs viável para codificação da íris eficientemente [11, 32].
Descritores Binários de Keypoints
A utilização de imagens de íris capturadas em ambientes não controlados e sendo o indiví-
duo que deseja ser reconhecido o responsável por capturar a imagem, pode ocasionar em
várias imperfeições que degradam significativamente o desempenho do reconhecimento de
íris [5]. Desta forma, a abordagem para realizar a codificação das características únicas
da íris deve ser capaz de lidar com imagens ruidosas (por exemplo, borradas, com reflexão
especular e oclusão), e assim, possibilitar que o resultado do teste de correspondência seja
bom o suficiente para satisfazer os requisitos de segurança de aplicações móveis [11].
Um problema frequente em abordagens tradicionais de codificação, que utilizam toda
informação presente na imagem normalizada de íris para produção do iriscode, tais como
o filtro wavelets de Gabor 2D e somas cumulativas, é a fragilidade de bits – a inconsis-
tência de alguns bits que estão contidos no iriscode. Estes bits tem uma probabilidade
significativa de assumir valores diferentes (flip entre 0 e 1) para amostras de uma mesma
íris, que resulta em diferentes valores de iriscode, e assim, aumenta a probabilidade de
ocorrer falso negativo no teste de correspondência de amostras genuínas [33]. Em [34],
o conceito de fragilidade de bits é estendido para discriminante, que além da fragilidade,
também avalia a probabilidade de obtenção de valores que concordam em comparações
com amostras de indivíduos distintos (casos de falso positivo), e assim, são inferidas as
regiões de íris adequadas para o reconhecimento.
Para superar esses problemas, neste trabalho são empregados os descritores binários
baseados em keypoints, onde keypoints são características locais da imagem de íris line-
arizada. Cada keypoint é o centroide de um patch, onde patch é uma região pequena da
imagem que contém o keypoint e seus pixels vizinhos (o tamanho do patch varia de acordo
com o descritor). Os patches podem ser eficazmente descritos com base em um número
relativamente pequeno de comparações de intensidades entre pares de pixels presentes
neles [2, 3, 4]. Assim, a codificação de um keypoint é definida pelo resultado do conjunto
de testes binários entre pares de pixels excludentes, onde cada comparação contribui com
exatamente 1 bit para construção do iriscode. Tais descritores provaram ser robustos
para descrever imagens rapidamente, com uma alta taxa de reconhecimento, e invariante
a iluminação da cena e as mudanças de ponto de vista [3]. Quando são comparados com
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outro tipo de descritor, tais como SIFT [35], os descritores binários de keypoints são mais
rápidos, bem como, usam menos memória no processo de descrição [3].
Portanto, consideramos que os descritores binários baseados em keypoints podem ser
adequados para realizar a codificação da textura da íris em sistemas de biometria para
dispositivos móveis, por serem: (i) eficientes na utilização dos recursos computacionais;
(ii) rápidos o suficiente para aplicações de tempo real; e (iii) robustos para lidar com
imagens ruidosas; (iv) geram vetores binários (compactos). Neste trabalho, são avaliados
três descritores binários baseados em keypoints, os quais têm alcançado excelentes resul-
tados para muitas aplicações, para identificar qual é o mais adequado para ser empregado
em um sistema de biometria por íris, são eles:
1. Binary Robust Independent Elementary Features (BRIEF);
2. Oriented FAST and Rotated BRIEF (ORB);
3. Binary Robust Invariant Keypoints (BRISK).
A seguir, são descritas as propriedades únicas de cada um destes descritores, desta-
cando as principais diferenças entre eles.
BRIEF: Proposto por Calonder et al. [2], o descritor BRIEF é o primeiro a usar cadeias
binárias para descrever keypoints com bom desempenho entre os descritores estudados
neste trabalho. Os pares de pixels são selecionados aleatoriamente a partir de uma dis-
tribuição Gaussiana centrada na localização do keypoint, ou seja, o centro do patch (veja
Figura 2.7(a)). A cadeia de bits que descreve cada keypoint é definida pelo resultado dos
testes de intensidade entre os pares de pixels selecionados. Por padrão, o patch tem ta-
manho SxS, onde S = 49. A quantidade de pares de pixels pode ser nd = 128, 256 e 512,
onde nd define o tamanho da cadeia de bits utilizada para descrever cada keypoint. Neste
trabalho é adotado o valor padrão de nd = 256, o que representa uma cadeia de 32 bytes.
O BRIEF não realiza a detecção de keypoints, por isso pode ser executado em conjunto
com qualquer detector de keypoints. Neste trabalho, é adotado o detector FAST (Featu-
res from Accelerated Segment Test) [36], que determina de forma rápida os keypoints de
acordo com as intensidades dos pixels que são submetidos ao teste, um limiar adequado
e as intensidades de 16 pixels que formam regiões circulares em torno dos pixels testa-
dos. Assim, se a intensidade do pixel sob teste somada com o limiar for maior ou menor
que a intensidade de pelo menos 12 pixels, então este pixel é considerado um keypoint.
Embora o BRIEF e o FAST não serem invariantes a escala ou rotação, este problema no
reconhecimento de íris pode ser superado com a utilização de imagens linearizadas que
são invariantes.
ORB: Proposto por Rublee et al. [3], o descritor ORB é a combinação do detector de
keypoints FAST com o descritor BRIEF, mas modificado para garantir à invariância a
rotação. Inicialmente, N keypoints são detectados por meio do FAST, com o limiar
relativamente baixo para garantir que N seja grande suficiente. Então, é aplicado o
detector de cantos de Harris [37] para selecionar os melhores keypoints entre osN possíveis.
Com os keypoints restantes, são calculadas as orientações usando a intensidade ponderada
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do centroide do patch com os pontos localizados do canto ao centro, onde a direção do
vetor a partir desses pontos de canto ao centro resulta na orientação. Similarmente ao
BRIEF, a cadeia de bits que descreve cada keypoint remanescente é obtida por meio de
testes de intensidade entre os pares de pixels selecionados. A Figura 2.7(b) mostra o
patch com os pares de pixels selecionados pelo descritor ORB, que tem um tamanho fixo
de nd = 256 bits.
BRISK: Proposto por Leutenegger et al. [4], o descritor BRISK também é invariante a
rotação, e diferente dos demais, ele é invariante à escala. Outra diferença é o detector de
keypoints empregado no BRISK, sendo o AGAST [38] ao invés do FAST, por ser mais
rápido e conseguir manter o mesmo desempenho. Para alcançar a invariância à escala, os
keypoints são detectados em uma pirâmide de multi-escala, e então é realizado a supressão
não máxima seguido de interpolação em todas as camadas da pirâmide. A Figura 2.7(c)
mostra os pixels (círculos azuis) selecionados para descrever um keypoint. Nota-se que os
pixels não são escolhidos aleatoriamente, é utilizado um padrão de amostragem determi-
nístico, que consiste em círculos concêntricos ao keypoint igualmente espaçados, onde o
espaço entre os pixels (círculos vermelhos) aumenta de acordo com o raio do círculo con-
cêntrico, ou seja, quanto maior for o raio, maior é a distância entre os pixels. A orientação
é determinada através dos pixels da vizinhança de cada keypoint, onde a direção do gra-
diente dominante do patch é a média das intensidades ponderadas entre pixels que estão
em longas distâncias (por exemplo, em lados opostos). A cadeia de 512 bits é construída
por meio de comparações entre os 512 pares de pixels mais próximos, o que requer mais
processamento e armazenamento em relação aos descritores BRIEF e ORB. A variação
de iluminação ambiente pode afetar severamente o desempenho do descritor BRISK.
(a) (b) (c)
Figura 2.7: Exemplos de patches. (a) Pares de pixels selecionados pelo descritor BRIEF
para o teste de intensidade [2]. (b) Pares de pixels selecionados pelo descritor ORB para
o teste de intensidade [3]. (c) Pixels selecionados pelo descritor BRISK para o teste de
intensidade [4].
2.2.4 Teste de correspondência
A principal abordagem de classificação utilizada no reconhecimento de íris é a distância de
Hamming (HD), que é capaz de mensurar o grau de dissimilaridade entre duas cadeias de
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bits de mesmo tamanho com custos computacionais desprezíveis. Para isto, são realizadas
operações lógicas de Ou-Exclusivo com os bits de dois iriscodes. A Fórmula 2.9 apresenta a
HD normalizada proposta por Daugman [8], onde dado dois iriscodes, iriscode1 e iriscode2,
de mesmo tamanho (na abordagem de Daugman o iriscode tem tamanho fixo de 2048 bits),









Por meio de experimentos com milhões de comparações entre diferentes pares de íris,
sendo grande os números de classificações verdadeiro positivo e verdadeiro negativo, Daug-
man [7] mostra que utilizando independência estatística é possível encontrar distribuições
binomiais para cada classificação (verdadeiro positivo e verdadeiro negativo), o que torna
possível calcular o número efetivo de graus de liberdade entre as distribuições, e assim,
determinar o limite de confiança que separa adequadamente os usuários genuínos dos
impostores [6].
2.3 Abordagens para Reconhecimento de Iris na Lite-
ratura
Nesta seção é descrita a revisão bibliográfica das abordagens para reconhecimento de
íris da literatura que empregam alguma técnica descrita ao longo deste capítulo. Muitas
soluções para cada etapa do reconhecimento de íris (aquisição, segmentação, normalização,
codificação, matching, etc) têm sido propostas na literatura, e em [6] e [17] são descritos
os principais trabalhos durante o período de 1990 à 2010.
Pioneiro no trabalho de reconhecimento de íris, Daugman [8] desenvolveu no início da
década de 90, um algoritmo capaz de reconhecer indivíduos por meio de biometria da íris.
A partir de imagens de íris de alta qualidade adquiridas no espectro near infrared (NIR),
o algoritmo de Daugman utiliza um operador integral-diferencial para segmentar a região
de íris. Tal operador comporta-se como um detector de bordas circulares, onde dada
uma imagem suavizada por um filtro Gaussiano, o operador busca de forma iterativa
(sucessivos aumento do raio) um contorno de máximo [8]. Desta forma, as fronteiras
interna e externa da íris são identificadas. Filtro wavelets de Gabor 2D (descrito na
subseção 2.2.3) é utilizado para codificar a textura da íris, e então, a distância de Hamming
(descrito na subseção 2.2.4) é utilizada para mensurar a similaridade entres os iriscodes.
Os resultados obtidos pela abordagem de Daugman [7, 8, 39], comprovam a eficiência do
algoritmo em ambientes populosos, com milhões e até bilhões de comparações entre íris
diferentes. No entanto, o protocolo de aquisição da amostra é essencial para o correto
processamento do algoritmo, onde são requeridas imagens de íris de alta qualidade. Em
2007, Daugman [15] apresenta uma abordagem para eliminar algumas limitações de seus
trabalhos anteriores. Esta abordagem, utiliza o método de contornos ativos durante a
segmentação da região de íris para encontrar as fronteiras da pupila e da íris mesmo em
imagens não ideais. Além disto, são utilizados métodos de inferência estatística para
detectar e excluir cílios que podem contribuir negativamente no reconhecimento, e por
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fim, a pontuação de similaridade é normalizada de acordo com a quantidade de dados de
íris disponíveis na imagem para realizar a classificação. Apesar das abordagens propostas
por Daugman serem eficientes para realizar o reconhecimento de íris com imagens no
espectro NIR, não é demonstrado se a mesma eficiência pode ser alcançada com imagens
adquiridas por dispositivos móveis no espectro VW.
Em [23], é apresentado um método de segmentação adaptativo, onde não são utiliza-
das abordagens paramétricas para definir a circunferência que delimita a região de pupila.
Para isto, são calculadas as distâncias entre pixels mais próximos não nulos em uma ima-
gem binária com diferentes limiares, e então, o maior circulo preenchido encontrado, ou
seja, distâncias nulas entre os pixels mais próximos, representa a região da pupila. Para
determinar a fronteira externa da íris, é utilizado o método de círculos concêntricos (des-
crito na subseção 2.2.2). Além disso, os autores propõem a utilização do descritor de
keypoints Speeded Up Robust Features (SURF) [40], e os resultados de eficácia e eficiência
computacional obtidos mostram que a utilização de descritores de keypoints é promis-
sora para o reconhecimento de íris. Contudo, não são realizados experimentos utilizando
imagens capturadas por dispositivos móveis, o que seria interessante para comprovar a
robustez da abordagem. Isto, porque a curva receiver operating characteristic (ROC) ob-
tida com um dataset de imagens capturadas em condições menos ideais, apresenta uma
taxa de aceitação verdadeira muito inferior em relação as taxas alcançadas com outros
datasets de imagens menos ruidosas. Além disso, restrições de licença do descritor SURF
também restringe a aplicação desta abordagem.
Em [11], os autores exploram a utilização do reconhecimento de íris em conjunto com
o reconhecimento facial para formar um sistema biométrico multimodal para platafor-
mas móveis, chamado FIRME (Face and Iris recognition for Mobile Engagement). Esta
abordagem mostra que a fusão dos resultados de ambos sistemas biométricos pode forne-
cer a privacidade e segurança adequada para dispositivos móveis. Dentre as abordagens
apresentadas, FIRME é a única que realiza a avaliação de desempenho do sistema bio-
métrico utilizando imagens capturadas por dispositivos móveis. O reconhecimento de íris
do FIRME apresenta bons resultados de desempenho quando são consideradas apenas
imagens adquiridas em ambientes indoor, mas quando também são consideradas imagens
de íris em ambientes outdoor a eficiência do sistema não é a mesma.
2.4 Resumo Conclusivo
A utilização de íris em sistemas de biometria é motivado por suas características únicas,
tais como, a estabilidade ao longo da vida e o alto grau de dissimilaridade entre íris de
diferentes pessoas, o que permite que o reconhecimento de íris seja realizado com alta
taxa de eficácia. Para melhor compreender o processo de reconhecimento de íris, neste
capítulo foram apresentados os conceitos básicos sobre a íris e descritas as principais
etapas do reconhecimento de íris, detalhando alguns métodos empregados em cada etapa.
Além disso, é discutido o trade-off entre o nível de facilidade em realizar a aquisição
de amostras (facilmente por meio de dispositivos móveis ou mais restritiva por meio da
abordagem stop-and-stare) em relação a acurácia do reconhecimento. Apesar do crescente
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interesse por sistemas de biometria baseado em íris para plataformas móveis, os desafios
inerentes ao reconhecimento de íris com imagens capturadas por esses dispositivos não são
triviais. Dentre os trabalhos revisados, apenas o FIRME [11] emprega imagens capturadas
por dispositivos móveis, e comprovam que mais esforços são necessários para possibilitar
o desenvolvimento de um sistema de biometria por íris para dispositivos móveis. Diante
disso, são explorados alguns descritores binários de keypoints para realizar a codificação
da textura da íris, devido a características que esses descritores possuem e que podem
contribuir para o avanço do reconhecimento de íris em plataformas móveis.
Capítulo 3
Solução Proposta
Este capítulo apresenta a solução proposta para realizar o reconhecimento de íris em
dispositivos móveis. A Figura 3.1 ilustra as etapas do processo de reconhecimento de íris,
onde a etapa de extração de características é baseada em descritores binários de keypoints.
Probe













































MAX(Score 1, …, Score 5)
Figura 3.1: Processo de extração de características baseado em Descritores Binários de
Keypoints.
Inicialmente, deve-se capturar uma amostra da íris, denominada probe, para que o
sistema seja capaz de atribuir uma identidade ao indivíduo de acordo com a amostra que
tiver a similaridade mais próxima. Considera-se que o sistema biométrico contenha um
conjunto de iriscodes previamente cadastrado correspondente à codificação do conjunto
de amostras conhecidas (gallery). Imagens contidas nos datasets CASIA [1] e MICHE [5]
serão utilizadas para representar as amostras de íris utilizadas pelo sistema. A partir da
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probe, a região de íris é identificada e segmentada. Para isto, serão avaliados os métodos
de segmentação HTCC [21, 23], IS_IS [11, 24] e o proposto por Haindl e Krupička [25],
descritos na Seção 2.2.2. Uma vez segmentada, a região de íris é normalizada de acordo
com o método de segmentação adotado.
A região de íris normalizada é então utilizada para gerar a codificação da textura da
íris. A Subseção 2.2.3 descreve os desafios em codificar os padrões de íris, onde ima-
gens capturadas por meio de dispositivos móveis podem influenciar significativamente a
complexidade dos métodos de descrição e o desempenho do reconhecimento. Além disso,
também são apresentadas as principais características dos descritores binários baseados
em keypoints avaliados neste trabalho para este fim, com o intuito de conseguir um sis-
tema de reconhecimento de íris de alta eficiência computacional e eficácia. Ressalta-se
ainda, que a utilização de descritores binários de keypoints para codificar a textura da íris
é originalmente proposta neste trabalho.
Depois, é realizado o teste de correspondência (matching) entre o iriscode obtido a
partir da probe com os iriscodes da gallery para gerar a pontuação de similaridade entre
eles. A Seção 3.1 apresenta mais detalhes da abordagem utilizada para realizar omatching,
onde a identidade atribuída à probe será a mesma da amostra que resultar na pontuação
máxima.
Por fim, a Seção 3.2 apresenta uma breve consideração final deste capítulo.
3.1 Teste de Correspondência
Na Seção 2.2.4 é descrito a Distância de Hamming (HD) que é normalmente utilizada
no reconhecimento de íris para calcular a similaridade entre duas imagens de íris. Desta
forma, a HD resultante desta comparação indica que dois iriscodes foram obtidos a par-
tir de uma mesma íris caso a similaridade seja superior a um limite de confiança, caso
contrário, é considerado que os iriscodes são de íris distintas. Por meio de experimentos,
observamos que pode haver alguns possíveis erros durante o matching com HD, onde key-
points que estão localizados em patches distintos na imagem são considerados similares, o
que não deveria acontecer porque eles representam regiões distintas da íris. Diante disto,
é utilizada a homografia para encontrar o mapeamento dos keypoints correspondentes em
ambas imagens de íris, e então é aplicado o algoritmo RANSAC (Random Sample Con-
sensus) [41] para separar os bons resultados (inliers) que fornecem estimativas corretas
do restante (outliers).
O algoritmo RANSAC testa diferentes subconjuntos de pares de keypoints seleciona-
dos aleatoriamente, então estima a matriz de homografia com cada subconjunto e calcula
a qualidade da homografia obtida com o algoritmo least-square, onde a qualidade é re-
presentada pelo número de inliers. O subconjunto que representar a melhor homografia
é então utilizado para produzir a estimativa da matriz de homografia [41].
Portanto, a pontuação de similaridade (score) entre dois iriscodes é dado pela Equa-
ção 3.1, onde Kmatches é o total de keypoints considerados similares por meio da distância
de Hamming, e, Kinliers é a quantidade de inlier keypoints dentre os Kmatches. O score mí-
nimo é 0, o que indica que todos os keypoints foram considerados outliers, ouKmatches = 0.
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O score máximo é 1, e isto representa que Kmatches = Kinliers, ou seja, todos os keypoints





Desta maneira, o teste de correspondência é eficiente devido ao uso da distância de
Hamming para calcular o grau de similaridade entre keypoints, e torna-se mais eficaz com
a utilização do algoritmo RANSAC para auxiliar no cálculo do score.
3.2 Resumo Conclusivo
Considerando o contexto de plataformas móveis, as métricas de eficácia e eficiência com-
putacional são cruciais para a implantação de um sistema biométrico nestas plataformas.
Neste sentindo, é apresentado neste capítulo uma solução baseada em descritores binários
baseados em keypoints, que vislumbra superar os desafios de codificar os padrões úni-
cos da textura da íris, independentemente do ambiente em que a imagem é capturada e
sendo o indivíduo que deseja ser reconhecido o responsável por captura-lá. Diferente de
outras abordagens, tais como [11] e [23], a solução proposta avalia diferentes métodos de




O primeiro dataset de biometria da íris empregado é o CASIA-IrisV4, coletado pela Chi-
nese Academy of Sciences’ Institute of Automation (CASIA) [1], o qual contém imagens
de íris adquiridas no espectro near-infrared (NIR, 800−1000nm) ou imagens sintetizadas.
Todas as imagens de íris são arquivos no formato JPEG, em nível de cinza de 8 bits e
dimensão 640× 480 pixels.
Com objetivo de realizar o reconhecimento de íris em dispositivos móveis, também
são utilizadas imagens de íris adquiridas no espectro visível (visible wavelength (VW),
400 − 700nm), onde os próprios indivíduos efetuaram a captura de suas imagens. Tais
imagens, formam o segundo dataset de biometria de íris empregado neste trabalho, o
Mobile Iris Challenge Evaluation (MICHE-I) [5].
O dataset MICHE-I, contém imagens de íris adquiridas com os sensores presentes em
três diferentes dispositivos móveis, são eles: (1) Samsung Galaxy S4 com sensor frontal
CMOS com 2 Megapixels (72 dpi), sensor traseiro CMOS com 13 Megapixels (72 dpi)
e imagens com dimensão 2322 × 4128 pixels ; (2) Samsung Galaxy Tablet 2 com sensor
frontal de 0.3 Megapixels e imagens com dimensão 640 × 480 pixels ; e (3) iPhone5 com
sensor frontal FaceTime HD Camera com 1.2 Megapixels (72 dpi), sensor traseiro iSight
com 8 Megapixels (72 dpi) e imagens com dimensão 1536× 2048 pixels.
Ambos datasets, temos imagens recolhidas seguindo diferentes protocolos, o que per-
mite avaliar o potencial de nossa solução para realizar o reconhecimento de íris. A seguir,
ambos datasets são descritos.
CASIA-IrisV4
O dataset (CASIA-IrisV4) [1], contém 54601 imagens de íris de mais de 1800 indiví-
duos genuínos e 1000 indivíduos virtuais. São ao todo seis subconjuntos de imagens:
CASIA-Iris-Interval, CASIA-Iris-Lamp, CASIA-Iris-Twins, CASIA-Iris-Distance, CASIA-
Iris-Thousand e CASIA-Iris-Syn. Os três primeiros subconjuntos são os mesmos que com-
põem a versão anterior do dataset (CASIA-IrisV3). Os protocolos e sensores adotados
para aquisição de cada subconjunto são:
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• CASIA-Iris-Interval: é utilizado um sensor desenvolvido pela CASIA para aquisi-
ção de imagens de íris em boas condições de iluminação, devido a utilização de LED
circular NIR que mantém o fluxo contínuo de iluminação na íris. Este subconjunto
é adequado para analisar os detalhes da textura da íris;
• CASIA-Iris-Lamp: é utilizado o sensor portátil OKI1, com iluminação de uma
lâmpada próxima ao indivíduo alternando entre ligada/desligada, ocasionando a
deformação elástica da íris, devido a contração/dilatação da íris. Este subconjunto
é adequado para avaliar problemas de normalização de íris não lineares e formas
robustas para representação da textura da íris;
• CASIA-Iris-Twins: é utilizado um sensor portátil para aquisição de imagens de
íris de 100 pares de gêmeos. Este subconjunto é adequado para avaliar a similari-
dade/dissimilaridade entre padrões de textura de íris de indivíduos gêmeos.
• CASIA-Iris-Distance: é utilizado um sensor biométrico multi-modal de longo
alcance para capturar imagens de íris à distâncias a partir de 3m. Este subconjunto
é adequado para ser utilizado fusão em sistemas biométricos multi-modal, já que a
imagem contém a face, a região periocular e a íris;
• CASIA-Iris-Thousand: é utilizado um sensor portátil IKEMB-1002 para aquisi-
ção de imagens de 1000 indivíduos, e assim, é o maior dataset de íris disponível.
Entre as imagens deste subconjunto, há imagens adquiridas de indivíduos utilizando
óculos e imagens com alto grau de reflexões. Este subconjunto é adequado para ava-
liar a unicidade da textura da íris, os métodos de representação e classificação da
íris;
• CASIA-Iris-Syn: é um subconjunto de imagens de íris automaticamente sinte-
tizados a partir de imagens de íris do dataset CASIA-IrisV1. As imagens de íris
são visualmente realistas, o que representa um desafio aos métodos de representa-
ção e classificação em obter bom desempenho em distinguir entre imagens genuínas
ou sintetizadas. Este subconjunto é adequado para ser utilizado na avaliação de
métodos que vislumbram evitar ataques spoofing.
A Figura 4.1 ilustra amostras de cada subconjunto de um mesmo indivíduo com ex-
ceção ao subconjunto CASIA-Iris-Twins, onde são duas amostra de cada indivíduo do
dataset CASIA. Como pode ser observado, o subconjunto CASIA-Iris-Thousand é o que
apresenta maior variação intra-classe em relação aos demais, e possuí o maior número de
amostras, ao todo são 20000 imagens de íris de mil diferentes indivíduos (1000 indivíduos
× 2 olhos × 10 imagens de íris por olho). Por estes motivos, este subconjunto é adotado
neste trabalho para representar as imagens coletadas no espectro NIR.
1http://goo.gl/DZxxEU
2http://goo.gl/5YnLR8
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(a) Amostras de imagens do subconjunto CASIA-Iris-Interval.
(b) Amostras de imagens do subconjunto CASIA-Iris-Lamp.
(c) Amostras de imagens do subconjunto CASIA-Iris-Twins.
(d) Amostras de imagens do subconjunto CASIA-Iris-Distance.
(e) Amostras de imagens do subconjunto CASIA-Iris-Thousand.
(f) Amostras de imagens do subconjunto CASIA-
Iris-Syn.
Figura 4.1: Amostra de imagens do dataset CASIA [1].
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MICHE-I
O dataset (MICHE-I) [5], contém 3732 imagens de íris adquiridas por dispositivos mó-
veis em ambientes não controlados, de forma não colaborativa (devido a ingenuidade do
indivíduo), de indivíduos de diferentes nacionalidades, gêneros e idades.
Com o intuito de alcançar uma simulação realística do processo de aquisição de imagens
para um sistema biométrico, todos os indivíduos envolvidos na aquisição de imagens do
dataset MICHE-I foram aconselhados a agir naturalmente, capturar 4 imagens de apenas
uma das íris, utilizando cada um dos dispositivos móveis, e em cada ambiente (indoor,
outdoor).
A iluminação em ambientes indoor é a combinação de várias fontes artificiais com fon-
tes naturais, enquanto a iluminação em ambientes outdoor é composta apenas de fontes
naturais. Através deste protocolo, diferentes fatores presentes nas imagens (e.g., refle-
xões, fora de foco e borramento) tornam desafiador o reconhecimento de íris devido a
heterogeneidade do conjunto de imagens.
A Figura 4.2 apresenta amostras do dataset MICHE-I para um mesmo indivíduo, cap-
turadas com os dispositivos Samsung Galaxy S4 (Figura 4.2(a)), iPhone5 (Figura 4.2(b))
e Samsung Galaxy Tablet 2 (Figura 4.2(c)). As imagens adquiridas em ambientes indoor
estão na primeira metade de cada sequência e as demais foram adquiridas em ambientes
outdoor. Com exceção ao Samsung Galaxy Tablet 2, que possuí apenas o sensor fron-
tal, as imagens nas posições ímpares de cada sequência foram adquiridas por meio do
sensor frontal, e, nas posições pares estão as imagens adquiridas com o sensor traseiro.
Como podemos observar, é evidente a heterogeneidade entre as imagens adquiridas por
diferentes dispositivos e em diferentes ambientes. Assim, o dataset MICHE-I é um ro-
busto benchmark, adequado para ser utilizado na avaliação de algoritmos para sistemas
de reconhecimento de íris em dispositivos móveis.
4.2 Protocolo Experimental
Nos experimentos com o dataset CASIA [1], são utilizadas as 20000 imagens de íris do
subconjunto CASIA-Iris-Thousand (descrito na Subseção 4.1). O método de validação
adotado é o k-fold cross-validation, com o parâmetro k = 5, onde o conjunto de iriscodes
é dividido em cinco subconjuntos (folds) mutuamente exclusivos de mesmo tamanho.
Desta forma, cada fold contém duas imagens de íris por olho de cada indivíduo, escolhidas
aleatoriamente. Um fold é utilizado para teste (probes) e os demais são utilizados para
treinamento (gallery). Este processo é repetido cinco vezes, alternando de forma circular
o fold de teste [42].
Os algoritmos disponíveis na biblioteca OpenCV-Python [43] são utilizados para detec-
ção e descrição dos keypoints (FAST+BRIEF, ORB, e BRISK), para suavizar as imagens
(filtros da média, mediana e posterização), para realçar as imagens (equalização de his-
tograma), e, para detecção de bordas (operador de Canny e transformada de Hough).
É utilizado o sistema disponibilizado online3 para realizar a segmentação da região de
3http://biplab.unisa.it/MICHE/MICHE-II/PRL_Haindl_Krupicka.zip
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(a) Amostras de imagens coletadas com Samsung Galaxy S4.
(b) Amostras de imagens coletadas com iPhone5.
(c) Amostras de imagens coletadas com Samsung Galaxy Tablet 2.
Figura 4.2: Amostra de imagens do dataset MICHE-I [5].
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íris das imagens contidas no dataset MICHE-I, pelo método proposto por Haindl e Kru-
pička [25], o qual também efetua a normalização linear 2D da imagem de íris. Além disso,
as funções de avaliação implementados na biblioteca bob.measure [44] são utilizadas para
calcular as medidas de avaliação FAR, FRR, CAR e EER, e as curvas ROC e CMC do
sistema biométrico proposto (descritas na Seção 4.3).
Todos os experimentos foram obtidos em um computador Intel Xeon E5-2650 v3
2.3GHz com 96GB de RAM.
Nos experimentos com o dataset MICHE-I [5], são utilizadas 1297 imagens de íris ad-
quiridas por meio do dispositivo Samsung Galaxy S4 e outras 1262 imagens com o iPhone5,
que são analisadas separadamente (para mais detalhes veja a Subseção 4.1). Somente o
método de segmentação proposto por Haindl e Krupička [25] é utilizado, porque é o mais
robusto dentre os avaliados para lidar com imagens deste dataset. O método de validação
adotado é o holdout, onde o conjunto de iriscodes é dividido em dois subconjuntos mu-
tuamente exclusivos. Desta forma, o conjunto de teste (probes) contém 1/3 das imagens
de íris, sendo pelo menos uma imagem de cada indivíduo, escolhidas aleatoriamente. O
conjunto de treinamento (gallery) contém as demais imagens [42]. Este método é utilizado
devido a quantidade reduzida de imagens por olho adquirida em cada ambiente, apenas
4, o que inviabiliza a avaliação pelo método k-fold cross-validation, com k = 5. Todos os
experimentos foram obtidos em um computador Intel Core i5-4570 3.2GHz com 8GB de
RAM. O restante da metodologia é a mesma empregada na avaliação do dataset CASIA,
descrita na Seção 5.1.
4.3 Medidas de Avaliação
Como ocorre em outros sistemas biométricos, a biometria por íris pode ser dividida em
verificação e identificação.
Na verificação, a biometria por íris é utilizada para validar ou rejeitar a alegação de
identidade de um indivíduo. Desta forma, quando uma amostra de íris é adquirida, ela
é comparada com as amostras previamente conhecidas e registradas no sistema. Caso
haja uma correspondência boa o suficiente entre a amostra que está sendo verificada
com alguma outra amostra já registrada, então a alegação de identidade é validada, caso
contrário, a alegação é rejeitada.
Na identificação, também conhecido como reconhecimento, dada uma amostra de íris
adquirida sem qualquer alegação de identidade (frequentemente chamada de probe), o
sistema biométrico deve compara-lá com um conjunto de amostras conhecidas (frequente-
mente chamadas de gallery), afim de atribuir identidade à probe de acordo com a amostra
contida na gallery que tiver a similaridade mais próxima, assumindo que é próximo o
suficiente [6]. É evidente que a complexidade de realizar a identificação de uma amostra
sem alegação de identidade é superior a verificação de amostras que alegam identidade.
Como resultado de ambos sistemas biométricos, são quatro os resultados possíveis.
Para sistemas de verificação temos [6]:
• True Accept (TA): quando o sistema realiza a validação de uma identidade alegada
e a alegação é verdadeira;
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• False Accept (FA): quando o sistema realiza a validação de uma identidade alegada,
contudo a alegação não é verdadeira;
• True Reject (TR): quando o sistema realiza a negação de uma identidade alegada e
a alegação é falsa;
• False Reject (FR): quando o sistema realiza a negação de uma identidade alegada,
contudo a alegação é verdadeira.
De modo similar, para sistemas de identificação temos [6]:
• True Positive (TP): quando o sistema diz que a probe corresponde com alguma
amostra da gallery e a correspondência é verdadeira;
• False Positive (FP): quando o sistema diz que a probe corresponde com alguma
amostra da gallery, contudo a correspondência não é verdadeira;
• True Negative (TN): quando o sistema diz que a probe não corresponde com qualquer
amostra da gallery, e de fato, ela não corresponde;
• False Negative (FN): quando o sistema diz que a probe não corresponde com qualquer
amostra da gallery, contudo ela corresponde com alguma amostra da gallery.
A medida de avaliação para sistemas biométricos de verificação é expressada por meio
da curva receiver operating characteristic (ROC). A taxa de aceitação verdadeira (Correct
Acceptance Rates CAR) é representada no eixo Y e a taxa de falsa aceitação (False
Acceptance Rates (FAR)) é representada no eixo X. Opcionalmente, o eixo Y pode
representar a taxa de falsa rejeição (False Rejection Rates (FRR)), e assim, o ponto de
interseção entre FRR e FAR é o Equal Error Rates (EER), que é um número único que
indica a taxa de erro da verificação [6].
Para sistemas biométricos de identificação, a medida de avaliação utilizada é a curva
cumulative match characteristic (CMC). Para gerar a CMC, são considerados os cumu-
lative match scores (CMS) dos ranks acumulativos. O rank acumulativo varia entre os
números inteiros positivos 1 e N (neste trabalho, consideramos N = 10). Quando o
rank= 1, significa que a maior pontuação obtida no teste de correspondência é referente
a duas imagens de uma mesma classe. Caso a maior pontuação seja de imagens de clas-
ses distintas, mas a segunda maior pontuação são de imagens de mesma classe, então o
rank= 2, e assim sucessivamente [6]. O porcentual de identificações corretas é represen-
tada no eixo Y , e o rank acumulativo considerado como uma correspondência correta no




Neste capítulo, são apresentados os resultados obtidos com ambos datasets, o CASIA
(ver Seção 5.1) e o MICHE (ver Seção 5.2), que são empregados na avaliação do sistema
de biometria por íris proposto. Além disso, para cada dataset são discutidos diferentes
experimentos considerando-se duas análises: a eficácia e eficiência. Por fim, na Seção 5.3
é realizado uma breve comentário sobre os resultados apresentados neste capítulo.
5.1 Experimentos com o Dataset CASIA
Nesta seção são mostrados os resultados obtidos entre três diferentes métodos de segmen-
tação (HTCC [21, 23], IS_IS [24] e Haindl e Krupička [25]) e três diferentes descritores
binários baseados em keypoints (BRISK [4], BRIEF [2] e ORB [3]) para tarefa de reco-
nhecimento de íris. Esses resultados são analisados com relação à eficácia e eficiência de
cada método utilizando do dataset CASIA.
5.1.1 Análise de Eficácia
Nestes experimentos de análise de eficácia, são consideradas as medidas de avaliação
cumulative match characteristic (CMC), ROC (receiver operating characteristic), False
Acceptance Rates (FAR), False Rejection Rates(FRR) e Correct Acceptance Rates(CAR).
A Figura 5.1 mostra os resultados obtidos por cada método de segmentação e descritor
binário baseado em keypoints em função da medida de avaliação CMC. Na Figura 5.1(a),
pode-se observar que existe uma alta taxa de eficácia (curva CMC) no reconhecimento
de íris utilizando o método de segmentação HTCC, tanto com o descritor BRIEF quanto
com o descritor ORB. Entretanto, o mesmo comportamento não pode ser observado para
descritor BRISK. É importante salientar que a curva CMC é uma função monotonicamente
crescente, assim os melhores resultados são aqueles que aparecem no topo do gráfico, i.e.,
mais próximo do índice 1.0 em todos os Rank. Note que o descritor BRIEF obtém valor
de CMS = 86, 45% no Rank= 1 e termina com valor de CMS = 92, 30% no Rank= 10.
Já o descritor ORB tem comportamento similiar ao descritor BRIEF, com CMS variando
entre 85, 74% no Rank= 1 e 91, 42% no Rank= 10.
O resultados de eficácia obtidos pelo descritor BRISK foram muito baixos, com CMS
variando entre 1% ≤ CMS ≤ 2, 5%. Este fato pode ser explicado talvez pela não robustez
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(a) Método de segmentação HTCC.













(b) Método de segmentação IS_IS.













(c) Método de segmentação proposto por Haindl e
Krupička [25].
Figura 5.1: CMC obtida utilizando os métodos de segmentação e descritores binários
baseados em keypoints avaliados.
do descritor em lidar com imagens capturadas em ambientes com diferentes condições de
iluminação. Como os datasets utilizados neste trabalho tem essa característica de ambi-
entes diversificados, o descritor BRISK não tem sido adotado para as demais avaliações.
A Figura 5.1(b) mostra a eficácia, em termo de curva CMC, dos descritores BRIEF
e ORB utilizando o método de segmentação IS_IS. Diferentemente dos resultados ob-
tidos nos experimentos anteriores, nesta figura é possível notar uma grande diferença
entre a eficácia obtida pelo descritor BRIEF e o descritor ORB. Note que a eficácia do
reconhecimento é superior com o descritor BRIEF, onde o valor de CMS varia entre
82, 33% ≤ CMS ≤ 87, 25%, que é cerca de 5% a mais em relação a eficácia obtida com o
descritor ORB com valores de CMS entre 77, 13% ≤ CMS ≤ 84, 16%. Já a Figura 5.1(c)
mostra uma diferença ainda maior entre os descritores, principalmente no Rank= 1. O
descritor BRIEF obteve CMS = 81, 17% contra CMS = 61, 43% obtido pelo descritor
ORB.
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(a) Método de segmentação HTCC.














(b) Método de segmentação IS_IS [24].














(c) Método de segmentação proposto por Haindl e
Krupička [25].
Figura 5.2: ROC obtida utilizando os métodos de segmentação e descritores binários
baseados em keypoints avaliados.
A Figura 5.2 mostra os resultados obtidos por cada método de segmentação e descritor
binário baseado em keypoints em função da medida de avaliação ROC (FAR × FRR).
Na Figura 5.2(a), o desempenho dos descritores são semelhantes aos observados na Fi-
gura 5.1(a). Os descritores BRIEF e ORB conseguiram resultados similares e o descritor
ORB obteve resultados ruins na medida de avaliação ROC.
O comportamento dos descritores nas Figuras 5.2(b) e 5.2(c) são similares aos obser-
vados nas Figuras 5.1(b) e 5.1(c).
A Tabela 5.1 sumariza todos os resultados de eficácia obtidos em diferentes medidas
de avaliação para cada método de segmentação e descritor. É importante notar que os
resultados obtidos pelo descritor BRIEF foram os melhores para todos os três métodos de
segmentação e três medidas de avaliação (FAR, FRR e CAR). Além disso, ao comparar um
mesmo descritor (e.g., BRIEF) com diferentes métodos de segmentação é possível notar
diferenças entre os resultados obtidos. Comparando as colunas do método HTCC com as
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colunas do método IS_IS da Tabela 5.1, o descritor BRIEF conseguiu melhores resultados
nas taxas de FAR e FRR em torno de 2% (de 10, 52% obtido com método HTCC para
8, 66% obtido com método IS_IS) e, consequentemente, a taxa de CAR aumentou (de
89, 47% para 91, 33%). Entretanto, na comparação com as colunas do método de Haindl e
Krupička, os resultados com o descritor BRIEF foram piores. Assim, pode-se concluir que
o descritor BRIEF obteve as melhores taxas de eficácia em relação aos demais descritores
usados neste trabalho.
Tabela 5.1: Resultados de eficácia obtidos com o dataset CASIA-iris-thousand.
Descritor
Método de segmentação
HTCC IS_IS Haindl e Krupička
FAR FRR CAR FAR FRR CAR FAR FRR CAR
BRIEF 10.52 10.53 89.47 8.67 8.66 91.33 11.29 11.29 88.70
ORB 11.425 11.428 88.57 11.517 11.533 88.46 20.076 20.079 79.92
BRISK 59.06 49.79 50.20 - - - - - -
Para melhor visualizar o desempenho do descritor BRIEF em todos os experimen-
tos realizados, a Figura 5.3 reúne as curvas CMC e ROC obtidas pelo descritor, onde
os resultados obtidos com o método de segmentação proposto Haindl e Krupička [25] é
denotado por HK. Nota-se que o porcentual de identificações corretas (CMS) mantém-se
superior à 80% no Rank= 1 para todos os métodos de segmentação avaliados, e atinge
cerca de 90% no Rank= 10 com o método HTCC (veja a Figura 5.3(a)). Além disso, as
curvas ROC (veja a Figura 5.3(b)) são semelhantes para os três métodos de segmentação
avaliados, o que indica que o descritor BRIEF é robusto e estável para realizar a descrição
da textura de íris, mesmo com a presença do efeito aliasing (deformação da textura da
íris ocasionada pela normalização linear).
Portanto, pode-se considerar que o descritor BRIEF é capaz de descrever melhor as
propriedades visuais das imagens de íris do dataset CASIA-Iris-Thousand. Acreditamos
que a utilização de métricas de qualidade da imagem poderiam melhorar a taxa de eficácia,
onde apenas as imagens que tiverem a região de íris aparente, mesmo que parcialmente,
seriam selecionadas para o restante do processamento.
5.1.2 Análise de Eficiência
Para esta avaliação, são considerados o tempo médio necessário para completar toda a
tarefa de reconhecimento da íris (veja a Tabela 5.2) e a utilização de memória (veja a
Tabela 5.3).
Observa-se na Tabela 5.2 que o tempo médio para realizar a segmentação, representado
por tseg, é o mais significativo entre as etapas do reconhecimento, exceto quando se utiliza
o método de segmentação HTCC e o descritor BRISK, onde o descritor gasta pouco
mais que o dobro do tempo da segmentação. Considerando os resultados obtidos com os
demais descritores, pode-se observar que os tempos médios de descrição e classificação,
representados por tdes e tmat, respectivamente, têm pouco impacto no tempo total de
processamento, independente do método de segmentação empregado. Além disso, nota-se
que o tempo médio gasto pelo método HTCC é muito inferior em relação ao método IS_IS,
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Figura 5.3: Curvas de desempenho obtidas com o descritor BRIEF.
Tabela 5.2: Tempo médio gasto para realizar o reconhecimento de íris com o dataset
CASIA.
Protocolo Tempo (segundos)tseg tdes tmat Total
HTCC + ORB 0.209 0.0044 0.084 0.2974
HTCC + BRIEF 0.209 0.0029 0.105 0.3169
HTCC + BRISK 0.209 0.4443 0.063 0.7163
IS_IS + BRIEF 2.352 0.0056 0.134 2.4916
IS_IS + ORB 2.352 0.0046 0.082 2.4386
Haindl e Krupička + BRIEF 14.676 0.0099 0.211 14.8969
Haindl e Krupička + ORB 14.676 0.0061 0.097 14.7791
e principalmente, ao método proposto por Haindl e Krupička [25] que requer demasiado
tempo de processamento. Isto acontece porque este método efetua duas etapas adicionais:
localização do olho na imagem e detecção de defeitos na íris. Estas etapas são necessárias
para melhorar a segmentação da íris em imagens coloridas adquiridas à distância, que
não é o caso do dataset CASIA-Iris-Thousand, e por isto, a segmentação tornou-se mais
custosa que nos demais métodos sem que houvesse aumento na eficácia.




HTCC IS_IS Haindl e Krupička
Nkp M Nkp M Nkp M
BRIEF 565.93 17.68 1032.29 32.25 1577.57 49.29
ORB 371.14 11.59 378.17 11.81 449.95 14.06
BRISK 88.92 5.55 - - - -
A Tabela 5.3 mostra a quantidade média de memória (em kilobytes) necessária para
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armazenar a descrição de uma imagem de íris para cada método de segmentação/descrição
avaliado. Nota-se que o descritor BRISK seleciona o menor número médio de keypoints
(Nkp), o que é adequado para um sistema de reconhecimento de íris em dispositivos móveis.
Contudo, este reduzido número de keypoints não é suficiente para descrever corretamente
as características únicas da textura da íris. O descritor ORB requer pouca quantidade
média de memória (M) para armazenar o iriscode (cerca de 14kB), independente do
método de segmentação empregado. A quantidade média de memória utilizada pelo des-
critor BRIEF para armazenar o iriscode varia de acordo com o método de segmentação
empregado, sendo que a quantidade máxima é M = 49.29kB. Considerando que os dis-
positivos móveis atuais permitem armazenar grande densidade de informações (em torno
de gigabytes), a quantidade média de memória requerida para realizar o reconhecimento
de íris não afetaria significativamente os recursos do dispositivo. Assim, mesmo com o
descritor BRIEF, que requer maior utilização de memória, o sistema proposto é viável
para ser executado em plataformas móveis com relação ao uso de memória.
5.2 Experimentos com o Dataset MICHE-I
Nesta seção são mostrados os resultados obtidos com o método de segmentação de Haindl
e Krupička [25] e dois diferentes descritores binários baseados em keypoints (BRIEF [2]
e ORB [3]) para tarefa de reconhecimento de íris. Esses resultados são analisados com
relação a eficácia e eficiência de cada métodos utilizando do dataset MICHE-I.
5.2.1 Análise de Eficácia
Para esta análise de eficácia foram consideradas apenas as imagens capturadas com o
dispositivo Samsung Galaxy S4. A exemplo da avaliação realizada com o dataset CASIA,
para esta análise também são consideradas as medidas de avaliação expressadas por meio
das curvas cumulative match characteristic (veja a Figura 5.4) e receiver operating cha-
racteristic (veja a Figura 5.5). Além disso, a Tabela 5.4 sumariza os resultados de eficácia
obtidos, de acordo com as taxas de FAR, FRR e CAR.
A Figura 5.4(a) e 5.5(a) mostram os resultados obtidos com imagens de íris adquiridas
em ambientes indoor, onde é possível observar que o descritor BRIEF obteve melhores
resultados que o descritor ORB em ambas medidas de avaliação (CMC e ROC). O descritor
BRIEF conseguiu CMS variando entre 81.5% ≤ CMS ≤ 92.1% e CAR = 87.91%
contra CMC de 75% (60.0% ≤ CMS ≤ 74.9%) obtidos pelo descritor ORB. Além disso,
observa-se nas colunas 2–4 da Tabela 5.4 que as taxas de erro FAR e FRR mantiveram-
se em valores aceitáveis (por volta de 12%). Observando os resultado obtidos com o
descritor ORB, nota-se que o porcentual máximo de identificações corretas é inferior à
75% (60.0% ≤ CMS ≤ 74.9%), o que representa uma significativa queda no desempenho
do reconhecimento de íris.
Com a utilização de imagens de íris capturadas em ambos ambientes, indoor e outdoor,
pode-se observar que o sistema não repete o mesmo desempenho alcançado quando são uti-
lizadas apenas imagens capturadas em ambientes indoor (veja as Figuras 5.4(b) e 5.5(b)).
Isto deve-se à dificuldade do sensor em capturar adequadamente todas as características
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Figura 5.4: CMC obtida com imagens capturadas pelo dispositivo Samsung Galaxy S4.






























Figura 5.5: ROC obtida com imagens capturadas pelo dispositivo Samsung Galaxy S4.
Tabela 5.4: Resultados de eficácia obtidos com imagens coletadas com o dispositivo Sam-




FAR FRR CAR FAR FRR CAR
BRIEF 12.598 12.087 87.91 20.40 20.689 79.31
ORB 14.545 14.864 85.13 26.788 26.851 73.14
CAPÍTULO 5. RESULTADOS 51
da íris em ambientes outdoor, devido à fatores que não são controláveis nestes ambientes e
ocasionam ruídos indesejados, tais como, a variação da iluminação e imagens fora de foco.
Apesar disso, os resultados obtidos com o descritor BRIEF são superiores aos resultados
apresentados em [11], onde o valor de CMS varia entre 48.00% ≤ CMS ≤ 67.00% com
o BRIEF, enquanto em [11] tem-se ∼ 30.00% ≤ CMS ≤∼ 65.00%, considerando o Rank
até 10. Ressaltamos que os experimentos realizados com o descritor BRIEF são consi-
deradas mais de 1200 imagens de íris, enquanto os experimentos apresentados em [11]
utilizam apenas 70 imagens de íris.
Avaliação também foi realizada considerando apenas imagens capturadas pelo dis-
positivo iPhone5. Pode-se observar nas Figuras 5.6 e 5.7 que as medidas de avaliação
expressadas pelas curvas CMC e ROC, respectivamente, possuem comportamentos seme-
lhantes às curvas obtidas com as imagens coletadas pelo dispositivo Samsung Galaxy S4,
onde o porcentual de identificações corretas utilizando o descritor BRIEF é superior com
relação ao descritor ORB em ambos ambientes, e ainda, pode-se notar que o desempenho
do reconhecimento também é afetado severamente com a utilização de imagens captu-
radas em ambientes outdoor. Além disso, observa-se nas colunas 2–4 da Tabela 5.5 que
utilizando o descritor BRIEF as taxas de erro FAR e FRR mantiveram-se em valores
abaixo de 10%, com alta taxa de eficácia (CAR = 91.21%).






























Figura 5.6: CMC obtida com imagens capturadas pelo dispositivo iPhone5.
Tabela 5.5: Resultados de eficácia obtidos com imagens coletadas com o dispositivo




FAR FRR CAR FAR FRR CAR
BRIEF 8.86 8.783 91.21 25.965 25.868 74.13
ORB 16.809 16.911 83.08 25.529 25.531 74.46
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Figura 5.7: ROC obtida com imagens capturadas pelo dispositivo iPhone5.
5.2.2 Análise de Eficiência
Na Tabela 5.6 são apresentados os tempos médios para realizar o reconhecimento da
íris utilizando os descritores BRIEF e ORB. Apesar das imagens do dataset MICHE-I
possuírem alta resolução (diferente das imagens do dataset CASIA), as etapas de descrição
(tdes) e classificação (tmat) são realizadas rapidamente, e assim, têm baixo impacto no
tempo total de processamento. Por outro lado, o tempo médio de segmentação (tseg)
confirma a tendência observada nos experimentos com o dataset CASIA, como a etapa
que demanda maior tempo de processamento (cerca de 3 minutos). Como os dispositivos
móveis possuem menos recursos computacionais em relação a plataforma utilizada para
simulação, considera-se que o tempo necessário para realizar a segmentação pelo método
de Haindl e Krupička [25] inviabilizaria a aplicabilidade desse sistema de biometria por
íris em plataformas móveis.
Tabela 5.6: Tempo médio gasto para realizar o reconhecimento de íris com o dataset
MICHE-I.
Descritor Tempo (segundos)tseg tdes tmat Total
BRIEF 180.89 0.0072 0.1536 181.0508
ORB 180.89 0.0057 0.0544 180.9501
Pode-se observar na Tabela 5.7 que a variação da quantidade média de memória em
kilobytes (denotado por M) utilizada para armazenar um iriscode gerado pelo descritor
BRIEF ou ORB sofre pouca alteração, independentemente do dispositivo móvel, do am-
biente e do número médio de keypoints (denotado por Nkp). Por meio do descritor ORB,
o reconhecimento de íris torna-se mais eficiente no uso de memória, onde o iriscode requer
cerca de 14kB de memória. Apesar disso, o descritor BRIEF apresenta maior eficácia e
também não requer grande quantidade de memória para armazenar a descrição das ima-
gens do dataset MICHE-I (cerca de 47kB). Diante disso, consideramos o descritor BRIEF
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o mais adequado para um sistema de biometria por íris em plataformas móveis.













Nkp M Nkp M Nkp M Nkp M
BRIEF 1508.71 47.14 1441.25 45.03 1527.22 47.72 1509.39 47.16
ORB 412.33 13.16 409.78 12.80 436.13 13.62 430.88 13.46
5.3 Resumo Conclusivo
Neste capítulo foram apresentados os resultados de reconhecimento de íris baseado em
descritores binários baseados em keypoints, obtidos por meio de experimentos com os
datasets CASIA e MICHE.
Baseado nos resultados obtidos, o descritor Binary Robust Independent Elementary
Features (BRIEF) demonstra ser mais adequado para ser empregado em um sistema
de reconhecimento de íris em dispositivos móveis, por descrever melhor as propriedades
visuais das imagens adquiridas em ambientes indoor sem comprometer os recursos do
dispositivo. Além disso, são identificados dois desafios a serem endereçados para tornar
viável o reconhecimento de íris em dispositivos móveis, são eles: efetuar a segmentação em
tempo hábil e ter a capacidade de lidar com imagens capturadas em ambientes outdoor.
A usabilidade do sistema de biometria por íris é dependente do tempo de processa-
mento gasto, e o tempo para efetuar a segmentação é o principal impedimento para que
o sistema seja eficiente neste aspecto, principalmente quando são utilizadas imagens cap-
turadas por dispositivos móveis. Além disso, devido a mobilidade inerente dos usuários
portadores de dispositivos móveis, as imagens podem ser capturadas tanto em ambientes
indoor quanto em outdoor e o sistema de biometria por íris deve ser capaz de realizar o
reconhecimento com a mesma eficácia em ambos ambientes. Entretanto, quando também
são consideradas imagens capturadas em ambientes outdoor, o desempenho do reconheci-
mento é comprometido devido a dificuldade em lidar com estes tipos de imagens.
Capítulo 6
Conclusão e Trabalhos Futuros
6.1 Conclusão
O reconhecimento de íris foi inicialmente concebido como um meio de identificar e verificar
a identidade de pessoas que passam pela segurança de aeroportos, e posteriormente, os
sistemas de biometria por íris também passaram a ser utilizados para comprovar identida-
des em terminais bancários de autoatendimento e para acessar áreas restritas em empresas
privadas.
O protocolo para aquisição de imagens para esses sistemas são excessivamente contro-
lados, onde o usuário deve colaborar durante a captura da imagem mantendo-se imóvel e
bem próximo ao sensor, e a iluminação ambiente é controlada para manter-se homogênea
durante a captura. Sob essas condições, o reconhecimento de íris pode ser realizado com
alta eficácia. Contudo, é desejado que o reconhecimento de íris possa ser realizado com
eficácia semelhante em condições menos controladas.
Nesse sentido, surgiram novos desafios para o desenvolvimento de métodos de segmen-
tação, descrição e classificação, que sejam robustos para lidar com imagens capturadas
em ambientes não controlados e de forma menos intrusiva. Além disso, considerando o
contexto de plataformas móveis, o reconhecimento de íris deve ser eficiente no uso de
memória e no tempo de processamento gasto, para tornar-se uma solução de segurança
viável para esses dispositivos.
Neste trabalho, são endereçadas essas questões por meio de uma solução que utiliza
descritores binários de keypoints para realizar a codificação da textura da íris eficiente-
mente. Além disso, propomos a utilização do algoritmo RANSAC em conjunto com a
distância de Hamming para estimar a similaridade entre íris de maneira mais eficaz, sem
comprometer significativamente a eficiência. Também são avaliados três diferentes méto-
dos de segmentação, a fim de observar o impacto causado na eficácia e na eficiência do
reconhecimento com diferentes abordagens de segmentação.
A solução proposta é avaliada utilizando dois datasets que possuem imagens de íris
adquiridas em condições reais, onde indivíduos que detém os sensores são os responsáveis
por capturar a imagem de íris, sem haver o controle de homogeneidade da iluminação
ambiente. Por meio dos resultados alcançados, pode-se observar que o descritor Binary
Robust Independent Elementary Features (BRIEF) obteve bons resultados de eficácia com
imagens de ambos datasets adquiridas em ambientes indoor sem comprometer os recursos
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do dispositivo. Contudo, quando também são utilizadas imagens capturadas em ambientes
outdoor, a eficácia do reconhecimento não mantém-se com o mesmo desempenho. Outro
aspecto que compromete a viabilidade do reconhecimento de íris em dispositivos móveis, é
o tempo gasto para realizar a segmentação da região de íris utilizando imagens capturadas
por dispositivos móveis, cerca de 3 minutos.
6.2 Trabalhos Futuros
Como trabalhos futuros, pretendemos:
• Realizar o reconhecimento de íris com apoio da cloud, onde módulos do processa-
mento que requerem demasiado tempo de execução, como a segmentação, possam ser
transferidos para serem executados na infraestrutura da cloud, e assim, possibilitar
que o reconhecimento de íris seja realizado eficientemente;
• Expandir esse trabalho com métodos de avaliação que empregam técnicas de ma-
chine learning e também deep learning, a fim de tornar o reconhecimento de íris
mais robusto para lidar com imagens adquiridas em ambientes outdoor ;
• Estudar técnicas de combinação de descritores e/ou métodos de aprendizagem para
melhorar a eficácia do sistema de reconhecimento de íris;
• Realizar testes com outros descritores binários, tais como BinBoost [45], BRIGHT
[46], LBP [47], entre outros;
• Desenvolver um protótipo para experimentos reais em dispositivos móveis.
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