Abstract
Introduction
The emergence of high speed networks and the proliferation of high performance workstations have attracted a lot of interest in workstation-based distributed computing. Current trend in local area networks is toward higher communication bandwidth as we progress from Ethernet networks that operate at 10 Mbit/sec to higher speed networks such as FDDI networks. Furthermore, it is expected that soon these networks will operate in Gbit/sec range. Also, current workstations are capable of delivering tens and hundreds of Megaflops of computing power; for example, a cluster of 1024 DEC alpha workstations would provide a combined computing power of 150 Gigaflops, while the same sized configuration of the CM5 from Thinking Machines Inc. has a peak rating of only 128 Gigaflops [l] . Hence, the aggregate computing power of a group of general purpose workstations can be comparable to that of supercomputers. Further, workstations are general-purpose, flexible and much more cost-effective. Furthermore, it has been shown that the average utilization of a cluster of workstations is only around 10% [4] ; most of their computing capacity is sitting idle. This un-utilized or wasted fraction of the computing power is sizable and, if harnessed, can provide a cost-effective alternative to supercomputing platforms. Consequently, we project that current clusters of workstations have the aggregate computing power to provide an supercomputing environment with the support of high speed networks.
However, a number of issues have to be resolved in order to utilize the full potential of workstation-based supercomputing environments. The primary barrier is the limited communication bandwidth available at the application level. In current local area networks (LAN), the bandwidths achievable at the application level are often an order of magnitude lower than that provided at the network medium 3 7 . For example, out of the physical bandwidth of 10 hkitjsec available at the medium level of the Ethernet, only about 1.2 Mbit/sec is available to the application [3] ; it is therefore not sufficient to have even a Gigabit data link if user applications could only use a small portion of that bandwidth. This degradation in performance occurs because of two main reasons: (1)Host-tonetwork interface characterized by its excessive overhead of processor cycles and system bus capacity, heavy usage of timers, interrupts, and memory read/writes; and (2)the standard protocols implemented as a stack of software layers which consume most of the medium capacity and prc+ vide very little bandwidth to the application.
Recently, there has been an increased interest to improve the transfer rate at the application-level by introducing new high-speed transport protocols. The general concepts for high-speed protocols can be characterized as follows [6] : 1 design philosophies; (2)architecture philosophies; and 13)implementation philosophies. Although these projects have resulted in reducing communication overhead and improving the application transfer rates, they still support local network protocols that allow only one computer to transmit at a time.
In this paper, we present the architecture of a Highspeed Communication Protocol (HCP) and a Host Interface Processor (HIP) that aim mainly at providing the efficient application bandwidth, and maintaining at the same time the support for standard protocols. HCP is characterized as its simple communication scheme to provide low latency and high bandwidth, and concurrent communication capability 1.0 allow multiple hosts to communicate over local networks at the same time. HIP is a multiproces sor system that offloads the protocol processing from the host processor and thus reduces the communication overhead. The approach adopted to achieve these two goals is by providing two modes of operation over the network: High-speed Mode (HSM and Normal-Speed Mode (NSM) as shown in Figure 1 . 4 t any given time the system can be operating in either or both of these two modes. In the NSM, a normal-speed channel is used to transfer data accordin to standard protocols. In the HSM, high-speed channis are used to transfer data among the cooperating processes that are distributed across the network. the Data-network (D-net) and the Status network (S-net). The D-net is a bidirectional ring which consists of two counter-rotating channels. While one ring is used for data transmission, the other ring is used for acknowledgments. The S-net is a broadcast-based network. The purpose of the S-net is to distribute control and status information about the activities of computers connected to the D-net. The NSNet is a standard local area network that will be used during NSM operation. The organization of this paper is as follows. Section 2 describes the concepts and the architecture of HCP that supports future Gigabit LANs. Section 3 presents the structure and the main building blocks of the Host Interface Processor (HIP). Section 4 analyzea the performance of HCP. Section 5 describes the implementation of a Fast Fourier Transform application on HLAN and analyzes the performance gain comparing with its execution on a single computer. Section 6 provides a summary and concluding remarks.
2 High-speed Communication Protocol ( H W As network speed increases to Gbit/sec range, communication latency between computers is becoming comparable to that between internal components of a computer. We envision that Gigabit LANs will allow its computers to interact and collaborate with latency comparable to that between the internal components of a computer. Consequently, future networked computing environment will be equivalent to the current single computer system in terms of the services provided and communication latency. The research presented in this paper aims at introducing new communication software and hardware to achieve such low latency between the resources of future Gigabit LANs.
Key Design Concepts
0 Simplicity: One of the main design goals of HCP is to provide low latency data transfer capability between computers in networks operating in Gigabit range. In order to achieve this goal, the communication protocol should be simple and can be processed in an order of magnitude less than that is currently achievable with existing standard protocols. Current protocols were designed to be robust in the face of adverse network conditions and this makes protocols too complex to operate at Gigabit data rate. HCP takes advantage of the low error rates of optical medium by being success-orienked [SI and adopts simplicity to reduce protocol processing time.
As shown in Figure 1 , we combine the protocols from the medium access control (MAC) sublayer, data link layer and up to transport layer of OS1 reference model into one single layer protocol HCP) by removing redundant functhe data link and transport layer. The functionality of the network layer can also be minimized if we confine the data traffic within the local network.
Concurrency:
Another key design concept in HCP lies in provid: ?g concurrency. Existing LAN protocols allow only one station to transmit data at a time (sequential interprocess communication); for example, in a token ring network, concurrency is not provided since only one station that holds the token can transmit data. Since the D-net uses point-to-point connections that can be controlled independently, HCP allows mu1 tiple computers to transmit at the same time (parallel interprocess communication); for example, in HLAN with N computers in the network, we could have all N computers transferring data simultaneously to their immediate neighbors, maximizing network throughput.
2.2
tions such as flow an 6 error control which appear both in Data Transfer over the D-net 0 Operation Modes: computation is in one of the following modes during its Each node participating in a connections established at the same time and the concurrent activities (eg., node 0 perfoims two concurrent transmissions while node 5 receivin in parallel from two nodesk The Status network fS-net) is used to periodically exc an e status information including the operation mo%e of each node. has to determine first which path of the D-net to use; for example, in ring-based HSNet, there are two paths to reach any destination node. The routing policy selects the available path that minimizes the number of hops between the source and the destination nodes. The other channel segments from the destination to the source with opposite direction is automatically assigned for sending acknowledgment frames.
Long Message Transfer:
two transfer schemes depending on the message size: long message transfer and short message transfer. A message with length of less than a data frame size is designated as a short message and otherwise it is regarded as long one. Each long message is transferred as a sequence of data frames. The size of a data frame is determined as large as possible because larger frames perform better as will be shown later. However, the maximum frame size should be within the limit where clock skewing does not lead to a synchronization problem a t the receiver. For long messages, data transmission is performed in two phases: connection establishment and data transfer. A connection request (CR) frame is sent first to the destination node. Once the connection is established successfully, all intermediate nodes are set to BP mode. After receiving a connection confirm signal (CC) from the destination node, the source node sends data, and finally the acknowledgment of the last frame releases the circuit connection. Figure 4 shows all the steps involved in long message transfer; establishing a connection, receiving a confirmation of a successful connection, transferring the data frames, and then disconnect the If a node has data to transmit, it
We distinguish between connection, respectively. In this figure, node 0 is set to mode TO and communicates with node 3 that is set to mode RO. The intermediate nodes are set to BP modes while all other nodes are in the idle mode. and then waits for ACK signal from receiver. When the sender receives a positive ACK (PACK), it sends the next frame; otherwise it retransmits the same frame (this is repeated a, predefined number of times and after that an error signal is sent to the higher layers). The acknowledgment frame serves as a mechanism to achieve flow control between the transmitter and receiver nodes. When the receiver does not have enou h buffer space for next frame, it responds with a not-rea& indication by setting a flag in ACK frame. If the source receives the not-ready indication from the destination, it, stops transmitting frame until it receives ready indicat,ion. This simple scheme is attractive because it does not impose any limit on the transmission rates that could be in Gigabit or even Terabit range.
Frame Formats: In Figure 5 , we show four types of frames which are used in the D-net during HSM: CR frame with short data, CR frame with long data, Data frame, and ACK frame. The preamble field (PA) is used to achieve synchronization between the receiver and the sender. The delimiter fields (SD and ED) denote the start and the end of a frame, respectively. The type field is used to distinguish between the different kinds of frames. The Source (SRC) and Destination (DS'I') fields in CR frame indicate the network address of source and destination nodes. The length and frame size fiellds denote the number of bytes to be transmitted, arid the frame size in bytes, respectively. The status field in ACK frame distin uishes acknowledgments of connection confirm (CC& and disconnect DC as well as positive {PACK) and negative (NACKJ acknowledginent $of data rames The RDY field in ACK frame denotes the readiness of the receiver to receive data frames. The checksum field (CHK) uses a cyclic redundancy code to detect errors in received frames.
Sender transmits a frame ble of operating in two modes of operation such that either or both of these modes can be active at a given time. In HSM, HIP provides applications with data rate comparable to those offered by medium. This high speed transfer rate is achieved by (1) using simple protocol, HCP, (2b decomposing the transmit/receive tasks into several su tasks that can run concurrently on a seperate engine and (3) using dedicated channels that allow all nodes to transmit and receive data concurrently. In NSM, the standard transport protocols can still run efficiently on HIP and thus offload the host from processing these protocols. Receive/ Transmit units (R 4 U-1, RTU-2). The architecture of HIP is highly parallel and uses hardware multiplicity and pipeline techniques to achieve hi h-performance transfer rates. For example, the two RT&s can be configured to transmit and/or receive data over hi h-speed channels while the TEU is transferring data to/froxn the host.
MPU controls and manages all the activities of HIP subsystems. The Common Memory CM is a dual-port shared memory and can be accessed b h y t e host through the host standard bus. Furthermore, this memory is used to store control programs that run on MPU. The MPU runs the kernel software that provides an environment in which two modes of operation can be supported, and several parallel activities (receive/transmit from/to the host, receive and/or transmit over the D-net, and receive/transmit over the normal network). The communication between the host and HIP is based on a request/reply model. The host is separated from controlling all aspects of the communication process which is handled entirely by the TEU. The initiation of data transfer is done by the host through the Common Memory (CM) and the completion of transfer is notified through an interrupt to the host. The TEU can be implemented simply as a Direct Memory Access Controller (DMAC). A similar protocol to that used in the VMP network adapter board [2] can be adapted to transport messages between the host and HIP.
A 2x 2 nonblocking crossbar switch provides maximum connections among the TEU, MPU, and RTUs. The use of local buses in MPU and RTUs allow any component of these subsystems to be accessed directly through the switch.
The main task of the RTU is to offload the host from etting involved in the process of transmitting/receiving 8 ata over the two channels. At any given time, the RTU can be involved in several asynchronous parallel activities: receive and/or transmit data over the point-to-point channel according to HCP protocol. In this section, we analyze the application-te application latency in HLAN and estimate its effective transfer rates for different message sizes. We illustrate in Figure 7 the sequence of events from the moment an application process initiates a request to send a message to the time when the data sent is received in the host buffer of the receiving application.
Performance of HCP
The application program at the sender side calls the runtime library to send a message. Once the parameter checking is done by a library routine (C), another roitine writes a send request in the Common Memory of HIP N I ) and then interrupts the Master Processor. The sen request includes the address of the destination node and a pointer to the message and its size. The Master Processing Unit (MPU) selects one of the Receive-Transmit Processor RTP) to handle the transfer (A). After the Transtransferring data from the host memory to the buffer ( T I ) , the RTP sends the Connection Request to the destination node (SCE). On receiving the Connection Confirm, the RTP sends the message data (Sdota) stored in HNM. The host is notified when the data transfer is complete ( N 2 ) .
The host then notifies the application (N3).
At the receiver side, while frames are being received and stored in the NHM) buffer ( R d a t a ) , the TEU transfers last frame is received, the RTP sends the disconnect (CC) frame to the sender ( S~C ) .
The process Ro then notifies the host of the message arrival by writing in Common Memory and interrupting the host processor (Nz), which in turns notifies the application (N3).
The application-to-application latency is indicated in Figure 7 as the time elapsed between the events C and N3 at the sender and the receiver, respectively. Due to the concurrent operations of the TEU and RTP in the sender such that data transfer from host memory to HIP buffer (TI) is overlapped with that from the HIP buffer to the network (Sdata), the latency is minimized. Similarly, the receiving time is also minimized due to the parallel operations of
Having analyzed the latency, we consider the transfer rates of long messages. The same method can be applied to analyze short message transfer rates. We assume the Dnet is lightly-loaded so that no waiting time is consumed at the intermediate nodes when the connection is being established between the source and the destination nodes. The connection establishment will be successful most of the time and the CR frame will not be blocked at intermediate nodes because the CR frame will not be issued unless the required path is available; the S-net provides the status information required to determine whether the required path is available or not. We define the application-level data transfer rate 72 as the ratio of the data len@h to be transmitted ( 1~) to the total application-t-application transmission time ( t A p p ) .
'R=-fer d ngine Unit (TEU) is initialized (I) and has started data NHM bu k er to the host memory (2'2) . When the and T2 at the receiver side.
(1)
1M t APP
This transmission time can be approximated as
where we assume that by the time the ACK frame of the last frame is received and the connection is released, the TEU at the receiver has also completed the transfer of the data to the host memory.
The connection setup time t r e t u p consists of the time for CR frame preparation ( t p r e p ) , transmission time of the CR frame ( t C R ) , processing time for the CR at each intermediate nodes ( t p r o c , C R ) , transmission time of ACK ( t A C K , i.e., connection confirm in this case), and the round trip propagation delay (2 . t p ) for the CR and ACK frame.
where k denotes the number of intermediate nodes. Once the connection is established, data is transmitted as multiples of data frames. Since there is only one outstanding frame to be acknowledged, we can estimate the average time to transmit a data frame as follows. Let tT be the time to send a data frame and receive an acknowledgment which is either a PACK, if correctly delivered, or a NACK, in erroneous transmission. Then, 1~ = t j r a m e + ~A C K + 2 t p + tproc,rrc + tproc,dert (4) which includes the data frame transmission time t j r a m e , the time for ACK frame transmission t A C K , the round trip propagation delay, and the processing time for the data frame at the source and the destination nodes tproc,rrc,tproc,dert, respectively.
We further break the t j r a m e into two parts since we are interested in applicationto-application data transmission time: the time to transmit only the data field portion in each data frame t, and the overhead field transmission time for the rest of the data frame t h . Therefore,
The transmission time of a frame can be determined probabilistically assuming that each frame fails independently. Let P be the probability of a frame being received in error. Then, using the geometric mean, the expected transmission time for a frame can be evaluated as t T t , = -l -P Hence, the total transfer time of a message data &a can be expressed as where nf is the number of data frames, i.e., nf = r l~/ / I~] , where I , is the length of data field, in bits, of a data frame.
Note that the connection release time is included in the td,ta since the acknowledgment of the last frame implies connection release from receiver.
Consequently, from (l), (2), (3), (5), (6) and (7), we obtain tdata = n j . t a
(7)
In Figure 8 and 9, we plot the effective application transmission rate with respect to different message and frame sizes. We consider two channel speeds: 100 MbitJsec and 1 Gbit/sec. In this analysis we assume the following values for frame fields: length of the CR frame 1C:R = 25 bytes, length of overhead fields in a data frame = 15 bytes, length of the ACK frame ~A C K = 15 bytes. Also, we assume that the number of intermediate nodes is k= 5, the probability of a bit error is p = 2.5 x lo-", the propagation delay between source and destination is t, = 0.5 psec for average distance of 100 m, and the t c R , p y o c is 1 psec. Furthermore, we assume each of the following events: tc, t N , , t N 2 , t N J , t A , tprep needs around 10 instructions to be processed; i.e. each event can be processed in lpsec if the processor speed is 10 MIPS. Also, we assume that each of the events (tproc,src and t p r o c , d r t ) takes around 20 instructions and therefore can be processed in 2 psec.
The values for p, tp and tCR,p+oc are similar to the FDDI network discussed in [9J.
The maximum application-to-application transfer rate 72 approaches around 50 % of the medium speed. Recalling that HCP allows several processes to transmit and/or receive at the same time, the effective transmission rate provided to application processes can be given as
where n is the number of parallel activities in a given a p plica tion. Let top be the time to compute A + El and (A-8 ) W k . Since there are M I 2 computations at each step and log,M steps for the whole FFT operation, the total computation time on a single computer can be approximated as
The algorithm over the HLAN goes through alternating phases of computation and communication steps. We compute first the total communication time . Let t,,,, be the time to send a vector of K elements to a node during a computation. Then, the number of sequential communications at step i is (N/2) . 2-i, i = 0, 1, . . . , log, N. Consequently, the total number of communications for the FFT algorithm is given by Because the computations at each node are executed in parallel, the total computation time is given by T~~~~, H L A N = top . log,M (11) Therefore, combining (9), (10) and (11, we obtain Figure 11 shows the speedup gain and the effechvd MFLOPS with respect to different number of computers. It is clear from this figure the potential increase in the speedup and the computing power when HLAN operates at high-speed transmission rate. For example, for 1 Gigabit HLAN, the total MFLOPS provided to the FFT application could reach 250 MFLOPS when 60 computers with speed of 10 MFLOPS are used. However, for 100 Mbit HLAN, this rate will be reduced to 60 MFLOPS for 60 computers. It is important to notice that these rates are the rates provided to the applications and are much higher than those provided by existing standard protocols is simple analysis demonstrates the potential percomputing is supported with communication software and hardware that provides application bandwidth comparable to that offered by the medium.
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Conclusion
In this paper, we presented an architecture for a highspeed communication protocol (HCP) that provides application with bandwidth comparable to that offered by transmission lines. This protocol can transform a local network of heterogeneous computers into a highperformance distributed computing environment suitable for compute-intensive applications. HIP-based LAN provides the architectural support needed to improve the userlevel transfer rates, supports both standard and nonstandard fast transport protocol, and efficient distributed proceasing over the network and better utilizations of idle computing power available across the network. HLAN operates in two modes of operation: Normal-Speed Mode (NSM) where a standard transport protocol is used to transmit and/or receive data over a channel allocated to this mode; and High-speed Mode (HSM) where processes can bypass the standard transport layers and access directly the HIP software layer to achieve application transfer rates comparable to the medium speed.
