Introduction
The electroencephalogram (EEG) recorded at the head surface provides important information on brain activity in both clinical applications Lantz et al., 2003; Holmes, 2008; Brodbeck et al., 2011) and neuroscience research (Brunet et al., 2011; Dale and Sereno, 1993; Delorme et al., 2007; Hassan et al., 2014) . Traditionally the EEG was recorded only at a few scalp locations measured by the percentages between skull landmarks with the International Ten-Twenty System (Jasper, 1958) . The EEG reflects not only the neural activity of the cortex but also various sources of noise (including non-cephalic biological, environmental, and instrument noise).
Although it is the head surface potentials that are measured, researchers and clinicians ultimately want to discern the cortical sources of relevant EEG features. The dipolar fields of each brain region propagate in three dimensions, in a dipolar pattern depending on the orientation of the cortical sources. Activity recorded at any head surface sensor reflects a summation of all active sources in the brain, superposed as a function of their distance, orientation, and the resistivity of the underlying tissues. Therefore, realistic source analysis of EEG potentials requires objective biophysical models that incorporate the exact positions of the sensors as well as the properties of head and brain anatomy, such that appropriate inverse techniques can be applied to map surface potentials to cortical sources .
In biophysical models, current sources in the brain are typically modeled using dipoles that are assumed to be equivalent to the summated post-synaptic potentials of all the aligned pyramidal cells in a patch of cerebral cortex. The cortex can be divided into discrete source patches such that the activity of the entire cortex can be modeled by a finite set of dipoles, typically several thousand. The relationship between the current generated by a single dipole (the net current generated by all synchronous post-synaptic potentials in the corresponding patch) and a single scalp potential measurement is assumed to be linear. In other words, for a given source dipole and a given measured location on the scalp, there exists a scalar lead-field value. The voltage is measured at a scalp sensor (electrode), typically in microvolts, and the current is generated by the dipole, with a dipole moment typically expressed in nano-ampere × meter. For every dipole and sensor pair, there is a separate lead-field value, which is determined by the geometry and conductivities of the head tissues, the location of the dipole, and the location of the sensors. Together these several determining factors are collectively referred to as the electric head model.
Spatial sampling of the head surface potential field
The surface potential field is a continuous field that must be discretized for measurement. The Nyquist theorem of discretization states that the sampling rate must be twice as frequent as the highest frequency to be characterized in order to avoid aliased (mischaracterized) signals. Whereas temporal sampling is conducted with an analog-to-digital converter for the EEG time series, spatial sampling of the head surface potential field is conducted with the discrete electrodes of the 2D sensor array. The same principles of discretization apply to space as well as time. Adequate spatial sampling with a dense sensor array is necessary to avoid aliasing of spatial frequency, the variability of the potential field in space (Tucker, 1993; Srinivasan et al., 1998) . Although it was traditionally assumed that the skull conductivity was so low that a few scalp sensors were sufficient to capture the relevant brain activity, recent in vivo studies show that the skull has more inter subject variability and may be in fact more conductive than previously assumed (Geddes and Baker, 1967; Oostendorp et al., 2000; Gonç alves et al., 2003; Gutierrez et al., 2004; Lai et al., 2005; Zhang et al., 2006) , and therefore higher sampling density is required (Ryynänen et al., 2006) to prevent spatial aliasing. The influence of skull conductivities on EEG source localization has been examined systematically by a number of recent papers (Wang and Ren, 2013; Huiskamp et al., 1999; Song et al., 2013) .
Recording from the adult head surface with a closely spaced (3 mm) sensor array has shown considerable high spatial frequency content, indicating the need for sensor spacing of 1 cm or less (Freeman et al., 2003) . With neonates and infants, who have less resistive skulls and large openings (such as fontanels), smaller intersensor distances (between 0.6 and 1 cm) are required (Odabaee et al., 2013) .
With whole head coverage in an optimal geodesic pattern, a 256-channel dense array provides ∼2 cm sensor spacing for a medium sized adult head. To achieve ∼1 cm intersensor distances, roughly 500 channels would be needed. Convergent evidence has come from analysis of the half-sensitivity volume, the region of the intracranial space for which sensitivity to source propagation is provided by the spacing of surface sensors (Malmivuo et al., 1997) . With estimates of the skull:brain conductivity ratio of 15:1, half-sensitivity volume estimations suggest that approximately 500 channels are required for adequate spatial sampling of the human EEG (Malmivuo and Suihko, 2004; Ryynänen et al., 2004 Ryynänen et al., , 2006 . Evidence derived from human studies (Luu et al., 2001; Odabaee et al., 2013) confirms these simulation studies, suggesting that spatial sampling may be sub optimal with EEG recordings with conventional electrode montages (less than 128 channels).
While spatial sampling density is important, coverage is also crucial. Often EEG data are obtained only from the top half of the head, due to the mistaken assumption that only electrodes adjacent to the brain are needed. This bias in coverage can lead to very poor estimates of activity from the inferior brain sources (Lantz et al., 2003; Sperli et al., 2006) . Recently, Delorme et al. (2007) demonstrated the importance of including facial electrodes for localizing the source of the pre-motor P3f positivity. Although electrodes on face are more susceptible to EMG and movement artifacts, and thus require careful handling to be included in source estimation, considerable progress is being made in methods for removing this contamination (Fitzgibbon et al., 2013; Moretti et al., 2003; Gao et al., 2010; Shackman et al., 2009; McMenamin et al., 2011; Olbrich et al., 2011; Gross et al., 2013) .
Considering these issues, the goal of the present study is to examine how source solutions are affected not only by sampling density but also by extending sampling coverage to include the inferior head. We therefore investigated the effect of sensor density and inferior head coverage on EEG source localization accuracy with simulated data whose sources were known, using an atlas model of the human head. We then constructed electric head models (finite difference models with high resolution tissue segmentation and conductivity estimation) using the MRI of specific individuals. With a normal individual's head model, we illustrated the lead field projections (from cortical sources to scalp electrodes) from oriented cortical sources. With an epileptic patient's individual head model, we examined the accuracy in localizing the source of epileptiform activity. We selected eight (whole 256-, 128-, 64-, 32-, upper 128-, 64-, 32-, 16-channels) coverage configurations based on the Geodesic Sensor Net, as well as the conventional International Ten-Twenty (10-20) and 10-10 electrode montages. The source reconstruction was performed using the minimum norm (MN (Dale and Sereno, 1993) ) and Standardized Low Resolution Brain Electromagnetic Tomography (sLORETA (PascualMarqui, 2002) ) linear inverse source estimation methods for each configuration. In the simulations, the accuracy of EEG source localization was assessed by comparing the estimated sources to the known sources. For the example of localizing epileptiform activity, the evidence of accurate localization was the convergence with intracranial recordings, as well as the successful suppression of seizures with neurosurgical resection of the epileptic focus.
Material and methods
The deidentified data from epileptic patients was obtained with approval of the Institutional Review Board of the University of Washington.
Forward problem
The forward problem, or volume conduction electrical head model, includes a set of conditions that specify the way that currents propagate from their site of generation at the cortex to the site of measurement at the scalp. The electrical forward problem calculates the distribution of the electrical potential on the surface of the head, given the positions, orientations and magnitudes of current sources, as well as geometry and electrical conductivity of the head volume Berg and Scherg, 1994; Zhang, 1995; Hallez et al., 2007; He et al., 2002; Ary et al., 1981; .
Head model construction
The electric head model is created to capture geometries of head tissues (the scalp or flesh, bone, cerebral spinal fluid (CSF), white matter, gray matter, air compartments, and eyeballs).
For the atlas model used in the present simulations, tissue compartments were constructed from the whole head MRI of a single subject Colin27 (http://www.bic.mni.mcgill.ca/ServicesAtlases/ Colin27), whose head shape closely matches the MNI305 atlas, the Montreal Neurological Institute's 305-subject average MRI (http:// imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach). For an accurate characterization of skull bone, we obtained a CT scan of this individual. The MRI and CT images were co-registered prior to segmentation of the brain and cerebral spinal fluid (identified from MRI data), and the skull and scalp (identified from CT images). The individual's MRI and CT images were then aligned with the brain volume from the MNI305 atlas with Talairach registration. The locations of the dipoles were derived following the method of Pascual-Marqui et al. (1994) by discretizing the gray matter volume of the MNI305 atlas. This resulted in 2447 dipole locations, each with three triples or xyz orthogonal orientations (7341 dipoles), with each source representing 7 mm 3 in volume.
For the individual electric head model of the patient, the T1-weighted scan was acquired using a Siemens MPRAGE sequence (repetition time (TR) = 2.5 s; echo time (TE) = 3.4 ms; flip angle (FA) = 8 • ) with a 1× 1 × 1 mm resolution covering 256 voxels in each spatial direction. EGI's BrainK software (Song et al., 2013) performed tissue segmentation, registration of the skull atlas (derived from a high-resolution CT image of the MNI atlas man: Colin27) to the individual's MRI, and registration of EEG sensor positions, derived from Geodesic Photogrammetry System (Russell et al., 2005) to the MRI scalp surface. The use of a CT atlas with X-ray attenuation values for each voxel of the skull is a proprietary EGI method (Tucker and Tucker, 2003) . Tissue segmentation was performed to identify the following tissues: eyeball, scalp/fresh, skull, air, cerebral-spinal fluid (CSF), gray matter (GM) and white matter (WM).
To create oriented dipole positions for the individual head model, the cortical surface was first characterized through a relative thresholding algorithm (Li et al., 2006 , in the form of triangular meshes, which were tessellated into patches of approximately equal size. All models used in the present study contained ∼1000 dipoles (i.e., patches) per hemisphere. Each patch was about 1 cm 2 . For each patch, orientation vectors perpendicular to each vertex within the patch were averaged to derive the average dipole orientation (vector sum) for that cortical patch.
Lead fields calculation and numerical implementation
Lead fields are defined as forward projections of unit magnitude dipole moments from cortex to scalp sensors. They consist of a lead field matrix (LFM) describing the projection from each of N v dipoles to each of N e sensors. A generic LFM for a given subject head volume can be calculated first for more dense coverage of scalp (several thousand points) and then potentials for session specific sensor locations interpolated from this generic LFM on scalp. It can be accomplished by the "brute force" approach launching separately the forward solver for each dipole position. However, one can reduce the required number of forward solutions drastically by using the reciprocity principle for LFM calculations (Hallez et al., 2007; Malony et al., 2011) . We have implemented both these approaches as they can be parallelized effectively in a multi-core cluster environment or desktops with modern Graphic Processing Units (GPUs: http://www.gpgpu.org/).
Mathematically, the electrical forward problem is solving the quasi-static approximation of Maxwell's equations, the Poisson equation (Smith et al., 2012) :
with no-flux Neumann boundary conditions on the scalp:
Here is the head volume, ∂˝ is the surface of the head (scalp),
is an inhomogeneous tensor of the head tissues conductivity and S = − Iı(r − r + ) + Iı(r − r − ) is the source current configuration constructed in the simplest case from a source and a sink of strength I at the vector locations r + and r − , and n is the boundary normal.
The conductivity values were set to 0.44 (S/m, scalp), 0.018 (S/m, skull), 1.79 (S/m, CSF), and 0.250 (S/m, brain) to reflect recent evidence that the skull-to-brain conductivity ratio is about 14:1 (Oostendorp et al., 2000; Gonç alves et al., 2003; Ryynänen et al., 2006; Zhang et al., 2006; Ferree et al., 2000) , in contrast with the 80:1 ratio traditionally assumed (Rush and Driscoll, 1969; Geddes and Baker, 1967) .
Numerically, we built a finite difference forward problem solver for the volume conduction based on the multi-component alternating directions implicit (ADI) algorithm Turovets et al., 2008; Malony et al., 2011; Song et al., 2013) . The numerical method is a generalization of the classic ADI algorithm, but with improved stability in 3D. We chose the FDM (Huiskamp et al., 1999; Ida, 2015) , approach over FEM (Jin, 2002) and BEM (Gaul et al., 2012) methods for its simplicity of implementation from the MRI/CT tissue segmentation map that produces a cubed lattice of nodes. Therefore, meshes are easy to construct (once segmentation is accomplished) as the cubic/rectangular elements can be mapped directly from the voxels of the medical images (3D MRI/CT scans), including all relevant anatomical details in contrast to BEM and FEM.
To set up the boundary conditions in the heterogeneous biological media within a complex geometry like the human head, the method of the embedded boundaries is used in FDM. Here an object of interest is embedded into a cubic computational domain with extremely low conductivity values in the external complimentary regions. This effectively guarantees there are no current flows out of the physical area (the Neumann boundary conditions are naturally satisfied). The forward computations using high resolution structural models (1 mm in the present case) and multiple forward solutions, represent computationally intensive tasks and require high performance computing. The electrical forward and inverse conductivity optimization models have been implemented in a parallel C/C++ code (OpenMP and MPI) and CUDA to run on multi-core cluster and GPGPU platforms (Salman et al., 2015) .
Inverse problem
The inverse problem requires mapping the recorded surface potentials to the cortical sources space of the volume-conductor model; this is problematic for EEG because it is highly underspecified or mathematically ill-posed. There are diverse methods (Grech et al., 2008; Baillet et al., 2001; Yao and Dewald, 2005) for handling this ill-posed problem, such as equivalent current dipole , MUSIC (Mosher et al., 1998; , Beamforming (Veen et al., 1997) , EPIFOCUS (de Peralta-Menendez et al., 2004) and distributed source localization (Minimum Norm (Dale and Sereno, 1993) , LORETA (Pascual-Marqui et al., 1994) , LAURA , sLORETA (Pascual-Marqui, 2002) ). In this study, MN and sLORETA were chosen to investigate the relationship between the number and coverage of electrodes and EEG source localization. The EEG signal ˚(t) measured from N e channels can be expressed as linear combinations of N v dipoles J(t):
where K is the lead field matrix and E(t) is the additive noise with covariance matrix C ε . Since the EEG inverse problem is illposed (N e N v ), mathematical and physical constraints are added to obtain unique solutions. Here we examined the MN and sLORETA inverse estimation methods. The solution for the inverse problem iŝ
where ˛ is the regularization parameter which controls the influence of the constrains relative to minimizing the residual of the fit, and · 2 represents the square of the l 2 -norm. The MN solution iŝ
where
The electrode potential variance C˚is a function of the actual source distribution covariance C J and C ε as
The covariance of the estimates source distribution, Cˆj is given by For sLORETA, the standardization uses the diagonal Cˆj:
The accuracy of the solution depends on the choice of the hyperparameter ˛. The hyperparameter ˛ controls the confidence between the fitting of the model ˚ − KJ and the priors on the solution J. In general, the degree of regularization ˛ increases with the noise level of the data. A simple method to estimate ˛ is to plot the norm of the regularized solution = Ĵ˛ vs the norm of the residual vector Á = ˚ − KĴ˛ for the different values of ˛. The curve usually has an L-shape (Abascal et al., 2008) . A satisfactory ˛ is the inflection point of the curve. The corner of the L-curve corresponds to the optimum regularization parameter. The curvature Ä(˛) of the L-curve is
The optimal corner has the highest curvature (kappa).
EEG electrode sampling density and coverage
The sensor positions were defined by the average positions of the 256-channel Geodesic Sensor Net (Electrical Geodesics, Inc.) as well as the conventional measurement of the International Ten-Twenty System (21 sensors) and the 10-10 subdivision (71 sensors). To derive the 128-, 64-, and 32-channel positions for the Geodesic Sensor Net, the average positions of the 128-, 64-, and 32-channel HydroCel Net were registered to 256-channel HydroCel Net and then the closest position from the 256-channel array was chosen for each channel. Fig. 1 shows the positions of the sensors for each channel count, illustrating sampling density as well as coverage.
To compare these results with conventional EEG electrode systems, the 10-20 and 10-10 positions were determined by conventional measurement (percentages from arcs of nasion to inion, periauricular points to vertex) of a subject wearing the 256 Net, and the closest of the 256 positions was selected for each 10-20 or 10-10 position.
Coverage (whole head vs upper) was defined for each Geodesic Sensor Net channel density as those channels in the upper half of head coverage as approximately demarcated by the cantho-meatal line. For the 10-20 and 10-10 montages, the entire montage was used (given the there are no channels on the face and neck for either of these montages).
Simulated data
The simulated EEG data were created by forward projection from atlas cortical triples (each source with x, y, z vectors) to scalp sensors in the LFM with additive Gaussian noise of 10% SNR (signalto-noise-ratio).
With the simulated data based on 7341 forward projections with 3 orientations at 2447 locations, the location and orientation of the source for each scalp topography is known. Therefore, we quantified the source reconstruction with the evaluation metrics (Hauk et al., 2010) . The localization error distance (LED) is defined as the Euclidean distance (mm) between the location of the maximum current distribution from the inverse solution and the position of the true generating dipole: LED j = ||x j − x p ||, where x j is the true coordinate and x p is the peak coordinate. Small LED values represent small errors. Spatial spread (Spread) is defined by:
, where F ij is the source distribution of dipole J activated and d ij is the distance between dipole I and J. A large value on this metric indicates a more widely distributed solution. The overall amplitude is defined by Amp j = i |F ij |. All metrics (LED, Spread, Amplitude) were computed at 7341 forward projections and averaged over 7341 forward projections in Table 1 and Fig. 2. 
Interictal spike data
Previous research has shown that interictal spikes are often useful in localizing the seizure onset zone (Brodbeck et al., 2011) . To investigate the spatial sampling and coverage effects on source estimation with real data, we localized the onset of averaged interictal spikes from an epileptic patient, where the seizure onset zone was known from intracranial recordings and surgical outcome. In this patient, intra-cranial EEG (icEEG) identified the right anterior temporal lobe as the seizure onset zone and the locations was further confirmed by clinical outcome (seizure free, Engel Epilepsy Surgery Outcome of I (Engel, 1993) ).
The dEEG data from this patient were acquired with a 256-channel array Geodesic Sensor Net (EGI, Eugene, OR) using Net Station 4.5 software. All electrode impedances were below 70 k before recording was started. Recordings were referenced to the vertex electrode. The data was digitized with a 16-bit A/D converter at a 250 Hz sampling rate. The data were reviewed by an epileptologist to identify spikes. Similar spikes (based on morphology and spatial topography, n = 56) were segmented into 400-ms epochs centered on the spike peaks, and averaged to derive a homogenous, average spike topography for that patient's spike type. Sensor configurations for the sparser arrays were generated by subsampling the 256-channel array.
Global field power (GFP) (Lehmann and Skrandies, 1980 ) was calculated over the average spike epoch, and source localization was performed at spike onset, defined as the time point corresponding to the half-max of the rising slope of the GFP from the baseline to spike peak (Fig. 7) . The spike onset zone was localized using MN and sLORETA and a 95% intensity threshold was applied to the display of all source activity maps.
Results

Simulations
3.1.1. Effect of sampling density and coverage on localization error Table 1 and Fig. 2 present summary statistics for each inverse method, head model, EEG channel count (i.e., sampling density as defined in Fig. 1) , and coverage of the simulated data with noise. As expected, results show that as sampling density increases, localization errors decrease, regardless of the inverse method, head model. As shown in Fig. 2 , the decrease is asymptotic, such that source localization is inaccurate for 16 or 32 channels, marginal for 64 channels, becomes reasonably accurate for 128 channels (15-20 mm error), and only increases slightly for 256 channels with the atlas model.
In each of the atlas model simulations, whole-head coverage produces smaller errors than upper coverage given the same number of sensors. Similar to the sampling density results, the coverage results show that as coverage increases, localization errors decrease regardless of inverse method.
In general, sLORETA is better method to achieve the accurate source localizations than MN since the averages of LEDs for sLORETA are smaller than ones for MN. The averages of spreads are not significantly different by density and coverage of electrodes regardless of source localization methods.
Effect of sampling density and coverage on localization error as a function of dipole depth
An important consideration for source estimation of scalp recorded voltage data is the ability to accurately estimate both superficial and deep sources with minimal error. Fig. 3 presents LEDs for the minimum norm as a function of sensor sampling density, and coverage as a function of source depth. The depth of the source is defined by distance from the center of the head to the source location (the higher the depth value, the more superficial the source location). MN is only good for shallow sources since MN is biased to the shallow sources. LEDs of MN are not different for dipole orientations but for dipole locations. For MN, deep sources have higher LEDs than shallow sources in Fig. 3 . But orientations are not significantly different. For sLORETA, both dipole orientations and locations are not different in LEDs.
The benefit of whole-head coverage is apparent in these simulations. Compare Fig. 3b (128 whole head) vs Fig. 3e (128 on top of head). Errors are reduced considerably for the same channel density when sensors are distributed as evenly as possible across the whole head surface, including the face and neck.
Lead field projections of cortical surface patches in the individual electric head model
A major constraint on the ambiguity of the source localization is applied when the individual's cortical surface is known, and the cortical surface orientation can be included as well as the exact sensor positions. Fig. 4 illustrates the location of sensors in infrared images, their images, their 3D localization with photogrammetry, and the positions of the sensors when registered with the individual's structural MRI. The infrared images are used to derive the 3D position of each EEG sensor on the scalp surface. The sensor coordinate map is important for increasing the accuracy of head model, relative to the default positions, as it describes the true position of the EEG sensors relative to the whole head. Fig. 5 shows the segmentation of the major head tissues for this individual, with each tissue assigned to an appropriate electrical conductivity. To examine the lead field projections from patches of cortical surface, particularly on the basal surface of the brain, we selected two patches of cortex in the inferior left hemisphere from the normal subject in Figs. 4-6, one in the fusiform area (Fig. 6,  top) and the other at the temporal pole (Fig. 6, bottom) , and computed the lead field projections from these two equivalent dipoles. Although the lead field projections are determined by the complex geometries and conductivities of the tissues in the FDM shown in Fig. 5 , the results of these simulations are clearly dominated by the orientation of each cortical patch, which is highly unique for each individual. As this example illustrates, immediately adjacent cortical patches create highly divergent lead field projections to the surface electrodes, solely as a function of the idiosyncratic orientation of the cortex at each patch. Fig. 8 shows the source localization results for the rising edge of an averaged epileptic spike, estimated with the MN and sLORETA as a function of coverage and sampling density. The localization of spike onset with the whole-head coverage with 256, 128, 64, and 32 channels showed the strongest activity at the right anterior temporal lobe with MN (Fig. 8a) . Whole-head coverage at 256, 128 and 32 channels with sLORETA also localized the activity to the right anterior temporal lobe (Fig. 8b) .
Interictal spike data
For the upper head coverage, the source activity was clearly mislocalized, predominantly to the right superior frontal lobe with MN and the right inferior frontal lobe with sLORETA. MN source estimations incorrectly localized to the right superior frontal region due to the fact that the MN source estimations are biased toward the shallow source distributions, as seen in Fig. 8 . The tendency for source solutions to mislocalize to the right inferior frontal region in sLORETA seems to be due to the fact that the spike focus at the scalp has a ventral distribution. The whole-head coverage with 64-channels, and all the sampling densities using only the upper head surface, mislocalize this scalp distribution.
Discussion
There is increasing recognition that adequate spatial sampling of the head surface potential field is needed to support accurate electrical source estimation of human brain activity (Lantz et al., 2003; Laarne et al., 2000; Luu et al., 2001; Malmivuo and Suihko, 2004; Nunez and Srinivasan, 2005; Ryynänen et al., 2006; Srinivasan et al., 1998; Hassan et al., 2014; Song et al., 2014) . Increasing evidence from simulation and empirical measurements now shows that increasing the number of recording channels provides greater accuracy in source estimation. As Sohrabpour et al. (2015) have recently reported, the results are poor with less than 64 channels, improve with higher densities, and yet as the number of channels is increased further the improvement is asymptotic. These results are consistent with the present findings shown in Table 1 and Fig. 2 , including the observation that the improvement from 128 to 256 channels is modest.
However, there is less recognition in the current literature of the importance of adequate coverage, specifically the sampling of the inferior head regions. If 128 channels are concentrated on the top of the head, a 2 cm intersensor distance may be approached. However, with the improved coverage of the face and neck with the Geodesic Sensor Net, the 2 cm intersensor distance is achieved only with 256 channels.
One issue limiting coverage of the face and neck in previous studies is the fact that the lower head has been difficult to sample with traditional electrode placement techniques, such as cloth caps, that apply pressure primarily to the top of the head. Another issue has been the misconception that EEG cannot be recorded from more inferior sites, such as the face. Modern sensor placement schemes, such as the five-percent system (Oostenveld and Praamstra, 2001) or the geodesic placement system (Tucker, 1993) now include sensors on the inferior head surface. In fact, with these modern placement schemes, electrodes on the face can be considered to serve the same purpose as sphenoidal or mandibular electrodes, which is to record activity from the medial and basal temporal regions (Feng et al., 2015) . In the present simulation results, including both the atlas model source reconstructions and the individual head model lead field projection examples, the importance of sampling the inferior regions of the head was evident. For the present example of localizing an epileptic spike, the inferior head channels were clearly important in measuring the field distribution of the pathological brain activity.
In the systematic atlas simulations and source reconstructions (Table 1 and Fig. 2) , the results suggested that whole-head coverage improved source localization accuracy above and beyond the improvements obtained by dense sampling of the superior head surface. When compared to source estimates obtained with data sampled only from the upper surface of the head, whole-head coverage reduced both localization errors and variability of the errors, regardless of sampling density and inverse technique (Figs. 2 and 3) . Furthermore, even for superficial brain sources, for which the spatial frequency information is relatively high, errors associated with undersampling of the spatial frequency content can be compensated somewhat by inferior coverage. That is, as seen in Table 1 and Figs. 2 and 3, particularly for superficial and mid depth sources, the errors for whole-head coverage were always smaller compared to errors for upper coverage only, even at low channel counts.
Intuitively, these three findings can be understood in relation to the zero-surface integral (Perrin et al., 1990; Yvert et al., 1997) . When the whole surface of the volume (head) is sampled, the surface integral potential of each dipole will be zero (as positive and negative fields are summed). Because this occurs regardless of the number of dipoles, whole surface sampling ensures that the net energy is zero, and that an even balance of positive and negative fields of cortical sources has been included in the inverse estimation. This assurance of approximating the zero surface integral is important for both deep and superficial sources. The source solutions obtained using sLORETA show that although the superficial bias is dramatically attenuated with this constraint compared to the minimum norm, the addition of data from the inferior surface also improves the accuracy of source estimates for very deep sources.
Limitations
We limited the simulations to the minimum norm class of inverse methods (MN and sLORETA). We expect that inferior head surface sampling will similarly benefit other techniques as well (e.g., (Wipf et al., 2010) ). The sLORETA is a popular inverse method with "zero localization error in the absence of noise" (PascualMarqui, 2002) . Contrarily to MN, sLORETA is not the intensity estimation but rather the probability of this source distribution. With sLORETA standardization, if there is an exact match between the head parameters (geometry & conductivity) that generate the head surface potentials and the head model that is employed for the forward model, sampling density and coverage does not matter, and perfect (with no noise) source reconstruction is guaranteed. This is obviously a trivial result, because the exact electric head model is not known for actual human heads. In practice, there is always some mismatch between the human head propagating the EEG and the head model used for source reconstruction, and that mismatch guarantees that the sLORETA estimation will be flawed. With increasing accuracy of head conductivity models that match the individual subject, standardization methods (like sLORETA) may become defensible.
Another limitation of the current study is that we did not assess the impact of noncephalic artifacts in the data, and these are particularly problematic for the sensors on the face. Source analysis methods are generally inaccurate if the data is confounded with artifact, such that it is important to minimize artifacts during acquisition and to apply appropriate artifact identification and cleaning methods during post-processing. These considerations are particularly important for data on the face and neck.
Finally, an important limitation is that the simulations of density and coverage were conducted with atlas triples (estimating xyz moments for each source), largely because these atlas results can be generalized to head models of many people. In contrast, even the simulation results with an individual's oriented cortical sources are restricted to that individual. Nonetheless, the example lead fields computed with oriented cortical surface dipoles and the individual head model (Figs. 4-6 ) illustrated the sensitivity of the head surface potentials to the orientation of each cortical patch. It will be important in future research to construct enough individual head models, including cortical surface reconstruction with oriented dipole patches, to allow general conclusions on the limits of electrical source estimation when the orientation of the cortex is known.
Conclusions
Systematic comparisons of varying sensor sampling density and coverage of the surface of the head showed that error in electrical source estimation can be reduced by using a sufficient number of EEG sensors (128 or 256) as well as by distributing these over inferior head regions (including the face and neck) as well as the top of the head. These factors remained important in the presence of random noise added to the simulated data. Whereas improved precision can be obtained by physical modeling of head tissue conductivity in the geometry of the individual's MRI, the orientation of the individual's cortex has a major influence on the head surface projections of the source fields. The importance of characterizing the individual's cortex was illustrated here by two examples of cortical patch lead field projection from sources in the basal temporal lobe. An example of localizing an epileptic spike illustrated the clinical importance of whole head sampling. In this patient, as in many others, the epileptiform activity was localized to the temporal lobe, such that inferior head electrodes were necessary for adequate sampling of the head surface field.
