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Abstract
The shrinkage effect is studied in estimating the expectation vector by weighting of mean
vector components in the system of coordinates in which sample covariance matrix is
diagonal. The Kolmogorov asymptotic approach is applied, when sample size increases
together with the dimension, so that their ratio tends to a constant. Under some weak
assumptions on the dependence of variables, the limit expression for the principal part of the
quadratic risk function is found in dependence of weighting function. It is proved that the limit
risk function does not depend on distributions. The extremum problem is solved, and an
approximately unimprovable distribution-free estimator of the expectation vector is proposed.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Until recently, efforts to improve estimators of the expectation value vector were
restricted to a special case of shrinkage estimators in the form of a scalar multiple of
the sample mean vector [1–3,6,8]. The distributions were assumed to be normal or
centrally symmetric. Shrinkage estimators proved to be essentially reducing
quadratic risk of linear regression in a number of practical statistical investigations
[2]. It was shown that the gain of shrinkage can be measured approximately by the
ratio of the dimension to the sample size. This suggests that the effect of shrinkage
can be adequately investigated under the Kolmogorov asymptotic approach when
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sample size increases along with the dimensionality so that their ratio tends to a
constant. This approach made it possible to develop a systematic methodology for
construction of non-degenerate improved statistical procedures of multivariate analysis.
It was discovered that, under some general assumptions of bounded dependence of
variables, the traditional rotation invariant quality functionals are approximately
independent of distributions for regularized procedures. A number of approximately
unimprovable versions of multivariate statistical procedures were proposed [5,7].
The aim of this paper is to apply the Kolmogorov asymptotics to a fundamental
statistical problem of expectation vector estimation minimizing the quadratic risk
independently of distributions. We minimize the quadratic loss by selecting the best
shrinkage in the form of a matrix multiplied by the sample mean vector. This matrix
is diagonal along with the sample covariance matrix, so that the sample mean vector
components are weighted with scalar factors in the system of coordinates in which
the sample covariance matrix is diagonal. For a normal distribution with known
covariance matrix, this procedure reduces to weighting of independent variables.
Let %x be an n-dimensional sample mean vector calculated over a sample X ¼ fxmg




ðxm  %xÞðxm  %xÞT :
Deﬁne a class K of estimators of expectation value vectors Ex ¼ m ¼ ðm1;y; mnÞ of
the form
#m ¼ GðCÞ %x; ð1Þ
where the matrix function GðCÞ can be diagonalized together with C with GðlÞ as
eigenvalues, and l are the corresponding eigenvalues of C; the scalar function




ð1þ utÞ1 dZðtÞ; ð2Þ
has ﬁnite variation on ½0;NÞ; is continuous except, maybe, for a ﬁnite number of
points, and has sufﬁciently many moments
R
ukjdZðuÞj; k ¼ 1; 2y
Our problem is to ﬁnd a function GðuÞ that minimizes the square loss
Ln ¼ LnðZÞ ¼ ðm #mÞ2: ð3Þ
2. Limit quadratic risk for a class of estimators of expectation vectors
We use the increasing dimension approach in the limit form as follows.
Consider a sequence of problems
P ¼ fðS; m; N;X; %x; C; #mÞng; n ¼ 1; 2;y
(the subscripts for the arguments of P are suppressed), in which the expectation
value vectors m ¼ Ex are estimated by samples X of size N from populations S with
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sample means %x and sample covariance matrices C; and estimators of m are
constructed using an a priori chosen function GðuÞ:
The only restriction imposed on the population is that eight ﬁrst moments of all
variables exist. Similar to [4], deﬁne













o ¼ x m is the centered observation vector, e is a non-random unity vector,
and O is a non-random symmetric matrix of spectral norm not greater than 1.













where l0i are eigenvalues of S; li are eigenvalues of C; and mi are components of m in
the system of coordinates, in which the matrix S is diagonal, i ¼ 1;y; n:
To obtain limit relations, we impose the following conditions.
A. The parameters 0oM8oc0 and g-0 in P; and c0 does not depend on n:
B. For each n; all eigenvalues of S are located on a segment ½c1; c2
; where c140
and c2 do not depend on n:
C. The ratios n=N-y:
D. For uX0; the weak convergence F0nðuÞ-F0ðuÞ holds.
E. For uX0 almost everywhere the convergence GnðuÞ-GðuÞ holds.




We start from the results of the spectral theory of large-dimensional covariance
matrices. We consider the resolvent H ¼ HðzÞ ¼ ðI  zCÞ1 of sample covariance
matrices C and use the following corollary of theorems from [4].
Denote the limits in-the-square-mean by l.i.m. and the convergence in-the-square-
mean by the sign !2 : Let G ¼ GðeÞ be a region of the complex plane outside some
e-neighbourhood of the axis z40:
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n1 tr ðI  zCÞ1 ¼ lim
n-N
n1 tr ðI  zsðzÞSÞ1




mT ðI  zCÞ1m; kðzÞ ¼ l:i:m
n-N
%xTðI  zCÞ1 %x
exist, the convergence is uniform in G; and
kðzÞ ¼ bðzÞ þ
yðhðzÞ  1Þ
sðzÞ if za0;
B þ yL1 if z ¼ 0;
8<
:
and L1 ¼ limn-N n1 tr S;

















5o the inequality jhðzÞ  hðz0Þjocjz  z0jz holds, where c; z40;




u1 dG0ðuÞ  z1;
if y41 and jzj-N; then bðzÞ-bðNÞ and kðzÞ-kðNÞ so that






kðzÞ  bðzÞEkðNÞ  bðNÞ  bl20 z1;
where l0 is a root of the equationsZ
ð1þ l0tÞ1 dF0ðuÞ ¼ 1 y1;
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ð1þ l0uÞ1 dGðuÞ; kðNÞ ¼ bðNÞ þ 1l0:
Lemma 2. Under assumptions A–E uniformly in z; z0AG as n-N; the convergence
mT HðzÞHðz0Þm!2 zbðzÞ  z
0bðz0Þ
z  z0 ;
%xT HðzÞHðz0Þ %x!2 zkðzÞ  z
0kðz0Þ
z  z0 ;
holds, where the right-hand sides are extended by continuity to z ¼ z0:
Proof. Let e40 be arbitrarily small. Denote bnðzÞ ¼ mT HðzÞm; knðzÞ ¼ %xT HðzÞ %x:
We have HðzÞHðz0Þ ¼ ½zHðzÞ  z0Hðz0Þ
=ðz  z0Þ: By Lemma 1, for z; z0AG and
jz  z0j4e40 uniformly, the convergence
X ¼def mT HðzÞHðz0Þm ¼ zbnðzÞ  z
0bnðz0Þ
z  z0 !
2 zbðzÞ  z0bðz0Þ
z  z0 ;
Y ¼def %xT HðzÞHðz0Þ %x ¼ zknðzÞ  z
0knðz0Þ
z  z0 !
2 zkðzÞ  z0kðz0Þ
z  z0
holds.








 þ xn þ ZðeÞ;
where xn !2 0 as n-N uniformly with respect to z and e; and EjZðeÞj2-0 as e-0þ
uniformly in z and n:









 þ xn þ ZðeÞ;
where ZðeÞ ¼ ðz0  zÞmT CH2ðzÞHðz0Þm: Here xn !2 0; since the second-order deriva-








¼ 2E mT CH3ðzÞm 2¼ Oð1ÞE mT Cm 2¼ Oð1Þ:
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As e-0þ; we have
EjZðeÞj2 ¼ Oðe2ÞEjmT Cmj2 ¼ Oðe2Þ
uniformly in n: This proves the ﬁrst statement of the lemma.




 þ xn þ ZðeÞ;
where ZðeÞ ¼ ðz0  zÞ %xT CHðzÞHðz0Þ %x: Here xn !2 0 in view of the convergence








¼ Oð1Þ Ej %xT C %xj2pOð1Þ Ej %xT S %xj2:
Indeed, Ej %xT S %xj2p2ðEjmT Smj2 þ Ej %xo T S ’%xj2Þ; %xo ¼ %x m; and
Ej %xo T S %xo j2pN2Eðtr2 S þ 2 tr S4Þ ¼ Oð1Þ:
Therefore,
EjZnðzÞj2pOðe2ÞEj %xT C %xj2 ¼ Oðe2Þ:
This completes the proof of Lemma 2. &
Corollary. Under assumptions A–E, as n-N;
%xTG2ðCÞ %x!2 zkðzÞ  z
0kðz0Þ
z  z0 :
Theorem 1. Under assumptions A–E, we have
R ¼ RðZÞ ¼def l:i:m
n-N
LnðZÞ





t  t0 dZðtÞ dZðt
0Þ;
where the expression in the last integrand is extended by continuity to t ¼ t0:
Proof. We have
LnðZÞ ¼ m2  2
Z
mTðI þ tCÞ1 %x dZðtÞ
þ
Z Z
%xTðI þ tCÞ1ðI þ t0CÞ1 %x dZðtÞ dZðt0Þ: ð4Þ
Further, m2-B as n-N: Denote H ¼ ðI þ tCÞ1 and H 0 ¼ ðI þ t0CÞ1: We have
HH 0 ¼ ðtH  t0H 0Þ=ðt  t0Þ: On the right-hand side of (4), we obtain random values
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converging to the limits
mT H %x!2 bðtÞ; %xT HH 0 %x!2 tkðtÞ  t
0kðt0Þ
t  t0
as n-N uniformly with respect to t; t0; by Lemma 1 and Lemma 2.
Therefore, we can perform the limit transition in the integrands in (4). This proves
Theorem 1. &
Example. Let the matrices GðCÞ be deﬁned by the function ZðvÞ ¼ 0 for vot
and ZðvÞ ¼ a40 for vXt corresponding to the estimator #m ¼ aðI þ tCÞ1: In this
case,




Let t ¼ 0; a ¼ 1; #m ¼ %x (the standard estimator). Then the quadratic risk is
R ¼ Rst; where Rst ¼def yL1:
Let t ¼ 0; #m ¼ a %x; where a is a constant. Then we obtain that R ¼ Bð1 aÞ2 þ
a2yL1 and the minimum of R; equals RstB=ðB þ yL1Þ; and is attained for
a ¼ B=ðB þ yL1Þ:
Let ta0: The minimum of R; equal to Ropt ¼ B  a0bðtÞ; is attained for
a ¼ a0 ¼ bðtÞ=½t kðtÞ
:
In a special case of the ‘‘r-model’’ (see [4]) of limit spectra of the matrices S with a
special choice of identical m2i ¼ m2=n for i ¼ 1;y; n; we can express the values a0 and
Ropt in the form of rational functions of hðtÞ: Then bðzÞ ¼ BhðzÞ: For r ¼ 0; we
obtain R ¼ RstBðB þ yL1Þ1½1 yð1 hÞ2
 and the minimum is attained for h ¼ 1
with t ¼ 0; where h ¼ hðtÞ:
Corollary. Under assumptions of Theorem 1, the equality
Z
tkðtÞ  t0kðt0Þ
t  t0 dZ
0ðt0Þ ¼ bðtÞ; tX0 ð5Þ
is sufficient for RðZÞ to have a minimum for ZðtÞ ¼ Z0ðtÞ:
3. Minimization of the limit quadratic risk
To solve Eq. (5), we use the analytic properties of functions hðzÞ; sðzÞ; bðzÞ; and
kðzÞ: Deﬁne
h˜ðzÞ ¼ hðzÞ  hðNÞ; b˜ðzÞ ¼ bðzÞ  bðNÞ; k˜ðzÞ ¼ kðzÞ  kðNÞ:
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Lemma 3. Suppose conditions A–E are satisfied and ya1: Then for any small s40;
we have





















¼ RðGÞ if yo1;
RðGÞ þ 2Gð0ÞbðNÞ  G2ð0ÞkðNÞ if y41;

ð6Þ
where the contour of the integration is Ł ¼ ðs iN; sþ iNÞ:
Proof. The functions hðzÞ; bðzÞ; and kðzÞ are analytic and have no singularities for
Re zos; where 0osou12 : In the half-plane to the right of Ł; the functions b˜ðzÞ and
k˜ðzÞ decrease as Oðjzj1Þ for jzj-N and the function Gðz1Þz1 ¼ Oðjzj1Þ:
Therefore, the integration contour Ł can be closed by a semicircle of radius


















z þ t dz dZðtÞ ¼
Z
b˜ðtÞ dZðtÞ:

















ðz þ tÞðz þ t0Þ dz dZðtÞ dZðt
0Þ:
For tat0; we calculate two residues at the points z ¼ t and z ¼ t0 and obtain in
the integrand
tk˜ðtÞ  t0k˜ðt0Þ
t  t0 ¼
tkðtÞ  t0kðt0Þ
t  t0  kðNÞ:
For t ¼ t0; the residue of the second order yields d
dt
½tkðtÞ
: We collect summands
and obtain the limit expressions in Lemma 2 formulation. Lemma 3 is proved. &
Now we consider a special case when the above integrals can be reduced to
integrals over a segment. By Lemma 1, for any v40; we have hðzÞ-hðvÞ; where
z ¼ v þ ie; e-0þ; and Im hðvÞ40 if and only if dFðv1Þ40: For bðzÞ to be
continuous, an additional assumption is required. We will need the Ho¨lder condition
jbðzÞ  bðz0Þjocjz  z0jz; c; z40: ð7Þ







where a0 is a constant.
Let us prove this assertion. Using the expression for bðzÞ in statement 4 of
Lemma 1, we ﬁnd that jbðzÞ  bðz0Þj is not greater than f ðz; z0Þ ¼ jzsðzÞ  z0sðz0Þj with
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Note that these integrals are bounded by constants, since we haveZ
u


















where e ¼ Im zX0: Hence the coefﬁcient of f ðz; z0Þ in jbðzÞ  bðz0Þj is bounded. By
Lemma 1, f ðz; z0Þ satisﬁes the Ho¨lder condition. The statement of Remark 1
follows. &
Suppose (7) holds. Then the limits exist bðvÞ ¼ lim bðv þ ieÞ and kðvÞ ¼ yðhðvÞ 
1Þ=½vsðvÞ
 ¼ lim kðzÞ as z ¼ v þ ie-v:
Deﬁne the region V ¼ fv40 : Im kðvÞ40g; and the function




Let G0ð0Þ ¼ 0 if yp1 and G0ð0Þ ¼ bðNÞ=kðNÞ if y41: Note that 0pG0ðuÞp1:
Theorem 2. Suppose conditions A–E and (7) hold and ya1: Then R ¼ RðZÞ ¼ RðGÞ is
such that










v1 dv þ kðNÞ½Gð0Þ  G0ð0Þ
2; ð8Þ
where







1 dv  G0ð0ÞbðNÞ: ð9Þ
Proof. Given Im z40; we contract the contour Ł to the half-line zXs40 using










ðz þ tÞ1 dZðtÞ
has a bounded derivative for Re z4s1 and the expressions in the integrands in (6)
satisfy the Ho¨lder inequality. The contribution of large jzj can be made arbitrarily
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small. Under the contraction of Ł to real points outside of V; contributions of
integrals of bðzÞ and kðzÞ along oppositely directed parallel half-lines on both sides
from the axis of abscissae cancel each other. In V the contributions of real parts
of bðzÞ and kðzÞ mutually cancel, while contributions of imaginary parts double.
We obtain














v1 dv  2Gð0ÞbðNÞ þ G2ð0ÞkðNÞ: ð10Þ
The right-hand side of (8) coincides with the right-hand of (10). This proves
Theorem 2. &
Denote U0 ¼ fu : u ¼ 0 or u1AVg:
Remark 2. Suppose conditions A–E hold, ya1; and there exists a function of ﬁnite
variation Z0ðtÞ such thatZ
tX0
ð1þ utÞ1 dZ0ðtÞ ¼ G0ðuÞ for uAU0:
Then l:i:mn-Nðm G0ðCÞ %xÞ2 ¼ Ropt:
Example. As a special case let m2i ¼ m2=n; where mi; i ¼ 1; 2;y; n; are components of
the vector m in the system of coordinates in which the true covariance matrix S is
diagonal, n ¼ 1; 2;y: By Lemma 1, we have bðNÞ ¼ 0 if yo1 and bðNÞ ¼
Bð1 y1Þ if y40: The functionals R˜ðGÞ and RðGÞ can be expressed in the form of
integrals over the limit spectrum of matrices C: We ﬁnd that







B þ yujsðu1Þj2 if u1AV;
0 if yo1 and u ¼ 0;
B þ ð1 y1Þ1l10 if y41 and u ¼ 0:
8><
>:
Assume that the function F0ðuÞ has a special form deﬁned by the ‘‘r-model’’ of
limit spectrum of the matrices S: In this case, the function hðtÞ equals
2 1þ rþ kð1 yÞt þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½1þ rþ kð1 yÞt
2  4rþ 4kyt
q 
;
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where
a0 ¼ B½rþ yð1 rÞ

B½rþ yð1 rÞ




Let Z0ðt0Þ be a step-wise function with a jump a0 at the point t0 ¼ t: We calculate
RðG0Þ passing back to the contour Ł and calculating the residue at the point z ¼ t:
It follows that Ropt ¼ RðG0Þ ¼ B½1 a0hðt0Þ
: As y-0; we have a0-1; t0-0; and
R0-0; thus showing the advantage of the standard estimator when the dimension
increases more slowly than the sample size. If S ¼ s2I for all n; then the values
r ¼ 0; a0 ¼ B=ðB þ yL1Þ; L1 ¼ s2; t0 ¼ 0; G0ðCÞ ¼ a0I ; and R0 ¼ aRst; where Rst ¼
yL1: The corresponding optimum estimator has a shrinkage form #m ¼ a0 %x: As y-1;




-y 1 rþ ry
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ






where y ¼ B=ðB þ kÞ: The maximum effect of the estimator #m ¼ G0ðCÞ %x is achieved
for Bjjjk that corresponds to the case m2jjjðn1 tr S1Þ1; when components
of m are much smaller in absolute value than the standard deviation of components
of the sample mean vector, or for a wide spectrum of matrices S: If y-N; then
Rst-N; whereas a0-0; and R0-BoN; whereas R ¼ y-N for the standard
estimator.
4. Statistics approximating the limit risk function
Now we pass to the construction of estimators for the involved limit
characteristics. Denote
hnðzÞ ¼ n1 trðI  zCÞ1; bnðzÞ ¼ mTðI  zCÞ1m;
snðzÞ ¼ 1þ nN1ðhnðzÞ  1Þ; knðzÞ ¼ bnðzÞ þ nN1 hnðzÞ  1
zsnðzÞ :
Lemma 1 implies the convergence
hnðzÞ!2 hðzÞ; bnðzÞ!2 bðzÞ; snðzÞ!2 sðzÞ;
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We have the asymptotically extremal estimator #m ¼ G0ðCÞ %x that involves the
function Im bðu
1Þ




is singular for u40 and may not approach G0ðuÞ as n-N: We introduce a
smoothing by considering bnðzÞ and knðzÞ for complex z with ImðzÞ40: In
applications, the character of smoothing may be essential. To reach a uniform
smoothing, it is convenient to pass to functions of the inverse arguments and deal
with functions
anðzÞ ¼ z1bnðz1Þ ¼ mT ðzI  CÞm;
gnðzÞ ¼ z1hnðz1Þ ¼ n1trðzI  CÞ1;
lnðzÞ ¼ z1knðz1Þ ¼ %xTðzI  CÞ1 %x:
Remark 3. Under assumptions A–E, the functions gnðzÞ; anðzÞ; and lnðzÞ converge




ðz  sðz1ÞuÞ1 dF0ðuÞ;
aðzÞ ¼
Z
ðz  sðz1ÞuÞ1 dGðuÞ;
lðzÞ ¼ aðzÞ þ yðzgðzÞ  1Þ=sðz1Þ: ð11Þ
Remark 4. Under assumptions A–E for ya1; the functions gðzÞ; aðzÞ; and lðzÞ are
regular with singularities only at the point z ¼ 0 and on the segment ½0; u2
: The
functions a˜ðzÞ ¼ aðzÞ  bðNÞ=z and l˜ðzÞ ¼ lðzÞ  kðNÞ=z are bounded. As
z-u4u2; we have Im gðzÞ-0; Im aðzÞ-0; and Im lðzÞ-0:
Now we express (6) in terms of gðzÞ; sðzÞ; and lðzÞ:










Im l˜ðu  ieÞG2ðuÞ du þ OðeÞ: ð12Þ
Proof. Functions in the integrands in (6) are regular and have no singularities for
Re zXs40 outside the half-line zXs: As jzj-N; there exists a real T40 such that
b˜ðzÞ has no singularities also for jzj4T : Let us deform the contour ðs iN; sþ iNÞ
in the integrals (6) into a closed contour Ł1 surrounding an e-neighbourhood of the
ARTICLE IN PRESS
V.I. Serdobolskii / Journal of Multivariate Analysis 92 (2005) 281–297292
segment ½s; T 
: Substitute w ¼ z1: We ﬁnd that









where Ł2 is surrounding the segment ½w0; t
; w0 ¼ T1 and t ¼ s1: If Re wX0; then
the analytic function GðwÞ is bounded by the inequality jGðwÞjp1; and a˜ðwÞ; g˜ðwÞ
and l˜ðwÞ tend to a constant as w-u; where u ¼ 1=Re z40: Since the functions a˜ðwÞ
and l˜ðwÞ are analytic, we can deform the contour Ł2 into *Ł2 ¼ ð0 ie; 0þ ie; T þ
ie; T  ie; 0 ieÞ; where T4T040 is sufﬁciently large. Contributions of integrals
along vertical segments of length 2e are OðeÞ as e-0þ : The contribution of real
parts of the integrands over the segments ½ie; tþ ie
 and ½t ie;ie
 cancel out, while
the contribution of imaginary parts double. We obtain










 du þ OðeÞ;
where w ¼ u  ie: Substitute





1þ ut  iet dZðtÞ:
Comparing with (12), we see that it is left to prove that the difference Gðu  ieÞ 







1þ ðw þ ieÞt
 
dw; ð13Þ
where the integration contour is Ł3 ¼ ð0 ie;N ieÞ: If Imwoe; then the integrand
has no singularities and is Oðjwj2Þ as jwj-N: Therefore, we can replace the
contour Ł3 by the contour Ł4 ¼ ð0 ie; 0 iNÞ: The function a˜ðwÞ is uniformly
bounded on Ł4; and it follows that integral (13) is uniformly bounded. Analogously,
the integral with l˜ðwÞ is also bounded. Hence we can replace Gðu  ieÞ in R˜ðGÞ by
GðuÞ with the accuracy to OðeÞ: This proves Lemma 4. &
5. Approximations of the extremal limit solution
Let us construct an estimator of the extremal limit function G0ðuÞ: Let e40:
Denote
G0e ðuÞ ¼
Im aðu  ieÞ











Im lðwÞ du  d;
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Im lðwÞ ½GðuÞ  G0e ðuÞ
2 du
þ kðNÞ½Gð0Þ  G0e ð0Þ
2 þ OðeÞ: ð14Þ
If Ropte -R
opt as e-0þ; the estimator G0e ðuÞ is optimal among estimators #m ¼ GðCÞ %x
with the accuracy up to terms vanishing as e-0þ :








ðu  u0Þ2 þ e2 du
0:
Lemma 7. If conditions A–E are satisfied and ya1; then
ðm *G0e ðCÞ %xÞ2oRopte þ OðeÞ þ xnðeÞ; ð15Þ
where Ex2nðeÞ-0 as n-N for fixed e40; and OðeÞ does not depend on n:
Proof. We pass to the coordinate system in which the matrix C is diagonal; let mi and
%xi be components of m and %x therein. We ﬁnd that








%x2i ½ *G0e ðliÞ
2  2zn; ð16Þ









Im anðu  ieÞG0e ðuÞ du; ð17Þ
where lj ¼ ljðCÞ: For a ﬁxed e40; anðwÞ-aðwÞ as n-N uniformly on ½0; T 
; where
T ¼ 1=e: The contribution of uA½0; T 

































Lemma 1 implies that EðmT CmÞ2 is bounded and the right-hand side of (18) can be
expressed in the form OðeÞ þ xnðeÞ; where OðeÞ is independent on n and E x2nðeÞ-0





Im aðu  ieÞG0e ðuÞ du þ OðeÞ þ xnðeÞ:
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The third term of (16) is
X
j



















2 Im lnðwÞ du; ð19Þ




; and the contribution of u %A½0; T 
 is not greater than 2T1 %xT C %xþ
e2 %x2=ð2pÞ: But E %x2 ¼ Oð1Þ and Eð %xT C %xÞ2 ¼ Oð1Þ: It follows that the third term of






2 Im lðu  ieÞ du þ Oðe2Þ þ xnðeÞ;
where OðeÞ is ﬁnite as e-0þ and xnðeÞ!2 0 as n-N for any e40: We substitute
m2 ¼ B þ oð1Þ and G0e ðuÞ ¼ Im aðwÞ=Im lðwÞ; where w ¼ u  ie: Gathering the
summands we obtain







Im lðwÞ du þ OðeÞ þ xnðeÞ; ð20Þ
where w ¼ u  ie: We note that Im aðwÞ ¼ OðeÞ jwj2 as jwj-N; and, consequently,
the integral in (20) from 0 to T can be replaced by the integral from 0 to inﬁnity with
the accuracy to OðeÞ: The statement of Lemma 5 follows. &
Now, we consider the statistics













ðu  u0Þ2 þ e2 du
0:
Theorem 7. Suppose conditions A–E hold and ya1: Then
10 for a fixed e40 as n-N; we have *G0neðuÞ!
2 *G0e ðuÞ uniformly on any segment;
20 we have
ðm *G0neðCÞ %xÞ2o infG ðm GðCÞ %xÞ
2 þ OðeÞ þ xnðeÞ; ð21Þ
where G ¼ GðÞ are from the class K; the quantity OðeÞ does not depend on n; and
Ex2nðeÞ-0 as n-N for any e40:
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Proof. For ﬁxed e40; we have the uniform convergence *G0neðuÞ!
2 *G0e ðuÞ on any
segment by deﬁnition of these functions and Lemma 1. Denote
rn ¼ ðm *G0neðCÞ %xÞ2  ðm *G0e ðCÞ %xÞ2;
DðCÞ ¼ *G0neðCÞ  *G0e ðCÞ:
We prove that lime-0þ limn-N Er2n ¼ 0: It sufﬁces to show that EðmTD %xÞ2!
2
0 and
Eð %xTD %xÞ2!2 0: We single out a contribution of eigenvalues li of C not exceeding
some T40: Let DðuÞ ¼ D1ðuÞ þ D2 ðuÞ; where D2ðuÞ ¼ DðuÞ for juj4T and D2ðuÞ ¼
0 for jujpT : Here the scalar argument u stands for eigenvalues of C: By virtue of the
ﬁrst theorem statement, D1ðuÞ!2 0 as n-N uniformly on the segment ½0; T 
: The




j indðlj4TÞpT1Eð %xT C %xÞ ¼ OðT1Þ:
Let T ¼ 1=e: Then limn-N Er2n ¼ OðeÞ: In view of Lemma 5,
ðm *G0neðCÞ %xÞ2oR0e þ OðeÞ þ xnðeÞ;
where the estimate OðeÞ is uniform in n and Ex2n-0 as n-N for ﬁxed e40: It
follows that R0epRðGÞ þ OðeÞ: This completes the proof of Theorem 3. &
6. Conclusions
We can conclude that, in the sequence of problems fPng of estimation of
n-dimensional parameters m ¼ Ex for populations restricted by conditions A–E,
the family of estimators f #m0e ¼ *G0e ðCÞ %xg is asymptotically e-dominating over the
class of estimators #mAK of m as follows: for any e40 and d40 there exists an n0 such
that for any n4n0 for any m for any estimator GðCÞ %x; the inequality
ðm #m0e Þ2oðm #mÞ2 þ e ð22Þ
holds with the probability 1 d:
In the above, it was shown that the estimation of a large number of parameters
over samples of limited size produces a bias proportional to n=N: The effect of the
quadratic risk reduction due to use of improved estimators is of the same
order. Under conditions A–E, the estimator #m0e is asymptotically superefﬁcient,
provides quadratic loss asymptotically not exceeding Roptpy and proves to be
e-unimprovable-in-the-limit.
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