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1. INTRODUCTION 
In this paper we will be concerned with the linear Volterra integral 
equation 
x(t) = f(t) + joi b(t - s) x(s) ds. (1) 
This equation has been studied by a myriad of authors (see [2,3,6-9, 11, 121, 
for example) and many results are known concerning existence, uniqueness, 
integrability, and asymptotic behavior of solutions. Our purpose here is 
not to directly extend these results, but rather to discover new results 
concerning the resolvent of this equation. The resolvent r(t) is defined as 
the unique (assuming that f(t) and b(t) are locally integrable) solution r(t) 
of the equation 
y(t) = --b(t) + j’ b(t - s) Y(S) ds. 
0 
With the resolvent thus defined, it is easy to show (see [l 11) that the unique 
solution to (I) can be written 
x(t) = f(t) - jot r(t - s)f(s) ds. 
Let us assume for the moment that r(t) EL’[O, cc). Let X be any of 
spaces BC[O, cc) = {z continuous and bounded on R+), BC1[O, co) = 
{x E BC[O, 03): x(t) + I as t + a} where 1 11 < co, orD[O, cc), 1 < p < cc. 
Then since the convolution of an L1 function with a function in X is again 
in X, we can prove that the solution x(t) to (I) will lie in X whenever the 
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forcing function f(t) is in X. Moreover, if x(s) is replaced by the nonlinear 
term g(x(s)) in the right side of (I), then using perturbation and/or fixed 
point techniques, existence and stability results can be derived [3]. 
Thus, it is quite important to derive conditions which guarantee that 
the resolvent be in L1[O, co). At present, there are few results in this area. 
The first, proven by Paley and Wiener in 1931 [14], gives necessary and 
sufficient conditions for r(t) to be inG[O, CO) in the case where b(t) E L’[O, 00). 
The result states that r(t) EG[O, co) if and only if c(s) # 1 for Re s > 0 
where 6(s) is the Laplace transform of b(t). More recently, Shea and Wainger 
[15] have shown that if b(t) = a(t) + a(t) w h ere b(t) is positive, decreasing 
and convex on (0, co), b(t) EG(O, I), /3(t) EG(O, a), t/3(t) ~Lr(0, co), and 
6(s) # 1 for Re s > 0, then r(t) EU[O, co). The only result in this direction 
which does not depend on transform methods was proven by Miller [12] 
in which he showed that r(t) EU[O, co) if --b(t) is completely monotonic 
(b(t) E Ca[O, co) and (-I)” bu)(t) > 0 for K = 0, 1, 2, 3 ,... ). 
The aim of this paper is to provide further conditions which will guarantee 
that the resolvent be in L1. This is accomplished in a rather roundabout 
way by first differentiating Eq. (I) and then using known results concerning 
stability properties of integrodifferential equations. 
2. PRELIMINARIES 
We begin by differentiating (I) to yield 
x’(t) = f’(t) + b(0) x(t) + St b’(t - s) x(s) ds; w = f(O)* m 
0 
For an integrodifferential equation of this type, the resolvent R(t) is 
defined by (see [4], [13]) 
R’(t) = b(0) R(t) + j-I b’(t - s) R(s) ds; R(0) = 1. v-9 
0 
LEMMA 2.1. R’(t) = -r(t) where Y and R are defined by (r) and (R), 
respectively. 
Proof. A simple integration by parts yields 
j-t b’(t - s) R(s) ds = --b(O) R(t) + b(t) + 1’ b(t - s) R’(s) ds. 
0 0 
Thus R’(t) = b(0) R(t) + j; b’(t - s) R(s) ds = b(t) + s: b(t - s) R’(s) ds. 
Hence -R’(t) satisfies (r) which, by uniqueness, yields the result. 
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Thus, the problem of integrability of r(t) reduces to that of integrability 
of R’(t). 
We now consider the integrodifferential equations 




x'(t) = -P(t, x(t)) - j" 4 - T)g(x(T)) dT -t-f(t). 
0 
Pa 
Both equations were considered by Levin and Nohel [9] and by MacCamy 
and Wong [lo]. The latter authors use the idea of strongly positive kernels 
to prove several interesting results. The ones we will use here concern 
Eq. (Dl). 
THEOREM 2.1 [lo, Theorem 5.11. Suppose that a(t) E Cl(0, a) n Ll(O, l), 
a(t) 3 0, u’(t) f 0, u’(t) nondeneusing, u(t) + constant, f(t) E Ll[O, co), 
1 g(u)1 < M(l + G(U)) GOT all u, where G(u) = j: g(t) d[, inf G(u) > -co, 
G(u) --f 03 us ( II ( --f co, and g E C(-co, 00). Then the solution x(t) to (Dl) 
is bounded for t 3 0. 
THEOREM 2.2 [lo, Theorem 5.21. In addition to the hypotheses of Theorem 
2.1, suppose that ug(u) > 0, u z 0. Then x(t) ---f 0 us t --t co. 
Concerning Eq. (D2), the following result from [9] will be needed. 
THEOREM 2.3 [9, Corollary 31. (i) Suppose that u(t) E CIO, oo), 
(-1)” u(k)(t) 3 0, K = 0, 1, 2, g(x) E C(-00, co), xg(x) 3 0, G(x) - 00 
as /.x:/+03, I &)I < K(1 + G(x)), f(t) E CP, m>, j; I f (t)l dt < 00, 
xp(t, N) > 0 where p(t, x) E C (0 < t < co, / x / < co). Then the solution 
x(t) to (D2) is bounded for 0 < t < co. 
(ii) If, in addition u”‘(t) < 0 (0 < t < co), xg(.x) > 0 (x # 0), 
g(x) E Cl(--co, oo), f ‘(t) E cyo, a), If ‘@)I < K (0 < t -c a), a(t) + a(O), 
p(t, x) E Cl and for each x1 > 0, there exists K(q) such that ( P(t, x)1, 
I pt(t, x)1, I pz(t, x)I < K(x,) (0 < t < ~0, I x I < x1), andlet a(t) EWL ~0). 
Then x(t), x’(t) -+ 0 us t -+ co. 
We now define two functional-differential equations related to Eq. (D). 
These were first considered by Miller [13]. 
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x’(t) = Ax(t) + j-” B(t - s) x(s) ds where t >, 7 
0 
and where x(t) = f(t) on 0 < t < 7 PJ 
x’(t) = Ax(t) + /’ B(t - s) x(s) ds for t > 7 
-co 
with x(t) = f(t) on --co < t < 7. Pm) 
With regard to (D,) we assume that f E CIO, co) so that the seminorms, 
(If iI7 = supO(l(r 1 f(t)1 < cc. We then can define stability of (DJ. 
DEFINITION 2.1. Suppose B EL’(O, T) for each T > 0. Consider equa- 
tion (Dr) with initial conditions (T, f) E R+ x C[O, 00). The trivial solution 
x = 0 is called 
(i) uniformly stable if given any 7 > 0 and any E > 0 there exists 
a number 6 > 0 (depending only on E) such that whenever f E CIO, co) 
and 1) f [I7 < 6, the solution x(t, 7, f) exists for all t > 7 and satisfies 
I x(t, T,f)l < c; 
(ii) uniformly asymptotically stable if it is uniformly stable and if 
there exists A, > 0 such that given any E > 0, there exists T(r) > 0 such 
that ) x(t + T(E), 7, f)l < E uniformly for all t 3 I, all 7 > 0 and all f 
with Ilf IL < A,. 
The following results from [13] will be needed. 
THEOREM 2.4 [13, Theorem 11. Suppose B(t) is locah’y L1 on R+. Let 
R(t) derwte the unique solution of 
Then 
R’(t) = AR(t) + s,” B(t - s) R(s) ds, R(0) = 1. 
(i) the trierial solution of (DJ is uniformly stable if and only if the 
function y(t) defined by 
y(t) = lm 1jot W -4 B(s +4 ds ) du (24 
exists and is$nite for all t > 0 and the two functions R(t) and y(t) are uniformly 
bounded on R+; 
(ii) the trivkl solution of (D,) is utu~ormly asymptotically stable if and 
only if it is uniformly stable and both R(t) and y(t) tend to zero as t + CO. 
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For the Eq. (Da), we need only consider the case r = 0 since for any 
(~,f), we have X(t, ~,f) = X(t - f, O,fT) wheref, is the translated function 
f,(r) = f(t + T). Stability can be defined in a similar fashion to stability 
of (D7). Note that stability and asymptotic stability of (D%) are equivalent 
to uniform stability and uniform asymptotic stability. 
THEOREM 2.5 [13, Theorem 21. Let B EL’[O, co). Then all of the following 
statements are equivalent: 
(i) the trivial solution of (D,) ti uniformly stable; 
(ii) the trivial soZution of (D,,,) is stable; 
(Iii) R(t) is bounded and for each f~ C(-00, 0] the solution x(t, 0,f) 
of (DE) is bounded on R+. (C(-00, 0] consists of continuous functions cp(t) 
on R with sup- m<5~o I &)I -=c 00 for each t 3 0.1 
THEOREM 2.6 [13, Theorem 6(i)]. Suppose B(t) and R(t) are both in 
Ll(R+). Then R’ E Ll(R+) and both R(t) and R’(t) -+ 0 as t -+ co. 
THEOREM 2.7 [ 13, Corollary 31. If B E Ll(R+) and if (D,) is un;formly 
as-vmptotically stable, then R(t) E L’(R+). 
3. THE MAIN RESULTS 
In this section, we will derive stability properties for Eq. (Da) and thereby 
obtain results concerning the resolvent of Eq. (I) via the theorems quoted 
in the last section. We will need to assume the following about the kernel b(t): 
b(O) < 0 and &co) exists and is finite; WI 
b’(t) < 0 for t > 0, b’(t) f constant, and d’(t) E Ll[O, 00); W) 
b”(t) 2 0 for t > 0; (H3) 
b”(t) is nonincreasing. P4) 
The best result is obtained in the case where b(0) = 0. 
THEOREM 3.1. Suppose b(0) = 0 and (HI j(H4) are satisfied. Then the 
equation 
x’(t) = b(O) x(t) + It b’(t - s) x(s) ds; x(t)=h(t) for --oo<t<O 
--m 
is asymptotically stable. 
(3.1) 
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Proof. Since b(O) = 0, Eq. (3.1) can be written as 
x’(t) = -jot B(t - s) x(s) ds - j” B(t - s) h(s) ds 
-m 
or 
x’(t) = -s” B(t - s) x(s) ds - jm B(u) h(t - u) du 
0 t 
where B(t) = --b’(t) and 11 h ]I0 < 1. This is Eq. (D1) with B(t) = a(t), 
g(x) = x and f (t) = -Jr B(u) h(t - u) du. Since G(U) = u2/2, the hypotheses 
of Theorem 2.1 concerning g(e) are satisfied. Also, (H2)-(H4) imply that 
the hypotheses concerning a(*) hold. Finally, 
ja jm I B(u)1 I h(t - u)I dudt = jm 1 B(u)1 jU 1 h(t - u)I dt du 
0 t 0 0 
d II h Ilo jm u I W4 du < ~0 
0 
by (H2) which implies that f ELl[O, co). The result now follows from 
Theorems 2.1 and 2.2. 
LEMMA 3.2. Suppose that the trivial solution of (D7) is unaformJy stable, 
B E L1[O, CQ) and for every f E C( - 03, 0] with II f [lo < 1, the solution x(t, 0, f) 
of (DJ approaches zero as t + co. Then R(t) is bounded and tends to zero 
ast+m. 
Proof. The solution x(t, 0, f) = x(t, f) of (DiLI) can be written 
x(t, f) = R(t)f(O) + joE 1 j’ R(t - s) B(s + u) dsl f(-u) du (3.3) 
0 
(see [13, p. 4911). Suppose R(t) + 0. Then there IS a positive number 
E > 0 and a sequence tnf co such that 1 R(t,)l > E. Suppose R(t,) > E 
(the case R(t,) < --E can be handled in a similar manner). Since the trivial 
solution of (Dr) is uniformly stable, the boundedness of R follows from 
Theorem 2.5. Denote this bound by k. Now choose 8, 0 < 6 < 1, such 
that 8 < E/K I( B II1 and define 
(0, 
f(4 = I1 + t/s, 
t < -8, 
--6<t<o. 
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Then f E C - 00, 0] and jl f //a = 1. With this choice for f, we have 
/ loz js,otn R(tn - s) B(s + u) ds; f(-u) du / < h I’ B II1 J’= I f(-u)l du 
0 
6 k ;/ B !I1 812 -; c/2. 
Hence, again with this choice off, we see from (3.3) that 
I ~(b ,f)l 2 I W,)f(O)l - Ij,” ) if R@ - s) B(s ;- u) ds; f(-U) du 1 
‘0 
> E - E/2 = E/2. 
Smce t, ,/ co, this contradicts the assumption that s(t, f) + 0 and the 
lemma is proved. (We have used the notation (1 . Ii0 and /I . /I1 to denote the 
sup and L1 norms, respectively.) 
THEOREM 3.3. Suppose the hypotheses of Theorem 3.1 hold. Then the 
zero solutiotz of (DT) is uniformly asymptotically stable. 
Proof. By Theorems 3.1 and 2.5, the hypotheses of Lemma 3.2 hold. 
By Theorem 2.4, it remains to show that y(t) - 0 as t --t 00. For fixed 
t > 0, consider the map 
S,F = rDCl 1
J s 
f o , 
0 
R(t - s) B(s + u) ds; F(--u) du 
which maps Cl-co, 0] into R. Clearly jl A, j/ = ~up,,~,,,~r / --I[F I = y(t). 
By Theorem 3.1, Expression (3.3) and Lemma 3.2, we have ;2,F+ 0 
uniformly in F for //F//o < 1. Choose E > 0. Then there exists an N > 0 
such that for t > N, 1 A44,F I < E for any FE C.:- co, 0] with 1) F (lo < 1. 
Consider the family of maps {rZ,} for t >, N. From the proof of the prmciple 
of uniform boundedness [l, p. 2511, we have // At I( < 2~ for t > N. This 
is the result. 
THEOREM 3.4. If b(0) = 0 and (Hl)-(H4) are satisfied, then the resolve& 
r(t) of (I), defined by Eq. (r) is in L1[O, “o). 
Proof. By the previous theorem, the trivial solution of (D7) is uniformly 
asymptotically stable. Since b’(t) EU[O, co), Theorem 2.7 implies that 
R(t) EL~[O, co). Finally, Theorem 2.6 implies that R’(t) EL~[O, CD). Since 
r(t) = -R’(t), the theorem is proved. 
It is quite easy to give examples of kernels, b(t), which satisfy hypotheses 
(Hl)-(H4) with b(0) = 0. One need only subtract b(0) from functions which 
satisfy the other hypotheses. The kernel b(t) = (-t2 - 2t)/( 1 + t)2, for 
409/48/3-I I 
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example, is obtained in this manner. Inturtively, however, it seems clear 
that the result should hold when the requirement 6(O) = 0 is removed. 
To obtain the result in the case b(O) < 0, it has been necessary to add the 
additional requirement: 
b”(t) < 0, w)(t) 3 0 for t 3 0. (H5) 
THEOREM 3.5. Let (Hl)-(H3) and (H5) be satisfied. Then the conclusion 
of Theorem 3.4 holds. 
Proof. We need only show that for every f E C(- co, 0] the solution 
x(&f) of (L) is b ounded and tends to zero as t tends to infinity. The results 
will then follow as in the proof of the previous theorem. If b(O) < 0 and 
h(t) E C(-co, 01, then (Da) can be written 
x’(t) = -Ax(t) - j” B(t - s) x(s) ds - jtm B(u) h(t - u) du (3 -4) 
0 
where A = --b(O) > 0 and B = 4’. This is Eq. (D2) with f(t) = 
lf B(u) h(t - U) du and P(t, x(t)) = Ax(t). It is quite easy to see that all 
the hypotheses of Theorem 2.3 are satisfied. Note that xp(t, x) = Ax2 3 0 
and that sincef(t) = jra B(t - s) h(s) ds, we have 
f’(t) = s” B’(t - s) h(s) ds = -I” b”(t - s) h(s) ds. 
-cc --m 
Thus 1 f’(t)] < 11 h Ilo 11 b” l)r . The hypotheses ensure that 6” is integrable 
since b’(t) < 0, b”(t) > 0 implies that b’(co) exists and is finite. 
It is not difficult to find kernels which are not integrable and which satisfy 
the hypotheses of Theorem 3.5. For example, b(t) = -e-1/(r+t)2 meets all 
the requirements. Kernels of this type do not seem to have been dealt with 
very much, if at all, in the literature. Another kernel which fits this pattern 
is b(t) = -cos[l/(l + t)*]. 0th er examples are not difficult to find. 
It is apparent to this author that less restrictive hypotheses on the kernels 
can lead to the same results. In particular, one could expect that certain 
classes of kernels whose second or third derivatives (but not the first) have 
first moments will have integrable resolvents. Future research will deal with 
this problem. 
1. G. BACHMAN AND L. NARICI, “Functional Analysis,” Academx Press, New York, 
1966. 
2. A. FRIEDMAN, On integral equations of Volterra type, J. AmZyre Math. 1 I (1963), 
381-413. 
VOLTERRA INTEGRAL EQUATIONS 793 
3 S. I. GROSSMAN, Existence and stabdlty of a class of nonlrnear Volterra mtegral 
equations, Trans. Amer. Math. Sot. 150 (1970), 541-556. 
4. S. I. GRO~MAN AND R. K. MILLER, Perturbation theory for Volterra mtegro- 
ddferentlal systems, J. Differential Eqwrttons 8 (1971), 457-474. 
5 S. I. GROSS~IAN AND R. K. MILLER, Nonlmear Volterra mtegrodlfferentlal systems 
with L’-kernels, J. Dtflerentiul Equations 13 (1973), 551-566. 
6 K. B. HANNSGEN, Indlrect abehan theorems and a lmear Volterra equation, 
Trans. Amer. Math. Sot. 142 (1969). 539-555 
7 J. J. I,EVIN, The asymptotic behavior of the solution of a Volterra equation, 
Proc. Amer. Muth. Sot. 14 (1963), 534-541. 
8 J. J. LEVIN AND J. .4. NOHEL, Note on a Volterra equation, Proc. Amer. Math. Sot. 
14 (1963), 924-929. 
9. J. J. LEVIN AND J. A. NOHEL, Perturbations of a nonlmear Volterra equation, 
h’zchzgun Math. J. 12 (1965), 431-447. 
10 R. C. MCCAMY AND J. S. W. WONG, Stabihty theorems for some functlonal 
equations, Trans. Amer Muth. Sot. 164 (1972), l-37. 
11. R. K. MILLER, On the lmeanzatlon of Volterra Integral equations, / Math. 
Anal. Appl. 23 (1968), 198-208. 
12. R. K. MILLER, On Volterra integral equations with nonnegattve Integrable 
resolvents, /. Math. Anal. Appl. 22 (1968), 319-340. 
13 R. K. MILLER, Asymptotic stability properties of linear Volterra mtegro-dlfferentlal 
equations, J. Diflerentiul Equations 10 (1971), 485-508. 
14. R. E. A. C. PALEY AND N. WIENER, “Fourier Transforms m the Complex Domam,” 
.4mer. Math. Sot. Colloq. Publ., Vol. 19, Amer. Math. Sot., Providence, RI, 1934. 
15. D. F SHEA AND S. WAINGFX, Variants of the Wiener-Levy theorem, with apphca- 
tlons to stabdlty problems for some Volterra integral equations, to appear. 
