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Abstract. We establish an equivalence between two approaches to quantization of irreducible symmetric
spaces of compact type within the framework of quasi-coactions, one based on the Enriquez–Etingof
cyclotomic Knizhnik–Zamolodchikov (KZ) equations and the other on the Letzter–Kolb coideals. This
equivalence can be upgraded to that of ribbon braided quasi-coactions, and then the associated reflection
operators (K-matrices) become a tangible invariant of the quantization. As an application we obtain a
Kohno–Drinfeld type theorem on type B braid group representations defined by the monodromy of KZ-
equations and by the Balagović–Kolb universal K-matrices. The cases of Hermitian and non-Hermitian
symmetric spaces are significantly different. In particular, in the latter case a quasi-coaction is essentially
unique, while in the former we show that there is a one-parameter family of mutually nonequivalent
quasi-coactions.
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Introduction
This paper is about quantization of symmetric spaces of compact type. It will be sufficient to
concentrate on the irreducible symmetric spaces of type I, that is, the spaces of the form U/Uσ for a
compact simple Lie group U with an involutive automorphism σ. Our approach is motivated by the
groundbreaking work of Drinfeld [Dri89], in which he gave a new algebraic proof of Kohno’s theorem
[Koh87] on equivalence of the braid group representations that appear as deformations of representations
of the symmetric group on tensor powers of some representation of g = uC. The representations in
question are defined by the monodromy of the Knizhnik–Zamolodchikov (KZ) equations, on the one
hand, and by the universal R-matrix of the Hopf algebraic deformation Uh(g) of the universal enveloping
algebra U(g), on the other.
Drinfeld developed a framework of quasi-triangular quasi-bialgebras, which captures both types of
representations. He showed that a deformation of U(g) among such quasi-bialgebras is controlled by
the co-Hochschild cohomology of the coalgebra U(g), up to a natural notion of equivalence derived from
tensor categorical considerations. This cohomology is the exterior algebra
∧
g, and the part giving the
deformation parameter is the one-dimensional space (
∧3
g)g. Moreover, this parameter is detected by the
eigenvalues of the square of the braiding.
In the course of developing the theory Drinfeld also clarified the geometric structures behind such
deformations. Namely, the first order terms of the deformations correspond to Poisson–Lie group structures
on U , or structures of a Lie bialgebra on u. The two types of representations of the braid groups arise from
different models of quantizations of Poisson–Lie groups, and Drinfeld’s result says that such quantizations
are essentially unique. In hindsight, his result can be interpreted as an instance of the formality principle,
which roughly says that deformations of algebraic structures are controlled by first order terms through a
quasi-isomorphism of differential graded Lie algebras.
Having understood quantizations of Poisson–Lie groups, it is natural to try to understand quantizations
of the Poisson homogeneous spaces. The first important step towards a classification of such spaces was
again made by Drinfeld [Dri93]: for the standard Poisson–Lie group structure on U , they correspond to
the real Lagrangian subalgebras of g.
The first classification result for quantizations of Poisson homogeneous spaces was obtained by Podleś
[Pod87]. He classified the actions of Woronowicz’s compact quantum group SUq(2) [Wor87] with the
same spectral pattern as that of SU(2) acting on (the functions on) the 2-sphere S2. In other words, he
considered coactions of the C∗-bialgebra C(SUq(2)), which is a deformation of the algebra of continuous
functions on SU(2) and is dual to (an analytic version of) Uh(sl2). Podleś showed that there is a
one-parameter family of isomorphism classes of such coactions. From the geometric point of view this is
explained by the fact that the covariant Poisson structures on S2 form a Poisson pencil [She91].
Tensor categorical counterparts of Hopf algebra coactions are module categories. Although the precise
correspondence, through a Tannaka–Krein type duality, came later [Ost03,DCY13,Nes14], in the context
of quantization of Poisson homogeneous spaces there is already a rich accumulation of results obtained
from various angles, all related to the reflection equation.
This equation was introduced by Cherednik [Che84] to study quantum integrable systems on the
half-line. While braiding (Yang–Baxter operator) represents scattering of two particles colliding in a
1-dimensional system, the reflection operator represents the interaction of a particle with a boundary.
Adding this operator to a braided tensor category (where the Yang–Baxter operators live) gives rise to a
new category with a larger space of morphisms, which admits a monoidal product of the braided tensor
category from one side, thus yielding a module category [tDHO98], or more precisely, a braided module
category [Bro13].
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Matrix solutions of the reflection equation for the universal R-matrix of quasi-triangular Hopf algebras
lead to coideal subalgebras, as originally pointed out by Noumi [Nou96] and further clarified by Kolb–
Stokman [KS09]. In this direction, the best understood class is that of quantum symmetric pairs, that is,
the coideals which are deformations of U(gθ) for a conjugate θ of σ such that gθ is maximally noncompact
relative to the Cartan subalgebra defining the deformation Uh(g). Following Koornwinder’s work [Koo93]
on the dual coideals of the Podleś spheres, Letzter [Let99] developed a systematic way of constructing
such coideal subalgebras U th(gθ) < Uh(g) for finite type Lie algebras, which was refined and extended by
Kolb to Kac–Moody Lie algebras [Kol14]. Next, a universal K-matrix for U th(gθ), which gives reflection
operators in the representations of U th(gθ), was defined by Kolb and Balagović [Kol08,BK19] expanding on
the earlier work of Bao and Wang [BW18] on the (quasi-split) type AIII and AIV cases. The construction
relied on a coideal analogue of Lusztig’s bar involution [BW18,BK15]. Kolb [Kol20] further showed,
developing on the ideas from [tDHO98,Bro13], that these structures give rise to ribbon twist-braided
module categories.
On the dual side, a deformation quantization of U/Uσ from the reflection equation was developed by
Gurevich, Donin, Mudrov, and others [GS99,DGS99,DM03b,DM03a]. Here one sees a close connection
to the theory of dynamical r-matrices [Fel95,EV98].
There is a parallel theory of module categories over the Drinfeld category, that is, the tensor category
of finite dimensional g-modules with the associator defined by the monodromy of the KZ-equations. The
basic idea is to add an extra pole in these equations, then the reflection operator appears as a suitably
normalized monodromy around it. Conceptually, the usual KZ-equations give flat connections on the
configuration space of points in the complement of type A hyperplane configurations, and the modified
equations are obtained by looking at the complement of type B hyperplane configurations. Following
early works of Leibman [Lei94] and Golubeva–Leksin [GL00] on monodromy of such equations, Enriquez
[Enr07] introduced cyclotomic KZ-equations. He also defined quasi-reflection algebras, a particular class
of quasi-coactions of quasi-bialgebras, which can be considered as type B analogues of quasi-triangular
quasi-bialgebras. This turned out to have powerful applications to quantization of Poisson homogeneous
spaces, where the associator of a quasi-coaction gives rise to a quantization of a dynamical r-matrix [EE05].
Based on these developments, and guided by the categorical duality between module categories and
Hopf algebraic coactions, we proposed a conjecture on equivalence between the following structures
[DCNTY19]:
• a category of finite dimensional representations of gσ, considered as a ribbon twist-braided module
category over the Drinfeld category, with the associator and ribbon twist-braid defined by the
cyclotomic KZ-equations;
• a category of finite dimensional modules over a Letzter–Kolb coideal U th(gθ), considered as a ribbon
twist-braided module category over the category of Uh(g)-modules, with the ribbon twist-braid
defined by the Balagović–Kolb universal K-matrix.
To be precise, the conjecture was formulated in the analytic setting, that is, q = eh was assumed to
be a real number and the categories carried unitary structures. In this paper, we give a proof of the
corresponding conjecture in the formal setting using the framework of quasi-coactions.
It should be mentioned that Brochier [Bro12] has already proved an interesting equivalence between
two quasi-coactions on Uh(h), where h < g is the Cartan subalgebra and one of the quasi-coactions comes
from the cyclotomic KZ-equations associated with a finite order automorphism σ such that gσ = h. In
his setting, the extra deformation parameter space is the formal group generated by the Cartan algebra.
The construction of the equivalence follows the strategy of [Dri89], this time relying on the co-Hochschild
cohomology studied by Calaque [Cal06].
Now, let us sketch what we concretely carry out:
• Show that the quasi-coactions of Drinfeld’s quasi-bialgebra induced by the cyclotomic KZ-equations
are generically universal among the quasi-coactions deforming ∆ on U(gσ).
• Give a complete classification of the corresponding ribbon twist-braids and show that the correspond-
ing K-matrices give a complete invariant of the quasi-coactions.
• In the Hermitian case (see below), when there is a one-parameter family of nonequivalent quasi-
coactions, establish a correspondence with Poisson structures on U/Uσ by studying coisotropic
subgroups which are conjugates (‘Cayley transforms’) of Uσ.
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• Make a concrete comparison with the Letzter–Kolb coideals and the Balagović–Kolb braided module
categorical structures.
In the first step, the main idea is to reduce the problem to vanishing of obstructions in a suitable
version of the co-Hochschild cohomology. This strategy is quite standard, see [Dri89,Bro12], but while
these papers relied on the braiding/ribbon braids to have a good control of the cohomology, we work
with the cohomology classes directly, analogously to Donin–Shnider’s approach [DS97] to Lie bialgebra
quantization, and the identification of the ribbon twist-braids comes only towards the end. The relevant
co-Hochschild cohomology turns out to be isomorphic to
∧
mC for mC = g	 gσ, and the deformation of
a quasi-coaction is controlled by the invariant part of the second cohomology, that is, (
∧2
mC)gσ . Up
to complexification, this space can be interpreted as the space of U -invariant bivectors on U/Uσ, hence
there is a direct connection to equivariant deformation quantization. This is where one sees the formality
principle in action.
At this point we encounter an important dichotomy between the Hermitian and the non-Hermitian
cases. Although we already discussed it in [DCNTY19] based on the parameters t for the coideals U th(gθ),
the following observation is perhaps more illuminating: the dimension of (
∧2
mC)gσ is either zero or one,
and is equal to that of the center of gσ. In the Hermitian case, and only in this case, this dimension is
one and the corresponding homogeneous space U/Uσ has an invariant Hermitian structure, induced by
an element of the center of gσ (hence the name).
In the non-Hermitian case, the triviality of the center eliminates cohomological obstructions, quickly
leading to rigidity of the algebra structure and coaction homomorphisms on U(gσ). Our results in this
case can be summarized as follows.
Theorem A (Section 2.2 and Theorem 2.18). Let uσ < u be a non-Hermitian irreducible symmetric
pair. Suppose that α : U(gσ)JhK→ U(gσ)⊗ U(g)JhK and Ψ ∈ U(gσ)⊗ U(g)⊗2JhK define a quasi-coaction
of Drinfeld’s quasi-bialgebra (U(g)JhK,∆,ΦKZ) that deforms ∆: U(gσ)→ U(gσ)⊗ U(g), and let (α′,Ψ′)
be another such pair. Then (α,Ψ) and (α′,Ψ′) are obtained from each other by twisting. Moreover,
the quasi-coaction (U(gσ)JhK, α,Ψ) admits a unique ribbon σ-braid E with prescribed constant term
E(0) ∈ 1⊗ Z(U).
In the above formulation the ribbon twist-braid is allowed to live in a certain completion of U(gσ)⊗
U(g)JhK. Namely, consider the multiplier algebra of the algebra of finitely supported functions on the
dual of Uσ [VD96], which is the direct product of full matrix algebras
U(Gσ) =
∏
pi
End(Vpi),
where pi runs over the irreducible finite dimensional representations of gσ which appear in finite dimensional
representations of g (this condition is automatically satisfied in the non-Hermitian case). We can further
define
U(Gσ ×Gn) =
∏
pi,pi1,...,pin
End(Vσ)⊗ End(Vpi1)⊗ · · · ⊗ End(Vpin),
where pi1, . . . pin run over the irreducible finite dimensional representations of g. Then we take E as an
element of U(Gσ ×G)JhK.
The situation is more interesting in the Hermitian case. Even up to equivalence defined by twisting,
the quasi-coactions are no longer unique. In this case we show that generic quasi-coactions are equivalent
to the ones arising from the cyclotomic KZ-equations with prescribed coefficients [EE05,DCNTY19]: the
associator ΨKZ,s;µ, for parameters s ∈ C \ iQ× and µ ∈ hCJhK, is given as the normalized monodromy
from w = 0 to w = 1 of the differential equation
H ′(w) =
(
~(tk12 − tm12)
w + 1 +
~tu12
w − 1 +
~(2tk01 + Ck1) + (s+ µ)Z1
w
)
H(w).
Here we put ~ = hpii , and the coefficients are given as follows: tu, tk, tm are the canonical 2-tensors of u,
k = uσ, and m = u	 k respectively, Ck is the Casimir element of k associated to tk, and Z is a normalized
element of z(k).
If s = 0, then ΨKZ,s;µ makes sense in U(gσ)⊗U(g)⊗2JhK, but otherwise we can only say that ΨKZ,s;µ is in
U(Gσ×G2)JhK. It is therefore convenient to start working with the multiplier algebras throughout instead
of the universal enveloping algebras. Fortunately, the concepts of quasi-bialgebras and quasi-coactions
have straightforward formulations in this setting, and from the categorical point of view this formalism is
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actually even more natural when dealing with semisimple module categories. Then (U(Gσ)JhK,∆,ΨKZ,s;µ)
is a quasi-coaction of (U(G)JhK,∆,ΦKZ), and our results can be summarized as follows.
Theorem B (Theorems 2.16 and 2.19). Let uσ < u be an irreducible Hermitian symmetric pair, and let ω
be an invariant symplectic form on U/Uσ. There is a countable subset A ⊂ C with the following property:
if α : U(Gσ)JhK→ U(Gσ ×G)JhK and Ψ ∈ U(Gσ ×G2)JhK define a quasi-coaction of (U(G)JhK,∆,ΦKZ)
that deforms ∆: U(Gσ) → U(Gσ × G), and the first order term Ψ(1) of Ψ satisfies 〈ω,Ψ(1)〉 ∈ C \ A,
then there is a pair (s, µ), unique up to translation by (2iZ, 0), such that (U(Gσ)JhK, α,Ψ) is equivalent
to (U(Gσ)JhK,∆,ΨKZ,s;µ). Moreover, (U(Gσ)JhK, α,Ψ) admits a unique ribbon σ-braid E with prescribed
constant term E(0) ∈ 1⊗ exp(−piisZ)Z(U).
We resolve the cohomological obstruction to equivalence by looking at the expansion of ΨKZ,s;µ,
where we follow Enriquez and Etingof’s work [EE05] on quantization of dynamical r-matrices. Up to a
coboundary, ΨKZ,s;µ has the expansion
ΨKZ,s;µ ∼ 1− h2 tanh
(
pi(s+ µ)
2
) ∑
α∈Φ+nc
(α, α)
2 1⊗ (Xα ⊗X−α −X−α ⊗Xα) + · · · ,
where Φ+nc is the set of positive roots in mC with respect to a choice of Cartan subalgebra in gσ, and X±α
is a normalized root vector for ±α. This shows that, under a perturbation of µ, the associator changes in
the term one order higher, with a precise control of the cohomology class (formal Poisson structure) of
the difference in that term. This leads to the universality of quasi-coactions with the associators ΨKZ,s;µ
and can be interpreted as ‘poor man’s formality’ for equivariant deformation quantization.
We next apply these results to the Letzter–Kolb coideals. Since our classification is formulated in the
framework of multiplier algebras, we show that the coideals indeed give rise to such structures, essentially
by taking a completion. It should be stressed that the formalism of multiplier algebras is important
not only for making sense of ΨKZ,s;µ. The second and even more important reason is that it allows us
to check that the coactions defined by the Letzter–Kolb coideals are twistings of ∆. The point is that
since gσ is not semisimple in the Hermitian case, the standard arguments based on Whitehead’s first
lemma are not applicable. By working with the multiplier algebras, which are built out of semisimple
algebras, we can circumvent the nonvanishing of Lie algebraic cohomological obstructions. We still need
to use Letzter’s result [Let00] on existence of spherical vectors for this, which means that we have to
consider ∗-coideals U th(gθ).
Next, in the Hermitian case, we have to verify the condition on the first order term Ψ(1). For this
we study Poisson homogeneous structures on U/Uσ. More precisely, we have to compare two Poisson
structures, corresponding to two ways we obtain the quasi-coactions. On the one hand, from the cyclotomic
KZ-equations we obtain a Poisson pencil [DG95], where one takes the sum of the left action of the
standard r-matrix r on U/Uσ and a scalar multiple of the Kostant–Kirillov–Souriau bracket, which agrees
with the bracket defined by the right action of r. On the other hand, from the coideals we obtain the
reduction of the Sklyanin bracket to quotients by coisotropic subgroups.
Starting from the model σ = θ in the maximally noncompact position, where the subgroup is
coisotropic [FL04], we take a distinguished one-parameter family of subgroups Uθφ that are conjugate
to Uθ by interpolated Cayley transforms, and show that the associated fixed point subgroups Uθφ remain
coisotropic. At the level of Lie algebras, this construction interpolates between the maximally noncompact
subalgebra gθ and the maximally compact one gν (which contains h). Moreover, the Lie algebras gθφ
turned out to be the classical limits of the Letzter–Kolb ∗-coideals U th(gθ). By a detailed analysis of
the Cayley transforms, we are able to find the relation between the parameters φ and t, as well as to
compute the cohomology classes of Ψ(1) for the associators we get. In a bit imprecise form these results
are summarized as follows.
Theorem C (Theorems 5.4, 5.5, 5.8, and 5.10). There is a parameter set T ∗ (consisting of one point
t = 0 in the non-Hermitian case) defining ∗-coideals U th(gθ) and satisfying the following properties. For
every t ∈ T ∗, the coideal U th(gθ) gives rise to a coaction of a multiplier bialgebra which is equivalent to
the quasi-coaction (U(Gθt)JhK,∆,ΨKZ,s;µ) of (U(G)JhK,∆,ΦKZ), where Gθt < G is a subgroup conjugate
to Gθ, while s ∈ R and µ ∈ hRJhK are uniquely determined parameters (equal to 0 in the non-Hermitian
case), with s given by an explicit formula. Under this equivalence, the Balagović–Kolb ribbon twist-braids
correspond to the ones coming from the cyclotomic KZ-equations.
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This implies a Kohno–Drinfeld type result (Theorems 5.12 and 5.13) for quantum symmetric pairs,
stating that representations of type B braid groups arising from the coideals and the cyclotomic KZ-
equations are equivalent.
A formula for the parameter µ in Theorem C can in principle be obtained by comparing the eigenvalues
of the reflection operators in the two pictures. In the general case this step might be somewhat involved,
but at least for the AIII case (which corresponds to the symmetric pairs s(up ⊕ uN−p) < suN ) this can
be done thanks to the classification of reflection operators by Mudrov [Mud02].
So far we have discussed the case of irreducible symmetric spaces of type I, i.e., U/Uσ with U simple.
However, the type II case, corresponding to U itself as a symmetric space, or the quotient of U × U by
the diagonal subgroup, can be handled in essentially the same way as the non-Hermitian type I cases. In
particular, Theorems A and C can be adapted to this case. This implies that an analogue of Theorem C
holds for Letzter–Kolb ∗-coideals of Uh(g) with g semisimple.
Let us now briefly summarize the contents of the paper. In Section 1 we recall basic definitions and
introduce conventions which are used throughout the paper.
In Section 2 we prove our main conceptual results on classification of quasi-coactions and ribbon
twist-braids. As explained above, the non-Hermitian case is done by a more or less standard cohomological
argument, while in the Hermitian case we look into the structure of the associators arising from the
cyclotomic KZ-equations.
In Section 3 we focus on the Hermitian case and look at conjugates of uσ < u in the maximally
compact position by interpolated Cayley transforms. We show that these conjugates generate coisotropic
subgroups and relate them to models arising from the cyclotomic KZ-equations, with an explicit formula
for the first order term.
In Section 4 we explain how the quantized universal enveloping algebra and the Letzter–Kolb coideals
fit into our setting of multiplier quasi-bialgebras and their quasi-coactions.
Finally, in Section 5 we combine the results of the previous sections and prove our main comparison
theorems. We finish the section with a detailed analysis of the AIII case.
There are three appendices, in which we collect some technical but not fundamentally new results used
in the paper.
Let us close the introduction with some further problems. First of all, a general formula for µ in
Theorem C would be nice to find, especially if this can be done in a unified way rather than via a
case-by-case analysis. Second, the analytic version of the conjecture, as originally proposed in [DCNTY19],
remains to be settled, together with a comparison with the ‘Vogan picture’ introduced there. On the
geometric side, one would like to extend the above results in the Hermitian case to all coadjoint orbits
of U .
Acknowledgements: K.DC. thanks A. Brochier for discussions in an early stage of this project. S.N. is
grateful to P.A. Østvær for a reference. M.Y. thanks D. Jordan and A. Appel for stimulating discussions.
1. Preliminaries
1.1. Conventions. We treat h as a formal variable, and put h∗ = h when we consider ∗-algebraic
structures. We put
q = eh and ~ = h
pii
,
the latter is mostly reserved for the KZ-equations. We denote the space of formal power series with
coefficients in A by
AJhK = {a = ∞∑
n=0
hna(n)
∣∣∣∣ a(n) ∈ A},
and the space of Laurent series by
A[h−1, hK = {a = ∞∑
n=k
hna(n)
∣∣∣∣ a(n) ∈ A, k ∈ Z}.
For a ∈ A[h−1, hK, we denote the smallest n such that a(n) 6= 0 by ord(a).
When A = C and a ∈ CJhK has constant term a(0) > 0, we take its nth root b = a 1n to be the unique
solution of bn = a such that b(0) is positive. A similar convention is used for log.
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1.2. Simple Lie groups. Throughout the entire paper u denotes a compact simple Lie algebra and g
denotes its complexification. The connected and simply connected Lie groups corresponding to g and u
are denoted by G and U .
We denote by (·, ·)g the unique invariant symmetric bilinear form on g, such that for any Cartan
subalgebra h < g, its dual form on h∗ has the property that (α, α) = 2 for every short root α. Let tu ∈ u⊗2
be the corresponding invariant tensor:
tu =
∑
i
Xi ⊗Xi, (1.1)
where (Xi)i is a basis in g and (Xi)i is the dual basis.
Recall that (·, ·)g is negative definite on u. Therefore, if we define an antilinear involution ∗ on g by
letting X∗ = −X for X ∈ u, then (X,Y ∗)g becomes an (AdU)-invariant Hermitian scalar product on g.
We denote the category of finite dimensional algebraic representations of the linear algebraic group G
(equivalently, finite dimensional representations of g) by RepG. It is equivalent to the category of finite
dimensional unitary representations of U . We write pi ∈ RepG to say that pi is a finite dimensional
representation of G, its underlying space is denoted by Vpi. We also fix a set IrrG of representatives of
the isomorphism classes of irreducible representations.
We will often have to extend the scalars to CJhK. Denote the category we get by (RepG)JhK. Thus, the
objects of (RepG)JhK are the G-modules over CJhK that are isomorphic to the modules of the form VpiJhK
for pi ∈ RepG.
1.3. Multiplier algebras. For n = 1, 2, . . . , we put
U(Gn) =
∏
pii∈IrrG,
i=1,...,n
End(Vpi1)⊗ · · · ⊗ End(Vpin)
We view G and g as subsets of U(G) = U(G1).
Since for every irreducible pi ∈ RepG there is a unique up to a scalar factor U -invariant Hermitian
scalar product on Vpi, we have a canonical involution ∗ on U(Gn). There is also a unique homomorphism
∆: U(G)→ U(G2)
characterized by the identities (pi1 ⊗ pi2)(∆(T ))S = Spi(T ) for all intertwiners S : Vpi → Vpi1 ⊗ Vpi2 . Then
∆(g) = g ⊗ g for g ∈ G. This characterizes the elements of G among the invertible elements of U(G).
Similarly, the identity ∆(X) = X ⊗ 1 + 1⊗X for X ∈ g characterizes g inside U(G).
Denote by O(G) the Hopf algebra of regular functions (matrix coefficients of finite dimensional
representations) on G. We occasionally write O(U) instead of O(G) when we think of it as a function
algebra on U . As a vector space, U(G) is the dual of O(G). Concretely, if pi is irreducible, T ∈ End(Vpi),
v ∈ Vpi, ` ∈ V ∗pi , then for the matrix coefficient av,` ∈ O(G), av,`(g) = `(pi(g)v), we have
〈av,`, T 〉 = `(Tv),
and 〈f, T 〉 = 0 for the matrix coefficients f of the irreducible representations pi′ inequivalent to pi. Similarly,
U(Gn) is the linear dual of O(G)⊗n. With respect to this duality the bialgebra structures are related by
〈f1 ⊗ f2,∆(T )〉 = 〈f1f2, T 〉, 〈∆(f), T1 ⊗ T2〉 = 〈f, T1T2〉
for fi ∈ O(G) and Ti ∈ U(G).
We can do the same constructions for any reductive linear algebraic group H over C. We then also
define
U(H ×Gn) =
∏
pi∈IrrH,pii∈IrrG,
i=1,...,n
End(Vpi)⊗ End(Vpi1)⊗ · · · ⊗ End(Vpin)
for 0 ≤ n <∞. In a more invariant form, U(H ×Gn) is the linear dual of O(H ×Gn).
Assume in addition that H is an algebraic subgroup of G. Then the embedding H → G extends to an
embedding of U(Hn+1) into U(H ×Gn). In particular, the comultiplication ∆: U(H)→ U(H2) can be
viewed as a homomorphism U(H)→ U(H ×G).
Note that in general H is not simply connected. In Lie algebraic terms the category RepH consists
of the finite dimensional representations of h that are subrepresentations of the finite dimensional
representations of g restricted to h.
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1.4. Quasi-coactions and ribbon twist-braids. The notion of a quasi-bialgebra [Dri89] has a straight-
forward adaptation to the setting of multiplier algebras, cf. [NT11, Section 2]. We will be interested
in multiplier quasi-bialgebras of the form (U(G)JhK,∆h, h,Φ). Thus, ∆h is a nondegenerate homo-
morphism U(G)JhK → U(G2)JhK, meaning that the images of the idempotents ∆h(idVpi) (pi ∈ IrrG) in
End(Vpi1⊗Vpi2)JhK add up to 1, h : U(G)JhK→ CJhK is a nondegenerate homomorphism, and Φ ∈ U(G3)JhK
is an invertible element (with Φ(0) = 1) satisfying the same identities as in [Dri89, Section 1].
The assumption of nondegeneracy for the counit h implies that it is determined by its restrictions to the
blocks End(Vpi)JhK of U(G)JhK. Since there are no nonzero (CJhK-linear) homomorphisms End(V )JhK→
CJhK for dimV > 1 and there is a unique such homomorphism for dimV = 1, we conclude that h
coincides with the standard counit  on U(G)JhK. From now on we will therefore omit h from the notation
for a multiplier quasi-bialgebra.
Given a reductive algebraic subgroup H of G, a quasi-coaction of (U(G)JhK,∆h,Φ) on U(H)JhK is given
by a nondegenerate homomorphism α : U(H)JhK→ U(H ×G)JhK and an associator Ψ ∈ U(H ×G2)JhK
satisfying Ψ(0) = 1,
(id⊗ )α = id,
Ψ(α⊗ id)α(T ) = (id⊗∆h)α(T )Ψ (T ∈ U(H)), (1.2)
the mixed pentagon equation
Φ1,2,3Ψ0,12,3Ψ0,1,2 = Ψ0,1,23Ψ01,2,3, (1.3)
with Ψ01,2,3 = (α⊗ id)(Ψ), Ψ0,12,3 = (idU(H) ⊗∆h ⊗ id)(Ψ), etc., and the normalization conditions
(id⊗ ⊗ id)(Ψ) = (id⊗ id⊗ )(Ψ) = 1.
A multiplier quasi-bialgebra (U(G)JhK,∆h,Φ) defines a tensor category ((RepG)JhK,⊗h,Φ), where the
tensor product ⊗h on (RepG)JhK is defined using ∆h and the associativity isomorphism is given by the
action of Φ. A quasi-coaction as above defines then the structure of a right ((RepG)JhK,⊗h,Φ)-module
category on (RepH)JhK. Namely, the functor α : (RepH)JhK× (RepG)JhK→ (RepH)JhK defining the
module category structure is induced by α, while the associativity morphisms are defined by the action
of Ψ. See [DCNTY19, Section 1] for more details, but note that in [DCNTY19] we worked in the analytic
setting, meaning that q = eh was a real number and Φ ∈ U(G3), Ψ ∈ U(H ×G2).
Next, letR ∈ U(G2)JhK be an R-matrix (withR(0) = 1) for (U(G)JhK,∆h,Φ), that is, R∆(·) = ∆op(·)R
and R satisfies the hexagon relations. Let β be an automorphism of the quasi-triangular multiplier
quasi-bialgebra (U(G)JhK,∆h,Φ,R). A ribbon β-braid is given by an invertible element E ∈ U(H ×G)JhK
satisfying
E(id⊗ β)α(T ) = α(T )E (T ∈ U(H)JhK), (1.4)
(α⊗ id)(E) = Ψ−1R21Ψ021E02(id⊗ id⊗ β)(Ψ−1021R12Ψ), (1.5)
(id⊗∆h)(E) = R21Ψ021E02(id⊗ id⊗ β)(Ψ−1021R12Ψ)E01(id⊗ β ⊗ β)(Ψ−1). (1.6)
We want to stress that, as opposed to Φ, Ψ and R, we do not require E(0) = 1. A quadruple
(U(H)JhK, α,Ψ, E) satisfying (1.4) and (1.5) is a version of a quasi-reflection algebra [Enr07]. In categor-
ical terms, the action of E on M α N defines the structure of a ribbon β-braided module category on
((RepH)JhK,α,Ψ). See again [DCNTY19, Section 1] for more details.
1.5. Twisting. We can transform a quasi-coaction (U(H)JhK, α,Ψ) of (U(G)JhK,∆h,Φ) into a new one
as follows. Suppose that we are given elements F ∈ U(G2)JhK and G ∈ U(H ×G)JhK such that F (0) = 1,
G(0) = 1 and
(⊗ id)(F) = (id⊗ )(F) = 1, (id⊗ )(G) = 1.
Then the twisting of the quasi-coaction by (F ,G) is the quasi-coaction (U(H)JhK, αG ,ΨF,G) of the multiplier
quasi-bialgebra (U(G)JhK,∆h,F ,ΦF ), where
∆h,F = F∆h(·)F−1, ΦF = (1⊗F)(id⊗∆h)(F)Φ(∆h ⊗ id)(F−1)(F−1 ⊗ 1),
αG = Gα(·)G−1, ΨF,G = (1⊗F)(id⊗∆h)(G)Ψ(α⊗ id)(G−1)(G−1 ⊗ 1).
Twisting defines an equivalence relation on the quasi-coactions. In categorical terms it means that
we pass from ((RepG)JhK,⊗h,Φ) to the equivalent tensor category ((RepG)JhK,⊗h,F ,ΦF ), with the
tensor product defined by ∆h,F , and, up to this equivalence, the ((RepG)JhK,⊗h,Φ)-module category
((RepH)JhK,α,Ψ) is equivalent to the ((RepG)JhK,⊗h,F ,ΦF )-module category
((RepH)JhK,αG ,ΨF,G).
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As the following result shows, twisting often allows one to push all the information on a quasi-coaction
into the associators.
Lemma 1.1. Assume H is a reductive algebraic subgroup of G and (U(H)JhK, α,Ψ) is a quasi-coaction
of (U(G)JhK,∆h,Φ) such that both α and ∆h equal ∆ modulo h. Then this quasi-coaction is a twisting of
a quasi-coaction (U(H)JhK,∆,Ψ′) of (U(G)JhK,∆,Φ′) for some Ψ′ and Φ′.
Proof. Take irreducible representations pi1 and pi2 of G. Consider the homomorphisms f = (pi1⊗pi2)∆ and
fh = (pi1⊗pi2)∆h from U(G)JhK into End(Vpi1⊗Vpi2)JhK. The assumption of nondegeneracy for ∆h implies
that there exists a finite set F ⊂ IrrG such that fh factors through
⊕
pi∈F End(Vpi)JhK. By taking F
large enough we may assume that the same is true for f . Since the algebra
⊕
pi∈F End(Vpi) is semisimple,
there are no nontrivial deformations of any given homomorphism
⊕
pi∈F End(Vpi) → End(Vpi1 ⊗ Vpi2).
Hence there exists Fpi1,pi2 ∈ End(Vpi1 ⊗ Vpi2)JhK such that F (0)pi1,pi2 = 1 and fh = (AdFpi1,pi2)f . Then
F = (Fpi1,pi2)pi1,pi2∈IrrG ∈ U(G2)JhK satisfies F (0) = 1 and ∆h = F∆(·)F−1. Furthermore, since the
counit of (U(G)JhK,∆h,Φ) is , we could take Fpi1,pi2 = 1 if either pi1 or pi2 were trivial representations.
In this case F would additionally satisfy (⊗ id)(F) = (id⊗ )(F) = 1.
In a similar way we can find G ∈ U(H ×G)JhK such that G(0) = 1, (ι⊗ )(G) = 1 and α = G∆(·)G−1.
Then the twisting by (F−1,G−1) gives the required quasi-coaction. 
Next, given a quasi-coaction (U(H)JhK, α,Ψ) of (U(G)JhK,∆h,Φ), assume in addition we have an
automorphism β of (U(G)JhK,∆h,Φ). If F satisfies (β ⊗ β)(F) = F , then β remains an automorphism
of (U(G)JhK,∆h,F ,ΦF ). Assume also that R ∈ U(G2)JhK is an R-matrix for (U(G)JhK,∆h,Φ) that is
fixed under β. Then RF = F21RF−1 is an R-matrix for (U(G)JhK,∆h,F ,ΦF ), again fixed by β. Given a
ribbon β-braid E for the original quasi-coaction we get a ribbon β-braid EG for the twisted quasi-coaction
(U(H)JhK, αG ,ΨF,G) of (U(G)JhK,∆h,F ,ΦF ,RF ) defined by
EG = GE(id⊗ β)(G)−1. (1.7)
The condition (β ⊗ β)(F) = F can be relaxed, we will return to this in Section 5.1.
1.6. Symmetric pairs. Let k be a proper Lie subalgebra of u. We say that k < u is a symmetric pair,
or more precisely, an irreducible symmetric pair of type I, if there is a (necessarily unique) involutive
automorphism σ of u such that k = uσ. Whenever convenient we extend σ to U(G), in particular, to g.
Let K = Uσ. The compact group K is connected by [Hel01, Theorem VII.8.2]. Using the Cartan
decomposition of G we can also conclude that Gσ is connected.
Given such a symmetric pair, put
m = {X ∈ u | σ(X) = −X},
which is the orthogonal complement of k in u with respect to the invariant inner product. We also write
mC = m⊗R C for its complexification.
We say that a symmetric pair k < u is Hermitian, if U/K is a Hermitian symmetric space. Such
symmetric pairs are equivalently characterized by either of the following conditions, see [Bor98, Proposi-
tion VI.1.3]:
• the center z(k) is nontrivial (and 1-dimensional);
• the space m has a (unique up to a sign) k-invariant complex structure.
The following closely related characterization will be crucial for us.
Lemma 1.2. For any symmetric pair k < u, we have dim(
∧2
m)k = 1 if k < u is Hermitian, and
dim(
∧2
m)k = 0 otherwise. We always have mk = 0.
Proof. Since U is simple by assumption, U/K is an irreducible symmetric space, so K acts irreducibly on
m = T[e](U/K). As U/K is not one-dimensional, this cannot be the trivial action, and we get mk = 0.
Next, since m has a k-invariant inner product, the space (
∧2
m)k is isomorphic to the space of k-invariant
skew-adjoint operators on m. Assume we are given such a nonzero operator A. Then A2 = −A∗A is
self-adjoint, with negative eigenvalues. Hence A2 is diagonalizable, and by irreducibility of the action
of k on m we conclude that A2 must be a strictly negative scalar. Therefore by rescaling A we get a
k-invariant complex structure on m. Since there is a unique up to a sign such structure in the Hermitian
case and no such structure in the non-Hermitian case, we get the result. 
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An irreducible symmetric pair of type II is an inclusion that is isomorphic to the diagonal inclusion of u
into u⊕ u (with a simple compact Lie algebra u). This corresponds to the involution σ(X,Y ) = (Y,X)
on u ⊕ u. For such a pair we can put m = {(X,−X) | X ∈ u}. Since both mu and (∧2m)u are trivial,
such pairs behave in many respects similarly to the non-Hermitian type I pairs. We will therefore mostly
focus on the type I case and only make a few remarks on the type II case.
Back to type I symmetric pairs, in the Hermitian case, it is known that an invariant complex structure
on m is defined by an element of z(k). The correct normalization is given by the following.
Lemma 1.3. Assuming that k < u is a Hermitian symmetric pair, let Z ∈ z(k) be a vector such that
(Z,Z)g = −1. Then on m we have (adZ)2 = −a2σid, where
aσ =
√
2h∨c
dimm ,
c ∈ {1, 2, 3} is the ratio of the square lengths of long and short roots of g and h∨ is the dual Coxeter
number of g.
Proof. As (adZ)|m is k-invariant and skew-adjoint, by the proof of the previous lemma we have (adZ)2 =
−a2 on m for some scalar a ≥ 0. Hence for the Killing form BKill on g we have BKill(Z,Z) = Tr((adZ)2) =
−a2 dimm. The Killing form and the normalized bilinear form (·, ·)g are related by BKill = 2h∨c(·, ·)g,
see [Kac90, Chapter 6, Exercise 2]. Combining this with (Z,Z)g = −1, we get that a = aσ. 
Corollary 1.4. The k-invariant complex structures on m are given by ± 1aσ (adZ)|m. For the involutive
automorphism σ such that k = uσ we have
σ = exp
(
pi
aσ
adZ
)
.
In particular, we see that K is the stabilizer of Z in U with respect to the adjoint action. As the
adjoint and coadjoint representations are equivalent, this leads to yet another known characterization
of the Hermitian symmetric pairs: a symmetric pair k < u is Hermitian if and only if the homogeneous
U -space U/K is isomorphic to a coadjoint orbit of U .
2. Classification of quasi-coactions and ribbon braids
Throughout this section k = uσ < u denotes a symmetric pair. Our goal is to classify using the
co-Hochschild cohomology a class of quasi-coactions of (U(G)JhK,∆h,Φ) on U(Gσ)JhK.
2.1. Co-Hochschild cohomology for multiplier algebras. The co-Hochschild cochains will play a
central role in this paper. Let H be a reductive algebraic subgroup of G. Put B˜nG,H = U(H ×Gn) for
0 ≤ n <∞, and define a differential B˜nG,H → B˜n+1G,H by
dcH(T ) = T01,2,...,n+1 − T0,12,...,n+1 + · · ·+ (−1)nT0,1,...,n(n+1) + (−1)n+1T0,1,...,n, (2.1)
where T0,...,jj+1,...,n+1 = (idU(H×Gj−1) ⊗ ∆ ⊗ idU(Gn−j))(T ) and T0,1,...,n = T ⊗ 1. The group H acts
diagonally by conjugation on U(H ×Gn), the differential dcH is equivariant with respect to this action.
We put
BnG,H = (B˜nG,H)H .
Proposition 2.1. The cohomology of B˜G,H is isomorphic to the exterior algebra
∧
g/h as a graded
H-module.
Proof. The complex B˜G,H is the algebraic linear dual of B˜′G,H = (O(H)⊗O(G)⊗n)∞n=0 with the differential
d : O(H)⊗O(G)⊗n → O(H)⊗O(G)⊗n−1 given by
d(f0 ⊗ f1 ⊗ · · · ⊗ fn) =
n−1∑
i=0
(−1)if0 ⊗ · · · ⊗ fifi+1 ⊗ · · · ⊗ fn + (−1)nfn(e)f0 ⊗ · · · ⊗ fn−1,
where f0f1 is the product of f0 and the restriction of f1 to H. Thus, the cohomology of B˜G,H is the
linear dual of the homology of B˜′G,H as an H-module.
The complex B˜′G,H is the standard complex computing the Hochschild homology
HH∗(O(G), resO(Gσ)) = TorO(G)⊗O(G)∗ (O(G), resO(Gσ)),
10
where the bimodule resO(Gσ) has the underlying spaceO(H) with the bimodule structure f.a.f ′ = f ′(e)fa
for f, f ′ ∈ O(G) and a ∈ O(H). In other words, we are computing
TorO(G×G)∗ (O(∆),O(H × {e})),
where ∆ ⊂ G × G is the diagonal. By [BGI71, Proposition VII.2.5], this is the exterior algebra on
TorO(G×G)1 (O(∆),O(H × {e})), and the latter is the conormal space of H ⊂ G at the point e. Since this
conormal space is the dual of g/h, we obtain the assertion. 
Remark 2.2. Proposition 2.1 and its proof are valid for and linear algebraic group G over C and any
algebraic subgroup H, if we define U(H ×Gn) as the dual of O(H)⊗O(G)⊗n.
Corollary 2.3. For a reductive algebraic subgroup H < G, the cohomology of BG,H is isomorphic to
(
∧
g/h)H .
Proof. As the factors End(Vpi) ⊗ End(Vpi1) ⊗ · · · ⊗ End(Vpin) of B˜nG,H decompose into direct sums of
isotypical components, taking the H-invariant part commutes with taking cohomology. 
We will mainly need the following particular case.
Corollary 2.4. The cohomology of BG,Gσ is isomorphic to (
∧
mC)k.
Proof. This follows from the previous corollary, since Gσ is connected and gσ = kC. 
Remark 2.5. Instead of the multiplier algebras we could use the universal enveloping algebras and define
complexes B˜g,h and Bg,h, see Appendix A. The canonical maps U(g) → U(G) and U(h) → U(H) are
injective homomorphisms compatible with the coproduct maps U(G)→ U(G×G) and U(H)→ U(H×H).
Thus we get an inclusion B˜g,h → B˜G,H . If H is connected, we also get an inclusion Bg,h → BG,H .
Corollary A.5 shows that these maps are quasi-isomorphisms.
2.2. Classification of associators and ribbon braids: non-Hermitian case. Assume the symmet-
ric pair k < u is non-Hermitian.
Consider a multiplier quasi-bialgebra (U(G)JhK,∆h,Φ) such that ∆h = ∆ modulo h. We claim that up
to twisting by (1,G) it has at most one quasi-coaction (U(Gσ)JhK, α,Ψ) such that α = ∆ modulo h. Since
by Lemma 1.1 we may assume that both ∆h and α equal ∆, the following is an equivalent statement.
Theorem 2.6. Let k = uσ < u be a non-Hermitian symmetric pair, and Ψ,Ψ′ ∈ U(Gσ ×G2)JhK be two
associators defining quasi-coactions of (U(G)JhK,∆,Φ), with the coaction homomorphisms α = α′ = ∆.
Then there is an element H ∈ 1 + hU(Gσ ×G)kJhK such that (id⊗ )(H) = 1 and Ψ = H0,12Ψ′H−101,2H−10,1.
Proof. Suppose that Ψ(k) = Ψ′(k) for k < n. We claim that there is T ∈ U(Gσ × G)k such that
(id ⊗ )(T ) = 0 and Ψ and H0,12Ψ′H−101,2H−10,1 have the same terms up to (and including) order n for
H = 1 + hnT . The lemma is then proved by inductively applying this claim and taking the product of
the elements 1 + hnT we thus get. Note only that by k-invariance the elements T0,1 and T01,2 obtained at
different steps commute with each other.
Take the difference of identities (1.3) for Ψ and Ψ′ and consider the terms of order n. Since Ψ and Ψ′
have the same terms up to order n− 1, we get
(Ψ(n) −Ψ′(n))0,12,3 + (Ψ(n) −Ψ′(n))0,1,2 = (Ψ(n) −Ψ′(n))0,1,23 + (Ψ(n) −Ψ′(n))01,2,3.
Since Ψ and Ψ′ are k-invariant by (1.2), it follows that Ψ(n) − Ψ′(n) is a cocycle in B2G,Gσ . As we are
in the non-Hermitian case, by Corollary 2.4 and Lemma 1.2, we have Ψ(n) −Ψ′(n) = dcH(T ) for some
T ∈ U(Gσ × G)k. As (id ⊗  ⊗ id)(Ψ(n) − Ψ′(n)) = 0, we have (id ⊗ )(T ) = 0. Thus T satisfies our
claim. 
Remark 2.7. Analogous results are true at the level of the universal enveloping algebras instead of the
multiplier algebras. More precisely, given a quasi-bialgebra (U(g)JhK,∆h,Φ) such that ∆h = ∆ modulo h,
up to twisting by (1,G) there is at most one quasi-coaction (U(gσ)JhK, α,Ψ) of this quasi-bialgebra such
that α = ∆ modulo h. This is proved along the same lines as Lemma 1.1 and Theorem 2.6, but now relying
on Whitehead’s lemma for the semisimple Lie algebras g and gσ to show that there are no nontrivial
deformations of ∆: U(g)→ U(g)⊗U(g) and ∆: U(gσ)→ U(gσ)⊗U(g), and using Corollary A.5 instead
of Corollary 2.4.
Next let us fix a σ-invariant R-matrix R ∈ U(G2)JhK for (∆,Φ) and look at compatible ribbon σ-braids.
Note that the left hand side of (1.4) becomes E∆(T ) in the present case.
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Theorem 2.8. Let k = uσ < u be a non-Hermitian symmetric pair, and let Φ ∈ U(G3)GJhK and R ∈
U(G2)GJhK be σ-invariant elements defining the structure of a quasi-triangular multiplier quasi-bialgebra
(U(G)JhK,∆,Φ,R). Assume further that we are given a quasi-coaction of the form (U(Gσ)JhK,∆,Ψ) by
this quasi-bialgebra, and that E ∈ U(Gσ × G)JhK is a ribbon σ-braid for R. Then E(0) = 1 ⊗ g for an
element g in the centralizer ZU (K) of K in U , and any other ribbon σ-braid, for the same Φ, Ψ and R,
and with the same order 0 term, coincides with E. Furthermore, if R(1) +R(1)21 6= 0, then g ∈ Z(U).
Since zu(k) = 0 in the non-Hermitian case, the group ZU (K) is finite, so we have at most finitely many
ribbon σ-braids.
Proof. From (1.5) we get that (∆⊗id)(E(0)) = E(0)02 . This implies that E(0) = 1⊗g, with g = (⊗id)(E(0)) ∈
U(G). From (1.6) we then get ∆(g) = g ⊗ g, hence g ∈ G. But then (1.4) shows that g ∈ ZG(Gσ).
Finally, as zg(k) = zu(k)C = 0, using the Cartan decomposition of G we see that ZG(K) = ZU (K), hence
g ∈ ZU (K).
Assume now that E ′ is another ribbon σ-braid with E ′(0) = 1⊗ g. We want to show that E ′ = E . It
will be convenient to first get rid of g. By multiplying both elements by 1⊗ g−1 on the right we get new
ribbon σ˜-braids E˜ and E˜ ′ in U(Gσ ×G)JhK with the order zero terms 1, where σ˜ = (Ad g) ◦ σ.
We argue by induction on n that E˜(n) = E˜ ′(n). Suppose that we already know that E˜(k) = E˜ ′(k) for
k < n. Comparing the terms of degree n in (1.5) and (1.6), we obtain
X01,2 = X0,2, X0,12 = X0,2 +X0,1
for X = E˜(n) − E˜ ′(n).
The first equality says that X = 1⊗ Y for Y = (⊗ id)(X) ∈ U(G). Then the second equality says
∆(Y ) = Y1 + Y2, that is, Y is primitive, and we obtain Y ∈ g.
Comparing the terms of degree n in (1.4), we see next that Y has to centralize k. Hence Y = 0 and
E˜ ′(n) = E˜(n).
It remains to prove the last statement of the theorem. So assume R(1) +R(1)21 6= 0. Let us write B˜G,
Bg, etc., instead of B˜G,{e}, Bg,0.
By an analogue of [Dri89, Proposition 3.1] for the multiplier algebras, by twisting Φ we may assume
that Φ = 1 modulo h2. Such an analogue is proved in the same way as in [Dri89] using that the embedding
map B˜g → B˜G is a quasi-isomorphism by Corollary A.5.
Namely, consider the normalized skew-symmetrization map Alt : B˜3G → B˜3G. This map kills the
coboundaries and transforms the cocycles of the form X1 ⊗X2 ⊗X3, Xi ∈ g, into cohomologous ones by
Remark A.4. But the classes of such cocycles span the entire space H3(B˜G) by the same remark and
Corollary A.5. Therefore if T ∈ B˜3G is a cocycle killed by Alt, then it is a coboundary. The hexagon
relations imply that Alt(Φ(1)) = 0, so Φ(1) = dcH(T ) for some T ∈ B˜2G. We may assume that T is G- and
σ-invariant, since Φ(1) has these invariance properties. Then the twisting by F = 1−hT proves our claim.
Note that twisting does not change the element R(1) +R(1)21 . The hexagon relations imply then that
R(1) ∈ g⊗ g (see the proof of [Dri89, Proposition 3.1]), and since R commutes with the image of ∆, we
get R(1) ∈ (g⊗ g)g. Hence R(1) = −λtu for some λ 6= 0, where tu is the normalized invariant 2-tensor
defined by (1.1).
Next, identity (1.3) implies that Ψ(1) is a 2-cocycle in BG,Gσ , hence by twisting we may assume that
Ψ = 1 modulo h2. We remind also that under twisting the ribbon twist-braids transform via formula (1.7).
Now, by looking at the first order terms in (1.5) for a σ˜-braid E˜ , with E˜(0) = 1, we get
E˜(1)01,2 = −λtu2,1 + E˜(1)0,2 − (id⊗ id⊗ σ˜)(λtu1,2).
The tensor tu lies in k⊗ k + m⊗m. Denote the components of tu in k⊗ k and m⊗m by tk and tm, resp.
Then the above identity can be written as
E˜(1)01,2 = −2λtk1,2 + E˜(1)0,2 + (id⊗ id⊗Ad g)(λtm1,2)− λtm1,2.
Applying  to the 0th leg and letting T = (⊗ id)(E˜(1)), we obtain
E˜(1) = −2λtk + 1⊗ T + (id⊗Ad g)(λtm)− λtm. (2.2)
But we must have E˜(1) ∈ U(Gσ × G). Since tm = ∑j Yj ⊗ Y j for a basis (Yj)j in m and the dual
basis (Y j)j , this is possible only when Ad g acts trivially on m. Hence g ∈ Z(U). 
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Remark 2.9. Theorems 2.6 and 2.8 also hold for the type II symmetric pairs with appropriate modifications,
as statements for the quasi-coactions of (U(G˜)JhK,∆,Φ) for G˜ = G×G on the multiplier algebra U(G)JhK,
with the coaction map extending G 3 g 7→ (g, g, g) ∈ G× G˜, and with associators Ψ ∈ U(G× G˜2)JhK and
ribbon σ-braids E ∈ U(G× G˜)JhK. First, the proof of Theorem 2.6 carries over almost without a change.
Indeed, its proof relies on Lemma 1.2 and Corollary 2.4, both of which have analogues for G < G˜. As
for Theorem 2.8, we have zg˜(g) = 0 for the diagonal inclusion g < g˜, and ZG˜(G) = Z(U)× Z(U), which
is enough to adapt the first half of the proof. The part involving R(1) can be adapted with an extra
observation that R(1) should belong to the σ-invariant part of (g˜⊗ g˜)g˜, which is spanned by tu⊕u.
2.3. Associators from cyclotomic KZ equations. We want to extend the results of the previous
subsection to the Hermitian case. Since H2(BG,Gσ) is now one-dimensional by Lemma 1.2, we should
expect a one-parameter family of nonequivalent associators. In this subsection we define a candidate for
such a family arising from the cyclotomic KZ-equations.
Thus, assume k < u is a Hermitian symmetric pair. We have an element Z ∈ z(k), unique up to a sign,
such that
(Z,Z)g = −a−2σ .
This normalization is equivalent to (adZ)2 = −1 on m by Lemma 1.3. We fix such Z for the rest of this
section. The operator adZ has eigenvalues ±i on mC. Denote by m± ⊂ mC the corresponding eigenspaces.
We remind that we denote the components of the normalized invariant 2-tensor tu in k⊗ k and m⊗m
by tk and tm, resp. The tensor tm lies in m+ ⊗ m− + m− ⊗ m+. We denote the components of tm in
m± ⊗m∓ by tm± . We thus have
tm = tm+ + tm− , (adZ ⊗ id)(tm±) = ±itm± , (id⊗ adZ)(tm±) = ∓itm± . (2.3)
Given s ∈ C, consider the following elements of U(Gσ ×G2)JhK:
A−1 = ~(tk12 − tm12), A1 = ~tu12, A0 = ~(2tk01 + Ck1) + sZ1, (2.4)
where Ck is the Casimir element of k, the image of tk under the product map U(k)⊗ U(k)→ U(k). These
lead to the shifted modified 2-cyclotomic KZ2-equation [EE05,DCNTY19]
G′(w) =
(
A−1
w + 1 +
A1
w − 1 +
A0
w
)
G(w). (2.5)
Remark 2.10. Consider a C[h−1, hK-valued character ν on U(k) such that ν(Z) = −(2~a2σ)−1s. Then the
slicing map ςν = (ν ⊗ id)∆ is an algebra homomorphism U(k)→ U(k)[h−1, hK satisfying
(ςν ⊗ id)(2tk) = 2tk + ~−1(1⊗ sZ)
and commuting with the right coaction ∆ by U(g). In particular, at least formally speaking, (2.5) is
obtained from the case s = 0 by slicing. But since ν cannot be extended to U(k)JhK, one should be careful
with this construction.
The normalized monodromy ΨKZ,s ∈ U(Gσ×G2)JhK of (2.5) from w = 0 to w = 1 is well-defined as long
as the operator ad(sZ) on U(G) does not have natural numbers in its spectrum, cf. [NT11, Proposition 3.1].
Since each matrix block End(Vpi) in U(G) is generated by the image of g, the eigenvalues of adZ are in
for n ∈ Z by Lemma 1.3 and our choice of normalization. Therefore ΨKZ,s is well-defined for all s 6∈ iQ×.
The element ΨKZ,s together with the coproduct ∆: U(Gσ) → U(Gσ × G) gives a quasi-coaction of
(U(G)JhK,∆,ΦKZ) on U(Gσ)JhK, where ΦKZ = Φ(~tu12, ~tu23) ∈ U(G3)JhK is Drinfeld’s KZ-associator for G.
In more detail, ΨKZ,s is defined as follows. Under our restrictions on s, a standard argument (see, e.g.,
[NT11, Proposition 3.1]) shows that there is a unique U(Gσ ×G2)JhK-valued solution G0 of (2.5) on (0, 1)
such that G0(w)w−A0 extends to an analytic function in the unit disc with value 1 at w = 0. Similarly,
there is a unique solution G1 of (2.5) such that G1(1− w)w−A1 extends to an analytic function in the
unit disc with value 1 at w = 0. Then
ΨKZ,s = G1(w)−1G0(w)
for any 0 < w < 1. We can also write this as
ΨKZ,s = lim
w→1
(1− w)−A1G0(w) = lim
w→1
(1− w)−A1G0(w)w−A0 . (2.6)
The case s = 0 is special: by construction, ΨKZ,0 lives in the algebra U(gσ ⊗ g⊗2)JhK rather than in its
completion U(Gσ ×G2)JhK. Note also that this associator is well-defined in the non-Hermitian case as
well. We will denote it by ΨKZ.
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Observe also that if s ∈ R, then G0 is unitary, hence ΨKZ,s is unitary as well. Indeed, in this case
(G0(w)∗)−1 has the defining properties of G0(w), hence coincides with it.
Proposition 2.11 (cf. [EE05, Proposition 4.7]). For every s 6∈ iQ×, we have
ΨKZ,s = 1 +
h
pii
(
(log 2)tu12 + γtm12 + ψ
(1
2 −
is
2
)
t
m+
12 + ψ
(1
2 +
is
2
)
t
m−
12
)
+O(h2),
where γ is Euler’s constant and ψ = Γ
′
Γ is the digamma function.
Proof. If we restrict to a finite dimensional block of U(Gσ ×G2), then ad(sZ1) has a finite number of
eigenvalues there, so the corresponding component of ΨKZ,s is well-defined for all s 6∈ iN−1Z× for some N .
As it is analytic in s in this domain, it therefore suffices to consider real s.
Put H0(w) = G0(w)w−A0 . Then H0 satisfies the differential equation
H ′0(w) =
(
A−1
w + 1 +
A1
w − 1
)
H0(w) +
[
A0
w
,H0(w)
]
and the initial condition H0(0) = 1, and by (2.6) we have
ΨKZ,s = lim
w→1
(1− w)−A1H0(w).
Consider the expansion in h. For the order zero terms we immediately get Ψ(0)KZ,s = H
(0)
0 = 1. Next,
consider the order one terms. Let us write H for piiH(1)0 , so that H0 = 1 + ~H +O(h2). Then
H ′(w) =
(
tk12 − tm12
w + 1 +
tu12
w − 1
)
+
[
sZ1
w
,H(w)
]
and H(0) = 0, while
piiΨ(1)KZ,s = limw→1(H(w)− log(1− w) t
u
12).
By (2.3), we have
H(w) =
∫ w
0
(w
u
)ad(sZ1)( tk12 − tm12
u+ 1 +
tu12
u− 1
)
du
=
∫ w
0
(
tk12
( 1
u+ 1 +
1
u− 1
)
+
((w
u
)is
t
m+
12 +
(w
u
)−is
t
m−
12
)( −1
u+ 1 +
1
u− 1
))
du.
Note that this integral is well-defined for 0 ≤ w < 1 as s is assumed to be real. We then get
piiΨ(1)KZ,s = b log t
k
12 + c(s)t
m+
12 + c(−s)tm−12 ,
where
b = lim
w→1
(∫ w
0
(
1
u+ 1 +
1
u− 1
)
du− log(1− w)
)
= log 2,
c(s) = lim
w→1
(∫ w
0
(w
u
)is( 1
u− 1 −
1
u+ 1
)
du− log(1− w)
)
.
To compute c(s), we write (u2 − 1)−1 as a power series, integrate and get
c(s) = lim
w→1
(
−
∞∑
n=0
w2n+1
n+ 12 − is2
− log(1− w)
)
.
Together with the Taylor expansion of w−1 log(1− w2) and the standard formula
ψ(z) + γ =
∞∑
n=0
(
1
n+ 1 −
1
n+ z
)
this gives
c(s) = ψ
(1
2 −
is
2
)
+ γ + lim
w→1
(w−1 log(1− w2)− log(1− w)) = ψ
(1
2 −
is
2
)
+ γ + log 2,
which completes the proof of the proposition. 
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Using the formula ψ(1− z)− ψ(z) = pi cot(piz) it will be convenient to rewrite the result as
ΨKZ,s = 1 +
h
pii
(
(log 2)tu12 +
(
γ +
ψ
(
1
2 − is2
)
+ ψ
(
1
2 +
is
2
)
2
)
tm12
− pii2 tanh
(pis
2
)(
t
m+
12 − tm−12
))
+O(h2). (2.7)
Now, take µ ∈ hCJhK. Replacing s 6∈ iQ× by s+ µ in (2.4), we can construct yet another associator,
which we denote by ΨKZ,s;µ. If s ∈ R and µ ∈ hRJhK, then ΨKZ,s;µ is unitary for the same reason as
for ΨKZ,s.
Remark 2.12. Similarly to Remark 2.10, ΨKZ,s;µ could be obtained from ΨKZ,s by slicing by a character ν
of U(k) satisfying ν(Z) = −(2~a2σ)−1µ. Since such a character does not always extend to U(Gσ), to
make sense of this we should have allowed in the construction of ΨKZ,s arbitrary finite dimensional
representations of gσ instead of those in RepGσ. Alternatively, with s 6∈ iR fixed, both ΨKZ,s;µ and
ΨKZ,s+z for small z are specializations of an associator in U(Gσ ×G2)Jh, µK constructed by treating µ
as a second formal parameter. But this implies that ΨKZ,s;µ is obtained from the Taylor expansion of
ΨKZ,s+z at z = 0 by simply taking µ as the argument:
ΨKZ,s;µ =
∞∑
k=0
µk
k!
dkΨKZ,s
dsk
=
∞∑
n,k=0
hnµk
k!
dkΨ(n)KZ,s
dsk
. (2.8)
This also works for s ∈ i(R \ Q×) if we consider only the components of ΨKZ,s;µ in finite dimensional
blocks of U(Gσ ×G2), which are well-defined and analytic in a neighborhood of s.
Corollary 2.13. For all s 6∈ iQ× and µ, ν ∈ hCJhK, we have
ΨKZ,s;µ+ν −ΨKZ,s;µ = h1+ord(ν)ν(ord(ν))
(
1
4pi
(
ψ′
(1
2 +
is
2
)
− ψ′
(1
2 −
is
2
))
tm12
− pi4 sech
2
(pis
2
)(
t
m+
12 − tm−12
))
+O(h2+ord(ν)).
Proof. By (2.8), we have
ΨKZ,s;µ+ν −ΨKZ,s;µ = h1+ord(ν)ν(ord(ν))
dΨ(1)KZ,s
ds
+O(h2+ord(ν)).
Hence the result follows from (2.7). 
2.4. Detecting co-Hochschild classes. To see that the associators ΨKZ,s;µ are not all equivalent, we
need to see that a perturbation of the parameter µ gives rise to a nontrivial 2-cocycle in BG,Gσ . We can
actually see that this is the case from results in Appendix A, but let us present a concrete cycle to detect
this.
Consider the tensor
Ω = [tu12, tu13] =
∑
i,j
[Xi, Xj ]⊗Xi ⊗Xj ∈
(∧3
u
)u (2.9)
with (Xi)i and (Xi)i as in (1.1). Every element X ∈ g defines a function on G such that g 7→
(X, (Ad g)(Z))g. This way Ω defines an element of O(Gσ) ⊗ O(G) ⊗ O(G), which by slightly abusing
notation we continue to denote by Ω. Thus, for (g, h, k) ∈ Gσ ×G×G,
Ω(g, h, k) =
(
[(Adh)(Z), (Ad k)(Z)], (Ad g)(Z)
)
g
=
(
[(Adh)(Z), (Ad k)(Z)], Z
)
g
,
since Gσ stabilizes Z. This is a 2-cycle in the complex B˜′G,Gσ from the proof of Proposition 2.1, as
Ω(g, g, h)− Ω(g, h, h) + Ω(g, h, e) = 0
for all (g, h) ∈ Gσ × G. Hence the map 〈Ω, ·〉 : U(Gσ × G2) → C defined by pairing with Ω passes
to H2(BG,Gσ ). Explicitly, for T ∈ U(Gσ ×G2) we have
〈Ω, T 〉 = (T0)
(
[(adT1)(Z), (adT2)(Z)], Z
)
g
, (2.10)
where ad denotes the extension of the adjoint representation of g to U(G).
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Proposition 2.14. The elements tk12, t
m±
12 are 2-cocycles in BG,Gσ . Furthermore, tk12 and t
m
12 = t
m+
12 +t
m−
12
are coboundaries, while
〈Ω, tm±12 〉 = ±
i
2 dimm.
In particular, tm+12 and −tm−12 represent the same nontrivial class in H2(BG,Gσ ).
Proof. It is easy to check that dcH(1⊗X ⊗ Y ) = 0 for all X,Y ∈ g. As tk12 and tm±12 are k-invariant, they
are therefore 2-cocycles in BG,Gσ .
We have
dcH(Ck1) = Ck2 −∆(Ck)12 + Ck1 = −2tk12,
so tk12 is a coboundary. Similarly, dcH(Cu1 ) = −2tu12, so that tu12 is also a coboundary, and hence
tm12 = tu12 − tk12 is a coboundary as well.
Next, take a basis (Yj)j in m+ and the dual basis (Y j)j in m−. Using that adZ acts by the scalar ±i
on m±, we then compute:
〈Ω, tm+12 〉 =
∑
j
(
[(adYj)(Z), (adY j)(Z)], Z
)
g
=
∑
j
([Yj , Y j ], Z)g =
∑
j
(Y j , [Z, Yj ])g
= i
∑
j
(Y j , Yj)g = i dimCm+ =
i
2 dimRm.
The value 〈Ω, tm−12 〉 is obtained similarly, but it also follows from the above, as tm−12 = tm12 − tm+12 and tm12
is a coboundary. 
Remark 2.15. Let us give a different perspective on the above pairing and its nontriviality.
We can view the tensor (2.9) also as a function on (U/K)3 in the same way as above. Let us call
this function ω. Then it is again easy to check that ω is a 2-cycle in the Hochschild chain complex
(Cn(A,A) = A⊗(n+1), b) for A = O(U)k ⊂ C(U/K). Under the Hochschild–Kostant–Rosenberg map this
cycle corresponds to the differential 2-form associated with the Kostant–Kirillov–Souriau bracket on the
coadjoint orbit of (·, Z)g, which in turn defines a nonzero class in H2(U/K;C) ∼= C.
We have a left U(G)-module structure on O(U) given by right translations: T.a = a(0)〈a(1), T 〉.
Given T ∈ BnG,Gσ , we can then define an n-cocycle DT in the Hochschild cochain complex (Cn(A,A) =
Hom(A⊗n, A), δ) by
DT (a1, . . . , an) = (T0)(T1.a1) · · · (Tn.an).
The Hochschild cochains act on the chains by contractions: given D ∈ Cm(A,A), we have
iD : Cn(A,A)→ Cn−m(A,A), a0 ⊗ · · · ⊗ an 7→ a0D(a1, . . . , am)⊗ am+1 ⊗ · · · ⊗ an,
with the convention iD = 0 if n < m.
Now, if T ∈ BnG,Gσ and c ∈ Cn(A,A) is U -invariant (with respect to left translations), then iDT c ∈ A
is U -invariant, hence a scalar. It can be checked that if bc = 0, then this scalar depends only on the
cohomology class of T . Taking c = ω, we recover pairing (2.10): iDT ω = 〈Ω, T 〉.
2.5. Classification of associators: Hermitian case. We are now ready to establish, in the Hermitian
case, a universality result for the associators ΨKZ,s;µ for generic quasi-coactions (U(Gσ)JhK, α,Ψ) of
(U(G)JhK,∆,ΦKZ) such that α = ∆ modulo h. Similarly to Section 2.2, it suffices to consider the case
α = ∆.
Theorem 2.16. Let k = uσ < u be a Hermitian symmetric pair. Assume we are given a quasi-coaction
(U(Gσ)JhK,∆,Ψ) of (U(G)JhK,∆,ΦKZ) such that the number 〈Ω,Ψ(1)〉 defined by (2.10) is
neither ± i2 dimm, nor
i(ζ − 1)
2(ζ + 1) dimm
for a root of unity ζ 6= ±1. Then there exist s 6∈ iQ×, µ ∈ hCJhK and H ∈ 1 + hU(Gσ ×G)kJhK such that
(id⊗ )(H) = 1 and ΨKZ,s;µ = H0,12ΨH−101,2H−10,1. Furthermore,
(i) the number s is unique up to adding 2ik (k ∈ Z), and once s is fixed, the element µ is uniquely
determined;
(ii) we can choose s ∈ R if and only if 〈Ω,Ψ(1)〉 is a purely imaginary number in the interval
(− i2 dimm,
i
2 dimm);
(iii) if s ∈ R and Ψ is unitary, then µ ∈ hRJhK and H can be chosen to be unitary.
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We will later (Remark 2.20) slightly improve this result, by showing that for any Ψ the parameter µ is
independent of the choice of s.
Proof. By Proposition 2.14 and our restrictions on Ψ, we can choose s 6∈ iQ× such that
− 12 tanh
(pis
2
)
〈Ω, tm+12 − tm−12 〉 = −
i
2 tanh
(pis
2
)
dimm = 〈Ω,Ψ(1)〉. (2.11)
We then start with H = 1 and µ = 0 and modify them by induction on n to have ΨKZ,s;µ =
H0,12ΨH−101,2H−10,1 modulo hn+1.
Consider n = 1. By the proof of Theorem 2.6, Ψ(1)KZ,s;µ −Ψ(1) is a 2-cocycle in BG,Gσ . By Lemma 1.2
and Corollary 2.4, we have dim H2(BG,Gσ ) = 1. Hence our choice of s, identity (2.7) and Proposition 2.14
imply that Ψ(1)KZ,s;µ −Ψ(1) is a coboundary, so that Ψ(1) −Ψ(1)KZ,s;µ = dcH(T ) for some T ∈ U(Gσ ×G)k.
Letting H(1) = T , we then get ΨKZ,s;µ = H0,12ΨH−101,2H−10,1 modulo h2.
For the induction step, assume we have ΨKZ,s;µ = H0,12ΨH−101,2H−10,1 modulo hn+1 for some n ≥ 1.
Then, again by the proof of Theorem 2.6,
Ψ(n+1)KZ,s;µ − (H0,12ΨH−101,2H−10,1)(n+1)
is a 2-cocycle in BG,Gσ . On the other hand, by Corollary 2.13, for any a ∈ C, we have
Ψ(n+1)KZ,s;µ+hna −Ψ(n+1)KZ,s;µ = −a
pi
4 sech
2
(pis
2
)(
t
m+
12 − tm−12
)
+ btm12
for some b ∈ C, and Ψ(k)KZ,s;µ+hna = Ψ(k)KZ,s;µ for k ≤ n. As tm+12 − tm−12 represents a nontrivial cohomology
class, the value of sech is nonzero for our s, and tm12 is cohomologically trivial, we see that with different
choices of a the above difference can represent arbitrary classes in H2(BG,Gσ ) ∼= C. In particular, we can
find a ∈ C such that
(H0,12ΨH−101,2H−10,1)(n+1) −Ψ(n+1)KZ,s;µ+hna = dcH(T ) (2.12)
for some T ∈ U(Gσ ×G)k. Replacing H by (1 + hn+1T )H and µ(n) by µ(n) + a, we then get ΨKZ,s;µ =
H0,12ΨH−101,2H−10,1 modulo hn+2, proving the induction step.
As at the step n of our induction process we only modify µ(n−1) and H(k) for k ≥ n, in the limit we
get the required µ and H. It remains to prove (i)–(iii).
(iii): Assume s ∈ R and that Ψ is unitary. In this case we slightly modify the above inductive procedure
to make sure that at every step we have unitarity of H and that µ ∈ hRJhK.
Consider n = 1. We found H such that ΨKZ,s;µ = H0,12ΨH−101,2H−10,1 modulo h2. The unitarity
of ΨKZ,s;µ and Ψ implies then that the same identity holds for the unitary H(H∗H)−1/2 instead of H,
cf. the proof of [NT11, Proposition 2.3].
For the induction step, we assume that we have ΨKZ,s;µ = H0,12ΨH−101,2H−10,1 modulo hn+1 for some
n ≥ 1, µ ∈ hRJhK and unitary H. Then we take the unique a ∈ C such that
(H0,12ΨH−101,2H−10,1)(n+1) −Ψ(n+1)KZ,s;µ + a
pi
4 sech
2
(pis
2
)(
t
m+
12 − tm−12
)
is a coboundary. By taking adjoints and using that (tm+)∗ = tm− , we also get that(
(H0,12ΨH−101,2H−10,1)(n+1) −Ψ(n+1)KZ,s;µ
)∗ − a¯pi4 sech2(pis2 )(tm+12 − tm−12 )
is a coboundary. Hence in order to conclude that a ∈ R it suffices to show that if we have two unitaries Ψ1
and Ψ2 in 1 + hU(Gσ ×G2)JhK such that Ψ1 = Ψ2 modulo hn+1, then the element Ψ(n+1)1 −Ψ(n+1)2 is
skew-adjoint. But this is clear from the identity
(Ψ1 −Ψ2)∗ = −Ψ∗1(Ψ1 −Ψ2)Ψ∗2.
Then we take T satisfying (2.12) and replace µ(n) by µ(n) + a and H by
(1 + hn+1T )
(
(1 + hn+1T ∗)(1 + hn+1T )
)−1/2H,
similarly to the step n = 1.
(i), (ii): If ΨKZ,s;µ = H0,12ΨH−101,2H−10,1, then Ψ(1) − Ψ(1)KZ,s = dcH(H(1)). Hence (2.11) is not only
sufficient but also necessary for the existence of H and µ. Therefore s is determined uniquely up to
adding 2ik (k ∈ Z). This also makes (ii) obvious.
Next, assume ΨKZ,s;µ = H0,12ΨKZ,s;µ′H−101,2H−10,1 for some s 6∈ iQ×, µ, µ′ ∈ hCJhK and H ∈ 1+hU(Gσ×
G)kJhK. We have to show that µ = µ′. Assume this is not the case.
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Let n ≥ 1 be the smallest order such that µ(n) 6= µ′(n). By Corollary 2.13 we have ΨKZ,s;µ = ΨKZ,s;µ′
modulo hn+1. We claim that we can modify H so that we still have ΨKZ,s;µ = H0,12ΨKZ,s;µ′H−101,2H−10,1,
but H = 1 modulo hn+1.
We will modify H by induction on k ≤ n to get ΨKZ,s;µ = H0,12ΨKZ,s;µ′H−101,2H−10,1 and H = 1
modulo hk+1. Assume we have these two properties for some k < n. Then
dcH(H(k+1)) = Ψ(k+1)KZ,s;µ′ −Ψ(k+1)KZ,s;µ = 0.
As H1(BG,Gσ) = 0 by Lemma 1.2 and Corollary 2.4, there exists a central element S ∈ U(Gσ) such
that H(k+1) = S01 − S0. Putting H′ = exp(−hk+1(S01 − S0)), we see that ΨKZ,s;µ commutes with H′0,12,
hence we have H′0,12ΨKZ,s;µH′−101,2H′−10,1 = ΨKZ,s;µ. It follows that by replacing H by H′H we get
ΨKZ,s;µ = H0,12ΨKZ,s;µ′H−101,2H−10,1 and H = 1 modulo hk+2. Thus our claim is proved.
It follows now that Ψ(n+1)KZ,s;µ′ − Ψ(n+1)KZ,s;µ = dcH(H(n+1)). Since tm+12 − tm−12 is not a coboundary, this
contradicts Corollary 2.13. Hence µ = µ′. 
Remark 2.17. In view of Corollary A.5, a similar result should in principle be true at the level of the
universal enveloping algebras as well. However, since we only know that ΨKZ,s;µ ∈ U(Gσ ×G)JhK (for
s 6= 0), in the first place one has to show that ΨKZ,s;µ belongs to U(gσ)⊗ U(g)⊗2JhK, at least up to some
twist.
2.6. Classification of ribbon braids. We complement our classification of associators by describing
compatible ribbon twist-braids, both in the Hermitian and non-Hermitian cases.
In the following we always take the universal R-matrix
RKZ = exp(−htu) ∈ U(G2)JhK
for (U(G)JhK,∆,ΦKZ).
Theorem 2.18. If k = uσ < u is a non-Hermitian symmetric pair, then the ribbon σ-braids for the
quasi-coaction (U(Gσ)JhK,∆,ΨKZ) of (U(G)JhK,∆,ΦKZ,RKZ) are the elements
EKZg1 = exp(−h(2tk01 + Ck1))g1,
where g ∈ Z(U).
Proof. The fact that exp(−h(2tk01+Ck1)) is a ribbon σ-braid is essentially proved in [Enr07], see [DCNTY19,
Theorem 3.8]. Hence the elements exp(−h(2tk01 + Ck1))g1 (g ∈ Z(U)) are ribbon σ-braids as well. The
claim that these are the only ribbon σ-braids follows from Theorem 2.8. 
A similar result holds in the Hermitian case, but the proof is more involved.
Theorem 2.19. If k = uσ < u is a Hermitian symmetric pair, s 6∈ iQ× and µ ∈ hCJhK, then the ribbon
σ-braids for the quasi-coaction (U(Gσ)JhK,∆,ΨKZ,s;µ) of (U(G)JhK,∆,ΦKZ,RKZ) are the elements
EKZ,s;µg1 = exp(−h(2tk01 + Ck1)− pii(s+ µ)Z1)g1,
where g ∈ Z(U).
Proof. The fact that the element E = EKZ,s;µ = exp(−h(2tk01 + Ck1)− pii(s+ µ)Z1) is a ribbon σ-braid,
and hence that the elements E(1⊗ g) (g ∈ Z(U)) are ribbon σ-braids as well, follows again from the proof
of [DCNTY19, Theorem 3.8].
Let E ′ be another ribbon σ-braid. The same argument as in the proof of Theorem 2.8 shows that
E ′(0) = 1 ⊗ g for an element g ∈ ZG(Gσ). We now use the same strategy as in the proof of the last
statement of that theorem to get more restrictions on g. Namely, we replace E ′ by E ′(1⊗ g−1) to get a
ribbon σ˜-braid, where σ˜ = (Ad g) ◦ σ, and then twist E ′ and ΨKZ,s;µ further by an element H to get rid
of the terms tu and tm in Ψ(1)KZ,s;µ, see (2.7) and recall that by Corollary 2.13 identity (2.7) is still valid
for ΨKZ,s;µ. Note for a future use that by the proof of Proposition 2.14 we can take H of the form
H = 1 + h(aCu1 + bCk1) (2.13)
for appropriate constants a and b. Thus, our new associator Ψ = H0,12ΨKZ,s;µH−101,2H−10,1 satisfies
Ψ = 1− h2 tanh
(pis
2
)
(tm+12 − tm−12 ) +O(h2). (2.14)
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Looking at the order one terms in (1.5) and applying  to the 0th leg, instead of (2.2) we now get
E ′(1) = −2tk + 1⊗ T + (id⊗Ad g)(tm)− tm
+ tanh
(pis
2
)
(tm+ − tm−) + tanh
(pis
2
)
(id⊗Ad g)(tm+ − tm−),
where T = (⊗ id)(E ′(1)) and we used that tm±21 = tm∓12 . As E ′(1) ∈ U(Gσ ×G), this means that
Ad g − id∓ tanh
(pis
2
)
id∓ tanh
(pis
2
)
Ad g = 0 on m±. (2.15)
Hence Ad g = e±pisid on m±, which implies that g = exp(−piisZ)g′ for some g′ ∈ Z(G) = Z(U).
Without loss of generality we may assume that g′ = e, and then we want to prove that our original E ′
coincides with E . It is more convenient to modify E in the same way as E ′, that is, by replacing it by
HE(1⊗ g−1)(id⊗ σ˜)(H)−1 = exp(−h(2tk01 + Ck1)− piiµZ1),
where we used that H has the form (2.13).
Thus, our new setup is that we have two ribbon σ˜-braids E ′ and E , with σ˜ = (Ad exp(−piisZ)) ◦ σ,
with respect to an associator Ψ satisfying (2.14), E ′(0) = E(0) = 1,
E(1) = −(2tk01 + Ck1 + piiµ(1)Z1), (2.16)
and the goal is to show that E ′ = E .
We will prove by induction on n that E ′(n) = E(n). Consider the case n = 1. Put
p = tanh
(pis
2
)
and t = tm+ − tm− .
By the argument in the proof of Theorem 2.8, we have E ′(1) = E(1) + 1⊗ Y for some Y ∈ zg(k) = CZ.
Put also T = E ′(2) − E(2).
Using (2.14), formula (1.5) for E , modulo h3 and terms depending only on RKZ and Ψ, becomes
(1 + hE(1) + h2E(2))01,2 = (1 + h(pt1,2 − tu1,2))(1 + hE(1) + h2E(2))0,2(id⊗ id⊗ σ˜)(1− h(pt1,2 + tu1,2)),
where we again used that t21 = −t12. We have a similar formula for E ′. Taking the difference and
comparing the coefficients of h2, we obtain
T01,2 = T0,2 + (pt1,2 − tu1,2)Y2 − Y2(id⊗ id⊗ σ˜)(pt1,2 + tu1,2).
Using the identity
(pt− tm)− (id⊗ σ˜)(pt+ tm) = 0, (2.17)
which is an equivalent form of (2.15), we can write this as
T01,2 = T0,2 − 2tk1,2Y2 + [pt1,2 − tm1,2, Y2]. (2.18)
Similarly, formula (1.6) for E , modulo h3 and terms depending only on RKZ and Ψ, becomes
(1 + hE(1) + h2E(2))0,12 =
(
1 + h
(p
2 t1,2 − t
u
1,2
))
(1 + hE(1) + h2E(2))0,2
× (id⊗ id⊗ σ˜)(1− h(pt1,2 + tu1,2))(1 + hE(1) + h2E(2))0,1(id⊗ σ˜ ⊗ σ˜)
(
1 + hp2 t1,2
)
,
and we have a similar identity for E ′. Taking the difference and comparing the coefficients of h2, we
obtain
T0,12 = T0,2 + T0,1 +
(p
2 t1,2 − t
u
1,2
)
(Y1 + Y2)− Y2(id⊗ id⊗ σ˜)(pt1,2 + tu1,2)
− (id⊗ id⊗ σ˜)(pt1,2 + tu1,2)Y1 + (Y1 + Y2)(id⊗ σ˜ ⊗ σ˜)
(p
2 t1,2
)
+ Y2E(1)0,1 + E(1)0,2Y1 + Y1Y2.
Using that σ˜ ⊗ σ˜ is the identity on m± ⊗m∓ and that adY1 = − adY2 on m±, we can write this as
T0,12 = T0,2 + T0,1 + (pt1,2 − tu1,2)(Y1 + Y2)− Y2(id⊗ id⊗ σ˜)(pt1,2 + tu1,2)
− (id⊗ id⊗ σ˜)(pt1,2 + tu1,2)Y1 + Y2E(1)0,1 + E(1)0,2Y1 + Y1Y2,
and then, using again (2.17), we get
T0,12 = T0,2 + T0,1 − 2tk1,2(Y1 + Y2) + [pt1,2 − tm1,2, Y2] + Y2E(1)0,1 + E(1)0,2Y1 + Y1Y2. (2.19)
Subtracting (2.19) from (2.18), we obtain
dcH(T ) = 2tk12Y1 − E(1)01 Y2 − E(1)02 Y1 − Y1Y2.
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By (2.16), this means that
dcH(T ) = (2tk12 + 2tk02 + Ck2 + piiµ(1)Z2)Y1 + (2tk01 + Ck1 + piiµ(1)Z1)Y2 − Y1Y2.
As Y ∈ CZ, we can also write this as
dcH(T ) = (2tk12 + 2tk02 + Ck2)Y1 + (2tk01 + Ck1 + 2piiµ(1)Z1)Y2 − Y1Y2.
On the other hand, a straightforward computation shows that the right hand side of the above identity
is the coboundary of
2tk01Y0 + Ck1Y0 + Ck0Y1 + 2piiµ(1)Z0Y1 − Y0Y1.
As H1(BG,Gσ ) = 0 by Lemma 1.2 and Corollary 2.4, it follows that there exists S in the center of U(Gσ)
such that
T = S01 − S0 + 2tk0,1Y0 + Ck1Y0 + Ck0Y1 + 2piiµ(1)Z0Y1 − Y0Y1.
The only consequence of the above identity that we need is that T ∈ U(Gσ ×Gσ). By looking at (2.18)
we see that this implies
[pt− tm, 1⊗ Y ] = (p− 1)[tm+ , 1⊗ Y ]− (p+ 1)[tm− , 1⊗ Y ] ∈ U(Gσ ×Gσ).
As Y is a scalar multiple of Z, and adZ acts by nonzero operators on m±, this is possible only if Y = 0.
This shows that E ′(1) = E(1).
The induction step is similar. Assuming that E ′(k) = E(k) for k < n for some n ≥ 2, we have
E ′(n) = E(n) + 1 ⊗ Y for an element Y ∈ zg(k) = CZ. Then, with T = E ′(n+1) − E(n+1), comparing
the coefficients of hn+1 in (1.5) we get the same identity (2.18). If we do the same for (1.6), the only
difference from (2.19) is that we do not get the term Y1Y2 at the end. But this has almost no effect on
the rest of the argument, we just have to remove the terms Y1Y2 and Y0Y1 in the subsequent identities.
Thus we get Y = 0. 
Remark 2.20. Theorem 2.19 implies that in the Hermitian case the ribbon twist-braids contain complete
information about the associators. Namely, assume that ΨKZ,s′;µ′ = H0,12ΨKZ,s;µH−101,2H−10,1 for some
H ∈ 1 + hU(Gσ ×G)kJhK. By (1.7) and Theorem 2.19 it follows that
H exp(−h(2tk01 + Ck1)− pii(s+ µ)Z1)(id⊗ σ)(H)−1 = exp(−h(2tk01 + Ck1)− pii(s′ + µ′)Z1)g1
for some g ∈ Z(U). Since (⊗ id)(H) is a k-invariant element of U(G) and σ is an inner automorphism
defined by an element of K, we have σ
(
(⊗ id)(H)) = (⊗ id)(H), and then by applying  to the 0th leg
we get
exp(−hCk − pii(s+ µ)Z) = exp(−hCk − pii(s′ + µ′)Z)g.
This implies that s = s′ + 2ik for some k ∈ Z, and µ = µ′.
3. Interpolated subgroups
In this section we fix an involutive automorphism ν of u such that uν < u is an irreducible Hermitian
symmetric pair. We are going to fix a Cartan subalgebra in uν and then apply the results of the previous
section to particular conjugates of ν and true coactions of a quantization of (U(G),∆). Along the way
we will study a distinguished family of coisotropic subgroups of U that are conjugates of Uν . The main
result is Theorem 3.17, where we in particular relate the induced Poisson structures on the associated
homogeneous spaces to a Poisson pencil for the Kostant–Kirillov–Souriau bracket which appears from the
cyclotomic KZ-equations.
Throughout this section we use the subscript ν for the Lie algebra constructions we had for σ. Thus,
mν = {X ∈ u | ν(X) = −X}, Zν ∈ z(gν).
3.1. Root vectors and Poisson structure. Let us quickly review a standard Poisson–Lie group
structure on U making Uν a Poisson–Lie subgroup (for Hermitian symmetric pairs).
Let t be a Cartan subalgebra of u containing z(uν). Then t is contained in uν , and its complexification h
is a Cartan subalgebra of g.
Recall that a root α is called compact if gα ⊂ gν , and noncompact otherwise. As gν is the centralizer
of z(uν), a root is compact if and only if it vanishes on z(uν).
As in Section 2.3, we fix Zν ∈ z(uν) such that (Zν , Zν)g = −a−2ν . Let us fix an ordered basis in it,
with −iZν being the first element of the basis, and consider the corresponding lexicographic order on the
roots. Then, in this order, any noncompact positive root is bigger than any compact root. Furthermore,
the noncompact positive roots are totally positive in the sense of [HC55], meaning that if γ is a noncompact
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positive root, α1, . . . , αk are compact roots, and m1, . . . ,mk are integers such that γ′ = γ +
∑k
i=1miαi is
a root, then γ′ is positive.
We denote by Φ the set of all roots, and by Φ+ that of positive roots. We further denote by Φ+nc
(resp. Φ−nc) the set of positive (resp. negative) noncompact roots. Let Π = {αi}i∈I be the set of simple
positive roots. Recall that we denote by mν± ⊂ mCν the eigenspaces of adZν corresponding to the
eigenvalues ±i. It is clear from our choice of the ordering that
mν+ =
⊕
α∈Φ+nc
gα, mν− =
⊕
α∈Φ−nc
gα.
Since 2i is not an eigenvalue of adZν , we have [mν+,mν+] = 0. It follows that p = gν + mν+ is a
parabolic subalgebra of g. As gν acts irreducibly on g/p ∼= mν−, this parabolic subalgebra is maximal.
Hence it corresponds to a maximal proper subset of Π. This set must consist of compact roots, and hence
its complement consists of one noncompact root. We denote this unique noncompact simple positive root
by αo. It corresponds to the black vertex in a standard Vogan diagram of ν.
For every root α, let Hα ∈ h be the element dual to the coroot α∨ = 2(α,α)α, so that we have
α(Hβ) = (α, β∨) (α, β ∈ Φ),
where (·, ·) is the scalar product dual to the restriction of (·, ·)g to h. For positive roots α, we choose root
vectors Xα ∈ gα such that the antilinear involution for u satisfies
(Xα, X∗α)g =
2
(α, α) .
Then [Xα, X∗α] = Hα, and we put X−α = X∗α.
Let
Yα =
i
2(Xα +X−α) ∈ u, Zα =
1
2(Xα −X−α) ∈ u (α ∈ Φ
+),
and consider the antisymmetric tensor
r =
∑
α>0
(α, α)(Yα ⊗ Zα − Zα ⊗ Yα) ∈ u⊗2.
Note that we can also write
r = i
∑
α>0
(α, α)
2 (X−α ⊗Xα −Xα ⊗X−α) ∈ g
⊗2. (3.1)
Then ir ± tu (with tu defined by (1.1)) satisfies the classical Yang–Baxter equation, and u becomes a Lie
bialgebra with the cobracket
δr(X) = [r,∆(X)].
Thus, U becomes a Poisson–Lie group with the Sklyanin Poisson bracket
{f1, f2}Sk = m(r(l,l) − r(r,r))(f1 ⊗ f2),
where m is the product map, and for X ∈ u and f ∈ C∞(U) we put
(X(l)f)(g) = d
dt
f(etXg)|t=0, (X(r)f)(g) = d
dt
f(getX)|t=0.
Note that if we as usual view u and U as sitting inside U(G), then we can write the Sklyanin bracket as
{f1, f2}Sk(g) = 〈f1 ⊗ f2, [r, g ⊗ g]〉 (g ∈ U, f1, f2 ∈ O(U)).
The Lie algebra uν is the intersection of u with a parabolic subalgebra of g, namely, uν = u ∩ p. It is
well-known that this implies that Uν is a Poisson–Lie subgroup of U .
3.2. Satake form. We will have to conjugate Uν in order to go beyond the Poisson–Lie subgroups,
making it closer to the coisotropic subgroup associated with symmetric pairs [FL04]. In order to do so, let
us review the Satake form of involutions.
For X ⊂ I, we denote by ΠX the subset {αj | j ∈ X} ⊂ Π. Assume θ is a nontrivial involution on u
such that its extension to g leaves h globally invariant. We write Θ ∈ End(h∗) for the endomorphism
dual to θ|h.
Definition 3.1. We say that θ is in maximally split form, or in Satake form, with respect to (h, b+), or
that (h, b+) is a split pair for θ, if there exists X ⊂ I satisfying the following conditions:
(1) Φ+ ∩Θ(Φ+) = Φ+ ∩ ZΠX ,
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(2) θ = id on gα for all α ∈ Φ+ ∩ ZΠX .
The above set X is then uniquely determined, representing the black vertices in the corresponding
Satake diagram. Then there exist unimodular wα ∈ C such that
θ(Xα) = wαXΘ(α) (α ∈ Φ).
Moreover, there exists a unique Dynkin diagram involution τθ such that
Θ(α) = −wXτθ(α) (α ∈ Φ), (3.2)
with wX the longest element of the Weyl group associated to X. This involution leaves the set X globally
invariant. See [KW92] and [Kol14, Appendix A] for details.
Put
Ins = {i ∈ I \X | τθ(i) = i and (αi, αj) = 0 for all j ∈ X},
which corresponds to the τθ-stable white vertices not connected to any black vertices in the Satake
diagram. We then put
IS = {i ∈ Ins | (α∨j , αi) ∈ 2Z for all j ∈ Ins}.
We also put
IC = {i ∈ I \X | τθ(i) 6= i and (αi,Θ(αi)) = 0}.
It can be shown that this is the set of white vertices not fixed by τθ such that, if α¯i is the corresponding
restricted root, then 2α¯i is not a restricted root, see [Ara62; Hel01, p. 530].
We will use the following definition from [DCNTY19].
Definition 3.2. We say that a Hermitian symmetric pair uθ < u is
• of S-type, if IS 6= ∅,
• of C-type, if there exists i ∈ I \ (X ∪ IC) such that τθ(i) 6= i.
See [DCNTY19, Appendix C] for a concrete classification of the Hermitian symmetric pairs into these
types. Recall that the restricted root system is always of type C or BC in the Hermitian case [Moo64,
Theorem 2]. By a case-by-case analysis (see, e.g., [OV90, Reference Chapter, table 9; Hel01, Chapter X,
Table VI; Kna02, Appendix C]), one sees that we are in the S-type case exactly when the restricted root
system is of type C, while we are in the C-type case when the restricted root system is of type BC.
Moreover, by [DCNTY19, Lemma C.2], in the C-type case there exists exactly one τθ-orbit of the form
{o 6= o′ = τθ(o)} in I \ (X ∪ IC). We call the roots αo and αo′ distinguished. By the same lemma, in the
S-type case the set IS consists of one root αo, which we again call distinguished. Note that we use the
same label o for one of the distinguished roots as for a noncompact root in Section 3.1. This will be
justified in Proposition 3.5.
We now recall the construction of a cascade of orthogonal roots in the setting of Section 3.1. Let γ1 be
the largest in our lexicographic order (hence necessarily noncompact) root of g(0) = g, and let g(1) be the
centralizer of Hγ1 . If g(1) 6⊂ gν , then let γ2 be the largest root such that Xγ2 ∈ g(1), and let g(2) be the
centralizer of {Hγ1 , Hγ2}. Continuing this until we have g(s) ⊂ gν , we obtain a strictly decreasing sequence
of Lie subalgebras (g(i))si=1 and noncompact positive roots γ1, . . . , γs. Furthermore, these roots form a
maximal family of mutually orthogonal noncompact roots, and they are mutually strongly orthogonal,
i.e., γi ± γj is never a root, see [Kna02, Lemma 7.143].
Let h+ ⊂ h consist of all H ∈ h with γi(H) = 0 for all i. Let h− be the complex linear span of
{Hγi | i = 1, . . . , s}. Then clearly h = h+⊕h−, and hence for the dual spaces we have h∗ = (h+)∗⊕ (h−)∗.
Using this decomposition we will often think of the γi as elements of (h−)∗.
On the other hand, let h˜− be the complex linear span of {Xγi − X−γi | i = 1, . . . , s}. Then also
h+ ⊕ h˜− is a Cartan subalgebra of g. This is a version of Harish-Chandra’s construction of maximally
split Cartan subalgebras.
To relate the two Cartan subalgebras, we consider the (partial, unitary) Cayley transform Ad g1, where
g1 = exp
(pii
4
s∑
i=1
(X−γi +Xγi)
)
∈ U,
cf. [Kna02, Section VI.7]. Then (Ad g1)(iHγi) = Xγi −X−γi (see Lemma 3.9 below), so (Ad g1)(h−) = h˜−,
while Ad g1 acts as the identity on h+. We then have the following concrete presentation of maximally
split involutions.
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Proposition 3.3. The involution θ = (Ad g1)−1 ◦ ν ◦ (Ad g1) is in maximally split form with respect to
(h, b+), with the associated set X = {i ∈ I | Hαi ∈ h+}.
In order to prove this, we will need some detailed information on the restricted roots. We will follow
closely the treatment of Harish-Chandra in [HC56].
For λ, µ ∈ h∗, let us write λ ∼ µ when they restrict to the same functional on h−. For each i, let Ci
denote the set of compact positive roots α such that α ∼ 12γi. Similarly, let Pi be the set of noncompact
positive roots γ such that γ ∼ 12γi.
Next, for i < j, let Cij denote the set of compact positive roots α such that α ∼ 12 (γi − γj). Let Pij
denote the set of noncompact positive roots γ such that γ ∼ 12 (γi + γj).
Finally, let P0 = {γ1, . . . , γs}, and C0 denote the set of positive roots α such that α ∼ 0, that is,
Hα ∈ h+ , or equivalently, α is orthogonal to γ1, . . . , γs. The set C0 consists of compact roots, as
{γ1, . . . , γs} is a maximal family of mutually orthogonal noncompact positive roots.
Proposition 3.4. The set Φ+ is partitioned by the subsets P0, C0, (Pi)si=1, (Ci)si=1, (Pij)1≤i<j≤s, and
(Cij)1≤i<j≤s. Moreover,
(i) if α ∈ C0, then α is strongly orthogonal to γi for all i;
(ii) for every 1 ≤ i ≤ s, the map α 7→ γi − α is a bijection from Ci onto Pi;
(iii) for all 1 ≤ i < j ≤ s, the maps α 7→ γi − α and α 7→ γj + α are bijections from Cij onto Pij.
The proof is practically identical to that of [HC56, Lemma 16], we therefore omit the details.
Proof of Proposition 3.3. First of all observe that by construction θ = id on h+ and θ = −id on h−. This
already implies that
Φ+ ∩ ZΠX ⊂ {α > 0 | Θ(α) = α} ⊂ Φ+ ∩Θ(Φ+).
Next, by Proposition 3.4, every positive root restricts to 0, γi, 12γi or
1
2 (γi ± γj) for some i, j with
i < j. From this we see that the intersection of the restrictions of Φ+ and Θ(Φ+) is at most {0}. In
particular, if α ∈ Φ+ ∩Θ(Φ+), then α restricts to 0. Decompose such an α into a combination of the
simple roots and restrict to h−. Since no nontrivial sum with nonnegative integral coefficients of the
vectors γi, 12γi and
1
2 (γi ± γj) (i < j) is zero, it follows that α decomposes into a combination of the
simple roots that restrict to 0, that is, α ∈ Φ+ ∩ ZΠX . This proves property (1) in Definition 3.1.
To establish property (2), take α ∈ Φ+ ∩ ZΠX , that is, α is a positive root restricting to 0. This root
must be compact, since {γ1, . . . , γs} is a maximal family of mutually orthogonal noncompact roots, and
it is strongly orthogonal to γi by Proposition 3.4 (i). Therefore gα ⊂ gν and gα centralizers X−γi +Xγi .
Hence θ acts trivially on gα. 
Refining the observation after Definition 3.2, we have the following.
Proposition 3.5. With the above notation, the roots γ1, . . . , γs are all of the same length. The restriction
map α 7→ α|h− defines a bijection between the τθ-orbits in Π \ΠX and a basis of the restricted root system.
This basis and the distinguished roots are concretely described as follows.
• S-type: The restricted root system is of type Cs, consisting of {± 12 (γi ± γj)}i<j ∪ {±γi}i, with the
basis { 12 (γi− γi+1)}s−1i=1 ∪{γs}. The unique noncompact root αo ∈ Π is distinguished, and it coincides
with γs.
• C-type: The restricted root system is of type BCs, consisting of {± 12 (γi±γj)}i<j ∪{±γi}i∪{± 12γi}i,
with the basis { 12 (γi − γi+1)}s−1i=1 ∪ {12γs}. The unique noncompact root αo ∈ Π is distinguished, and
its restriction to h− is 12γs. The second distinguished root is the only other simple root αo′ that
restricts to 12γs.
Proof. Observe that since α− wXα ∈ ZΠX for any root α, we have Θ(α) + τθ(α) ∈ ZΠX by (3.2). It is
well-known and not difficult to see that this implies that the restriction map α 7→ α|h− defines a bijection
between the τθ-orbits in Π \ΠX and a basis of the restricted root system.
Next, by a case-by-case analysis (see, e.g., [Kna02, Appendix C] again), we know that the restricted
root system is of type Cs in the S-type case and of type BCs in the C-type case. By counting the number
of roots and Proposition 3.4 it follows that the restricted root system is {± 12 (γi ± γj)}i<j ∪ {±γi}i
(S-type) or {± 12 (γi ± γj)}i<j ∪ {±γi}i ∪ {± 12γi}i (C-type). Now, on the one hand, the restriction of
Π \ΠX gives a basis of the restricted root system. On the other hand, the nonzero restrictions of the
positive roots is the set { 12 (γi ± γj)}i<j ∪ {γi}i (S-type) or { 12 (γi ± γj)}i<j ∪ {γi}i ∪ {12γi}i (C-type).
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From this we may conclude that the basis we get by restriction must be { 12 (γi− γi+1)}s−1i=1 ∪{γs} (S-type)
or { 12 (γi − γi+1)}s−1i=1 ∪ { 12γs} (C-type). Since this is a basis of root systems of type Cs or BCs, it follows
that the roots γ1, . . . , γs are of the same length.
It remains to identify the distinguished roots. Consider the unique noncompact root αo ∈ Π. Its image
in the restricted root system must be either γs (S-type) or 12γs (C-type). Indeed, a noncompact positive
root can only restrict to γi, 12γi or
1
2 (γi + γj) (i < j) by Proposition 3.4, and the claim follows by taking
the intersection with the image of the simple positive roots.
Consider the C-type case. By the remark after the definition of IC , in this case the distinguished roots
have the property that if β is their common restriction, then 2β is still a restricted root. Since β must
be an element of the basis { 12 (γi − γi+1)}s−1i=1 ∪ { 12γs} of the restricted root system, we have β = 12γs.
We already know that αo restricts to 12γs, so αo is one of the distinguished roots, and then the other
is τθ(αo).
Consider now the S-type case. Again, we already know that the restriction of αo is γs. By Proposi-
tion 3.4, the only positive root restricting to γs is γs itself. Hence αo = γs and τθ(γs) = γs. It remains
to check that αo is the unique element of IS . The equality τθ(γs) = γs means that γs is not connected
by an arrow to any other vertex in the Satake diagram. It also needs to be separated from the black
vertices, as γs is orthogonal to ΠX . Looking at the Satake diagrams, this is already enough to conclude
that γs is the distinguished vertex, except for the CI case us ⊂ sps. But in this remaining case we have
h+ = 0, and the restricted roots are the same as the entire roots. Thus, γs represents the unique long
simple positive root, which is indeed the distinguished root. 
Corollary 3.6. In the S-type case we have
Zν =
i
2
s∑
j=1
Hγj ,
as well as aν = 2/
√
s for us ⊂ sps and aν =
√
2/s in all other cases.
Proof. Since in the S-type case the compact positive roots restrict to 0 or 12 (γi − γj) (i < j), such roots
vanish on
∑s
j=1Hγj . Therefore
∑s
j=1Hγj ∈ z(gν). As we must have γj(Zν) = i for any j, we get the
formula for Zν in the formulation.
A case-by-case verification shows that γs = αo is a short root in all cases except for us ⊂ sps, while
in the last case it is a long root of length 2. Since the roots γ1, . . . , γs are all of the same length and
(Zν , Zν)g = −a−2ν , we then get the formula for aν . 
3.3. A family of coisotropic subgroups. Now we are ready to introduce a one-parameter family of
involutive automorphisms interpolating between ν and θ = (Ad g1)−1 ◦ν ◦(Ad g1), which define coisotropic
subgroups of U .
For φ ∈ R, let
gφ = exp
(piiφ
4
s∑
i=1
(X−γi +Xγi)
)
, θφ = (Ad gφ) ◦ θ ◦ (Ad gφ)−1,
so that θ0 = θ and θ1 = ν.
Definition 3.7. We will write Kφ for Uθφ = gφ−1Uνg1−φ, and denote its Lie algebra by kφ.
Our first goal is to understand how the r-matrix (3.1) transforms under gφ.
Proposition 3.8. For all φ ∈ R, we have
(Ad gφ)⊗2(r)− cos
(piφ
2
)
r ∈ uν ⊗ u + u⊗ uν .
For the proof we need to introduce a more convenient basis for computations. We will write
eα = −iXα
to adapt to the conventions of [Bou07,Tit66]. Note that then
e∗α = −e−α and [eα, e−α] = −Hα.
Let us write [eα, eβ ] = Nα,βeα+β when α, β, and α+ β are roots. We then have N¯α,β = N−α,−β and
Nα,βN−α,α+β = −p(q + 1), |Nα,β | = q + 1, (3.3)
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where p, resp. q, is the largest integer such that β + pα, resp. β − qα, is a root [Bou07, Section VIII.2.4].
(In fact, if we were more careful in choosing root vectors, we could arrange Nα,β to be real, with the sign
of Nα,β described in [Tit66].)
Recall from Proposition 3.4 that Φ+ is partitioned by the subsets P0, C0, (Pi)si=1, (Ci)si=1, (Pij)1≤i<j≤s,
and (Cij)1≤i<j≤s. We will consider these subsets one by one.
We start with P0. For each i, put
xi = eγi + e−γi and yi = eγi − e−γi .
Lemma 3.9. The map Ad gφ acts as follows:
xi 7→ xi, yi 7→ cos
(piφ
2
)
yi − sin
(piφ
2
)
Hγi , Hγi 7→ sin
(piφ
2
)
yi + cos
(piφ
2
)
Hγi .
Proof. Since γi is strongly orthogonal to γj for j 6= i, we have[ s∑
j=1
(e−γj + eγj ), xi
]
= 0,
[ s∑
j=1
(e−γj + eγj ), yi
]
= 2Hγi ,
[ s∑
j=1
(e−γj + eγj ), Hγi
]
= −2yi.
Since
gφ = exp
(
− piφ4
s∑
j=1
(e−γj + eγj )
)
, exp
(
0 −λ
λ 0
)
=
(
cosλ − sinλ
sinλ cosλ
)
, (3.4)
we get the result. 
As Ad gφ acts trivially on the orthogonal complement of {Hγ1 , . . . ,Hγs} in h, this lemma already
describes the action of Ad gφ on the Cartan subalgebra.
Lemma 3.10. If α ∈ C0, then Ad gφ acts trivially on e±α and Hα.
Proof. This follows from Proposition 3.4 (i). 
Next, on the root vectors of Pi and Ci we have the following description of Ad gφ.
Lemma 3.11. Assume 1 ≤ i ≤ s, and γ ∈ Pi and α ∈ Ci are such that γ + α = γi. Then Ad gφ acts as
follows:
eγ 7→ cos
(piφ
4
)
eγ − N¯γi,−γ sin
(piφ
4
)
e−α, e−α 7→ Nγi,−γ sin
(piφ
4
)
eγ + cos
(piφ
4
)
e−α,
and we have |Nγi,−γ | = 1.
Note that we also get formulas for the action on e−γ and eα by taking adjoints.
Proof. From Proposition 3.4 we see that γ + γi, γ − 2γi and γ ± γj for j 6= i are not roots. Hence[ s∑
j=1
(e−γj + eγj ), eγ
]
= [e−γi , eγ ] = N−γi,γe−α = N¯γi,−γe−α,
and N−γi,γNγi,−α = −1 and |N−γi,γ | = 1 by (3.3). Similarly, γi + α and α± γj for j 6= i are not roots,
hence [ s∑
j=1
(e−γj + eγj ), N¯γi,−γe−α
]
= [eγi , N¯γi,−γe−α] = −eγ .
The lemma follows by again using (3.4). 
Consider now γ ∈ Pij , and put α = γ − γj ∈ Cij . By Proposition 3.4 (iii) we also have roots γ′ ∈ Pij
and α′ ∈ Cij such that
γi − α = γ′ = γj + α′.
Put ε(γ) = N−γi,γN−γj ,γ′ , ε(α) = N−γi,αNγj ,α′ , and take the elements
xγ = eγ − ε(γ)e−γ′ , yγ = eγ + ε(γ)e−γ′ , xα = eα − ε(α)e−α′ , yα = eα + ε(α)e−α′ .
Lemma 3.12. If γ ∈ Pij and α ∈ Cij are such that γ − α = γj, then the map Ad gφ acts as follows:
xγ 7→ xγ , xα 7→ xα, yγ 7→ cos
(piφ
2
)
yγ − N¯γj ,−γ sin
(piφ
2
)
yα, yα 7→ Nγj ,−γ sin
(piφ
2
)
yγ + cos
(piφ
2
)
yα,
and we have |ε(γ)| = |ε(α)| = |Nγj ,−γ | = 1.
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Proof. First of all observe that
γi − γ = α′, γi − γ′ = α, γj − γ = −α, γj − γ′ = −α′. (3.5)
From Proposition 3.4 we see that −γi − γ and 2γi − γ are not roots, hence |Nγi,−γ | = 1 by the second
identity in (3.3). For similar reasons the numbers Nγi,−γ′ , Nγj ,−γ and Nγj ,−γ′ are of modulus one, and
by the first identity in (3.3) we have
Nγi,−γN−γi,α′ = Nγi,−γ′N−γi,α = Nγj ,−γN−γj ,−α = Nγj ,−γ′N−γj ,−α′ = −1. (3.6)
We claim that also the following identity holds:
N−γj ,−α′N−γi,γ = N−γi,αN−γj ,γ . (3.7)
Indeed, the expressions on both sides are precisely the coefficients of e−γ′ in [e−γj , [e−γi , eγ ]] and
[e−γi , [e−γj , eγ ]]. By the Jacobi identity,
[e−γj , [e−γi , eγ ]]− [e−γi , [e−γj , eγ ]] = [eγ , [e−γi , e−γj ]].
But we have [e−γi , e−γj ] = 0 by strong orthogonality. Thus our claim is proved.
Now, a simple computation using (3.5)–(3.7) gives[ s∑
k=1
(e−γk + eγk), xγ
]
=
[ s∑
k=1
(e−γk + eγk), xα
]
= 0,
[ s∑
k=1
(e−γk + eγk), yγ
]
= 2N¯γj ,−γyα,
[ s∑
k=1
(e−γk + eγk), N¯γj ,−γyα
]
= −2yγ .
The lemma follows again from (3.4). 
Proof of Proposition 3.8. We have
r = −i
∑
α>0
(α, α)
2 (e−α ⊗ eα − eα ⊗ e−α).
We will use the partition of Φ+ into the subsets P0, C0, (Pi)si=1, (Ci)si=1, (Pij)1≤i<j≤s, (Cij)1≤i<j≤s, and
check how the corresponding components of r transform under (Ad gφ)⊗2.
We start with γ = γi ∈ P0. Up to the factor −
√−1 (γi,γi)4 , the corresponding component of r is
xi ⊗ yi − yi ⊗ xi. By Lemma 3.9, its image under (Ad gφ)⊗2, modulo gν ⊗ g + g⊗ gν , is
cos
(piφ
2
)
(xi ⊗ yi − yi ⊗ xi),
as needed.
Next, by Lemma 3.10, if α ∈ C0, then the corresponding components of (Ad gφ)⊗2(r) and r are already
in gν ⊗ gν .
Consider 1 ≤ i ≤ s, and take roots γ ∈ Pi and α ∈ Ci related by γ = γi − α. Since γ = −sγiα, these
roots have the same length. Therefore, up to a factor, the component of r corresponding to γ and α is
e−γ ⊗ eγ − eγ ⊗ e−γ + e−α ⊗ eα − eα ⊗ e−α.
By Lemma 3.11, its image under (Ad gφ)⊗2, modulo gν ⊗ g + g⊗ gν , is(
cos2
(piφ
4
)
− sin2
(piφ
4
))
(e−γ ⊗ eγ − eγ ⊗ e−γ) = cos
(piφ
2
)
(e−γ ⊗ eγ − eγ ⊗ e−γ).
This is equal (up to the same factor as before) to the contribution of γ and α to cos(piφ2 )r modulo
gν ⊗ g + g⊗ gν .
Consider now γ ∈ Pij . Let γ′ = γi + γj − γ. Using (3.6), we get from (3.7) that N−γi,γN−γj ,γ′ =
N−γi,γ′N−γj ,γ , that is, ε(γ) = ε(γ′). We then have
xγ ⊗ yγ′ − yγ′ ⊗ xγ + xγ′ ⊗ yγ − yγ ⊗ xγ′ = 2ε(γ)(eγ ⊗ e−γ − e−γ ⊗ eγ + eγ′ ⊗ e−γ′ − e−γ′ ⊗ eγ′).
The roots γ and γ′ are of the same length, since γ′ = −sγisγjγ. Therefore, up to a factor, the component
of r corresponding to γ and γ′ is
xγ ⊗ yγ′ − yγ′ ⊗ xγ + xγ′ ⊗ yγ − yγ ⊗ xγ′ .
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Note that it is possible that γ = γ′, but this only changes the overall factor. By Lemma 3.12, the image
of the above expression under (Ad gφ)⊗2, modulo gν ⊗ g + g⊗ gν , is
cos
(piφ
2
)
(xγ ⊗ yγ′ − yγ′ ⊗ xγ + xγ′ ⊗ yγ − yγ ⊗ xγ′),
as we need.
Finally, take α ∈ Cij . Let α′ = γi − γj − α. Then, similarly to the previous case, the contribution of α
and α′ to r is, up to a factor,
xα ⊗ yα′ − yα′ ⊗ xα + xα′ ⊗ yα − yα ⊗ xα′ .
By Lemma 3.12, this expression transforms under (Ad gφ)⊗2 into an element of gν ⊗ g + g⊗ gν . 
Corollary 3.13. For every φ ∈ R, the subgroup Kφ of Definition 3.7 is a coisotropic subgroup of (U, r),
that is,
δr(kφ) ⊂ kφ ⊗ u + u⊗ kφ.
It is a Poisson–Lie subgroup if and only if φ is an odd integer.
Proof. By definition we have kφ = (Ad gφ−1)(uν). Since Uν is a Poisson–Lie subgroup of (U, r), Kφ is a
Poisson–Lie subgroup of (U, (Ad gφ−1)⊗2(r)). As
r − cos
(pi(1− φ)
2
)
(Ad gφ−1)⊗2(r) ∈ kφ ⊗ u + u⊗ kφ,
this shows that Kφ is coisotropic in (U, r).
Assume now that Kφ is a Poisson–Lie subgroup of (U, r) for some φ. Since Kφ has the same rank as U ,
it follows that kφ must contain the Cartan subalgebra t (see, e.g., [Sto03, Proposition 2.1]). Therefore
θφ = (Ad gφ−1) ◦ ν ◦ (Ad gφ−1)−1 acts trivially on h. From Lemma 3.9 we see that this is the case if and
only if sin(pi(1−φ)2 ) = 0, that is, φ is an odd integer.
Assume that indeed φ = 2n+ 1 for some n ∈ Z. In the S-type case, when the sets Pi and Ci are empty
for 1 ≤ i ≤ s, we see from Lemmas 3.10 and 3.12 that kCφ = gν , so Kφ = Uν is a Poisson-Lie subgroup.
Consider the C-type case. If n is even, so that cos(pi(φ−1)2 ) = ±1, we see from Lemmas 3.10–3.12 that
kCφ = gν , so Kφ = Uν is again a Poisson–Lie subgroup.
Assume now that n is odd. Then sin(pi(φ−1)4 ) = ±1, and we see from Lemmas 3.10–3.12 that kCφ is
spanned by h, X±α (α ∈ C0), X±γ (γ ∈ Pi, 1 ≤ i ≤ s) and X±α (α ∈ Cij). Moreover, by Proposition 3.5,
the nondistinguished simple roots in Π \ΠX lie in the sets Ci,i+1, while the distinguished roots satisfy
αo ∈ Ps and αo′ ∈ Cs. We conclude that we have X±α ∈ kCφ for the nondistinguished simple roots α,
X±αo ∈ kCφ and X±αo′ 6∈ kCφ. It follows that if q ⊂ g is the parabolic subalgebra defined by the subset
Π \ {αo′} of simple roots, then q ∩ u ⊂ kφ. We have a Dynkin diagram involution τθ mapping Π \ {αo′}
onto Π \ {αo}. Then the corresponding automorphism of g maps q onto p = gν + mν+. Since uν = p ∩ u
is a maximal proper Lie subalgebra of u, it follows that q ∩ u is a maximal proper Lie subalgebra of u.
Hence q ∩ u = kφ, and therefore Kφ is a Poisson–Lie subgroup of (U, r). 
Remark 3.14. We see from the above argument, or directly from Lemmas 3.9–3.12, that (Ad gφ)(uν) = uν
if and only if φ ∈ 2Z in the S-type case and φ ∈ 4Z in the C-type case.
We finish this subsection by exhibiting generators of kCφ.
Proposition 3.15. If φ ∈ R \ (1 + 2Z), then the Lie algebra kCφ is generated by the following elements:
H ∈ hθ, X±α for α ∈ ΠX , Xα + θ(Xα) for the nondistinguished roots α ∈ Π \ ΠX , plus the following
elements:
• S-type: Xαo + θ(Xαo)− soHαo , where so = i tan(piφ2 );
• C-type: Xαo + coθ(Xαo) and Xαo′ + c−1o θ(Xαo′ ), where co = − cot(pi4 (φ− 1)).
Proof. We denote by gφ the Lie algebra generated by the elements in the formulation. For φ = 0,
the generators of g0 are the adjoints of the generators of gθ from [Kol14, Lemma 2.8]. Since gθ is
∗-invariant, we therefore get g0 = gθ, that is, the proposition is true for φ = 0. In order to prove it for all
φ ∈ R \ {1 + 2Z} it suffices to show that gφ = (Ad gφ)(g0).
We will check how Ad gφ acts on the generators of g0. By definition, Ad gφ is the identity map on
hθ = h+. By Lemma 3.10 it is also the identity map on X±α for α ∈ ΠX ⊂ C0.
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Next, consider a nondistinguished root α ∈ Π \ ΠX . Then α ∈ Ci,i+1 for some 1 ≤ i ≤ s − 1. As
θ = (Ad g−1) ◦ ν ◦ (Ad g1), from Lemma 3.12 we see that θ(xα) = xα and θ(yα) = −yα. It follows that
θ(eα) = −ε(α)e−α′ , and therefore
Xα + θ(Xα) = ieα + iθ(eα) = ixα.
By Lemma 3.12, Ad gφ acts trivially on this element.
It remains to understand what happens with the generators corresponding to the distinguished roots.
Consider the S-type case. Then the distinguished root is αo = γs. By Lemma 3.9 we have θ(xs) = −xs
and θ(ys) = ys, hence θ(eγs) = −e−γs . Therefore
Xαo + θ(Xαo) = iys.
By Lemma 3.9 we then get
(Ad gφ)(Xαo + θ(Xαo)) = cos
(piφ
2
)
(Xαo + θ(Xαo))− i sin
(piφ
2
)
Hγs ,
which is exactly the remaining generator of gφ multiplied by cos(piφ2 ).
Consider now the C-type case. In this case the distinguished roots are αo ∈ Ps and αo′ ∈ Cs. Generally,
if γ ∈ Ps and α ∈ Cs are such that γ + α = γs, then by Lemma 3.11 we have θ(eγ) = −N¯γs,−γe−α.
Applying the same lemma again we get
(Ad gφ)(Xγ + θ(Xγ)) =
(
cos
(piφ
4
)
− sin
(piφ
4
))
Xγ +
(
cos
(piφ
4
)
+ sin
(piφ
4
))
θ(Xγ).
For γ = αo the right hand side is, up to the factor cos(piφ4 )− sin(piφ4 ) = −
√
2 sin(pi(φ−1)4 ), the generator
of gφ corresponding to αo. We similarly get
(Ad gφ)(Xα + θ(Xα)) =
√
2 cos
(pi(φ− 1)
4
)
Xα −
√
2 sin
(pi(φ− 1)
4
)
θ(Xα),
so again we see that for α = αo′ the right hand side is, up to a factor, the corresponding generator of gφ.
Thus the identity gφ = (Ad gφ)(g0) is proved. 
Definition 3.16. Denote by Gφ the subgroup Gθφ = (Ad gφ−1)(Gν) of G.
3.4. Coactions of quantized multiplier algebras. Let us relate the computation of the previous
subsection to the associators from Section 2.3.
Given a reductive algebraic subgroup H (which will be Gφ) of G, consider a coaction (U(H)JhK, α) of a
multiplier Hopf algebra (U(G)JhK,∆h). By Lemma 1.1, if ∆h and α both equal ∆ modulo h, they can be
twisted to ∆. We will assume that this can be done by elements satisfying extra properties. Specifically,
assume there exist F ∈ U(G×G)JhK and G ∈ U(H ×G)JhK such that
G(0) = 1, (id⊗ )(G) = 1, α = G∆(·)G−1, (3.8)
F (0) = 1, (⊗ id)(F) = (id⊗ )(F) = 1, ∆h = F∆(·)F−1, (3.9)
F = 1 + hir2 +O(h
2), (3.10)
(id⊗∆)(F−1)(1⊗F−1)(F ⊗ 1)(∆⊗ id)(F) = ΦKZ. (3.11)
We remind that ΦKZ = Φ(~tu12, ~tu23) ∈ U(g)⊗3JhK is Drinfeld’s KZ-associator for G. Then by twisting by
(F−1,G−1) we get a quasi-coaction (U(H)JhK,∆,Ψ) of (U(G)JhK,∆,ΦKZ) and we can try to apply the
results of Section 2.
Theorem 3.17. Let uν < u be a Hermitian symmetric pair, and let Gφ be as in Definition 3.16 for
some φ ∈ R \ (1 + 2Z). Assume we are given a coaction α : U(Gφ)JhK→ U(Gφ ×G)JhK of a multiplier
Hopf algebra (U(G)JhK,∆h). Assume also that there exist F ∈ U(G × G)JhK and G ∈ U(Gφ × G)JhK
satisfying conditions (3.8)–(3.11). Then there exist unique sφ ∈ R and µ ∈ hCJhK such that the coaction is
obtained by twisting the quasi-coaction (U(Gφ)JhK,∆,ΨKZ,sφ;µ) of (U(G)JhK,∆,ΦKZ). The parameter sφ
is determined by
sin
(piφ
2
)
= tanh
(pisφ
2
)
. (3.12)
If, in addition, F and G are chosen to be unitary, then µ ∈ hRJhK.
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Here ΨKZ,sφ;µ is defined for the Hermitian symmetric pair kφ < u as in Section 2.3, using the element
Zφ = (Ad gφ−1)(Zν) of z(kφ). We will give examples of coactions satisfying the assumptions of the theorem
in Section 4.
We will need the following lemma for the uniqueness part.
Lemma 3.18 (cf. [Dri90, Proposition 3.2]). Assume we are given a homomorphism ∆h : U(G)JhK →
U(G×G)JhK and two elements F ,F ′ ∈ U(G×G)JhK satisfying (3.9) and the identity
(id⊗∆)(F−1)(1⊗F−1)(F ⊗ 1)(∆⊗ id)(F) = (id⊗∆)(F ′−1)(1⊗F ′−1)(F ′ ⊗ 1)(∆⊗ id)(F ′), (3.13)
defining a G-invariant element of U(G3)JhK. Then there exists a unique central element u ∈ U(G)JhK
such that u = 1 modulo h and
F ′ = F(u⊗ u)∆(u)−1.
If, in addition, F and F ′ are unitary, then u is also unitary.
Proof. To be able to use an inductive construction for u, it suffices to show that if F = F ′ modulo hn+1,
then there exists a central element T ∈ U(G) such that
F ′(n+1) = F (n+1) + T ⊗ 1 + 1⊗ T −∆(T ).
By considering the order n+ 1 terms in (3.13) we get that the element S = F ′(n+1) −F (n+1) satisfies
(id⊗∆)(S) + 1⊗ S − S ⊗ 1− (∆⊗ id)(S) = 0.
This means that S is a 2-cocycle in the complex B˜G = B˜G,e from Section 2.1. Furthermore, F−1F ′
commutes with the image of ∆, hence S also commutes with the image of ∆. Therefore S is a 2-cocycle
in the complex BG = B˜GG . By Proposition 2.1, the cohomology of B˜G is
∧
g, and then the cohomology of
BG is (
∧
g)g. In particular, H2(BG) = 0, which implies the existence of T .
Assume now that we have two central elements u and u′ with the required properties. Consider the
central element v = u′u−1 ∈ U(G). Then v = 1 modulo h and ∆(v) = v ⊗ v. Assume v 6= 1 and take
the smallest n ≥ 1 such that v(n) 6= 0. Then ∆(v(n)) = v(n) ⊗ 1 + 1⊗ v(n), hence v(n) ∈ g. But as v is
central, we must have v(n) ∈ z(g) = 0, which is a contradiction.
Finally, if F and F ′ are unitary, then (u−1)∗ has the defining properties of u, hence (u−1)∗ = u. 
Proof of Theorem 3.17. Taking sφ ∈ R defined by (3.12), let us first prove the existence of µ. By twisting
the coaction α by (F−1,G−1) we obtain a quasi-coaction (U(Gφ)JhK,∆,Ψ) of (U(G)JhK,∆,ΦKZ), where
Ψ = (id⊗∆)(G−1)(1⊗F−1)(α⊗ id)(G)(G ⊗ 1) = (id⊗∆)(G−1)(1⊗F−1)(G ⊗ 1)(∆⊗ id)(G),
and hence
Ψ(1) = − ir122 + dcH(G
(1)). (3.14)
Let us use the subscript φ for the constructions we had in Section 2 applied to the pair kφ < u. By
Theorem 2.16, in order to prove the existence of µ, it suffices to compute 〈Ωφ,Ψ(1)〉.
Since Ωφ is a cycle in the chain complex B˜′G,Gφ , the term dcH(G(1)) in (3.14) does not contribute to
the pairing. By Proposition 3.8, we have
r − cos
(pi
2 (1− φ)
)
(Ad gφ−1)⊗2(r) ∈ gφ ⊗ g + g⊗ gφ.
We also have ir = tmν+ − tmν− modulo gν ⊗ gν , hence (Ad gφ−1)⊗2(ir) = tmφ+ − tmφ− modulo gφ ⊗ gφ.
Therefore
ir − sin
(piφ
2
)
(tmφ+ − tmφ−) ∈ gφ ⊗ g + g⊗ gφ.
As gφ centralizes Zφ, any cochain in 1⊗ gφ ⊗ g + 1⊗ g⊗ gφ pairs trivially with Ωφ. Hence
〈Ωφ,Ψ(1)〉 = −12 sin
(piφ
2
)
〈Ωφ, tmφ+12 − tmφ−12 〉.
By Theorem 2.16 and identity (2.11), it follows that (U(Gφ)JhK,∆,Ψ) is obtained by twisting the quasi-
coaction (U(Gφ)JhK,∆,ΨKZ,sφ;µ) for some µ ∈ hCJhK, and if, in addition, F and G are unitary, we can
choose µ ∈ hRJhK.
Assume now that the coaction α : U(Gφ)JhK→ U(Gφ×G)JhK is obtained by twisting the quasi-coaction
(U(Gφ)JhK,∆,ΨKZ,s′;µ′) of (U(G)JhK,∆,ΦKZ) for some other s′ ∈ R and µ′ ∈ hCJhK. Let (F ′,G′) be
a pair defining this twisting. By Lemma 3.18, we have F ′ = F(u ⊗ u)∆(u)−1 for a central element
u ∈ U(G)JhK such that u = 1 modulo h. But then the pairs (F ′,G′) and (F , (1 ⊗ u−1)G′) define the
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same twistings. In other words, without loss of generality we may assume that F ′ = F . Then the quasi-
coaction (U(Gφ)JhK,∆,ΨKZ,s′;µ′) is obtained from (U(Gφ)JhK,∆,ΨKZ,sφ;µ) by twisting with (1,G′−1G).
By Theorem 2.16 this implies that s′ = sφ and µ′ = µ. 
Remark 3.19. Using isomorphisms and twistings that are not trivial modulo h, we can pass from Gφ
to its conjugate by an element g ∈ U . Namely, the conjugation by Ad g in the 0th leg transforms the
quasi-coaction (U(Gφ)JhK,∆,ΨKZ,sφ;µ) of (U(G)JhK,∆,ΦKZ) into the isomorphic quasi-coaction
(U(gGφg−1)JhK, (Ad g0) ◦∆ ◦ (Ad g)−1, (Ad g0)(ΨKZ,sφ;µ))
of (U(G)JhK,∆,ΦKZ), and then the twisting by 1 ⊗ g ∈ U(gGφg−1 × G)JhK gives the quasi-coaction
(U(gGφg−1)JhK,∆,ΨKZ,sφ;µ) of (U(G)JhK,∆,ΦKZ), where ΨKZ,sφ;µ now denotes the associator defined
by the symmetric pair (Ad g)(kφ) < u.
Before moving on to the next part, let us explain some geometric structures motivating the above
computations.
Starting from the KZ-equations, after fixing a twist F satisfying (3.9)–(3.11), an associator Ψ ∈
U(Gν ×G2)JhK defines an associative product ∗Ψh on O(U/Uν)JhK = O(U)Uν JhK, see [EE05, Section 6].
Moreover, the algebra (O(U/Uν)JhK, ∗Ψh ) becomes a comodule algebra over the quantized function algebra
Oh(U), the restricted dual Hopf algebra of (U(G)JhK,∆h). This structure corresponds to the module
category ((RepGν)JhK,Ψ) under the Tannaka–Krein type duality for module categories and coactions.
To be more precise, given an element Ψ ∈ U(Gν × G2)Gν JhK such that (U(Gν)JhK,∆,Ψ) is a quasi-
coaction of (U(G)JhK,∆,ΦKZ), we define f1 ∗Ψh f2 by
〈f1 ∗Ψh f2, T 〉 = 〈f1 ⊗ f2,F∆(T )(⊗ id)(Ψ)〉 (T ∈ U(G)).
As we have F (1) −F (1)21 = ir, the corresponding Poisson bracket
{f1, f2}Ψ = lim
h→0
1
ih
(f1 ∗Ψh f2 − f2 ∗Ψh f1)
is characterized by
〈{f1, f2}Ψ, T 〉 =
〈
f1 ⊗ f2, r∆(T )− i∆(T )(⊗ id)(Ψ(1) −Ψ(1)0,2,1)
〉
.
If we have Ψ′ = H0,12ΨH−101,2H−10,1 with H ∈ 1 + hU(Gν ×G)kJhK, the invertible transformation ρH of
O(U/Uν)JhK characterized by
〈ρH(f), T 〉 = 〈f, T (⊗ id)(H)〉
satisfies ρH(f1 ∗Ψh f2) = ρH(f1) ∗Ψ
′
h ρH(f2), i.e., we get isomorphic deformation quantizations from twist
equivalent associators. From this we obtain {f1, f2}Ψ′ = {f1, f2}Ψ for such Ψ and Ψ′.
Combined with the identification of H2(BG,Gν ), we obtain a decomposition
{f1, f2}Ψ = {f1, f2}α + x{f1, f2}β , (3.15)
for some complex number x (which is real for unitary Ψ), with
{f1, f2}α = mr(l,l)(f1 ⊗ f2), {f1, f2}β = im(tmν+12 − tmν−12 )(r,r)(f1 ⊗ f2).
Note that {f1, f2}β is invariant for the left translation action of U , while {f1, f2}α is equivariant for the
Sklyanin bracket on U . The left invariance of {f1, f2}β implies that the associated Poisson bivectors
commute with respect to the Schouten–Nijenhuis bracket. In fact, {f1, f2}β is the Kostant–Kirillov–
Souriau bracket if we identify U/Uν with a coadjoint orbit as in Remark 2.15. The Poisson bracket
associated with ΨKZ,s;µ is given by x = tanh(pis2 ).
Turning to the side of coisotropic subgroups, by Corollary 3.13, U/Kφ admits a Poisson bracket which
is just the restriction of the Sklyanin bracket: {f1, f2}φ = {f1, f2}Sk for fi ∈ O(U/Kφ) ⊂ O(U). This
gives the structure of a Poisson homogeneous space on U/Kφ ∼= U/Uν over (U, r).
In fact, any Poisson homogeneous structure of U/Uν over (U, r) is of the form (3.15) (this seems to
be folklore, but the idea can be traced back to [She91, Appendix]). We thus obtain a correspondence
between the parameters φ and s through the comparison of the factor x.
Remark 3.20. The bracket (3.15) defines a Poisson action of (U, r) on U/Uν for any x, but there is a
distinguished range which naturally shows up in our considerations: −1 < x < 1. Starting from the
KZ-equations the value of tanh(pis2 ) is confined in this range when s ∈ R and we have a unitary associator.
On the side of the Cayley transform, this corresponds to the case that Kφ is coisotropic but not a
Poisson–Lie subgroup of (U, r). In this case the Poisson bivector vanishes on a nondiscrete subset of
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U/Uν , while in the limit case x = ±1 it only vanishes at one point, see the next subsection. When |x| > 1,
we get a symplectic structure.
3.5. Regularity of ribbon braids. We finish this section with a technical result, which we will need
later, showing that in the non-Poisson subgroup case a ribbon braid in the algebra of formal Laurent
series must lie in the algebra of formal power series. More precisely, we will prove the following.
Theorem 3.21. Let uσ < u be a Hermitian symmetric pair. Assume we are given a coaction
α : U(Gσ)JhK→ U(Gσ ×G)JhK
of a multiplier Hopf algebra (U(G)JhK,∆h) such that there exist F ∈ U(G×G)JhK and G ∈ U(Gσ ×G)JhK
satisfying conditions (3.8)–(3.11). Assume also that there exists a ribbon braid
E ∈
∏
ρ∈IrrGσ,
pi∈IrrG
(
End(Vρ)⊗ End(Vpi)[h−1, hK)
for this coaction with respect to the R-matrix R = F21 exp(−htu)F−1 of (U(G)JhK,∆h). Then, unless Uσ
is a Poisson–Lie subgroup of (U, r), we must have E ∈ U(Gσ ×G)JhK.
Consider the K-matrix K = ( ⊗ id)(E) and put u = ( ⊗ id)(G). Then from identity (1.5) for our
ribbon braid we get
(u⊗ 1)E(u−1 ⊗ 1) = R21(1⊗K)R.
Therefore in order to prove the theorem it suffices to show that K ∈ U(G)JhK unless Uσ is a Poisson–Lie
subgroup of (U, r).
Identities (1.4) and (1.6) imply
K(Adu)(T ) = (Adu)(T )K for all T ∈ U(Gσ)JhK, (3.16)
∆h(K) = R21(1⊗K)R(K ⊗ 1). (3.17)
A key step now is to prove the following.
Proposition 3.22. With σ, ∆h and R as in Theorem 3.21, assume we are given an invertible element
K ∈
∏
pi∈IrrG
(
End(Vpi)[h−1, hK)
satisfying conditions (3.16) and (3.17) for some u ∈ U(G)JhK, u = 1 modulo h. Assume also that
Kad = ad(K) ∈ End(g)[h−1, hK has a negative order term. Then Uσ is a Poisson–Lie subgroup of (U, r).
We will prove this by analyzing certain Poisson structures on U/Uσ.
First of all, without loss of generality we may assume that σ = (Ad g) ◦ ν ◦ (Ad g)−1 for some g ∈ U .
Indeed, the r-matrix r is defined using a choice of a Cartan subalgebra t and a system Π of simple
roots. On the other hand, we can construct a Cartan subalgebra t˜ and a system Π˜ of simple roots as in
Section 3.1, but for the Hermitian symmetric pair uσ < u. There exists g ∈ U such that (Ad g)(t) = t˜,
while the dual map maps Π˜ onto Π. We can then take (Ad g)−1 ◦ σ ◦ (Ad g) as our new ν.
As was observed in [DG95], on the compact symmetric space U/Uν , both the left and the right actions
of the r-matrix r define (real) Poisson bivector fields, denoted by r(l,l) and r(r,r). (As part of the claim,
the bivector field r(r,r) on U preserves the right Uν-invariant functions.) Thus, the linear combinations of
these commuting bivector fields define Poisson brackets on U/Uν as in (3.15).
Lemma 3.23. The bivector field r(l,l) − r(r,r) on U/Uν vanishes only at [e]. Similarly, the bivector field
r(l,l) + r(r,r) vanishes only at [w˜0], where w˜0 ∈ U is any lift of the longest element w0 of the Weyl group.
Proof. As Uν is a Poisson–Lie subgroup of (U, r), the first statement follows from the well-known
description of the Poisson leaves of the reduction r(l,l) − r(r,r) of the Sklyanin bracket [LW90].
As for the bivector field r(l,l) + r(r,r), first note that (Ad w˜0)⊗2(r) = −r. This means that the Poisson
bivector r(l,l) +r(r,r) on U/Uν vanishes at the point [w˜−10 ] = [w˜0]. Thus the U -equivariant diffeomorphism
U/Uν → U/(Ad w˜0)(Uν), [g] 7→ [gw˜−10 ],
transforms the Poisson bivector r(l,l) + r(r,r) on U/Uν into a Poisson bivector Π′ on U/(Ad w˜0)(Uν) which
vanishes at the basepoint.
On the other hand, (Ad w˜0)(Uν) is again a Poisson–Lie subgroup of U . Hence Π′ has to agree with the
reduction of the Sklyanin bracket, which vanishes only at [e] ∈ U/(Ad w˜0)(Uν). As a result r(l,l) + r(r,r)
vanishes only at [w˜0] ∈ U/Uν . 
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Identity (3.17) implies that K satisfies the reflection equation
(K ⊗ 1)R21(1⊗K)R = R21(1⊗K)R(K ⊗ 1).
Using this we are going to introduce another Poisson structure on U/Uν following [DM03a,DM03b].
Let us write t for tu. Consider a finite dimensional representation pi of G. Put tpi = (pi ⊗ pi)(t) and
consider the set
Mpi = {A ∈ End(Vpi) | (A⊗A)tpi = tpi(A⊗A)}.
We have three actions of g ∈ U on End(Vpi) given by multiplication by pi(g) on the left, on the right, and
by conjugation by pi(g). For X ∈ g, we will denote by X(l), X(r) and X(ad) the corresponding vector
fields on End(Vpi). Thus, X(ad) = X(l) −X(r). The RE bracket onMpi is defined by
{f1, f2}RE = m
(
r(ad,ad) + i(t(l,r) − t(r,l)))(f1 ⊗ f2).
More precisely, since Mpi is not a smooth manifold in general, this defines a Poisson bracket on the
algebra of polynomial functions on Mpi. But in any case what is going to matter to us is only that
r(ad,ad) + i(t(l,r) − t(r,l)) is a well-defined bivector field on End(Vpi).
The following observation is from [DM03b].
Lemma 3.24. Put Rpi = (pi ⊗ pi)(R), and assume that Ah ∈ End(Vpi)JhK has constant term A = A(0)h ∈
Mpi and satisfies the reflection equation
(Ah ⊗ 1)Rpi21(1⊗Ah)Rpi = Rpi21(1⊗Ah)Rpi(Ah ⊗ 1).
Then the RE bracket vanishes at A.
Proof. Letting rpi = (pi ⊗ pi)(r), the bivector field r(ad,ad) + i(t(l,r) − t(r,l)) at the point A ∈ End(Vpi) is
rpi(A⊗A) + (A⊗A)rpi − (1⊗A)rpi(A⊗ 1)− (A⊗ 1)rpi(1⊗A)
+ (1⊗A)itpi(A⊗ 1)− (A⊗ 1)itpi(1⊗A).
By looking at the order one terms in the reflection equation and using that R = 1− h(t+ ir) +O(h2),
R21 = 1− h(t− ir) +O(h2), and (A⊗A)tpi = tpi(A⊗A), we see that this bivector is zero. 
We want to apply this to the element hkKad for k = − ord(Kad), so that hkKad starts with an order
zero term. Denote the orthogonal (with respect to the U -invariant Hermitian form) projection g→ mν±
by P±, and put P g± = (Ad g)(P±), so P
g
± is the projection onto mσ±.
Lemma 3.25. Under the assumptions of Proposition 3.22, the lowest order nonzero coefficient of Kad is,
up to a scalar factor, either P g+ or P
g
−.
Proof. Let us more generally consider the elements Kpi = pi(K) for finite dimensional representations pi
of G. Denote by kpi the order of the lowest nonzero term of Kpi.
Applying the counit to (3.17) we get (K) = 1. Consider the contragredient representation p¯i of G. The
antipode Sh for (U(G)JhK,∆h) has the form vS(·)v−1 for some v ∈ U(G)JhK, v = 1 modulo h. Applying
m(id⊗ Sh) to (3.17) we then get
1 = hkpi+kp¯iKpi,(kpi)S(Kp¯i,(kp¯i)) +O(hkpi+kp¯i+1) in End(Vpi)[h−1, hK.
Hence kpi + kp¯i ≤ 0, and if kpi + kp¯i = 0 then Kpi,(kpi)S(Kp¯i,(kp¯i)) = 1, while if kpi + kp¯i < 0 then
Kpi,(kpi)S(Kp¯i,(kp¯i)) = 0.
Consider now the adjoint representation ad. Since it is self-conjugate and by assumption kad < 0,
we get Kad,(kad)S(Kad,(kad)) = 0. By (3.16) we know also that Kad,(kad) is an intertwiner for Uσ. As a
representation of gσ, we have the decomposition
g = z(gσ)⊕ [gσ, gσ]⊕mσ+ ⊕mσ−,
where the derived Lie algebra [gσ, gσ] is either zero, simple or the sum of two simple ideals. As these
components are mutually nonequivalent, Kad,(kad) is a linear combination of up to 5 projections.
The antipode S restricted to the block End(g) of U(G) is the adjoint map with respect to the invariant
form (·, ·)g, that is,
(TX, Y )g = (X,S(T )Y )g for T ∈ End(g) (X,Y ∈ g).
Since the invariant form is nondegenerate on the irreducible components of gσ = z(gσ) ⊕ [gσ, gσ], we
conclude that the corresponding projections are S-invariant. We can also conclude that S(P g+) = P
g
−.
Therefore the identity Kad,(kad)S(Kad,(kad)) = 0 can be true only if Kad,(kad) is a scalar multiple of
either P g+ or P
g
−. 
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Lemma 3.26. We have P± ∈Mad.
Proof. Since t∗ = t, in order to prove that tad commutes with P+ ⊗ P+ it suffices to check that
tad(mν+ ⊗mν+) ⊂ mν+ ⊗mν+. (3.18)
Recall that t = tk + tmν+ + tmν− , where k = uν , and tmν± ∈ mν± ⊗mν∓. As [mν+,mν+] = 0, we see that
tad = (ad⊗ ad)(tk) on mν+ ⊗mν+,
which obviously implies (3.18). The proof for P− is similar. 
Consider now the (AdU)-orbit O± of P±. By the previous lemma it is contained in Mad. Since
Uν stabilizes P± and uν is a maximal proper Lie subalgebra of u, it follows that Uν is the connected
component of the stabilizer of P±. Hence p± : U/Uν → O±, [g′] 7→ (Ad g′)(P±), is a covering map.
Lemma 3.27. The RE bracket on Mad restricts to O±. Being lifted to U/Uν via p±, this restriction
coincides with the bracket defined by r(l,l) ∓ r(r,r).
Proof. The covering map p± : U/Uν → O± intertwines the action by left translations with the adjoint
action. From this it is clear that the bivector field r(ad,ad) at the points of O± ⊂Mad indeed defines a
bivector field on O±, and, being lifted to U/Uν , this gives the bivector field r(l,l).
We next want to compare r(r,r) with −i(t(l,r) − t(r,l)). We claim that
(d[e]p+ ⊗ d[e]p+)
(
r(r,r)([e])
)
= −i(t(l,r) − t(r,l))(P+).
Since the bivector fields r(l,l) and r(r,r) on U/Uν coincide at [e] and the pushforward of r(l,l) is r(ad,ad),
this is equivalent to
r(ad,ad)(P+) = −i(t(l,r) − t(r,l))(P+).
Using again that [mν+,mν+] = 0, we get (adXα)P+ = 0 and P+(adX−α) = 0 for all α ∈ Φ+nc. A
simple computation using these properties, together with the fact that Uν stabilizes P+, gives
r(ad,ad)(P+) = i
∑
α∈Φ+nc
(α, α)
2
(
P+(adXα)⊗ (adX−α)P+ − (adX−α)P+ ⊗ P+(adXα)
)
,
and a similar computation for −i(t(l,r) − t(r,l))(P+) gives the same answer. Thus our claim is proved.
Since r(r,r) is left U -invariant and −i(t(l,r) − t(r,l)) is (AdU)-invariant, we then get
(d[g′]p+ ⊗ d[g′]p+)
(
r(r,r)([g′])
)
= −i(t(l,r) − t(r,l))(p+([g′])) (g′ ∈ U).
This finishes the proof of the lemma for O+. The proof for O− is similar. 
Proof of Proposition 3.22. By Lemmas 3.24 and 3.25, the RE bracket vanishes either at P g+ ∈ O+ or at
P g− ∈ O−. By Lemma 3.27 this means that either r(l,l) − r(r,r) or r(l,l) + r(r,r) vanishes at [g] ∈ U/Uν .
But then by Lemma 3.23 we have either g ∈ Uν or g ∈ w˜0Uν , and therefore Uσ = (Ad g)(Uν) is either Uν
or (Ad w˜0)(Uν). 
Remark 3.28. As r(l,l) − r(r,r) has to vanish on p−1+ (P+), we can also conclude that p+ is injective, that
is, Uν is exactly the stabilizer of P+. Similarly, or by symmetry, Uν is the stabilizer of P−.
Proof of Theorem 3.21. Assume Gσ is not a Poisson–Lie subgroup. To prove the theorem it suffices to
show that Kpi ∈ End(Vpi)JhK for all finite dimensional representations pi of G. By Proposition 3.22 and
identity (3.17) this is already the case if pi belongs to the tensor subcategory generated by ad, that is, pi
factors through the adjoint group Gad = AdG. For arbitrary pi, if Kpi contains a term of negative degree,
then, using that R = 1 modulo h, we see from (3.17) that Kpi⊗n contains a term of negative degree for all
n ≥ 1. But when pi is irreducible, we have pi⊗n ∈ RepGad for some n ≥ 1, so this cannot happen. 
4. Letzter–Kolb coideals
Our next goal is to put the Letzter–Kolb coideals in the framework of multiplier algebras. This is
again easy in the non-Hermitian case. In the Hermitian case, we will relate the classical limits of the
coideals to the coisotropic subgroups of the previous section. Combined with a rigidity result for the
fusion rules, this will allow us to define multiplier algebra models of the coideals. We will also cast the
Balagović–Kolb universal K-matrix in our setting.
Throughout this section we fix a nontrivial involutive automorphism θ of u, a Cartan subalgebra t of u
and a system Φ+ of positive roots such that θ is in Satake form with respect to (h, b+), where h = tC.
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4.1. Quantized universal enveloping algebra and Letzter–Kolb coideal subalgebras. Let I be
the label set for the simple roots, so Π = {αi}i∈I . As in Section 3.1, for every positive root α we fix an
element Xα ∈ gα normalized so that [Xα, X∗α] = Hα, and put X−α = X∗α.
The quantized universal enveloping algebra Uh(g) is topologically generated over CJhK by a copy
of U(h) and elements Ei, Fi (i ∈ I) satisfying the following standard relations:
[H,Ei] = αi(H)Ei, [H,Fi] = −αi(H)Fi, [Ei, Fj ] = δij e
hdiHi − e−hdiHi
ehdi − e−hdi ,
1−aij∑
n=0
(−1)n
[
1− aij
n
]
qi
E
1−aij−n
i EjE
n
i = 0 (i 6= j),
where H ∈ h, Hi = Hαi , qi = qdi = ehdi , di = 12 (αi, αi) and (aij)i,j is the Cartan matrix, so aij = (α∨i , αj).
We will write Uh(h) for the copy of U(h)JhK inside Uh(g).
Put Ki = ehdiHi . More generally, for ω ∈ h∗, let hω ∈ h be such that α(hω) = (α, ω). Define
Kω = ehhω . Then Ki = Kαi .
The coproduct ∆: Uh(g)→ Uh(g) ⊗ˆ Uh(g) is defined by
∆(H) = H ⊗ 1 + 1⊗H (H ∈ h), ∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K−1i + 1⊗ Fi.
Finally, the ∗-structure is defined by
H∗i = Hi, E∗i = FiKi, F ∗i = K−1i Ei.
By assumption, the involutive automorphism θ of g is in Satake form with respect to (h, b+) (recall
Definition 3.1). Then θ has the following form:
θ = (Ad zmXm0) ◦ τθ ◦ τ0 = (Ad zmX) ◦ τθ ◦ ω, (4.1)
wherem0 andmX are the canonical lifts of w0 ∈W and wX ∈WX to U , ω is the Chevalley automorphism,
τ0 is the diagram automorphism satisfying ω = (Adm0) ◦ τ0, and z is an element of the maximal torus
exp(t). The element z is determined up to a factor in Z(U). It automatically satisfies the following
conditions:
zi = 1 (i ∈ X), ziz¯τθ(i) = (−1)2(αi,ρ
∨
X) (i ∈ I \X), (4.2)
where zi = z(αi) and ρ∨X is half the sum of the positive coroots of the root system generated by X. See,
for example, [DCNTY19, Section 2.1] for details.
Consider the following parameter sets:
C = {c = (ci)i∈I\X | ci ∈ CJhK∗, ci = cτθ(i) for i ∈ IC},
S = {s = (si)i∈I\X | si ∈ CJhK, si = 0 for i /∈ IS},
where CJhK∗ denotes the units of CJhK, that is, the series with nonzero constant terms. We write t = (c, s)
for an element of T = C × S.
Fix t ∈ T . For each i ∈ I \X, we define
Bi = Fi − cizτθ(i)TwX (Eτθ(i))K−1i + siκi
K−1i − 1
e−dih − 1 , (4.3)
where κi = exp(pi
√−1ψi) is the square root of zi with 0 ≤ ψi < 1, and TwX is the Lusztig automorphism
associated to the longest element wX ∈WX . It will also be convenient to put
Bi = Fi (i ∈ X).
Denote by Uh(gX) ⊂ Uh(g) the closure in the h-adic topology of the CJhK-subalgebra generated by the
elements Hi, Ei and Fi for i ∈ X.
Definition 4.1. We define U th(gθ) ⊂ Uh(g) as the closure in the h-adic topology of the CJhK-subalgebra
generated by Uh(hθ), Uh(gX) and the elements Bi for i ∈ I \X.
Remark 4.2. In [BK19,DCNTY19], the element z in (4.1) is assumed to have the property zi = 1 for all
i ∈ I \X such that τθ(i) = i, which imposes extra conditions on θ. Although the relevant proofs work in
the generality presented here, it is also possible to reduce the situation to this normalized form as follows.
Starting from our convention, choose z′ ∈ exp(t) such that z′i = κi for i as above, and z′i = 1 for all other
i ∈ I. Then θ′ = (Ad z′)−1 ◦ θ ◦ (Ad z′) satisfies the normalization condition. Moreover, Ad z′ lifts to a
Hopf ∗-algebra automorphism of Uh(g), and we have (Ad z′)(U th(gθ
′)) = U th(gθ).
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Remark 4.3. The above choice of κi is, of course, a matter of convention. If we replace κi by −κi in (4.3),
the corresponding subalgebra will be conjugate to U th(gθ) by an inner automorphism of Uh(g) defined by
an element of the torus.
It follows from [Let99,Kol14] that U th(gθ) is a right coideal of Uh(g):
∆(U th(gθ)) ⊂ U th(gθ) ⊗ˆ Uh(g).
We will only be interested in the coideals U th(gθ) defined by smaller parameter sets
T ∗ = C∗ × S∗ ⊂ T ∗C = C∗C × S∗C ⊂ T .
In the non-Hermitian case both T ∗ and T ∗C consist of just one point defined by
ci = e−h(α
−
i
,α−
i
), si = 0 (4.4)
for all i ∈ I \X, where α−i = 12 (αi −Θ(αi)).
In the Hermitian case, recall from our discussion in Section 3.2 that there are one or two distinguished
roots in I \X. Then we define T ∗ (resp. T ∗C ), by allowing the following exceptions from (4.4):
• S-type: if αo is the unique distinguished root, then we require so ∈ iRJhK (resp. so ∈ CJhK and
s
(0)
o 6= ±1);
• C-type: if αo is a distinguished root, then we require co ∈ RJhK and c(0)o > 0 (resp. co ∈ CJhK and
c
(0)
o 6= ±i), and, for both T ∗ and T ∗C ,
cocτθ(o) = e−2h(α
−
o ,α
−
o ).
By the proof of [DCNTY19, Theorem 3.11] (see also Remark 4.2), the coideals U th(gθ) are ∗-invariant for
t ∈ T ∗.
We will mainly work with T ∗ and then explain how our results extend to generic points of T ∗C . The
point of T ∗ defined by (4.4) for all i ∈ I \X is denoted by 0, and the corresponding coideal subalgebra
is denoted by Uθh(g). We will also refer to this as the standard or no-parameter case. Thus, in the
non-Hermitian case, Uθh(g) is the only coideal subalgebra we will be working with.
The classical limit of U th(gθ) is given by the following:
Definition 4.4. For t ∈ T , we define gθt to be the Lie subalgebra of g generated by hθ, gX and the
elements
X−αi + c
(0)
i θ(X−αi) + s
(0)
i κiHi (i ∈ I \X).
The image of U th(gθ) under the isomorphism Uh(g)/hUh(g) ∼= U(g) (mapping Ei into Xαi and Fi
into X−αi) is U(gθt). In the standard case, we have c
(0)
i = 1 and s
(0)
i = 0 for all i ∈ I \ X, and the
corresponding Lie subalgebra gθ0 is exactly gθ by [Kol14, Lemma 2.8], see also Proposition 3.15.
4.2. Untwisting by Drinfeld twist. Let us quickly review how to relate the quantized universal
enveloping algebra to the classical one. Recall the first and the second Whitehead Lemmas: H1(g, V ) =
H2(g, V ) = 0 for any finite dimensional g-module V . As is well-known, this implies that there is a
CJhK-algebra isomorphism pi : Uh(g)→ U(g)JhK such that
pi(Hi) = Hi, pi(Ei) = Xαi , pi(Fi) = X−αi (mod h), (4.5)
and if p˜i is another such isomorphism, then p˜i = (Adu)pi for an element u ∈ 1 + hU(g)JhK. In a
similar way, for any two CJhK-algebra homomorphisms p˜i, pi : Uh(g)→ U(G)JhK satisfying (4.5) there is
u ∈ 1 + hU(G)JhK such that p˜i = (Adu)pi. In what follows we fix such a homomorphism pi.
While a particular choice of pi is not going to matter for our results, in some arguments it is convenient
to have extra properties.
Lemma 4.5. There is a ∗-preserving CJhK-algebra isomorphism pi : Uh(g)→ U(g)JhK such that
pi(Hi) = Hi, pi(K−1/2i Ei) = Xαi , pi(FiK
1/2
i ) = X−αi (mod h2). (4.6)
Proof. We have a homomorphism ρ : U(g)→ Uh(g)/h2Uh(g) such that
ρ(Hi) = Hi, ρ(Xαi) = K
−1/2
i Ei, ρ(X−αi) = FiK
1/2
i ,
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the key point being that since [n]eh = n+O(h2), the coefficients of the quantum Serre relations reduce
to the classical ones modulo h2. Taking now an arbitrary CJhK-algebra isomorphism pi : Uh(g)→ U(g)JhK
satisfying (4.5), we must have that the homomorphism pi ◦ ρ : U(g)→ U(g)JhK/h2U(g) is of the form
(pi ◦ ρ)(T ) = T + hδ(T ) (T ∈ U(g))
for a derivation δ : U(g) → U(g). Replacing pi by e−hδ ◦ pi we get an isomorphism Uh(g) → U(g)JhK
satisfying (4.6).
Next, the homomorphism Uh(g) → U(g)JhK, T 7→ pi(T ∗)∗, also satisfies (4.6). It follows that there
exists u ∈ 1 + h2U(g)JhK such that pi(T ∗)∗ = upi(T )u−1. By taking the adjoints and replacing T by T ∗
we also get pi(T ∗)∗ = u∗pi(T )(u∗)−1. Hence u∗ = uv for a central element v ∈ U(g)JhK such that v = 1
modulo h2. This element must be unitary, hence v1/2 ∈ 1 + h2U(g)JhK is unitary as well. Replacing u
by uv1/2 we can therefore assume that u∗ = u. But then replacing pi by (Adu1/2)pi we get a ∗-preserving
isomorphism satisfying (4.6). 
With pi : Uh(g)→ U(G)JhK fixed, there is a unique coproduct ∆h : U(G)JhK→ U(G×G)JhK such that
(pi ⊗ pi)∆ = ∆hpi.
By a Drinfeld twist we will mean any element F ∈ 1 + hU(G×G)JhK such that
(⊗ id)(F) = (id⊗ )(F) = 1, ∆h = F∆(·)F−1,
(id⊗∆)(F−1)(1⊗F−1)(F ⊗ 1)(∆⊗ id)(F) = ΦKZ. (4.7)
Consider the r-matrix r defined by (3.1) and the corresponding cobracket δr(X) = [r,∆(X)] on g.
Lemma 4.6. If pi is as in Lemma 4.5, then there is a unitary Drinfeld twist F ∈ U(g)⊗2JhK such that
F = 1 + hir2 +O(h
2). (4.8)
Proof. We start with an arbitrary Drinfeld twist F ∈ 1 + hU(g)⊗2JhK, which exists by [Dri90]. By our
choice of pi we have
∆h(X) = ∆(X) + h
iδr(X)
2 +O(h
2) for X ∈ g.
It follows that the element S = F (1) − 12 ir ∈ U(g)⊗2 commutes with the image of ∆. Since ΦKZ = 1
modulo h2, identity (4.7) implies (similarly to the proof of Lemma 3.18) that S satisfies the cocycle
identity
(id⊗∆)(S) + 1⊗ S − S ⊗ 1− (∆⊗ id)(S) = 0.
Hence S = T ⊗ 1 + 1⊗ T −∆(T ) for a central element T ∈ U(g). Replacing F by
F((1 + hT )−1 ⊗ (1 + hT )−1)∆(1 + hT )
we get a Drinfeld twist satisfying (4.8). Replacing further F by F(F∗F)−1/2 we also get unitarity,
see [NT11, Proposition 2.3]. Note that this does not destroy (4.8), since r∗ = r. 
Denote the universal R-matrix of Uh(g) (or, the one for Uq(g) in the conventions of [DCNTY19]) by R.
Then any Drinfeld twist F satisfies
(pi ⊗ pi)(R) = F21 exp(−htu)F−1. (4.9)
Indeed, this identity holds for a particular Drinfeld twist by [Dri90], but then it must hold for any Drinfeld
twist by Lemma 3.18. We put Rh = (pi ⊗ pi)(R), which is a universal R-matrix for (U(G)JhK,∆h).
4.3. Parameter case and Cayley transform. Suppose that uθ < u is a Hermitian symmetric pair.
Let us relate the Lie algebras gθt to the Cayley transform we considered in Section 3.2.
Choose Zθ ∈ z(uθ) normalized as (Zθ, Zθ)g = −a−2θ . Let us choose a Cartan subalgebra t˜ of u containing
z(uθ), and choose positive roots as in Section 3.1, but now for the pair (θ, Zθ) instead of (ν, Zν). We
denote the corresponding Borel subalgebra by b˜+.
Take g ∈ U such that (Ad g)(˜t) = t and (Ad g)(b˜+) = b+. Put ν = (Ad g) ◦ θ ◦ (Ad g)−1 and
Zν = (Ad g)(Zθ). Then t and our fixed positive roots are defined as in Section 3.1 for our new pair (ν, Zν).
Let g1 be the Cayley transform for ν with respect to (Xα)α.
Lemma 4.7. There exist an element zθ ∈ exp(t) such that (Ad zθ) ◦ θ ◦ (Ad zθ)−1 coincides with the
automorphism θ′ = (Ad g1)−1 ◦ ν ◦ (Ad g1) and Zθ = (Ad g1zθ)−1(Zν).
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Proof. First note that θ′ is in Satake form with respect to (h, b+).
We have θ = (Ad g−1g1) ◦ θ′ ◦ (Ad g−1g1)−1. It follows that θ is in Satake form both with respect to
(h, b+) and ((Ad g−1g1)(h), (Ad g−1g1)(b+)). By [KW92, Corollary 5.32], we can find g′ ∈ Gθ such that
(Ad g′g−1g1)(h) = h and (Ad g′g−1g1)(b+) = b+. Then g′g−1g1 ∈ exp(h). Moreover, we still have
θ = (Ad g′g−1g1) ◦ θ′ ◦ (Ad g′g−1g1)−1.
Consider the Cartan decomposition g′g−1g1 = z−1θ a, so zθ ∈ exp(t) and a ∈ exp(it). As θ, θ′ are
∗-preserving and θ ◦ (Ad z−1θ a) = (Ad z−1θ a) ◦ θ′, we also have θ′ ◦ (Ad azθ) = (Ad azθ) ◦ θ. It follows
that Ad a2 commutes with θ′. This means that θ′(a2) ∈ Z(G)a2 = Z(U)a2, hence θ′(a2) = a2, and then
θ′(a) = a. Therefore
θ = (Ad zθ)−1 ◦ θ′ ◦ (Ad zθ) = (Ad g1zθ)−1 ◦ ν ◦ (Ad g1zθ).
We also have
(Ad g1zθ)−1(Zν) = (Ad z−1θ ag
−1
1 )(Zν) = (Ad g′g−1)(Zν) = (Ad g′)(Zθ) = Zθ,
where we used that (Ad g−11 )(Zν) ∈ z(uθ
′) is invariant under a ∈ Gθ′ . 
We can now talk about compact/noncompact positive roots for (h, b+) with respect to ν, as in Section 3.
Recall that by Proposition 3.5, in the S-type case the unique noncompact simple root αo is exactly the
distinguished root. We have the following characterization for the C-type case.
Lemma 4.8. In the C-type case, the unique noncompact simple root αo is determined among the
distinguished roots {αo, αo′} by the inequality
−iαo(Z˜θ) > −iαo′(Z˜θ),
where Z˜θ is the component of Zθ ∈ g = h⊕
⊕
α∈Φ gα lying in h.
Proof. By the definition of the order structure in Section 3.1, we have αo(−iZν) > 0 = αo′(−iZν). By
Proposition 3.5, αo and αo′ have the same restriction to h− = {H | θ(H) = −H}. It follows that if
Zν = Z+ν + Z−ν is the decomposition of Zν with respect to h = hθ ⊕ h−, then
−iαo(Z+ν ) > −iαo′(Z+ν ).
On the other hand, the inverse (Ad g1)−1 of the Cayley transform acts trivially on hθ and maps h−
onto the linear span of the vectors Xγi −X−γi (Lemma 3.9). As Zθ = (Ad g1zθ)−1(Zν), it follows that
Z˜θ = Z+ν , proving the lemma. 
Thus, in both S-type and C-type cases, once Zθ is fixed (between the two possibilities), ν is uniquely
and explicitly determined: ν acts trivially on h and the root vectors X±αi for i ∈ I \ {o}, while
ν(X±αo) = −X±αo . Since αo is a noncompact positive root, αo(−iZν) is a positive number. This,
together with the normalization (Zν , Zν)g = −a−2ν , determines Zν . In the S-type case the pair (ν, Zν) is
therefore independent of the choice of Zθ. In the C-type case, changing the sign of Zθ swaps the notions
of compactness/noncompactness for the distinguished roots. Note also that by looking at the basis of the
restricted root system obtained by restricting Π \ΠX to h−, we can recover the roots γ1, . . . , γs and then
the element g1.
The element zθ is not easily determined, but the following lemma will be enough for our purposes.
Recall the factorization of θ given by (4.1).
Lemma 4.9. In the S-type case, zθ(αo) is a square root of z−1o .
Proof. Since o is fixed by τθ, we have θ(X−αo) = −zoXαo . As we already observed in the proof of
Proposition 3.15, Lemma 3.9 implies that
(
(Ad g1)−1 ◦ ν ◦ (Ad g1)
)
(Xαo) = −X−αo . It follows that
θ(Xαo) = −zθ(αo)2X−αo , and comparing this with the above formula we get zθ(αo)2 = z−1o . 
Consider now the subgroups Gφ (φ ∈ R) from Definition 3.16. (Note that we have to use θ′ from
Lemma 4.7 as θ in Section 3.3.) It is convenient now to allow also φ ∈ C. Then Gφ = (Ad gφ)(Gθ′) are
still well-defined subgroups of G.
Lemma 4.10. If uθ < u is Hermitian and t ∈ T ∗C , then gθt = (Ad zθ)−1(gφ), where φ ∈ C is any number
satisfying the following identity:
zθ(αo)s(0)o κo = i tan
(piφ
2
)
(S-type) or c(0)o = − cot
(pi
4 (φ− 1)
)
(C-type).
In particular, the Lie algebras gθt are all conjugate to gθ in g.
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Proof. This follows from Proposition 3.15 (and its obvious extension to complex φ) and the definition
of gθt , combined with Lemma 4.7. 
For t ∈ T ∗C , let Gθt = (Ad zθ)−1(Gφ) ⊂ G be the (connected) algebraic subgroup integrating gθt , with φ
as in the lemma above. Then Kt = (Ad z−1θ gφ−1)(Uν) is its compact form. Note that if t ∈ T ∗, then we
can take φ ∈ R, so that gφ ∈ U and hence kt = gθt ∩ u.
Remark 4.11. In the C-type case we get an element Ztθ = (Ad z
−1
θ gφ−1)(Zν) = (Ad z
−1
θ gφzθ)(Zθ) ∈ z(gθt),
which by Lemma 3.9 does not depend on the choice of φ (such that c(0)o = − cot(pi4 (φ − 1))). Using
Lemma 4.8 we can quickly recover ν from Ztθ . Namely, let Z˜tθ be the component of Ztθ in h. Then,
again by Lemma 3.9, Z˜tθ and Z˜θ differ only by an element of h−. Hence αo is determined among the
distinguished roots {αo, αo′} by the inequality
−iαo(Z˜tθ) + iαo′(Z˜tθ) > 0.
In the S-type case the element (Ad z−1θ gφ−1)(Zν) ∈ z(gθt) does depend on the choice of φ. Here we can
take any Ztθ ∈ z(gθt) such that (Ztθ , Ztθ)g = −a−2θ and then make the identity Ztθ = (Ad z−1θ gφ−1)(Zν) an
extra condition on φ. This works, because by Corollary 3.6 and Lemma 3.9 we have (Ad g2)(Zν) = −Zν .
We can formulate this in a more intrinsic way with respect to gθt as follows. Recall that we have
Zν = i2
∑
j Hγj by Corollary 3.6. Then Lemma 3.9 implies
(Ad z−1θ gφ−1)(Zν) =
1
2 cos
(piφ
2
)∑
j
(Ad z−1θ )(X−γj −Xγj ) +
i
2 sin
(piφ
2
)∑
j
Hγj .
for all φ. It follows that if Ztθ = (Ad z
−1
θ gφ−1)(Zν), then
(Ztθ , Xαo)g
zθ(αo) cos(piφ2 )
= (X−αo , Xαo)g2 =
1
(α, α) > 0.
4.4. Multiplier algebra model of Letzter–Kolb coideals. Back to the general θ, let us next explain
how to cast the Letzter–Kolb coideals in the setting of multiplier algebras. Let P be the weight lattice.
Denote by Vλ an irreducible g-module with highest weight λ ∈ P+. We denote by piλ : U(g)→ End(Vλ)
the corresponding homomorphism and use the same symbol for the extension of piλ to a homomorphism
U(g)JhK→ End(Vλ)JhK. We also put piλ,h = piλpi : Uh(g)→ End(Vλ)JhK.
Lemma 4.12. For every t ∈ T ∗, there exist elements uλ ∈ End(Vλ)JhK, λ ∈ P+, such that
u
(0)
λ = 1,
(⊕
λ∈F
(Aduλ)piλ,h
)(
U th(gθ)
)
=
(⊕
λ∈F
piλ
)(
U(gθt)JhK) (4.10)
for any finite subset F ⊂ P+. If pi is ∗-preserving, then uλ can in addition be chosen to be unitary.
Proof. Let us first fix a finite subset F ⊂ P+ and show that there exist elements uλ, λ ∈ F , satisfying (4.10).
Denote by VF the g-module
⊕
λ∈F Vλ and by piF the representation
⊕
λ∈F piλ. Write piF,h for piFpi.
Let Ah be the commutant of piF,h
(
U th(gθ)
)
in End(VF )JhK. It is clear that Ah is a closed CJhK-subalgebra
of End(VF )JhK and Ah ∩ hEnd(VF )JhK = hAh. It follows that Ah is a free CJhK-module and Ah/hAh can
be considered as a subalgebra of End(VF ), so that Ah is a deformation of this subalgebra. We claim that
Ah/hAh = Endgθt (VF ).
The inclusion ⊂ is clear, since the image of U th(gθ) in Uh(g)/hUh(g) ∼= U(g) is U(gθt). For the opposite
inclusion, using the Frobenius isomorphism
Endgθt (VF )
∼= Homgθt (V0, VF ⊗ V¯F ),
defined by duality morphisms for g-modules, and a decomposition of VF ⊗ V¯F into simple g-modules Vµ,
we see that the problem reduces to the question whether every gθt -invariant vector in Vµ can be lifted to a
U th(gθ)-invariant vector in VµJhK. This is indeed possible by a result of Letzter [Let00], see Appendix B
for more details.
Since the algebra Endgθt (VF ) is semisimple, it has no nontrivial deformations, so there is a CJhK-algebra
isomorphism Ah ∼= Endgθt (VF )JhK that is the identity modulo h. Furthermore, there are no nontrivial
deformations of the identity homomorphism Endgθt (VF )→ End(VF ), that is, all such deformations are
given by conjugating by elements of 1 +hEnd(VF )JhK. It follows that there is w ∈ 1 +hEnd(VF )JhK such
that wAhw−1 = Endgθt (VF )JhK.
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Next, consider the subalgebra B ⊂ Endgθt (VF ) spanned by the projections eλ : VF → Vλ. Since B ⊂ Ah,
we have (Adw)(B) ⊂ Endgθt (VF )JhK. As B is also semisimple, the inclusion map B → Endgθt (VF ) cannot
be nontrivially deformed, that is, there is v ∈ 1 + hEndgθt (VF )JhK such that Adw = Ad v on B. It follows
that the element u = v−1w still has the property
uAhu
−1 = Endgθt (VF )JhK, (4.11)
but in addition it commutes with the projections eλ, λ ∈ P . Hence u = (uλ)λ∈F for some uλ ∈
1 + hEndgθt (Vλ)JhK.
By taking the commutants we get from (4.11) that
upiF,h
(
U th(gθ)
)
u−1 ⊂ piF
(
U(gθt)
)JhK,
where we used that the gθt -module VF is completely reducible and hence piF
(
U(gθt)
)
is the commutant of
Endgθt (VF ). The above inclusion becomes an equality modulo h. Since U
t
h(gθ) is complete in the h-adic
topology, we then easily deduce that the inclusion is in fact an equality. This finishes the proof of the
lemma for a fixed finite set F , apart from the last statement about unitarity.
Now, consider an increasing sequence of finite subsets Fn ⊂ P+ with union P+. For every n, choose
elements u(n) = (u(n)λ )λ∈Fn , satisfying (4.10) for F = Fn. To finish the proof it suffices to show that we
can inductively modify u(n+1) in such a way that we get u(n+1)λ = u
(n)
λ for λ ∈ Fn.
For this, consider the element w = (u(n)λ (u
(n+1)
λ )−1)λ∈Fn ∈ End(VFn)JhK. We have
w(0) = 1, (Adw)
(
piFn
(
U(gθt)
)JhK) = piFn(U(gθt))JhK.
Since piFn
(
U(gθt)
)
is semisimple, it follows that there is an element v ∈ 1 + hpiFn
(
U(gθt)
)JhK such that
Adw = Ad v on piFn
(
U(gθt)
)
. Lift v to an element u ∈ 1+hU(gθt)JhK. We then modify u(n+1) by replacing
u
(n+1)
λ by u
(n)
λ for λ ∈ Fn and by piλ(u)u(n+1)λ for λ ∈ Fn+1 \ Fn.
Finally, assume in addition that pi is ∗-preserving. In this case it suffices to show that at every stage
of the above construction of uλ we can get unitary elements with the required properties. Specifically,
we claim that if upiF,h
(
U th(gθ)
)
u−1 = piF
(
U(gθt)
)JhK for a finite set F and an element u, u(0) = 1, then
the same identity holds for the unitary (uu∗)−1/2u. Indeed, taking the adjoints we get piF,h
(
U th(gθ)
)
=
u∗piF
(
U(gθt)
)JhK(u∗)−1. It follows that Ad(uu∗) defines an automorphism β of piF (U(gθt))JhK. As β = id
modulo h, this automorphism has a unique square root β1/2 such that β1/2 = id modulo h. Then
Ad(uu∗)−1/2 = β−1/2 on piF
(
U(gθt)
)JhK, and our claim is proved. 
We continue to assume that t ∈ T ∗. In the Hermitian case, recall the subgroups Gθt < G from the
previous subsection. In the non-Hermitian case, let us put Gθt = Gθ. The collection (uλ)λ∈P+ defines an
element u = ut ∈ U(G)JhK such that
u(0) = 1, upi(U th(gθ))u−1 ⊂ U(Gθt)JhK. (4.12)
Furthermore, the last inclusion is dense in the sense that the images of both algebras in End(V )JhK
coincide for any finite dimensional g-module V .
Consider the homomorphism αh : U(Gθt)JhK→ U(G×G)JhK defined by
αh(x) = (u⊗ 1)∆h(u−1xu)(u−1 ⊗ 1).
If x = upi(y)u−1 for some y ∈ U th(gθ), we have
αh(x) = αh(upi(y)u−1) =
(
(Adu)pi ⊗ pi)∆(y).
By the density of upi(U th(gθ))u−1 in U(Gθt)JhK we conclude that αh(U(Gθt)JhK) ⊂ U(Gθt ×G)JhK, and the
strict coassociativity (αh ⊗ id)αh = (id ⊗∆h)αh holds. Thus, we get a coaction of (U(G)JhK,∆h) on
U(Gθt)JhK making the following diagram commutative:
U th(gθ) U th(gθ) ⊗ˆ Uh(g)
U(Gθt)JhK U(Gθt ×G)JhK
∆
(Adut)pi (Adut)pi⊗pi
αh
Definition 4.13. For t ∈ T ∗, we call the coaction (U(Gθt)JhK, αh) of (U(G)JhK,∆h) the multiplier algebra
model of the Letzter–Kolb coideal U th(gθ).
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It is not difficult to see that up to twisting this model does not depend on the choice of pi and u.
As the next proposition shows, αh can be twisted to ∆.
Proposition 4.14. For every t ∈ T ∗, there is an element G ∈ U(Gθt ×G)JhK such that
G(0) = 1, (id⊗ )(G) = 1, αh = G∆(·)G−1.
If αh is ∗-preserving, then G can in addition be chosen to be unitary.
Proof. We have to show that for every finite dimensional irreducible representation ρ : Gθt → GL(W )
of Gθt and every λ ∈ P+ there is an element GW,λ ∈ 1 + hEnd(W ⊗ Vλ)JhK such that
(ρ⊗ piλ)αh = (AdGW,λ)(ρ⊗ piλ)∆ on U(Gθt)JhK.
For λ = 0 we can obviously take GW,λ = 1. For general λ, take µ ∈ P+ such that ρ is a subrepresentation
of piµ|Gθt . Let ρi : Gθt → GL(Wi), 1 ≤ i ≤ n, be the inequivalent irreducible representations appearing in a
decomposition of (piµ⊗piλ)|Gθt into irreducibles. Since ∆h = F∆(·)F−1, it is clear that the representations
(piµ ⊗ piλ)αh and (piµ ⊗ piλ)∆ of U(Gθt)JhK factor through ⊕i End(Wi)JhK and coincide modulo h. Hence
the same is true for the representations (ρ⊗ piλ)αh and (ρ⊗ piλ)∆ of U(Gθt)JhK. But then the existence
of GW,λ follows once again from the fact that the homomorphisms from the semisimple algebra
⊕
i End(Wi)
cannot be nontrivially deformed.
If αh is in addition ∗-preserving, then we can replace G by the unitary G(G∗G)−1/2. 
Remark 4.15. By the above arguments and Remark B.8, the multiplier algebra model can also be defined
for all t ∈ T ∗C excluding a countable set of values of s(0)o (S-type) or c(0)o (C-type).
Remark 4.16. By Proposition C.1, for every t ∈ T ∗C , the algebra U th(gθ) is a deformation of U(gθt).
In the non-Hermitian case, gθt = gθ is semisimple and standard arguments show that if pi has image
U(g)JhK, then there exists u ∈ 1 + hU(g)JhK such that upi(Uθh(g))u−1 = U(gθ)JhK. There also exists
G ∈ 1 + hU(gθ) ⊗ U(g)JhK satisfying the conditions in Proposition 4.14, analogously to Remark 2.7.
(Moreover, by the remark following Proposition C.3 we can go beyond the standard case and consider
any t = (c, s) ∈ T such that c(0)i = 1 for all i ∈ I \X.) In other words, in the non-Hermitian case the
multiplier algebra model does not have any particular advantages over the coideal picture.
In the Hermitian case it is still true that U th(gθ) is a trivial algebra deformation of U(gθt), see
Proposition C.3. But since in this case the first cohomology of gθt with coefficients in a finite dimensional
module is not always zero, it is not clear whether u and G exist at the level of the universal enveloping
algebras.
Remark 4.17. Type II symmetric pairs can be dealt with analogously to the non-Hermitian case. The
relevant involution on u ⊕ u in the Satake form is given by θ(X,Y ) = (ω(Y ), ω(X)) for the Chevalley
involution ω. The corresponding Satake diagram is the disjoint union of two copies of the Dynkin diagram
of g, with the corresponding vertices joined by arrows. Cohomological considerations as above, both for
multiplier algebras and universal enveloping algebras, carry over.
4.5. K-matrix of Balagović–Kolb. Next let us recall the construction of universal K-matrices for the
coideals U th(gθ) according to [BK19,Kol20,DCNTY19]. (Strictly speaking, these papers have an extra
normalization condition on θ as in Remark 4.2. We can either adapt their construction to our setting, or
we can first put this extra condition and then use Ad z′ as in Remark 4.2 to remove it later.)
Denote by Uq(g) the C(q1/d)-subalgebra of Uh(g)⊗CJhKC[h−1, hK generated by Kω (ω ∈ P ), Ei and Fi,
where q = eh and d = 4 det((aij)i,j). (We use the same notation in Appendix B for the algebra defined
over K = C[h−1, hK, but since we are not going to use that algebra here, this should not lead to confusion.)
As usual we denote by x 7→ x¯ the bar involution, the C-linear automorphism of Uq(g) characterized by
q1/d = q−1/d, Kω = K−ω, Ei = Ei, Fi = Fi.
In a similar way as before we define coideals U tq (gθ) ⊂ Uq(g) for t = (c, s) such that ci, si ∈ C(q1/d).
We will first construct, following [BK19], the K-matrix for a particular parameter t′ ∈ T defined by
c′i = q
1
2 (αi,Θ(αi)−2ρX), s′i = 0,
where ρX is half the sum of the positive roots of the root system generated by X. The parameter
t′ = (c′, s′) satisfies the assumptions in [BK19, Section 5.4].
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A key ingredient of the construction in [BK19] is a quasi-K-matrix X. Denote by U+ ⊂ Uq(g) the
C(q1/d)-subalgebra generated by the elements Ei, and by U+µ ⊂ U+ the subspace of vectors of weight
µ ∈ Q+, where Q is the root lattice. Then
X =
∑
µ∈Q+
Xµ (Xµ ∈ U+µ ),
where the sum is considered in a completion of Uq(g) defined similarly to our multiplier algebra U(G), but
over the field C(q1/d). The elements Xµ are uniquely determined by X0 = 1 and the following recursive
relations:
[Fi,Xµ] = Xµ−αi+Θ(αi)c′iXiKi − q−(αi,Θ(αi))K−1i c′iXiXµ−αi+Θ(αi) (i ∈ I), (4.13)
with the convention that Xµ−αi+Θ(αi) = 0 if µ− αi + Θ(αi) 6∈ Q+. Here we put
Xi = 0 (i ∈ X), Xi = −zτθ(i)TwX (Eτθ(i)) (i ∈ I \X).
To use X in our setting, we need the following integrality property. Let R ⊂ C(q1/d) be the localization
of the ring C[q1/d] at q1/d = 1. Denote by U+,int the R-subalgebra of U+ generated by the elements Ei,
and put U+,intµ = U+µ ∩ U+,int.
Next, let I∗ ⊂ I \ X be a set of representatives of the τθ-orbits in I \ X. As we already used in
Section 3.2 (although only in the Hermitian setting), the elements α−i = 12 (αi −Θ(αi)) for i ∈ I∗ form a
basis of the restricted root system, and we have α−τθ(i) = α
−
i for all i.
Proposition 4.18. Take µ ∈ Q+, µ 6= 0. If µ has the form
µ =
∑
i∈I∗
kiα
−
i
for some ki ∈ 2Z+, then Xµ ∈ (q1/d − 1)U+,intµ . Otherwise Xµ = 0.
Proof. Let us start with the second statement, that is, Xµ = 0 if either Θ(µ) 6= −µ, or Θ(µ) = −µ but in
the decomposition µ =
∑
i∈I∗ kiα
−
i some integers ki ≥ 0 are odd. This is a refinement of a condition in
[BK19, Section 6.1], and the proof is basically the same.
To be precise, consider the height of µ defined by ht(µ) =
∑
i∈I mi if µ =
∑
i∈I miαi. We verify the
condition by induction on ht(µ). Since µ− αi + Θ(αi) = µ− 2α−i for i ∈ I \X is either not in Q+ or it
satisfies the same assumptions as µ, by the inductive hypothesis we get from (4.13) that [Fi,Xµ] = 0 for
all i ∈ I. This means that Lusztig’s skew-derivatives ir(Xµ) and ri(Xµ) are zero, which is possible only if
Xµ = 0, see [Lus10, Proposition 3.1.6 and Lemma 1.2.15].
Turning to the first statement, assume µ =
∑
i∈I∗ kiα
−
i with ki ∈ 2Z+. Put ht∗(µ) = 12
∑
i∈I∗ ki. We
will prove the statement by induction on ht∗(µ).
Consider the case ht∗(µ) = 1. Then µ = 2α−j = αj −Θ(αj) for some j ∈ I∗. From (4.13) we then get
[Fi,Xµ] = 0 (i ∈ I \ {j, τθ(j)}), [Fi,Xµ] = c′iXiKi − q−(αi,Θ(αi))K−1i c′iXi (i = j, τθ(j)). (4.14)
Denote by U int the R-subalgebra of Uq(g) generated by the elements K±1i , Ki−1q−1 , Ei and Fi. Then we
have an isomorphism U int/(q1/d − 1)U int → U(g) such that
K±1i 7→ 1,
Ki − 1
q − 1 7→ diHi, Ei 7→ Xαi , Fi 7→ X−αi .
Since Xi ∈ U int, by (4.14) we conclude that [Fi,Xµ] ∈ (q1/d − 1)U int for all i ∈ I. We claim that this
implies that Xµ ∈ (q1/d − 1)U int, hence Xµ ∈ (q1/d − 1)U+,intµ , as (q1/d − 1)U int ∩ U+ = (q1/d − 1)U int,+
by the triangular decomposition of U int.
Indeed, assuming Xµ 6= 0, let k ∈ Z be the smallest number such that (q1/d − 1)kXµ ∈ U int. If k ≥ 0,
then, on the one hand, the image of (q1/d − 1)kXµ in U(g) is a nonzero element of U(n+)µ, and on the
other hand this image commutes with X−αi for all i. But this is impossible, hence k ≤ −1.
The inductive step is similar. Using (4.13) and the inductive hypothesis we get [Fi,Xµ] ∈ (q1/d−1)U int
for all i ∈ I. Hence Xµ ∈ (q1/d − 1)U+,intµ . 
Recall that pi : Uh(g)→ U(G)JhK denotes a fixed homomorphism satisfying (4.5). When it is convenient,
we extend it to Uh(g) ⊗CJhK C[h−1, hK and the completion of Uq(g) from [BK19], but then the target
algebra should be U(G)[h−1, hK and ∏pi∈IrrG (End(Vpi)[h−1, hK), respectively.
Corollary 4.19. We have pi(X) ∈ 1 + hU(G)JhK.
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Following [BK19], consider a homomorphism γ : P → C(q1/d)× such that
γ(αi) = c′izτθ(i) (i ∈ I \X), γ(αi) = 1 (i ∈ X), (4.15)
and put
ξ(ω) = γ(ω)q−(ω
+,ω+)+
∑
i∈I(α
−
i
,α−
i
)ω($∨i ),
where ω+ = 12 (ω+Θ(ω)) and ($∨i )i∈I is the dual basis (fundamental coweights) of (αi)i∈I , see [BK19, (8.1)].
It satisfies the relation
ξ(ω + αi) = γ(αi)q−(αi,Θ(αi))−(ω,αi+Θ(αi))ξ(ω)
for ω ∈ P and i ∈ I, which is enough for most of the purposes. We can view ξ as an element of a
completion of Uq(h) ⊂ Uq(g). Then one takes
K ′ = XξT−1wXT
−1
w0 ,
where TwX and Tw0 now denote the canonical elements implementing the Lusztig automorphisms. This
gives a universal K-matrix for U t′q (gθ) in the conventions of [BK19].
To pass to our setting, consider the element ω0 of h∗ characterized by
(ω0, αi) = 0 (i ∈ X), (ω0, αi) = 14(Θ(ατθ(i))− ατθ(i) −Θ(αi) + 2ρX , αi) (i ∈ I \X),
and use the isomorphism AdKω0 of U t
′
q (gθ) onto Uθq (g). Namely, define
K = τθτ0
(
(AdKω0)(K ′)
)
= (AdKω0)
(
τθτ0(K ′)
)
, (4.16)
where τθτ0 is the automorphism of the Hopf algebra Uq(g) induced by the automorphism τθτ0 of the
Dynkin diagram. Finally, using the universal R-matrix of Uq(g), we put
E = R21(1⊗K )(id⊗ τθτ0)(R). (4.17)
This is a ribbon τθτ0-braid for Uθq (g), hence also for Uθh(g), see [DCNTY19, Section 3.3]. Then
Eh = ((Adu)pi ⊗ pi)(E ) ∈ U(Gθ ×G)JhK
is a well-defined ribbon (τθτ0)h-braid for the multiplier algebra model of Uθh(g), where u is the element (4.12)
(for t = 0) and (τθτ0)h denotes the unique automorphism of U(G)JhK such that
pi ◦ τθτ0 = (τθτ0)h ◦ pi. (4.18)
We call E (and also Eh) a Balagović–Kolb ribbon (τθτ0)h-braid. Note that this element depends on the
choice of γ, and the set of these twist-braids forms a torsor over Z(U).
Remark 4.20. It is not difficult to see that Corollary 4.19 and identities (4.2) imply that Eh = 1⊗gzmXm0
modulo h for some g ∈ Z(U). This is consistent with Theorems 5.5 and 5.10 below.
This finishes our discussion of the ribbon twist-braids in the standard case. Assume now that uθ < u
is Hermitian and take t ∈ T ∗C . Note that τθτ0 = id now, since θ is an inner automorphism. The coideal
U th(gθ) can be obtained from Uθq (g) by twisting and h-adic completion similarly to [DCNTY19, Theorem
C.7]. Namely, define a character χt : Uθq (g)→ C[h−1, hK as follows:
• S-type: χt(Kω) = 1 for ω ∈ PΘ, χt =  on Uq(gX), χt(Bi) = 0 for the nondistinguished vertices i,
χt(Bo) =
soκo
e−doh − 1 ;
• C-type: χt =  on Uq(gX), χt(Bi) = 0 for all i, χt(Kω) = λ(ω) for ω ∈ PΘ, where λ : P → C[h−1, hK×
is any homomorphism such that λ(αi) = 1 for all i ∈ I \ {o} and
λ(αo) = c−1o e−h(α
−
o ,α
−
o ).
Then (χt ⊗ id)∆ maps the generators of Uθq (g) into those of U th(gθ), except that in the type S case Bo is
mapped into
Fo − cozτθ(o)TwX (Eτθ(o))K−1o + soκo
K−1o
e−doh − 1 ,
but this differs only by an additive constant (which may, however, lie in h−1CJhK rather than in CJhK)
from the corresponding generator of U th(gθ). By applying this map to the first leg of E , and using the
factorization of E given in [Kol20], we get a ribbon braid E t for U th(gθ). Then
Eth = ((Adut)pi ⊗ pi)(E t)
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is a ribbon braid for the multiplier algebra model of U th(gθ), whenever this model is well-defined. We
call E t (and Eth) again a Balagović–Kolb ribbon braid.
One problem, however, is that in the S-type case the construction of E t guarantees only that
Eth ∈
∏
ρ∈IrrGθt ,
pi∈IrrG
(
End(Vρ)⊗ End(Vpi)[h−1, hK) .
Proposition 4.21. For all t ∈ T ∗C , we have (pi ⊗ pi)(E t) ∈ U(G×G)JhK.
Proof. We need only to consider the Hermitian S-type case. Assume first that t ∈ T ∗, that is, so ∈ iRJhK.
Then Eth is a ribbon twist for the coaction (U(Gθt)JhK, αh) of (U(G)JhK,∆h,Rh). Hence the assertion
follows from Theorem 3.21, which is applicable by the results of Section 4.4 and Corollary 3.13. For
the general case, observe that by construction the coefficient of hk of the component of (pi ⊗ pi)(E t) in
End(V )⊗ End(W )[h−1, hK is a rational function in finitely many parameters s(n)o . Since for k < 0 this
function vanishes for purely imaginary s(n)o , it must be zero. 
In particular, if the multiplier algebra model of U th(gθ) is well-defined for some t ∈ T ∗C , then we have
Eth ∈ U(Gθt ×G)JhK. It would still be interesting to find a more explicit construction of E t similar to that
for E , and provide a more direct proof of the above proposition.
5. Comparison theorems
We will combine the results of the previous sections to compare the Letzter–Kolb coideals with the
quasi-coactions defined by the KZ-equations.
5.1. Twisting of ribbon twist-braids. Let us start by refining the twisting procedure from Sec-
tion 1.5. Assume H is a reductive algebraic subgroup of G, and (U(H)JhK, α,Ψ) is a quasi-coaction of
(U(G)JhK,∆h,Φ). Then, given F ∈ U(G2)JhK and G ∈ U(H ×G)JhK such that F (0) = 1, G(0) = 1 and
(⊗ id)(F) = (id⊗ )(F) = 1, (id⊗ )(G) = 1,
we get a quasi-coaction (U(H)JhK, α,ΨF,G) of (U(G)JhK,∆h,F ,ΦF ).
Now, assume in addition that β is an involutive automorphism of (U(G)JhK,∆h,Φ) and v ∈ U(G)JhK
is an element such that v(0) = 1,
vβ(v) = 1, F = (v ⊗ v)(β ⊗ β)(F)∆h(v)−1. (5.1)
Proposition 5.1. Under the above assumptions, βv = vβ(·)v−1 is an involutive automorphism of
(U(G)JhK,∆h,F ,ΦF ). Furthermore, suppose that R ∈ U(G2)JhK is an R-matrix for (U(G)JhK,∆h,Φ) fixed
by β, and that E ∈ U(H ×G)JhK is a ribbon β-braid for R. Then RF = F21RF−1 is an R-matrix for
(U(G)JhK,∆h,F ,ΦF ) fixed by βv, and
EG,v = GE(id⊗ β)(G)−1(1⊗ v−1) = GE(1⊗ v−1)(id⊗ βv)(G)−1 (5.2)
is a ribbon βv-braid for the quasi-coaction (U(H)JhK, αG ,ΨF,G) of (U(G)JhK,∆h,F ,ΦF ,RF ).
We call (U(G)JhK,∆h,F ,ΦF , βv) the twisting of (U(G)JhK,∆h,Φ, β) by (F , v).
Proof. The claims are not difficult to check by a direct computation, but let us explain a more conceptual
proof using crossed products (or smashed products), cf. [DCNTY19, Remark 1.13]. Namely, consider the
algebra
U(G)JhKoβ Z/2Z = {a+ a′λβ | a, a′ ∈ U(G)JhK, λ2β = 1, λβa = β(a)λβ}.
We can extend in the usual way the coproduct ∆h on U(G)JhK to a coproduct ∆˜h on U(G)JhKoβ Z/2Z
by letting ∆˜h(λβ) = λβ ⊗ λβ . Then (U(G)JhKoβ Z/2Z, ∆˜h,Φ) is a multiplier quasi-bialgebra.
Now, given (F , v) as above, we can twist (U(G)JhK oβ Z/2Z, ∆˜h,Φ) by F to get a new multiplier
quasi-bialgebra (U(G)JhKoβ Z/2Z, (∆˜h)F ,ΦF ). On the other hand, we can first twist (U(G)JhK,∆h,Φ)
by F and then consider the crossed product by βv to get (U(G)JhKoβv Z/2Z, (∆h,F )∼,ΦF ). The map
f : U(G)JhKoβ Z/2Z→ U(G)JhKoβv Z/2Z, a 7→ a, λβ 7→ v−1λβv ,
is an isomorphism of these two multiplier quasi-bialgebras. In particular,
(U(G)JhKoβv Z/2Z, (∆h,F )∼,ΦF )
is indeed a multiplier quasi-bialgebra, and hence βv is an automorphism of (U(G)JhK,∆h,F ,ΦF ).
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Let us turn to ribbon twist-braids. First note that R is still an R-matrix for (U(G)JhKoβ Z/2Z, ∆˜h,Φ)
by its β-invariance. Moreover, we can view (U(H)JhK, α,Ψ) as a quasi-coaction of this multiplier quasi-
bialgebra. Then an element E ∈ U(H ×G)JhK is a ribbon β-braid for the original quasi-coaction and R if
and only if E(1⊗ λβ) is a ribbon braid for the new one and R again.
Finally, the map f satisfies
(id⊗ f)(GE(1⊗ λβ)G−1) = EG,v(1⊗ λβv ),
showing that formula (5.2) is a consequence of (1.7) for the crossed products and trivial automorphisms. 
Remark 5.2. Let us also mention a categorical perspective on conditions (5.1), which does not rely
on crossed products. The automorphism β defines an autoequivalence Fβ of ((RepG)JhK,⊗h,Φ). The
twisting by F produces an equivalent category ((RepG)JhK,⊗h,F ,ΦF ). The functor Fβ gives rise to an
autoequivalence of this new category, which, however, is not defined by any automorphism in general.
Conditions (5.1) ensure that this autoequivalence is naturally monoidally isomorphic to an autoequivalence
defined by an automorphism, namely, to Fβv .
We now return to the setup of Section 4.2. Let pi : Uh(g)→ U(G)JhK be a homomorphism satisfying (4.5).
Assume β is an involutive automorphism of the Dynkin diagram of g. We denote by the same symbol the
corresponding automorphisms of (Uh(g),∆) and (U(G)JhK,∆); it will always be clear from the context
which one we are using. These are automorphisms of the quasi-triangular (multiplier quasi-)bialgebras
(Uh(g),∆,R) and (U(G)JhK,∆,ΦKZ,RKZ). We also note that, similarly to (4.18), there is a unique
automorphism βh of (U(G)JhK,∆h) such that
pi ◦ β = βh ◦ pi.
Lemma 5.3. Let F be a Drinfeld twist for pi (in the sense of Section 4.2). Then there exists a unique
element v ∈ 1 + hU(G)JhK such that
βh = vβ(·)v−1, F = (v ⊗ v)(β ⊗ β)(F)∆(v)−1. (5.3)
We also have vβ(v) = 1. If, in addition, pi is ∗-preserving and F is unitary, then v is unitary.
In other words, once F is fixed, βh is a twisting of the automorphism β of (U(G)JhK,∆) in a unique
way.
Proof. Since the homomorphisms pi ◦ β and β ◦ pi are equal modulo h, there exists w ∈ 1 + hU(G)JhK such
that pi ◦ β = (Adw) ◦ β ◦ pi. Then βh = (Adw) ◦ β.
We claim that (w ⊗ w)(β ⊗ β)(F)∆(w)−1 is again a Drinfeld twist (for the same pi). Since ΦKZ is
invariant under β, condition (4.7) is satisfied for (β ⊗ β)(F), hence also for (w ⊗ w)(β ⊗ β)(F)∆(w)−1.
It remains to check that
∆h = (w ⊗ w)(β ⊗ β)(F)∆(w)−1∆(·)∆(w)(β ⊗ β)(F−1)(w−1 ⊗ w−1),
or equivalently,
∆h
(
βh(·)
)
= (w ⊗ w)(β ⊗ β)(F)∆(w)−1∆(βh(·))∆(w)(β ⊗ β)(F−1)(w−1 ⊗ w−1).
But this is true, as the right hand side of the above identity is easily seen to be equal to (βh ⊗ βh)∆h.
By Lemma 3.18 it follows that by multiplying w by a central element we get an element v ∈ 1+hU(G)JhK
satisfying (5.3). Assume v′ is another element with the same properties. Then v−1v′ is a central element,
hence it also equals v′v−1 and
F = (v′v−1 ⊗ v′v−1)F∆(v′v−1)−1.
By the uniqueness part of Lemma 3.18 we conclude that v′v−1 = 1.
Next, since βh and β are both involutive, the element β(v)−1 has the same properties as v, hence
β(v)−1 = v. Similarly, if pi is ∗-preserving and F is unitary, then βh is ∗-preserving as well, and the
element (v∗)−1 has the same properties as v, hence (v∗)−1 = v. 
5.2. Comparison theorem: non-Hermitian case. We are now ready to prove our main results
relating the multiplier algebra models of the Letzter–Kolb coideals to cyclotomic KZ-equations. Let us
first consider the non-Hermitian case.
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Theorem 5.4. Assume k = uθ < u is a non-Hermitian symmetric pair, with θ in Satake form (4.1).
Then the multiplier algebra model of the Letzter–Kolb coideal Uθh(g), which is a coaction (U(Gθ)JhK, αh)
of (U(G)JhK,∆h), is obtained by twisting from the quasi-coaction (U(Gθ)JhK,∆,ΨKZ) of the multiplier
quasi-bialgebra (U(G)JhK,∆,ΦKZ). Any such twisting extends to a twisting between the automorphism
τθτ0 of (U(G)JhK,∆,ΦKZ) and the automorphism (τθτ0)h of (U(G)JhK,∆h).
Proof. Using a Drinfeld twist F and an element G provided by Proposition 4.14 we can twist the coaction
(U(Gθ)JhK, αh) of (U(G)JhK,∆h) to a quasi-coaction (U(Gθ)JhK,∆,Ψ) of (U(G)JhK,∆,ΦKZ) for some Ψ.
The first statement of the theorem follows then from Theorem 2.6. The second statement, on twisting τθτ0
to (τθτ0)h, follows from Lemma 5.3. 
Theorem 5.5. The twisting provided by Theorem 5.4 establishes a one-to-one correspondence between
the following data:
• the ribbon τθτ0-braids for the quasi-coaction (U(Gθ)JhK,∆,ΨKZ) of the quasi-triangular multiplier
quasi-bialgebra (U(G)JhK,∆,ΦKZ,RKZ), given by
E ′KZg1 = exp(−h(2tk01 + Ck1))(zmXm0g)1 (g ∈ Z(U)); (5.4)
• the Balagović–Kolb ribbon (τθτ0)h-braids E (or their images Eh) for the coideal Uθh(g) of the quasi-
triangular bialgebra (Uh(g),∆h,R), for different choices of γ satisfying (4.15).
Under this correspondence, we have E(0)h = 1⊗ zmXm0g.
Proof. By Theorem 2.18 we have a complete classification of ribbon θ-braids for the quasi-coaction
(U(Gθ)JhK,∆,ΨKZ) of (U(G)JhK,∆,ΦKZ). Since θ = (Ad zmXm0)◦τθ◦τ0, the multiplication by 1⊗zmXm0
on the right gives a one-to-one correspondence between the ribbon θ-braids and the ribbon τθτ0-braids,
so the latter ones are given by (5.4). As any Drinfeld twist F satisfies (4.9), formula (5.2) provides a
correspondence between the ribbon τθτ0-braids and the (τθτ0)h-braids. Since both the ribbon τθτ0-braids
and the Balagović–Kolb ribbon (τθτ0)h-braids are torsors over the finite group Z(U), this gives a bijective
correspondence stated in the theorem.
Finally, since by definition the elements F , G, and v used in the twisting have constant terms 1, we
get the claim about E(0)h . 
Remark 5.6. As we pointed out throughout the paper (see Remarks 2.7 and 4.16), in the non-Hermitian
case there is no real need to consider the multiplier algebra model, so a similar result holds at the level of
the universal enveloping algebras, also beyond the standard case.
Let us formulate this more precisely. Let t = (c, s) ∈ T be such that c(0)i = 1 for all i ∈ I \X (recall
also that, by definition, we have si = 0 for all i ∈ I \X). If we fix algebra isomorphisms Uh(g) ∼= U(g)JhK
and U th(gθ) ∼= U(gθ)JhK that are identity modulo h (that is, they are given by (4.5) and Proposition C.3),
then the coproduct ∆: Uh(g) → Uh(g) ⊗ˆ Uh(g) defines a coproduct ∆h on U(g)JhK and a coaction
αh : U(gθ)JhK→ U(gθ)⊗ U(g)JhK of (U(g)JhK,∆h).
The claim then is that this coaction is obtained by twisting from the quasi-coaction (U(gθ)JhK,∆,ΨKZ)
of (U(g)JhK,∆,ΦKZ). Any such twisting extends to a twisting between the automorphisms τθτ0 of
(U(g)JhK,∆,ΦKZ) and (U(g)JhK,∆h) and, in the standard case t = 0, provides a one-to-one correspondence
between the ribbon τθτ0-braids as in Theorem 5.5.
Remark 5.7. The type II symmetric pairs admit analogues of Theorems 5.4 and 5.5 and Remark 5.6, with
essentially the same proofs. Indeed, as we have explained along the way, the intermediate results used in
the proofs, such as Theorems 2.6 and 2.18 and Proposition 4.14, all have analogues for the type II case.
5.3. Comparison theorem: Hermitian case. In the Hermitian case we do need to consider the
multiplier algebra model in our approach.
Theorem 5.8. Assume uθ < u is a Hermitian symmetric pair, with θ in Satake form (4.1). Take t ∈ T ∗
and choose Ztθ ∈ z(gθt) such that (Ztθ , Ztθ)g = −a−2θ . Then the coaction (U(Gθt)JhK, αh) of (U(G)JhK,∆h)
is obtained by twisting from the quasi-coaction (U(Gθt)JhK,∆,ΨKZ,s;µ) of (U(G)JhK,∆,ΦKZ) for uniquely
defined s ∈ R and µ ∈ hRJhK, where ΨKZ,s;µ is defined using Ztθ .
The parameter s ∈ R is determined as follows:
• S-type: if o is the unique distinguished root and c = −is(0)o , then
s = ± 2
pi
log
(
(1 + c2)1/2 + c
)
,
where ± is the sign of κo(Ztθ , Xαo)g;
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• C-type: if o is the unique distinguished root such that −iαo(Z˜tθ) + iατθ(o)(Z˜tθ) > 0, where Z˜tθ is the
component of Ztθ in h, and c = c
(0)
o , then
s = 2
pi
log c.
Proof. Choose Zθ ∈ z(uθ) such that (Zθ, Zθ)g = −a−2θ . In the C-type case we require also that if o is
the distinguished root as in the formulation of the theorem, then −iαo(Zθ) + iατθ(o)(Zθ) > 0, which
determines Zθ uniquely. By Lemma 4.7 and the discussion following it we then get a pair (ν, Zν) as in
Section 3.
By twisting the coaction we may assume that pi : Uh(g) → U(G)JhK defining the multiplier algebra
model is as in Lemma 4.5. Then by Lemma 4.6 there is a unitary Drinfeld twist such that
F = 1 + hir2 +O(h
2).
By Lemma 4.12 we could also choose u satisfying (4.12) to be unitary, which means that by twisting αh
we may assume αh to be ∗-preserving. Hence, by Proposition 4.14, αh is a twisting of ∆ by a unitary
element G.
By Lemma 4.10 we have gθt = (Ad zθ)−1(gφ) and Ztθ = (Ad z
−1
θ gφ−1)(Zν), where φ is determined as
follows (see also Remark 4.11):
• S-type: zθ(αo)s(0)o κo = i tan(piφ2 ) and
(Ztθ , Xαo)g
zθ(αo) cos(piφ2 )
> 0;
• C-type: c(0)o = − cot(pi4 (φ− 1)).
The map Ad zθ defines isomorphisms U(Gθt)→ U(Gφ) and U(G)→ U(G) and transforms the coaction
(U(Gθt)JhK, αh) of (U(G)JhK,∆h) into a coaction (U(Gφ)JhK, α˜h) of (U(G)JhK, ∆˜h). As [zθ ⊗ zθ, r] = 0,
the latter coaction satisfies the assumptions of Theorem 3.17. Hence this coaction is a twisting of the
quasi-coaction (U(Gφ)JhK,∆,ΨKZ,s;µ) of (U(G)JhK,∆,ΦKZ) for uniquely determined s ∈ R and µ ∈ hRJhK,
with s determined by
sin
(piφ
2
)
= tanh
(pis
2
)
.
Applying (Ad zθ)−1, we conclude that our original coaction is obtained by twisting from the quasi-
coaction (U(Gθt)JhK,∆,ΨKZ,s;µ) of (U(G)JhK,∆,ΦKZ), and the pair (s, µ) is the only one with this
property.
It remains to verify the formulas for s in the formulation of the theorem.
In the S-type case, using s(0)o = ic we can write zθ(αo)κoc = tan(piφ2 ). We also have zθ(αo)κo = ±1 by
Lemma 4.9. We thus obtain sin(piφ2 ) = ±c(1 + c2)−1/2, or equivalently
pis
2 = ±
1
2 log
(
1 + c(1 + c2)−1/2
1− c(1 + c2)−1/2
)
= ± log((1 + c2)1/2 + c),
with the ± being equal to the sign of c−1 sin(piφ2 ) = zθ(αo)κo cos(piφ2 ). This is equal to the sign of
κo(Ztθ , Xαo)g because (zθ(αo) cos(
piφ
2 ))−1(Ztθ , Xαo)g > 0.
In the C-type case, writing c(0)o = c > 0, we have
sin
(piφ
2
)
= c
2 − 1
c2 + 1 =
c− c−1
c+ c−1 ,
hence pis2 = log c. 
Remark 5.9. Throughout the paper we made a number of statements about unitarity. We used them
in the proof of Theorem 5.8 to make sure that for t ∈ T ∗ we get s ∈ R and µ ∈ hRJhK. It follows that
ΨKZ,s;µ is unitary, and once we know this, a standard argument based on polar decomposition shows that
if pi : Uh(g)→ U(G)JhK and αh are ∗-preserving, then the twisting can be done by unitary elements. The
same is true for Theorem 5.4.
The parameter µ can in principle be determined by comparing the K-matrices using the next theorem.
We will do this in detail in the type AIII case in Section 5.5.
Theorem 5.10. The twisting provided by Theorem 5.4 establishes a one-to-one correspondence between
the following data:
46
• the ribbon braids for the quasi-coaction (U(G)JhK,∆,ΨKZ,s;µ) of the quasi-triangular multiplier
quasi-bialgebra (U(G)JhK,∆,ΦKZ,RKZ), given by
E ′′KZ,s;µg1 = exp
(
− h(2tkt01 + Ckt1 ) + pi(1− is− iµ)(Ztθ)1
)
g1 (g ∈ Z(U)), (5.5)
• the Balagović–Kolb ribbon braids E t (or their images Eth) for the coideal U th(gθ) of the quasi-triangular
bialgebra (Uh(g),∆,R), for different choices of γ satisfying (4.15).
Under this correspondence, we have Eth = 1⊗ exp(pi(1− is)Ztθ)g mod h.
Proof. This is proved similarly to Theorem 5.5, but now using the classification result from Theorem 2.19,
applied to σ = exp(pi adZtθ), and the fact that the multiplication by 1⊗ exp(piZtθ) on the right gives a
one-to-one correspondence between the ribbon σ-braids and the ribbon braids. 
Analogous results hold for generic t ∈ T ∗C . More precisely, we have to exclude a countable set of values
of s(0)o (S-type) and c(0)o (C-type) for the distinguished roots to be sure that a multiplier algebra model
for U th(gθ) exists, see Remark 4.15. We also have to make sure that ΨKZ,s;µ is well-defined, which means
that s should be outside a set A satisfying i(1 + 2Z) ⊂ A ⊂ iQ×.
Proposition 5.11. In the S-type case, for generic t ∈ T ∗C , the coaction (U(Gθt)JhK, αh) of (U(G)JhK,∆h)
is obtained by twisting from the quasi-coaction (U(Gθt)JhK,∆,ΨKZ,s;µ) of (U(G)JhK,∆,ΦKZ) for s ∈ C
satisfying epis =
(
(1 + c2)1/2 + c
)2, with c = −is(0)o , and a uniquely determined µ ∈ hCJhK, where
the square root (1 + c2)1/2 is chosen such that (1 + c2)1/2κo(Ztθ , Xαo)g > 0. In the C-type case, the
same holds for s satisfying epis = c2, with c = c(0)o , where o is the unique distinguished root such that
−iαo(Z˜tθ) + iατθ(o)(Z˜tθ) > 0. Such a twisting establishes a one-to-one correspondence between the ribbon
braids (5.5) and the Balagović–Kolb ribbon braids.
Proof. The proof is essentially identical to that of Theorems 5.8 and 5.10. Let us only explain where the
condition (1 + c2)1/2κo(Ztθ , Xαo)g > 0 in the S-type case comes from.
Recall that (1 + c2)−1 = cos2(piφ2 ). We want to choose the square root (1 + c2)1/2 so that sin(
piφ
2 ) =
c(1 + c2)−1/2 holds. Then we obtain
epis − 1
epis + 1 = tanh
(pis
2
)
= c(1 + c2)−1/2 =
(
(1 + c2)1/2 + c
)2 − 1(
(1 + c2)1/2 + c
)2 + 1 ,
which gives the asserted formula for epis. From the proof of Theorem 5.8, we see that the desired choice is
given by
(1 + c2)1/2 = 1
zθ(αo)κo cos(piφ2 )
.
Then we have
(1 + c2)1/2κo(Ztθ , Xαo)g =
(Ztθ , Xαo)g
zθ(αo) cos(piφ2 )
> 0,
hence the condition in the statement of the theorem. 
5.4. A Kohno–Drinfeld type theorem. The above results allow us to compare certain representations
of type B braid groups.
Recall that the braid group Γn of type Bn is generated by elements ρ1, σ1, . . . , σn−1 subject to the
following relations:
σiσj = σjσi (|i− j| > 1), σiσjσi = σjσiσj (|i− j| = 1),
ρ1σi = σiρ1 (i > 1), ρ1σ1ρ1σ1 = σ1ρ1σ1ρ1.
This is the subgroup of the usual (type An) braid group on n+ 1 strands consisting of the braids with
the first strand fixed.
(a) ρ1 (b) σ1 (c) σ2
Figure 1. Generators of Γ3
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Assume we have a quasi-coaction (B,α,Ψ) of a quasi-bialgebra (A,∆,Φ), and a ribbon braid E ∈ B⊗A
with respect to an R-matrix R ∈ A⊗A. (As before, we will actually use the corresponding variants for
multiplier algebras.) Consider a (left) B-module V and an A-module W . Then we get a representation of
Γn on V ⊗W⊗n, with ρ1 acting by E on the zeroth and first factors and σi acting by the braiding ΣR on
the i-th and (i+ 1)-st factors, where Σ denotes the flip. More precisely, we have to fix a parenthesization
on V ⊗W⊗n and take into account the associativity morphisms, but different choices lead to equivalent
representations by the standard coherence argument. For example, for n = 3 we can take
((V ⊗W )⊗W )⊗W,
and then the representation is defined by
ρ1 7→ E0,1, σ1 7→ Ψ−10,1,2(ΣR)1,2Ψ0,1,2, σ2 7→ Ψ−101,2,3(ΣR)2,3Ψ01,2,3.
Let us first consider the non-Hermitian case. Since the involutive automorphisms of quasi-bialgebras
are nontrivial, we first need to pass to crossed products, as in the proof of Proposition 5.1.
On the side of q-deformations, we take the Hopf algebra Uh(g)oτθτ0 Z/2Z and consider the ribbon
braid E (1⊗ λτθτ0) for a Balagović–Kolb ribbon twist-braid E (defined by γ satisfying (4.15)).
Take any Uθh(g)-module V and (Uh(g)oτθτ0 Z/2Z)-module W that are finitely generated and free as
CJhK-modules. Note that a (Uh(g)oτθτ0 Z/2Z)-module is the same as a Uh(g)-module plus a CJhK-linear
isomorphism u : W → W such that u2 = 1 and ua = (τθτ0)(a)u for all a ∈ Uh(g). We then get a
representation of Γn as described above from E and R.
On the side of cyclotomic KZ-equations, we can start with finite dimensional representations of U(gθ)
and U(g)oτθτ0Z/2Z on V˜ and W˜ . The quasi-coaction (U(gθ)JhK,∆,ΨKZ) of (U(g)JhKoτθτ0Z/2Z,∆,ΦKZ)
together with RKZ = e−ht and a ribbon τθτ0-braid E ′KZg1 (5.4) define a representation of Γn on (V˜ ⊗
W˜⊗n)JhK.
Then Theorems 5.4 and 5.5 and Remark 5.6 imply the following.
Theorem 5.12. Let uθ < u be a non-Hermitian symmetric pair, with θ in Satake form. Let V be a
Uθh(g)-module, and W be a (Uh(g) oτθτ0 Z/2Z)-module, that are finitely generated and free as CJhK-
modules. Then the representation of Γn on V ⊗CJhK W⊗n defined by E and ΣR is equivalent to the
one on ((V/hV ) ⊗ (W/hW )⊗n)JhK defined by (E ′KZg1,ΨKZ,ΣRKZ,ΦKZ) for the choice of g satisfying
1⊗ (zmXm0g) = E mod h.
In the Hermitian case, we can do similar constructions with the following modifications. First, as
τθτ0 = id, we don’t have to take crossed products. Thus, given t ∈ T ∗, a Balagović–Kolb ribbon braid E t
for U th(gθ) and ΣR defines a representation of Γn on V ⊗CJhK W⊗n. On the side of KZ-equations, by our
construction of ΨKZ,s;µ, we can only consider U(gθt)-modules V˜ that can be integrated to representations
of Gθt , or equivalently, that are direct summands of finite dimensional U(g)-modules. We use the ribbon
braid E ′′KZ,s;µ from (5.5).
As a consequence of Theorems 5.8 and 5.10, we get the following result.
Theorem 5.13. Let uθ < u be a Hermitian symmetric pair, with θ in Satake form, and t ∈ T ∗. Let V
be a U th(gθ)-module and W be a Uh(g)-module that are finitely generated and free as CJhK-modules,
and assume also that V is a direct summand of a Uh(g)-module with the same property. Then the
representation of Γn on V ⊗CJhK W⊗n defined by E t and R is equivalent to the representation on
((V/hV ) ⊗ (W/hW )⊗n)JhK defined by (E ′′KZ,s;µg1,ΨKZ,s;µ,ΣRKZ,ΦKZ), for the subgroup Gθt < G and
parameters (s, µ) from Theorem 5.8, for the choice of g ∈ Z(U) satisfying 1 ⊗ (exp(pii(1 − is)Ztθ)g) =
E t mod h.
Remark 5.14. Since the subgroups Gθt are conjugate to Gθ, we could equally well consider the KZ-equations
only for Gθ < G. We do not do this as the extra choice of conjugator will affect the correspondence
E t = EKZ mod h.
As a corollary we can also get a version of Theorem 5.12 in the analytic setting. We will prove one
such result and then discuss how it can be generalized.
We can define the algebras Uq(g) and Uθq (g) for q ∈ C× not a nontrivial root of unity. Furthermore,
as has been noted in [DCNTY19,DCM20], the constructions of a Balagović–Kolb ribbon twist-braid E ,
the associators ΨKZ,s and so on make sense in this setting. We can therefore consider two types of
finite dimensional representations of Γn, defined by E and monodromy of KZ-equations. To compare
such representations we need a way to associate a representation of Uθq (g) to a representation of U(gθ).
To simplify matters let us consider only representations obtained by restriction from representations
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of Uq(g) and U(g). The representation theories of Uq(g) and U(g) are well-understood, so for any finite
dimensional U(g)-module V we have its quantum analogue Vq. This correspondence extends also to
representations of the crossed products U(g)oτθτ0 Z/2Z and Uq(g)oτθτ0 Z/2Z.
Corollary 5.15. Take q > 0, and assume that uθ < u is a non-Hermitian symmetric pair. Consider a
finite dimensional U(g)-module V and a finite dimensional (U(g)oτθτ0 Z/2Z)-module W , and view V as a
U(gθ)-module. Then the representation of Γn on Vq ⊗W⊗nq defined by a Balagović–Kolb ribbon τθτ0-braid
for Uθq (g) and the universal R-matrix R for Uq(g), corresponding to h = log q, is equivalent to the
representation on V ⊗W⊗n defined by (E ′KZg1,ΨKZ,ΣRKZ,ΦKZ) given by monodromy of the cyclotomic
KZ-equations for the subgroup Gθ < G and some choice of g ∈ Z(Uθ).
Proof. We may assume that V and W are equipped with Hermitian scalar products such that they give
rise to unitary representations of U . In a similar way, the assumption q > 0 implies that Uq(g) is a
∗-algebra and its representations on Vq and Wq can be turned into ∗-representations.
Theorem 5.5 gives us a bijection between the Balagović–Kolb ribbon τθτ0-braids for Uθh(g) and the
ribbon τθτ0-braids (5.4). By specialization this gives us a bijection also in the analytic setting, but a
priori it is not given by any formula similar to (5.2), as it is not clear when G can be specialized.
Now, using this bijection, it is convenient to extend the representations of Γn to Γn×Z(U), with Z(U)
acting on the first factors Wq and W of Vq⊗W⊗nq and V ⊗W⊗n, and prove a formally stronger statement
that these representations of Γn × Z(U) are equivalent. The representations have the same character,
since they are obtained by specialization from the formal case and in that case the representations are
equivalent. Therefore it suffices to prove that the representations are completely reducible. For this, in
turn, it suffices to show that in both cases the operators of the representations span ∗-algebras.
Observe in general that in the presence of a ∗-involution, if we have a quasi-coaction (B,α,Ψ) of a
quasi-bialgebra (A,∆,Φ) and a ribbon braid E with respect to an R-matrix R, with unitary Ψ and Φ and
the R-matrix satisfying R∗ = R21, then E∗ is also a ribbon braid. Indeed, analogues of identities (1.4)
and (1.5) for E∗ are obtained immediately by taking the adjoints. For (1.6), we in addition have to
conjugate by R12 and then flip the last two tensor factors.
Since in the formal setting we have a complete classification of ribbon twist-braids, we conclude that
every Balagović–Kolb ribbon τθτ0-braid for Uθh(g) and every ribbon τθτ0-braid (5.4), being multiplied by
1⊗ λτθτ0 on the right, has the property that it coincides with its adjoint up to a factor 1⊗ g (g ∈ Z(U)).
(For the twist-braids (5.4) this is also not difficult to see by definition, and for the Balagović–Kolb’s ones
this can be checked by an explicit computation as well [DCM20].) Hence the same is true in the analytic
setting, which implies the desired property of the representations. 
Remark 5.16. Corollary 5.15 remains true for generic q ∈ C. Briefly, this can be proved by viewing both
representations as defined over a field of meromorphic functions in q. These representations have the
same character by Theorem 5.12. They can also be shown to be completely reducible, essentially because
everything is determined by restriction to q > 0, and for every such q the representations are completely
reducible. Hence they are equivalent, and then by specialization we get an equivalence for generic values
of q.
Remark 5.17. In the Hermitian case, for q > 0, we can define an analogue of the parameter set T ∗ for
which U tq (gθ) are ∗-coideals, see [DCNTY19]. Then the proof of the above corollary still works for such t,
but with a caveat. Assume t is obtained by specialization from a parameter in our set T ∗. Then to be
able to use Theorem 5.13, or even formulate the result in the analytic setting, we need µ provided by
Theorem 5.8 to be specializable. Assuming we have an explicit formula for µ as a function of t that can
be specialized, this can be further generalized to generic q ∈ C. In the type AIII case analyzed below we
see that this is indeed the case, and it is natural to expect that the same it true in all other cases.
5.5. Example: AIII case. In this section we look in detail at the AIII symmetric pairs, that is, the
pairs s(up ⊕ uN−p) < suN for 0 < p ≤ N/2 and N ≥ 2.
Thus, u = suN , g = slN (C). The normalized invariant form is (X,Y )g = Tr(XY ). As the Cartan
subalgebra h we take the diagonal matrices with trace zero. Let eij be the matrix units of MN (C). Define
Li ∈ h∗ by Li(
∑
j ajejj) = ai. As a system of simple roots and generators of g we take
Π = {αi = Li − Li+1}1≤i≤N−1, Hi = eii − ei+1,i+1, Xαi = ei,i+1, X−αi = ei+1,i.
Note that
(Li, Li) = 1− 1
N
, (Li, Lj) = − 1
N
(i 6= j). (5.6)
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Define
Zν = i diag
(
1− p
N
, . . . , 1− p
N︸ ︷︷ ︸
p
,− p
N
, . . . ,− p
N︸ ︷︷ ︸
N−p
)
, ν = Ad exp(piZν).
Then uν = s(up ⊕ uN−p) and the pair (ν, Zν) is as in Section 3.1. We will write k for uν . The unique
noncompact simple root is αp.
1
N − 1
p
(a) S-type
1 p
N − pN − 1
(b) C-type
Figure 2. Satake diagrams for AIII symmetric pairs
The S-type case corresponds to N = 2p. Then the distinguished simple root is αp, X = ∅, and as an
involution θ in Satake form we take
θ = Adm0, m0 = AN =

1
−1
. .
.
(−1)N−1
 ,
so that z = 1 in (4.1). It is clear that (ν, Zν) is associated with θ as described after Lemma 4.8. For every
t ∈ T ∗ we fix a normalized element Ztθ ∈ z(gθt) by requiring (Ztθ , Xαp)g > 0. For the standard case t = 0
we write Zθ = Z0θ ∈ z(gθ).
The C-type case corresponds to 0 < p < N/2. In this case the distinguished simple roots are αp and
αN−p, X = {αp+1, . . . , αN−p−1}. As an involution θ in Satake form we take
θ = Ad zm0mX , z = epiip/N diag((−1)p, . . . , (−1)p︸ ︷︷ ︸
p
,−(−1)N−p, . . . ,−(−1)N−p).
Note that
m0mX =
 Ap−(−1)N−pIN−2p
(−1)N−pAp
 , zm0mX = epiip/N
 −AtpIN−2p
−Ap
 .
Again, (ν, Zν) is the unique pair associated with θ for which αp is a noncompact root. For every t ∈ T ∗
we fix a normalized element Ztθ ∈ z(gθt) by requiring −iαp(Z˜tθ) + iαN−p(Z˜tθ) > 0. Again for the standard
case we write Zθ = Z0θ ∈ z(gθ).
Theorem 5.18. With the above choices, the parameters s ∈ R and µ ∈ hRJhK associated with t ∈ T ∗
according to Theorem 5.8 are determined as follows (with q = eh):
• S-type: s+ µ = 2
pi
log
((
1− q(q + 1)
2
4 s
2
p
)1/2
− q
1/2(q + 1)
2 isp
)
;
• C-type: s+ µ = 2
pi
log cp +
h
pi
.
In particular, the standard case t = 0 corresponds to s+ µ = 0.
We will prove the theorem by comparing the eigenvalues of K-matrices. In the AIII case this is
facilitated by the knowledge of solutions of the reflection equation [Mud02].
As in Section 4.5, we will work over the field C(q1/d) and then pass to C[h−1, hK. The fundamental
representation of Uq(g) on V = C(q1/d)N is given by
piV (Ei) = q1/2ei,i+1, piV (Fi) = q−1/2ei+1,i, piV (Ki) = qeii + q−1ei+1,i+1.
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Writing R = q−1/N (piV ⊗ piV )(R) for the universal R-matrix R, we have
R =
∑
i,j
q−δijeii ⊗ ejj + (q−1 − q)
∑
i<j
eij ⊗ eji.
Consider the K-matrix K t = ( ⊗ id)(E t) of a Balagović–Kolb ribbon twist E t for t ∈ T ∗. Then
Kt = piV (K t) satisfies the reflection equation
Kt1Rˆ12K
t
1Rˆ12 = Rˆ12Kt1Rˆ12Kt1,
where Rˆ = ΣR. The invertible solutions of this equation are classified in [Mud02] as
λ+ µ y1
. . . . .
.
λ+ µ yr
λ
. . .
λ
yN−r+1
. .
.
yN

, (5.7)
where we have the general requirement yiyN−i+1 = −λµ 6= 0. (This takes into account that the conventions
in [Mud02] are different. Our matrix R corresponds to R21 of [Mud02], with q replaced by q−1. Note also
that the ground field in [Mud02] is C, but the arguments there are purely combinatorial and work for any
field of characteristic zero.) We are interested only in the nonconstant solutions, since by Theorem 5.10
the matrix Kt is conjugate (by some element T ∈MN (C)JhK such that T (0) = IN ) to the image of
exp
(−hCkt + pi(1− is− iµ)Ztθ)g (5.8)
in the fundamental representation of suN for some g ∈ Z(U), which is clearly nonconstant.
Next, let us make a choice of a Balagović–Kolb ribbon twist. Recall that in the standard case the
K-matrix K and the ribbon twist E are given by (4.16) and (4.17). In our present Hermitian case
τθτ0 = id, and K can be written as
K = X˜ξ′T−1wXT
−1
w0 , (5.9)
where X˜ = (AdKω0)(X) and ξ′ = ξK2ω0 , see [DCM20, Section 4]. Furthermore, by [DCM20, Lemma
4.24], the function γ defining ξ can be chosen so that ξ′ = τθ(z)CΘ, where CΘ acts on every vector of
weight ω by q−(ω+,ω+), with ω+ = 12 (ω + Θ(ω)). Therefore
piV (ξ′)ei = τθ(z)(Li)q−(L
+
i
,L+
i
)ei = z(Θ(Li))q−(L
+
i
,L+
i
)ei, (5.10)
where we used (3.2) and that z(αi) = 1 for i ∈ X. We will assume from now on that K is defined using
this particular ξ′.
The following formula, which will allow us to compute some matrix coefficients of K = K0 = piV (K ),
is probably well-known to experts.
Lemma 5.19. We have
piV (Tw0) = q
N−1
2 AN .
Proof. By definition (see, e.g., [Jan96, Section 8.6]), we have
Tw0 = T[1]T[2] · · ·T[N−1], T[k] = TkTk−1 · · ·T1,
and the operators piV (Ti) are given by
piV (Ti)ej = ej (j 6= i, i+ 1), piV (Ti)ei = −q1/2ei+1, piV (Ti)ei+1 = q1/2ei.
This gives the result. 
In the nonstandard case we have
K t = (χt ⊗ id)(R21(1⊗K )R)
for an appropriate character χt : Uθq (g)→ C[h−1, hK, as described in Section 4.5.
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Write T = (id ⊗ piV )(R21) ∈ Uq(g) ⊗MN (C(q1/d)). Then T is an upper triangular matrix with
coefficients in Uq(b−), and
Kt = (χt ⊗ id)(T (1⊗K)T ∗),
where we remind that h∗ = h.
Lemma 5.20. We have
KtN1 = χt
(
K
2−N
N
1 K
4−N
N
2 · · ·K
N−2
N
N−1
)
KN1.
Proof. By definition we have
KtN1 = χt
(∑
i,j
TNiT
∗
1j
)
Kij .
Since T is upper triangular, the contribution of i 6= N is zero. The form of (5.7), and the fact that K is
not scalar, further tell us that KNj = 0 for j 6= 1. Therefore
KtN1 = χt(TNNT ∗11)KN1.
Since TNNT ∗11 = TNNT11 = K
2−N
N
1 K
4−N
N
2 · · ·K
N−2
N
N−1 by the usual factorization of R (see, e.g., [Kas95,
Section XVII.2]), this proves the lemma. 
To get further information on the K-matrices we will use that Kt must commute with piV (U th(g)). We
will treat the S-type and C-type cases separately.
In the S-type case, Θ(Li) = LN−i+1. The coideal U th(gθ) is generated by Uh(hθ), the elements
Bi = Fi − q−1EN−iK−1i (i < p), Bp = Fp − q−2EpK−1p +
sp(K−1p − 1)
q−1 − 1 ,
and their adjoints.
Proposition 5.21. In the S-type case, for every t ∈ T ∗, we have
Kt = (−1)p−1q 12p−p
(
q1/2(q + 1)spIp −Atp
Ap 0
)
. (5.11)
Proof. It is easily seen that the nonconstant matrices (5.7) commuting with the generators of U th(gθ) are
precisely of the form
y
(
q1/2(q + 1)spIp −Atp
Ap 0
)
for y ∈ C[h−1, hK×. (Note that these solutions were also described in [KS09, Section 5].)
To determine y, we look at the matrix coefficient KtN1. By Lemma 5.20 it is independent of t, since χt is
trivial on the Cartan part in the S-type case. In the standard case we compute KN1 using definition (5.9).
By (5.10) and (5.6) we have piV (ξ′) = q
1
2p− 12 , while Lemma 5.19 describes the action of Tw0 . Since X˜
lies in a completion of Uq(n+) and has the weight zero component 1, we conclude that
KtN1 = KN1 = q
1
2p−p.
Hence y = (−1)p−1q 12p−p. 
Proof of Theorem 5.18: S-type case. Note that the matrix Kt given by (5.11) leaves the two-dimensional
spaces spanned by ei and e2p−i+1 invariant. From this we see that it has eigenvalues
x± = (−1)p−1q 12p−p
(q1/2(q + 1)
2 sp ± i
(
1− q(q + 1)
2
4 s
2
p
)1/2)
,
each of multiplicity p. (Recall that we are assuming sp ∈ ihRJhK, so (1− q(q+1)24 s2p)1/2 is well-defined as
an element of RJhK.)
On the other hand, consider a K-matrix as in (5.8) but using (k, Zν) instead of (uθt , Ztθ), and denote
its image under the fundamental representation of suN by M . (For the moment we leave the choice of
g ∈ Z(U) free.) Then Kt is conjugate to M by a formal matrix. Let us compute the eigenvalues of M .
The Casimir operator Ck equals Csup⊕sup − Tr(Z2ν )−1Z2ν . Since the Casimir operator of sup acts as
the scalar p
2−1
p in the fundamental representation of sup, it follows that Ck acts as
p2−1
p +
1
2p = p− 12p .
Hence the eigenvalues of M are
y± = ±q 12p−pie±pi2 (s+µ)e 2piik2p ,
each of multiplicity p, for some 0 ≤ k ≤ 2p− 1.
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It follows that y+ coincides with x+ or x−. Since s is real, by looking at the order zero terms we can
conclude that this is possible only if e
piik
p = ±1 and
e
pi
2 (s+µ) =
(
1− q(q + 1)
2
4 s
2
p
)1/2
± q
1/2(q + 1)
2 isp.
Furthermore, since we already know the formula for s by Theorem 5.8, we see that for s(0)p 6= 0 the sign
must be − and g ∈ Z(SU(N)) is the scalar matrix epiikp = (−1)p−1.
It remains to handle the case s(0)p = 0, so that gθt = gθ. Then Theorem 5.8 implies that s = 0. We first
claim that
Zθ =
(−1)p
2 AN .
Since θ = AdAN , we have AN ∈ z(uθ), hence this formula must be true up to a sign. Then the requirement
(Zθ, Xp)g > 0 forces this choice.
Now, write M ′ for the image of (5.8) under the fundamental representation of suN . From the above
formula for Zθ, we see thatM ′ preserves the span of ei and e2p−i+1 for each i, analogously to the situation
for Kt observed above. Restricting to the span of e1 and eN , we find
M ′(e1 + ieN ) = (−1)piq 12p−pe(−1)p
piµ
2 e
piik
p (e1 + ieN ),
where e
piik
p is the effect of g ∈ Z(U), and a similar formula for e1 − ieN (which we do not use).
Now, we also know that M ′ and piV (Kt) are conjugate by a formal matrix with constant term IN . In
particular Kt has eigenvectors which are deformations of e1 ± ieN , with the same eigenvalues.
From (5.11), the restriction of Kt to the span of e1 and eN gives
Ktη = −q 12p−p
(
i
(
1− t
′2
4
)
+ t
′
2
)
η, with η =
((
− t
′
2 − i
(
1− t
′2
4
))
e1 + eN
)
,
where t′ = (−1)pq 12 (q + 1)sp ∈ ihRJhK. This eigenvector η is a deformation of −i(e1 + ieN ), hence we
obtain the equality of eigenvalues
(−1)piq 12p−pe(−1)p piµ2 epiikp = −q 12p−p
(
i
(
1− t
′2
4
)
+ t
′
2
)
,
or equivalently,
e(−1)
p piµ
2 e
piik
p = (−1)p−1
((
1− t
′2
4
)
− i t
′
2
)
.
When p is even, this implies e
piik
p = −1 and the formula for µ follows by taking the logarithm. When p
is odd, we first obtain e
piik
p = 1, and then the formula for µ follows by taking the logarithm of inverses
(note that (
√
1− x2 + x)(√1− x2 − x) = 1). 
Next let us consider the C-type case. Then Θ(Li) = Li for p+ 1 ≤ i ≤ N − p, and Θ(Li) = LN−i+1
for all other i. The coideal U th(gθ) is generated by Uh(hθ), Uq(gX), the elements
Bi = Fi − q−1TwX (EN−i)K−1i (i < p), Bp = Fp − cpTwX (EN−p)K−1p
and their adjoints. Similarly to Lemma 5.19 we have
piV (TwX ) =
Ip qN−12 −pAN−2p
Ip
 . (5.12)
It follows that
piV (Bi) = q−1/2ei+1,i − q−1/2eN−i,N−i+1 (i < p), piV (Bp) = q−1/2ep+1,p − qN2 −pcpep+1,N−p+1.
In the next proposition we assume that the character χt is defined using the unique homomorphism
P → RJhK∗ with values in the power series with positive constant terms such that αp 7→ c−1p q− 12 and
αi 7→ 1 for i 6= p.
Proposition 5.22. In the C-type case, for every t ∈ T ∗, we have
Kt =
 (λ+ µ)Ip −q
N+1
2 −pcpλAtp
λIN−2p
q−
N+1
2 +pc−1p µAp
 , (5.13)
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where λ = e−pii
p
N q
1
N−(N−p)− pN c−
2p
N
p and µ = epii
N−p
N q
1
N−p+N−pN c
2(N−p)
N
p .
Proof. Again, some elementary computations show that a nonconstant solution (5.7) commutes with the
generators of piV (U th(gθ)) if and only if it has the form (5.13), with no restrictions on λ and µ.
Consider first the standard case. Then cp = q−(α
−
p ,α
−
p ) = q−1/2. By (5.10) and (5.6) we have
piV (ξ′)eN = (−1)pe−pii
p
N q
1
N− 12 eN ,
from which we deduce, similarly to the proof of Proposition 5.21, that
KN1 = (−1)pe−pii
p
N q
1
N−N2 .
It follows that µ = −e−pii pN q 1N−p. In a similar way, using (5.12), we compute
λ = Kp+1,p+1 = e−pii
p
N q
1
N−(N−p).
For general t ∈ T ∗, by Lemma 5.20 we have
KtN1 = c
1− 2pN
p q
1
2− pNKN1 = (−1)pe−pii
p
N q
1
2− pN + 1N−N2 c1−
2p
N
p ,
which gives the asserted formula for µ. Similarly to the proof of Lemma 5.20 we also have
λ = Ktp+1,p+1 = χt
( N−p∑
i=p+1
Tp+1,iT
∗
p+1,i
)
Kii = χt
( N−p∑
i=p+1
Tp+1,iT
∗
p+1,i
)
Kp+1,p+1.
Using again the usual factorization of the R-matrix we see that Tp+1,i for p+ 1 < i ≤ N − p is an element
of Uq(h)Uq(n−X) of weight Li − Lp+1, while
Tp+1,p+1 = K
1
N
1 · · ·K
p
N
p K
p+1
N −1
p+1 · · ·K
N−1
N −1
N−1 .
By definition of χt we conclude that λ differs from the standard case by the factor
χt(T 2p+1,p+1) = q
− pN c−
2p
N
p .
This gives the required formula for λ. 
Proof of Theorem 5.18: C-type case. Similarly to the S-type case, the matrix Kt given by (5.13) has
eigenvalues
−e−pii pN q 1N−p+N−pN c
2(N−p)
N
p , e
−pii pN q
1
N−(N−p)− pN c−
2p
N
p
of multiplicities p and N − p, resp., while the image of (5.8) in the fundamental representation of suN
has eigenvalues
−e 2piikN e−pii pN q 1N−peN−pN pi(s+µ), e 2piikN e−pii pN q 1N−(N−p)e− pN pi(s+µ)
of multiplicities p and N − p, resp., for some 0 ≤ k ≤ N − 1. By looking at the order zero terms we
conclude that k = 0 and
q−
p
N c
− 2pN
p = e−
p
N pi(s+µ),
giving the formula for s+ µ in the statement of the theorem. 
Appendix A. Co-Hochschild cohomology
Our goal is to prove an analogue of Corollary 2.4 for universal enveloping algebras. The result actually
follows from [Cal06], but since the proof in [Cal06] relies on a deep theorem of Dolgushev [Dol05], we will
give a more elementary proof.
Let V be a finite dimensional vector space over C (we could consider any field of characteristic zero),
and W ⊂ V be a subspace. Viewing V as an abelian Lie algebra, consider its universal enveloping algebra
(U(V ),∆). As an algebra it is the symmetric algebra Sym(V ). But we will mostly need only the coalgebra
structure, in which case we write Symc(V ). Consider the tensor algebra T (Symc(V )) of the vector space
Symc(V ). We then make Symc(W )⊗ T (Symc(V )) into a cochain complex by defining
d : Symc(W )⊗ Symc(V )⊗n → Symc(W )⊗ Symc(V )⊗(n+1)
by formula (2.1), so
dT = T01,2,...,n+1 − T0,12,...,n+1 + · · ·+ (−1)nT0,1,...,n(n+1) + (−1)n+1T0,1,...,n.
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Consider the linear map pV/W : Symc(V ) → V/W obtained by composing the projection Symc(V ) →
Sym1(V ) = V with the quotient map V → V/W . It extends to an algebra homomorphism
T (Symc(V ))→ ∧V/W,
which we continue to denote by pV/W . Consider also the counit  : Symc(W )→ C.
Proposition A.1. The map ⊗ pV/W defines a quasi-isomorphism of (Symc(W )⊗ T (Symc(V )), d) onto
(
∧
V/W, 0).
The result is well-known for W = 0, see, e.g., [Kas95, Theorem XVIII.7.1]. We will deduce the
proposition from this particular case using the formalism of twisting morphisms.
Let (A,mA, dA) be a differential graded algebra with product mA and cohomological differential
dA : An → An+1. Let (C,∆C) be a coalgebra (concentrated in degree 0). A twisting morphism is a linear
map α : C → A1 satisfying
dAα+ α ? α = 0,
where α ? α = mA(α⊗ α)∆C . Then the degree 1 map id⊗ dA + dα, with
dα = (id⊗mA)(id⊗ α⊗ id)(∆C ⊗ id),
defines the structure of a cochain complex on the graded vector space C ⊗A. We denote this complex by
C ⊗α A.
We further assume that
• An and C have auxiliary gradings, called the weight gradings; we write Aw:m,ch:n for the weight m
part of An and Cw:m for the weight m part of C;
• mA, dA, ∆C and α have degree 0 for the weight grading;
• C and A are nonnegatively graded with respect to both the weight degree and the cohomological
degree.
In our application A = T (Symc(V )), C = Symc(W ) and the weight gradings are defined by declaring
the elements of Symn(V ) and Symn(W ) to be of weight n.
Lemma A.2 (cf. [LV12, Lemma 2.1.5]). Let A and B be weight graded differential graded algebras as
above and f : A→ B be a quasi-isomorphism (i.e., a weight degree preserving homomorphism of dg algebras
inducing an isomorphism in cohomology). Then for any weight graded coalgebra C and any twisting
morphism α : C → A1 such that α(Cw:0) = 0, the map id⊗ f : C ⊗α A→ C ⊗β B is a quasi-isomorphism,
where β = fα.
Proof. The assumption α(Cw:0) = 0 implies that dα “carries” weight from C to A. This can be used to
build a spectral sequence.
Specifically, define a decreasing filtration Fs of C ⊗α A by setting
Fs =
⊕
m≥s
C ⊗Aw:m.
We clearly have (id ⊗ dA)(Fs) ⊂ Fs. Since (id ⊗ α)∆C(Cw:n) belongs to
⊕
k≥1 C
w:n−k ⊗ Aw:k by
the assumption α(Cw:0) = 0, we have dα(Fs) ⊂ Fs+1. Note also that, for each weight n, we have
Fw:n0 = (C ⊗α A)w:n and Fw:ns = 0 for s > n. Hence the associated spectral sequence starting with
Es,t0 = F ch:s+ts /F ch:s+ts+1 = C ⊗Aw:s,ch:s+t
is convergent at each weight, and the E0-differential d0 : Es,t0 → Es,t+10 is just id⊗ dA. Therefore
Es,t1 = C ⊗Hs+t(Aw:s).
We can do the same construction for B. Then id⊗f induces an isomorphism at the E1-page. Combined
with the convergence of the spectral sequences, we obtain the assertion. 
Proof of Proposition A.1. Denote the complex we get for W = 0 by (A, dA), so that A = T (Symc(V )).
For general W , let C = Symc(W ) and define a linear map α : C = Symc(W ) → A1 = Symc(V ) as the
zero map on C = Sym0(W ) and the inclusion map Symn(W )→ Symn(V ) for n ≥ 1. Then (α ? α)(1) = 0
and
(α ? α)(x) = ∆(x)− 1⊗ x− x⊗ 1 (x ∈ Symn(W ), n ≥ 1).
It follows that α is a twisting morphism. We also have
dα(x⊗ y) = ∆(x)⊗ y − x⊗ 1⊗ y (x ∈ Symc(W ), y ∈ Tm(Symc(V ))).
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Therefore the complex C ⊗α A is exactly (Symc(W )⊗ T (Symc(V )), d).
Since the proposition is true for W = 0, by Lemma A.2 we conclude that the map id⊗ pV defines a
quasi-isomorphism of (Symc(W )⊗ T (Symc(V )), d) onto (Sym(W )⊗∧V, d), where the new differential
d = dpV α is given by d(1⊗ y) = 0 and
d(x1 · · ·xm ⊗ y) =
∑
i
x1 · · · xˆi · · ·xm ⊗ xi ∧ y (x1, . . . , xm ∈W, y ∈
∧
V ).
It remains to show that the homomorphism of graded algebras Sym(W )⊗∧V → ∧V/W defined by 
and the quotient map V → V/W gives a quasi-isomorphism of (Sym(W )⊗∧V, d) onto (∧V/W, 0). This
is well-known in the case when V = W , that is, Sym(W )⊗∧W is quasi-isomorphic to C concentrated
in degree 0. The general case follows from this and the standard isomorphism of graded algebras∧
V ∼= ∧W ⊗ˆ∧V/W . 
Let a be a finite dimensional complex Lie algebra and b < a a Lie subalgebra. For n = 0, 1, . . . , put
B˜na,b = U(b)⊗ U(a)⊗n.
These spaces form a cochain complex by the same formula as in (2.1). The differential dcH is equivariant
with respect to the diagonal adjoint action of b, so we also obtain a subcomplex Ba,b = (B˜a,b)b.
It is well-known that the symmetrization map defines an a-equivariant coalgebra isomorphism of
Symc(a) onto U(a), see [Kas95, Theorem V.2.5]. Since the definition of dcH uses only the coalgebra
structures, it follows that the complexes (Symc(b) ⊗ T (Symc(a)), d) and (B˜a,b, dcH) are isomorphic.
Therefore Proposition A.1 implies the following.
Proposition A.3. For any finite dimensional complex Lie algebra a and a Lie subalgebra b, there is a
b-equivariant quasi-isomorphism of (B˜a,b, dcH) onto (
∧
a/b, 0).
Remark A.4. For any X1, . . . , Xn ∈ a, the element 1⊗X1⊗· · ·⊗Xn ∈ B˜na,b is a cocycle. By the definition
of ⊗ pa/b and the symmetrization map, the image of this cocycle in
∧n
a/b is X˜1 ∧ · · · ∧ X˜n, where X˜i
is the image of Xi in a/b.
Consider now a reductive algebraic subgroup H < G as in Section 2.1.
Corollary A.5. The cohomology (B˜g,h, dcH) is isomorphic to
∧
g/h and the cohomology of (Bg,h, dcH)
is isomorphic to (
∧
g/h)h. Furthermore, the embedding B˜g,h → B˜G,H is a quasi-isomorphism, and if H
is connected, then Bg,h → BG,H is a quasi-isomorphism as well.
Proof. The first statement follows immediately from Proposition A.3 and the fact that computing the
cohomology commutes with taking the h-invariants in the reductive case.
Consider now the embedding B˜g,h → B˜G,H . This induces a pairing between cochains in B˜g,h and
chains f0 ⊗ · · · ⊗ fn in B˜′nG,H = O(H) ⊗ O(G)⊗n from the proof of Proposition 2.1. Unpacking the
definitions, for the cocycle 1⊗X1 ⊗ · · · ⊗Xn ∈ B˜ng,h from Remark A.4, we have
〈f0 ⊗ · · · ⊗ fn, 1⊗X1 ⊗ · · · ⊗Xn〉 = f0(e)
n∏
i=1
defi(Xi).
Restricting to cycles of B˜′G,H , this reduces to the canonical duality pairing between
∧
g/h ∼= H(B˜g,h) and
(
∧
g/h)′ ∼= H(B˜′G,H), see the identification of [BGI71, Proposition VII.2.5].
Let us be more concrete. Choose a basis X1, . . . , Xm in a complement of h in g. By Remark A.4,
the cohomology classes of ci1...in = 1⊗Xi1 ⊗ · · · ⊗Xin ∈ B˜ng,h, i1 < · · · < in, form a basis in Hn(B˜g,h).
Choose right H-invariant functions f1, . . . , fm ∈ O(G) such that defi(Xj) = δij . Define functions ai1...in
on H ×Gn by
ai1...in(g0, g1, . . . , gn) =
∑
σ∈Sn
sgn(σ)fi1(gσ(1)) . . . fin(gσ(n)),
so that we have 〈ai1...in , cj1...jn〉 = δi1j1 . . . δinjn for all i1 < · · · < in and j1 < · · · < jn. Moreover, using
that fi(g) = fi(e) for g ∈ H, one can check that the ai1...in are cycles in B˜′G,H . We thus obtain a
nondegenerate pairing between Hn(B˜g,h) and Hn(B˜′G,H) which factors through Hn(B˜g,h)→ Hn(B˜G,H).
Hence the last map is an isomorphism.
Finally, by considering the h-invariants we conclude that if H is connected, then Bg,h → BG,H is a
quasi-isomorphism as well. 
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Appendix B. Spherical vectors
The goal of this appendix is to prove the following result essentially due to Letzter [Let00]. Since
her setting and assumptions are slightly different, we will give a complete argument for the reader’s
convenience.
Theorem B.1. In the notation of Section 4.4, assume t ∈ T ∗ and λ ∈ P+ are such that the highest
weight g-module Vλ has a nonzero gθt-invariant vector. Then this vector can be lifted to a U th(gθ)-invariant
vector in VλJhK.
In the non-Hermitian case we have gθt = gθ0 = gθ. In the Hermitian case, by Lemma 4.10, the Lie
subalgebra gθt < g is conjugate to gθ. Hence in both cases, by [Kna02, Theorem 8.49] and its proof,
necessary (and, as we will see shortly, sufficient) conditions for the existence of a nonzero gθt-invariant
vector in Vλ are the following:
the weight λ ∈ P+ vanishes on hΘ, (B.1)
(λ, α∨i ) ∈ 2Z for all i ∈ I such that Θ(αi) = −αi. (B.2)
Lemma B.2. Given i ∈ I, we have Θ(αi) = −αj for some j if and only if i ∈ I \X and αi is orthogonal
to αk for all k ∈ X, in which case we also have j = τθ(i).
Proof. Assume Θ(αi) = −αj . Since Θ(αk) = αk for all k ∈ X, we must have i ∈ I \ X, and since
Θ(αi)+ατθ(i) ∈ ZX and the set I \X is τθ-invariant, it follows also that j = τθ(i). As Θ(αi) = −wXατθ(i),
we have
0 ≥ (αj , αk) = −(Θ(αi), αk) = (wXατθ(i), αk) = (ατθ(i), wXαk) ≥ 0,
for all k ∈ X, where the last inequality holds as wXαk ∈ Φ−X . Therefore αj = ατθ(i) is orthogonal to αk
for all k ∈ X, hence the same is true for αi as well. This proves the lemma in one direction, the other
direction is obvious. 
It is well-known that (U,Uθ), or equivalently (U,Kt), is a Gelfand pair. Since every U th(gθ)-invariant
vector reduces modulo h to a Kt-invariant vector, to prove Theorem B.1 it therefore suffices to show that
there is a nonzero U th(gθ)-invariant vector whenever conditions (B.1) and (B.2) are satisfied.
Denote by K the field C[h−1, hK. Instead of working with Uh(g) and U th(gθ), we extend the scalars
to K. Recall that we denote eh by q. Consider the K-subalgebra Uq(g) of Uh(g)⊗CJhK K generated by
Ei, Fi and Kω (ω ∈ P ). Consider also the K-subalgebra U tq (gθ) generated by Kω (ω ∈ PΘ), K±1i , Ei,
Fi (i ∈ X) and Bi (i ∈ I \X). Then V qλ = VλJhK ⊗CJhK K = Vλ ⊗C K is the irreducible Uq(g)-module
with highest weight λ. If we can show that it contains a nonzero U tq (gθ)-invariant vector v, then hnv
becomes a U th(gθ)-invariant vector in VλJhK for n ∈ N large enough. To prove that such a vector v exists
it is enough, in turn, to show that if ξλ ∈ V qλ is the highest weight vector, then ξλ 6∈ U tq (gθ)+ξλ, where
U tq (gθ)+ denotes the augmentation ideal of U tq (gθ). Indeed, since U tq (gθ) is ∗-invariant, the U tq (gθ)-module
V qλ is completely reducible by [Let00, Theorem 3.3]. Then the projection of ξλ onto a complementary
submodule to U tq (gθ)+ξλ is a nonzero invariant vector. Therefore it suffices to establish the following
result.
Theorem B.3 (cf. [Let00, Theorem 4.3]). Assume t ∈ T and λ ∈ P+ is a weight satisfying conditions (B.1)
and (B.2). Then for the highest weight vector ξλ ∈ V qλ we have ξλ /∈ U tq (gθ)+ξλ.
Note that for this result we no longer need ∗-invariance, so we can take any parameter t ∈ T . The
proof also works for any field extension of Q(q1/d) in place of K (with parameters ci and si taken from
this field), where d is the determinant of the Cartan matrix.
We start by analyzing the rank one case.
Lemma B.4. Consider g = sl2(C) and the element B = F − cEK−1 + s(K−1 − 1) ∈ Uq(sl2), with
c ∈ K× and s ∈ K. Then, for every n ∈ Z+, the highest weight module V qn contains a nonzero vector
killed by B.
Proof. For n = 0 the lemma is obvious. For n = 1, the Uq(sl2)-module V q1 has the basis ξ1, F ξ1, F 2ξ1
over K, and the actions of E and K on this basis are given by
KF kξ1 = q2−2kF kξ1, EF kξ1 = [2− (k − 1)]q[k]qF k−1ξ1.
One can then easily check that the vector
v = ξ1 +
s(1− q2)
cq2[2]q
Fξ1 +
1
cq2[2]q
F 2ξ1
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lies in the kernel of B.
For n ≥ 2, the vector ξ⊗n1 ∈ (V q1 )⊗n has weight n and generates a Uq(sl2)-submodule isomorphic to V qn .
As ∆q(B) = B ⊗K−1 + 1⊗B, the vector v⊗n ∈ (V q1 )⊗n is killed by B. Since its weight n component is
nonzero, the projection of this vector onto V qn ⊂ (V q1 )⊗n is a nonzero vector killed by B. 
To deal with the general case, let us introduce the following notation. For a multi-index J = (j1, . . . , jn),
define FJ = Fj1 · · ·Fjn and BJ = Bj1 · · ·Bjn . We also let wt(J) = αj1 + · · ·+ αjn . Denote by U− the
unital K-subalgebra of Uq(g) generated by the elements Fj , j ∈ I, byMX,+ the unital K-subalgebra of
U tq (gθ) generated by the elements Ej , j ∈ X, and by UΘ the K-algebra generated by the elements Kω,
ω ∈ PΘ. Fix λ ∈ P+.
Lemma B.5. Choose a finite collection J of multi-indices such that ξλ and FJξλ, J ∈ J , form a basis
of V qλ over K. Then the vectors ξλ and BJξλ, J ∈ J , also form a basis of V qλ .
Proof. By the definition of Bi, we have that BJξλ equals FJξλ plus a linear combination of vectors of
higher weights. A simple induction argument using this property gives the result. 
For each i ∈ X, put mi = (λ, α∨i ) ∈ Z+.
Lemma B.6. There are collections Ji, i ∈ I, of multi-indices such that the elements 1, FJ (J ∈ J ,
with J as in the previous lemma) and FJFmi+1i (J ∈ Ji, i ∈ I) form a basis of U− over K. Moreover the
elements 1, BJ (J ∈ J ) and BJBmi+1i (J ∈ Ji, i ∈ I) form a basis of the right UΘMX,+-module U tq (gθ).
More generally, for any choice of degree mi + 1 polynomials pi ∈ K[x], the elements 1, BJ (J ∈ J ) and
BJpi(Bi) (J ∈ Ji, i ∈ I) form a basis of the right UΘMX,+-module U tq (gθ).
Proof. Consider the Verma module Lλ with highest weight vector vλ of weight λ. The first part of the
lemma follows from the well-known facts that the map U− → Lλ, a 7→ avλ, is a linear isomorphism and
the kernel of the quotient map Lλ → Vλ is
∑
i U−F
mi+1
i vλ.
The second part of the lemma follows then from [Kol14, Proposition 6.2]. To be more precise, some
of our generators Bi differ from the ones used by Kolb by scalar summands. Let us denote Kolb’s
generators by B˜i. Then every element BJ equals B˜J plus a linear combination of the elements B˜J′ with
wt(J ′) < wt(J). Similarly to the previous lemma, we see that whenever {B˜J}J∈J˜ is a basis of the right
UΘMX,+-module U tq (gθ), then {BJ}J∈J˜ also forms a basis. For the same reason we can add to every BJ
any linear combination of the elements BJ′ with wt(J ′) < wt(J) and still get a basis. In particular, we
can replace every element of the form BJBmi+1i by BJpi(Bi). 
Lemma B.7. If λ ∈ P+ satisfies (B.2), we can find for all i ∈ I, degree mi + 1 polynomials pi ∈ K[x]
such that pi(Bi)ξλ = 0 and pi(0) = 0.
Proof. Consider three cases. If i ∈ X, then Bi = Fi and we can take pi(x) = xmi+1.
Next, assume i ∈ I \X but Θ(αi) 6= −αi. Then i 6∈ Ins, hence si = 0 and
Bi = Fi − cizτθ(i)TwX (Eτθ(i))K−1i .
As −Θ(αi) = wXατθ(i) ∈ ∆+ is different from αi, we have −kΘ(αi)− (n− k)αi 6≤ 0 for any n ≥ k ≥ 1.
Since any product of k elements TwX (Eτθ(i)) and n− k elements Fi has weight −kΘ(αi)− (n− k)αi, it
must therefore kill ξλ. It follows that Bni ξλ = Fni ξλ for any n ≥ 1. In particular, we have Bmi+1i ξλ = 0,
so in this case we can again take pi(x) = xmi+1.
Finally, assume i is such that Θ(αi) = −αi. Then, by Lemma B.2, we have i ∈ Ins, hence
Bi = Fi − ciziEiK−1i + siκi
K−1i − 1
q−di − 1 .
The elements Ei, Fi, K±1i generate a copy of Uqdi (sl2) in Uq(g). By acting on ξλ we get a spin mi2
Uqdi (sl2)-module with basis ξλ, Fiξλ, . . . , Fmii ξλ over K. By Lemma B.5, the elements ξλ, Biξλ, . . . , B
mi
i ξλ
also form a basis. As mi2 ∈ Z+ by assumption, we can apply Lemma B.4 and conclude that there is
a nonzero polynomial f ∈ K[x] of degree m ≤ mi such that Bif(Bi)ξλ = 0. Hence we can take
pi(x) = xmi+1−mf(x). 
Proof of Theorem B.3. Take a ∈ U tq (gθ)+. We want to show that aξλ 6= ξλ. By Lemma B.6 we can
write a as
a0 +
∑
J∈J
BJaJ +
∑
i∈I
∑
J∈Ji
BJpi(Bi)bi;J ,
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where a0, aJ and bi;J are in UΘMX,+ and pi are the polynomials from Lemma B.7. Note that since
(Bi) = 0 and the polynomials pi have zero constant terms, we must have (a0) = 0. By assumption (B.1)
we have yξλ = (y)ξλ for every y ∈ UΘMX,+. Hence
aξλ =
∑
J∈J
(aJ)BJξλ,
which is different from ξλ by our choice of J . 
Remark B.8. Theorem B.1 remains true for t ∈ T ∗C if we exclude a finite set (depending on λ) of values
of s(0)o (S-type) or c(0)o (C-type). Indeed, let us look for spherical vectors of the form ξλ +
∑
J∈J cJFJξλ,
cJ ∈ K, where J is as in Lemma B.5. The sphericity condition gives us a system of linear equations for cJ
with coefficients that are rational functions (with complex coefficients) in q, so or co. A spherical vector
exists if and only if the rank of the matrix A of this system is the same as the rank of the augmented
matrix B. Take a submatrix of A of maximal size giving a nonzero minor for some t ∈ T ∗. Then the
lowest order nonzero term of the minor’s expansion in h is a rational function of s(0)o or c(0)o , so the
corresponding minor remains nonzero for all t ∈ T ∗C excluding a finite set of values of s(0)o or c(0)o . On the
other hand, if we take any larger minor of B and consider its expansion in h, then the coefficients will be
rational functions in the parameters s(n)o or c(n)o . These functions must vanish for all purely imaginary
(S-type) or real (C-type) values of the parameters, hence they are identically zero.
Appendix C. Coideals as deformations
For t ∈ T , recall gθt < g from Definition 4.4.
Proposition C.1. For every t ∈ T , the CJhK-module U th(gθ) is topologically free and the homomorphism
Uh(g)→ U(g) induces an isomorphism U th(gθ)/hU th(gθ) ∼= U(gθt).
Proof. Since Uh(g) is topologically free and U th(gθ) ⊂ Uh(g) is closed, to prove both statements it suffices
to show that
U th(gθ) ∩ hUh(g) = hU th(gθ).
For this, in turn, it is enough to check that for all n ≥ 2 we have
U th(gθ) ∩ hUh(g) ⊂ hU th(gθ) + hnUh(g). (C.1)
Let
JX = {J = (i1, . . . , ik) | ij ∈ X} ⊂ ∪∞k=0Xk
be such that the elements Xαi1 · · ·Xαik with (i1, . . . , ik) ∈ J form a basis of U(n+X) ⊂ U(gX). Consider
also a larger set J ⊂ ∪∞k=0Ik giving a basis of U(n+). For J = (i1, . . . , ik) ∈ J , put
EJ = Ei1 · · ·Eik ∈ Uh(g) and BJ = Bi1 · · ·Bik ∈ Uh(g).
Let H ′1, . . . ,H ′l be a basis of h. Then by the proof of [Kol14, Proposition 6.1], the image of the set
{EJ(H ′1)k1 · · · (H ′l)klBJ′ | J ∈ J , ki ≥ 0, J ′ ∈ J }
in U(g) is a basis. This implies that this set is a basis of the free CJhK/(hn)-module Uh(g)/hnUh(g). On
the other hand, the same argument as in the proof of [Kol14, Proposition 6.2] shows that
{EJ(H ′1)k1 · · · (H ′l)klBJ′ | J ∈ JX , ki ≥ 0, J ′ ∈ J }
generates Uh(gθt)/(Uh(gθt) ∩ hnUh(g)) as a CJhK/(hn)-module. These two facts clearly imply (C.1). 
The following lemma slightly generalizes the second Whitehead lemma.
Lemma C.2. Assume a is a finite dimensional Lie algebra over a field of characteristic zero such that
the derived Lie subalgebra [a, a] is semisimple and has codimension 1. Then H2(a, V ) = 0 for all finite
dimensional a-modules V .
Proof. This follows from [Dix55, Proposition 1] and the usual second Whitehead lemma, see also
[Zus08]. 
Assume now that t ∈ T ∗C . In the non-Hermitian case the set T ∗C consists of one point and we have
gθ0 = gθ. In the Hermitian case, by Lemma 4.10 we have gθt ∼= gθ. Therefore in both cases the above
lemma applies to gθt . As U th(gθ) is a deformation of U(gθt) by Proposition C.1, this leads to the following
result.
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Proposition C.3. For all t ∈ T ∗C , the isomorphism U th(gθ)/hU th(gθ) ∼= U(gθt) lifts to an isomorphism
U th(gθ) ∼= U(gθt)JhK of CJhK-algebras.
Note that since gθt for t = (c, s) ∈ T depends only t(0), the same result holds for every t ∈ T such
that t(0) = t′(0) for some t′ ∈ T ∗C .
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