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Abstract
Separations among the first order logic Ring(0,+, ∗) of finite residue class
rings, its extensions with generalized quantifiers, and in the presence of a built-in
order are shown, using algebraic methods from class field theory. These methods
include classification of spectra of sentences over finite residue classes as systems of
congruences, and the study of their h-densities over the set of all prime numbers,
for various functions h on the natural numbers. Over ordered structures the logic
of finite residue class rings and extensions are known to capture DLOGTIME-
uniform circuit complexity classes ranging from AC0 to TC0. Separating these
circuit complexity classes is directly related to classifying the h-density of spectra
of sentences in the corresponding logics of finite residue classes. We further give
general conditions under which a logic over the finite residue class rings has a
sentence whose spectrum has no h-density. One application of this result is that
∗Supported by MICINN project TIN2011-27479-C04-03 (BASMATI), MINECO project TIN2014-
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in Ring(0,+, ∗, <) +M , the logic of finite residue class rings with built-in order
and extended with the majority quantifier M , there are sentences whose spectrum
have no exponential density.
Keywords: Circuit complexity, congruence classes, density, finite model theory,
prime spectra.
1 Introduction
A first order logic for finite residue class rings, denoted as Ring(0,+, ∗) with + and
∗ being modular addition and multiplication, and extensions of this logic with certain
generalized quantifiers, were shown by us in [2] to coincide with the first order logic,
and corresponding extensions, for the standard finite models with arithmetic opera-
tions as considered in [13]. Therefore, from the descriptive complexity perspective,
the computational complexity classes that can be described with these logics for finite
residue class rings are the DLOGTIME-uniform circuit complexity classes, consist-
ing of circuits of constant depth and polynomial size for which a description can be
efficiently computed from the size of their inputs.
The perspective of finite residue class rings as instances of problems in these circuit
complexity classes allow us to leverage the algebraic machinery proper of finite rings
and fields of integer polynomials, algebraic number theory, and in general tools from
class field theory to study expressibility problems in these logics. In [2] we gave a brief
account of the use of some of these algebraic tools to distinguish the expressive power
of the logic of finite residue class rings from its extensions with generalized quantifiers
and in the addition of a built-in order. In this paper we review those tools in more
detail and expand our methods and results.
The algebraic methodology stems from the class field notion of spectra of polyno-
mials over finite fields adapted to sets of sentences in the logics of finite residue classes.
The spectrum of a sentence θ is the collection of primes p such that θ holds in the
residue class mod p. This spectra for first order sentences was extensively studied by
Ax in [3, 4] in connection with the decidability of the elementary theory of finite fields.
Working with the concept of spectra of sentences, our strategy to show separation
among two logics, say L and L′, over finite structures, can be described as follows:
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Prove that the spectra of all sentences in L have property P , but there
exists a sentence in L′ whose spectrum does not have property P .
From the algebraic machinery of class field theory we exploit as candidates for property
P the following:
• certain characterization of spectra of polynomial congruences as specific sets of
congruent integers;
• different notions of density of sets of primes, in particular, the natural and the
exponential density.
We illustrate the power of the methods from class field theory in solving definability
problems in descriptive complexity in many ways. In fact, to illustrate the richness
of methods that can be obtained from the proposed algebraic setting, we will provide
three different proofs of the separation of Ring(0,+, ∗) from its ordered extension
Ring(0,+, ∗, <) by different methods, one of combinatorial nature and the other two
analytical around the concept of density.
The paper is organized as follows. After some necessary preliminaries in circuit
complexity and descriptive complexity (Section 2), we define in Section 3 the logic of
finite residue class rings, and state without proof our result from [2] on capturing circuit
complexity classes by these logics. Then in Section 4 we review the notion of the prime
spectrum of a sentence, its characterization as the spectrum of polynomial equations
and the properties of the Boolean algebra of this spectra, derived from the seminal
results by Ax [3, 4]. In Section 5 we exhibit a characterization of the spectra of sentences
in Ring(0,+, ∗) in terms of sets of integer congruences, using a result of Lagarias [14]
on spectra of polynomial equations. This tool allow us to show that Ring(0,+, ∗)
and its extensions with modular quantifiers, namely Ring(0,+, ∗) +MOD(q) for each
natural q > 2, have different expressive power. We also show how to apply this
number-theoretic tool to differentiate the expressive power of Ring(0,+, ∗) and its
ordered counterpart Ring(0,+, ∗, <). In Section 6 we introduce the general measure
of h-density for subsets of prime numbers, and the particular cases of interest, namely,
the natural and exponential densities. Here we show that the natural density of the
spectra of sentences in the logic Ring(0,+, ∗) (over unordered structures) always exists,
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but differs in an essential way in their possible values from the spectra of sentences in
the extension with built-in order. We give in Section 7 conditions based solely on the
function h under which we can construct sets of primes with no h-density, and use this
tool to show, in Section 8, two results on different densities: One showing the existence
of a spectrum of a sentence in Ring(0,+, ∗, <) with no natural density (although this
spectrum does have exponential density); the other showing the existence of a spectrum
of a sentence in Ring(0,+, ∗, <)+MOD+M with no exponential density. We remark
that showing the spectra of sentences of Ring(0,+, ∗, <) have all exponential density
(all the examples we know do verify this), will yield another way of separating circuit
classes AC0 and TC0 in the DLOGTIME-uniform setting. Section 9 contains our final
remarks and conclusions.
2 Preliminaries
2.1 Circuit complexity
We are interested in the uniform version of the circuit complexity classes ranging from
AC0 to TC0. Recall that AC0 is the class of languages accepted by polynomial size,
constant depth circuits with NOT gates and unbounded fan-in AND and OR gates.
Extending AC0 circuits with unbounded MODq gates, for a fixed integer q > 1, one
obtains the class ACC(q). For each integer q > 1, a MODq gate reads its boolean
input and returns a 1 if the sum of the input bits is divisible by q (i.e. the sum is equal
to 0 mod q); otherwise it returns 0. Putting together all the ACC(q) classes we get the
class ACC, that is, ACC =
⋃
q>1
ACC(q). On the other hand, extending AC0 circuits
with unbounded MAJ gates one obtains the class TC0. A MAJ (or majority) gate
returns a 1 if the sum of n bits given as input is greater or equal to n/2; otherwise it
returns a 0. The languages decided with the use of MODq gates can be decided by
using MAJ gates instead. This fact, together with all given definitions of these circuit
classes, give us for all q > 1 (cf. [6, 13])
AC0 ⊆ ACC(q) ⊆ ACC ⊆ TC0.
A circuit family is uniform if a description of each circuit can be computed efficiently
from the size of the input; otherwise it is non-uniform. The uniformity condition is
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crucial to relate time and space complexity with size and depth (see [7]), the measures
for circuit complexity, since it can be shown that in the non uniform setting there are
sets with trivial circuit complexity that are not recursive. Various lower bounds are
known for the non uniform versions of the aforementioned circuit complexity classes
(see the survey [6]). Two by now famous results, one given by Furst, Saxe and Sipser
in [10] and independently by Ajtai in [1], proves the existence of languages decided
with MODq gates that can not be decided in AC
0. Therefore, AC0 6= ACC(q). The
other given by Smolensky in [16], proves that if p and q are distinct primes then
ACC(p) 6= ACC(q). This implies that MAJ gates are more powerful than MODp
gates, for single prime p. Nonetheless, it is yet unknown if compositions of different
MOD gates are sufficient for deciding all languages that are decided by MAJ gates;
that is, it is unknown if ACC coincides or not with TC0. A major challenge is to find
new methods that work for showing lower bounds within uniform circuits.
2.2 Descriptive complexity
Our approach to circuit complexity is through finite model theory, and as a consequence
we are working with circuit classes that are DLOGTIME-uniform, for as it has been
shown in [5], the languages in DLOGTIME-uniform circuit classes AC0 to TC0 are
definable in first order logic with built-in arithmetic predicates and some generalized
quantifiers. This works as follows. Consider first the basic logic FO(≤,⊕,⊗), which is
first order logic with built-in order relation ≤, and two ternary predicates ⊕ and ⊗.
In a finite model for this logic, denoted here as Am (m is the cardinality of the model,
and its universe is |Am| = {0, 1, . . . ,m − 1}), the interpretation of ≤ on Am is as a
total ordering on |Am|, and the interpretations of ⊕ and ⊗ are as truncated addition
and multiplication (e.g. any pair of elements that add up -or multiplies- to a quantity
greater than m is not a defined triple). Consider further the following generalized
quantifiers:
(G1) Modular quantifiers, ∃(r,q), which for integers r and q, with 0 ≤ r < q, and
formula φ(x, z), the quantified formula ∃(r,q)zφ(a, z) holds in Am if and only if
the number of values for z that makes φ(a, z) true is equal to r modulo q.
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(G2) Majority quantifier, M , which for a formula φ(x, z), (Mz)φ(a, z) holds in Am if
and only if φ(a, z) is true for more than half of the possible values for z.
Let FO(≤,⊕,⊗) +MOD(q), for a fixed integer q > 1, be the logic FO(≤,⊕,⊗) ex-
tended with modular quantifiers with moduli q; that is, the set of first order formulas
as before plus the quantifiers ∃(r,q) with 0 ≤ r < q.
Let FO(≤,⊕,⊗) +MOD =
⋃
q>1
(FO(≤,⊕,⊗) +MOD(q)), and FO(≤,⊕,⊗) +M the
logic extended with the majority quantifier M . Barrington et al proved
Theorem 2.1 ([5]) The languages in DLOGTIME-uniform class C are exactly those
definable in the logic L, where C is AC0, ACC(q), ACC or TC0, and L is FO(≤,⊕,⊗),
FO(≤,⊕,⊗) +MOD(q), FO(≤,⊕,⊗) +MOD or FO(≤,⊕,⊗) +M , respectively. 
We will also need an alternative logical description of TC0, namely, via FO(COUNT)
the first-order logic over structures with numbers and counting quantifiers (refer to [13,
§12.3] for details). This is first–order logic interpreted over two sorted structures con-
sisting of a standard structure A over a vocabulary τ , a numeric domain which is an
initial segment of the naturals of length the size of A, and numeric predicates. The
syntax is extended with formulae of the form (∃ix)φ(x), with i ranging over the nu-
meric domain and x over A, and its meaning is |{a ∈ A : φ(a)}| ≥ i. Moreover, the
quantifier (∃!ix) is used to denote that there exists exactly i x:
(∃!ix)φ(x) := (∃ix)φ(x) ∧ ¬(∃i+ 1x)φ(x)
We can also have quantifiers bounding the numeric elements and acting on numeric
predicates. So, for example, in a vocabulary for graphs τ = {E}, one can express that
a vertex x has odd degree by the formula in FO(COUNT):
ODD(x) := (∃i)(∀j)((j + j 6= i) ∧ (∃!iy)E(x, y))
We have the following fact (see [13, Prop. 12.16]):
Theorem 2.2 Over ordered structures, FO(COUNT) = TC0. 
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3 The logic of finite residue class rings and uniform circuit
complexity classes
We use Z to denote the integers, R for the reals and P to denote the set of prime
numbers. For integers a, b and d, b ≡d a denotes that b is congruent to a modulo d,
and (a, b) stands for the greatest common divisor of a, b. For each m ∈ Z, m > 0, we
denote by Zm the finite residue class ring of m elements. As an algebraic structure Zm
consists of a set of elements {0, 1, . . . ,m− 1}, and two binary functions + and ∗ which
corresponds to addition and multiplication modulo m, respectively.
Definition 3.1 By Ring(0,+, ∗) we denote the logic of finite residue class rings. This
is the set of first order sentences over the built-in predicates {0,+, ∗}, where 0 is a
constant symbol, + and ∗ are binary function symbols. The models of Ring(0,+, ∗)
are the finite residue class rings Zm, and in each Zm, the 0 is always interpreted as the
0-th residue class (mod m), and + and ∗ are addition and multiplication modulo m.
By Ring(0,+, ∗, <) we denote the logic Ring(0,+, ∗) further extended with an ad-
ditional (built-in) order relation <. In this extension each finite ring Zm is endowed
with an order of its residue classes, given by the natural ordering of the representatives
of each class from {0, 1, . . . ,m − 1}. Also, in this case, the constant 0 represents the
first element in this order.
We can further extend Ring(0,+, ∗) or Ring(0,+, ∗, <) with modular quantifiers
and the majority quantifier.
Definition 3.2 For every integer q > 0, we denote by Ring(0,+, ∗) +MOD(q) and
Ring(0,+, ∗, <)+MOD(q) the extensions of the logics Ring(0,+, ∗) and Ring(0,+, ∗, <
) obtained by the additional requirement that these logics be closed, for every r =
0, 1, . . . , q − 1, for the quantifiers ∃(r,q)x, interpreted in Zm as in (G1) of Section 2.2.
We define Ring(0,+, ∗)+MOD = Ring(0,+, ∗)+
⋃
q>0MOD(q) and Ring(0,+, ∗, <)
+MOD = Ring(0,+, ∗, <) +
⋃
q>0MOD(q). Finally, we denote by Ring(0,+, ∗) +
MOD+M and Ring(0,+, ∗ <)+MOD+M the extensions of the logic Ring(0,+, ∗)+
MOD and Ring(0,+, ∗, <) +MOD obtained by the additional requirement that these
logics be closed for the majority quantifier Mz, interpreted in Zm as in (G2) of Section
2.2.
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In the presence of a built-in order relation it is logically indistinct to work with
the standard finite models Am or with the finite residue class rings Zm. This is the
contents of the following theorem whose proof can be found in [2].
Theorem 3.3 For every formula φ(x1, . . . , xk) of FO(≤,⊕,⊗), there exists a formula
Φ(x1, . . . , xk) of Ring(0,+, ∗, <) such that for every finite structure Am and integers
a1, . . . , ak < m,
Am |= φ(a1, . . . , ak) if and only if Zm |= Φ(a1, . . . , ak).
Conversely, for every formula φ(x1, . . . , xk) of Ring(0,+, ∗, <), there exists a for-
mula Φ(x1, . . . , xk) of FO(≤,⊕,⊗) such that for every finite structure Zm and integers
a1, . . . , ak < m,
Zm |= φ(a1, . . . , ak) if and only if Am |= Φ(a1, . . . , ak). 
The result also applies to the respective extensions of the logics with modular quanti-
fiers and the majority quantifier.
Remark 3.4 Definability (or expressibility) in the logic of finite rings is given in terms
of the finite residue structures Zm. That is, whenever we say that a property of integers
P (x) is definable in Ring(0,+, ∗, <)+MOD+M , or any fragment L thereof, we mean
that there exists a sentence ϕ of L such that for every natural m,
P (m) holds in Z ⇐⇒ Zm |= ϕ.
For a given circuit class C, we say that it is definable in the ring logic L if every
property P (x) decidable in C is definable in L and, for every sentence ϕ in L, the set
of natural numbers m such that Zm |= ϕ is decidable in C. 
As a consequence of the logical equivalence in Theorem 3.3, any separation re-
sult proved for fragments of Ring(0,+, ∗, <) +MOD +M can be translated into a
corresponding separation result in fragments of FO(≤,⊕,⊗) +MOD +M , with the
respective implications to circuit complexity. More specifically, from Theorem 3.3 and
Theorem 2.1 we have the following definability of uniform circuit classes in ring logics.
Theorem 3.5 1) DLOGTIME-uniform AC0 is definable by Ring(0,+, ∗, <).
2) DLOGTIME-uniform ACC(q) is definable by Ring(0,+, ∗, <)+MOD(q), for every
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natural q.
3) DLOGTIME-uniform ACC is definable by Ring(0,+, ∗, <) +MOD.
4) DLOGTIME-uniform TC0 is definable by Ring(0,+, ∗, <) +MOD +M . 
Our purpose is to work in the theory of Ring(0,+, ∗, <) to exploit many algebraic
properties and results of classes of residue rings, and in particular of finite fields.
4 The prime spectrum of a sentence and systems of poly-
nomial congruences
Definition 4.1 The prime spectrum of a sentence σ of Ring(0,+, ∗, <) +MOD+M
is defined as the set of primes Sp(σ) = {p ∈ P : Zp |= σ}.
The set Sp(σ) was introduced by James Ax in connection with his proof of decidability
of the theory of finite fields [4]. In particular, Ax proved the following:
Theorem 4.2 ([4]) The spectrum Sp(σ) of any sentence σ of Ring(0,+, ∗) is, up to
finitely many exceptions, a Boolean combination of sets of the form Sp(∃t(f(t) = 0)),
where f(t) ∈ Z[t] is a polynomial with integer coefficients. 
Therefore to characterize the spectra of sentences of Ring(0,+, ∗) it is sufficient to
analyze the spectra of sentences of the form ∃x(f(x) = 0) for polynomials f ∈ Z[x].
Given a polynomial f(x) ∈ Z[x] we will indistinctly denote Sp(f) or Sp(∃x(f(x) = 0))
the spectrum of the sentence ∃x(f(x) = 0). A basic result of Schur states that every
non constant polynomial has an infinite number of prime divisors; that is, Sp(f) is
infinite for any f ∈ Z[x] \ Z (see [12, Thm. 1] for an elementary proof of this fact). If
f is irreducible then the same can be said about the complement of Sp(f), namely,
Sp(f)c := Sp(∀x(f(x) 6= 0)) = {p ∈ P : Zp 6|= ∃x(f(x) = 0)}
Thus, we have the following properties of spectra of the form Sp(f).
Theorem 4.3 (1) For any f ∈ Z[x] \ Z, Sp(f) is infinite.
(2) If, additionally, f is irreducible, then Sp(f)c is infinite. 
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This theorem justifies to consider two spectra as equal if they coincide in all but a
finite number of primes, and we denote this by Sp(f) =∗ Sp(g). Moreover, we denote
by Sp(σ) ⊆∗ Sp(θ) the fact that almost all of Sp(σ) is contained in Sp(θ) (i.e. all but
a finite number of primes).
The following result from [12] will be useful for obtaining further properties of
spectra, by exploiting the relation between irreducible polynomials and algebraic finite
extensions of the rational field Q. (These extensions can be defined by adjoining to Q
a root of a polynomial irreducible over Q. Such a root is called a primitive element of
the extension.)
Theorem 4.4 ([12, Thm. 2]) Let Q be the rational field and f(x) and g(x) two non
constant irreducible polynomials in Q[x]. If R and S are algebraic extensions of Q such
that R ⊆ S, f has a root which is a primitive element of R and g has a root which is
a primitive element of S, then Sp(g) ⊆∗ Sp(f). 
Using Theorem 4.4 we can prove that the intersection of prime spectra of polynomial
congruences contains a prime spectrum of some polynomial congruence, and hence it
is also infinite.
Theorem 4.5 If f1, f2, . . . , fk ∈ Z[x]\Z irreducible polynomials, then there is g(x) ∈
Z[x] \ Z such that
Sp(g) ⊆∗ Sp(f1) ∩ Sp(f2) ∩ . . . ∩ Sp(fk)
Proof. We set k = 2, the general case being similar. Let α1 and α2 be zeros of
f1 and f2 respectively in Q (the algebraic closure of the rationals). Consider the
algebraic extensions Q(α1) and Q(α2). Take α ∈ Q such that Q(α1, α2) ⊆ Q(α), and
let g(x) ∈ Z[x] be an irreducible polynomial with g(α) = 0. Then Q(α1) ⊆ Q(α) and
Q(α2) ⊆ Q(α), and by Theorem 4.4, Sp(g) ⊆
∗ Sp(f1) and Sp(g) ⊆
∗ Sp(f2). The result
now follows.  
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5 From systems of polynomial congruences to sets of con-
gruent integers
Example 5.1 From the Quadratic Reciprocity Law [15, Ch. IV], the prime spectrum
of the sentence ∃x(x2 + 1 = 0) is almost identical to the set {p ∈ P : p ≡4 1}, i.e.
Sp
(
∃x(x2 + 1 = 0)
)
=∗ {p ∈ P : p ≡4 1}.
This number theoretical characterization of the solution set of certain Diophantine
equations is part of a large body of knowledge within algebraic number theory, from
where we obtain several tools to classify the spectra of ring formulae. As a further illus-
tration of this point consider the following basic relation between prime spectra and sets
of congruent integers, given by the prime divisors of the nth cyclotomic polynomial
Fn(x), and shown in [15, Thm. 94, p. 164]. The polynomial Fn(x) is the monic
polynomial whose roots are the primitive nth roots of unity.
Theorem 5.2 For n > 1, let Fn(x) be the n-th cyclotomic polynomial. Then Sp(Fn) =
∗
{p ∈ P : p ≡n 1}. 
This result implies that, for each n > 1, the set {p ∈ P : p ≡n 1} is definable in the
theory of finite residue class rings by the elementary sentence ∃x(Fn(x) = 0). This
does not goes through with all congruence of the form p ≡n r, for r > 1, as we show
below.
Corollary 5.3 For integers n > 2 and 1 < r < n, the subset of prime numbers
{p ∈ P : p ≡n r} is not the prime spectrum of an irreducible polynomial over a field.
Furthermore, for two integers n,m > 1 and 1 < r < n, 1 < t < m, the union
{p ∈ P : p ≡n r} ∪ {p ∈ P : p ≡m t} can not be the prime spectrum of a polynomial
over a field.
Proof. If for some irreducible polynomial g(x) over a field K, we have
{p ∈ P : p ≡n r} =
∗ Sp(g),
then considering the nth cyclotomic polynomial Fn(x) over K, we have
{p ∈ P : p ≡n r} ∩ {p ∈ P : p ≡n 1} =
∗ Sp(g) ∩ Sp(Fn)
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But the intersection on the left hand side of the above equality is empty, whilst the
intersection on the right hand side is infinite by Theorem 4.5, and we have a contradic-
tion. To prove the second statement repeat the previous argument with the nth and
the mth cyclotomic polynomials together.  
The next example shows that the unrepresentability of a spectrum by congruences,
stated in Corollary 5.3, does not holds in general for Boolean combinations of spectra.
Example 5.4 Consider the polynomials f(x) = x2 + 1 and g(x) = x2 − 2. Using the
Quadratic Reciprocity Law we can see that Sp(f) = {p ∈ P : p = 2 ∨ p ≡8 1 ∨ p ≡8 5}
and Sp(g) = {p ∈ P : p = 2 ∨ p ≡8 1 ∨ p ≡8 7}. Now, Sp(g)
c = {p ∈ P : p ≡8 2 ∨ p ≡8
3 ∨ p ≡8 4 ∨ p ≡8 5 ∨ p ≡8 6}, and
Sp(g)c ∩ Sp(f) = {p ∈ P : p ≡8 5}
We now jump to a more definitive result in this line of research on sets of primes
determined by polynomial congruences. Lagarias in [14] considered the sets Σ(S)
of prime divisors of systems S of polynomial congruences, and the Boolean algebra B
generated by these sets. The Boolean algebra B corresponds to the collection of spectra
of sentences in Ring(0, +, ∗) which, by Theorem 4.2, collapses to the Boolean algebra
generated by sets Σ(S) where the polynomials in S are restricted to have at most
1 variable. Then, Lagarias gave the following characterization of the sets of integer
congruences {p ∈ P : p ≡d a}, for given positive integers d and a, that are in B.
Theorem 5.5 ([14, Thm. 1.4]) For any pair of integers a and d, the set {p ∈ P :
p ≡d a} is in the Boolean algebra B if and only if a is of order 1 or 2 in Zd (i.e. a ≡d 1
or a2 ≡d 1), or (a, d) > 1. 
Rephrasing this theorem in terms of spectra of sentences we obtain the following result.
Theorem 5.6 For any pair of positive integers a and d, with 1 < a < d, the set
{p ∈ P : p ≡d a} is the spectrum of a sentence in Ring(0,+, ∗) if and only if a
2 ≡d 1
or (a, d) > 1. 
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This theorem allow us to show some undefinability results. Any set of the form {p ∈ P :
p ≡d a}, for 1 < a < d, (a, d) = 1 and a
2 6≡d 1, is not the spectrum of some sentence
of Ring(0,+, ∗). For example, {p : p ≡5 2} is not in the spectra of ring sentences.
On the other hand observe that 52 = 25 ≡8 1, and according to the theorem the set
{p : p ≡8 5} is the spectrum of some sentence of Ring(0,+, ∗), a fact we already
knew from explicit calculations in Example 5.4. We show in the next subsections
that these sets of primes are definable in the extension of Ring(0,+, ∗) with modular
quantifiers, and in the ordered extension; hence separating Ring(0,+, ∗) from these
logical extensions.
5.1 The spectra of sentences in Ring(0,+, ∗) +MOD
Remark 5.7 In Ring(0,+, ∗) +MOD(d) we have that ∀a < d,
Sp
(
∃a,d(x = x)
)
=∗ {p ∈ P : p ≡d a}.
Therefore, by Theorem 5.6, if we can find for every d an 1 < a < d that is rela-
tively prime to d, and such that a2 6≡d 1, then we have a set of primes definable in
Ring(0,+, ∗) +MOD(d) that is not definable in Ring(0,+, ∗). The question is: for
which natural numbers d there exists 1 < a < d, relatively prime to d and such that
a2 6≡d 1? To answer this question we look first at the prime numbers. Fix p ∈ P. Note
first that if there exists a < p with a2 6≡p 1 then for every α, a
2 6≡pα 1. Note now that
for every prime p > 3 we have that 22 = 4 6≡p 1. Hence, for any prime p > 3 and any
α we have that (2, p) = 1 and 22 6≡pα 1.
Consider now an arbitrary integer d and its prime decomposition: d = pα11 p
α2
2 . . . p
αn
n .
If one of the pi is greater than 3 then (2, pi) = 1 and 2
2 6≡pαi
i
1. We know that
Zd ∼= Zpα1
1
× Zpα2
2
× . . .× Zpαnn .
Then note that the element (1, . . . , 2, . . . , 1), with 2 in the i-th coordinate and 1 ev-
erywhere else, is relatively prime to d (the only elements that are not relatively prime
to d are the ones of the form (a1, a2, . . . , an) where for some i, ai = 0 or ai = p
β
i with
1 < β < αi. Also note that (1, . . . , 2, . . . , 1)
2 6≡d (1, . . . , 1, . . . , 1).
Looking now at powers of 3 and 2, note that 32 ≡24 9 6≡24 1, and that 2
2 ≡32 4 6≡32
1. Hence, for any d such that there is a prime > 3 that divides d, or 32 or 24 divides d,
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we have that there exists a < d such that (a, d) = 1 and a2 6≡d 1. Hence, by Theorem
5.6 for such a d, {p ∈ P : p ≡d a} is not expressible in Ring(0,+, ∗).
We summarize these remarks in the following propositions.
Proposition 5.8 For every natural number d 6= 2α3β , 0 ≤ α ≤ 3, 0 ≤ β ≤ 1, there
exists a < d with (a, d) = 1 and a2 6≡d 1. 
Proposition 5.9 For every natural number d 6= 2, 3, 4, 6, 8, 12, 24 there exists a < d
such that there is no sentence θ ∈ Ring(0,+, ∗) equivalent to ∃a,d(x = x). Hence, in
terms of expressive power, for every d 6= 2, 3, 4, 6, 8, 12, 24,
Ring(0,+, ∗) ( Ring(0,+, ∗) +MOD(d). 
The problem with d = 2, 3, 4, 6, 8, 12, 24 is that for each one of these d, ∀a ∈
Zd, either a and d are not relatively prime, or a
2 ≡d 1. Hence for such integers
we can not use the canonical counterexample above to separate Ring(0,+, ∗) from
Ring(0,+, ∗) +MOD(d). However, we have obtained the desired inexpressibility for
these integers (except d = 2), through direct combinatorial arguments.
For each one of the integer values of d listed above, the key idea is to define in
Ring(0,+, ∗) +MOD(d) a set of the form {p : p ≡nd c}, such that (c, nd) = 1 and
c2 6≡nd 1, for some integers n and c < nd. Then, from Theorem 5.6 we can conclude
that this set is not expressible in Ring(0,+, ∗).
We are going to need some facts about power residues, and for the necessary back-
ground we refer the reader to [15, Ch. III, §34]. First, we recall that for an integer
m 6= 0 and integer b prime to m, if n ≥ 2 is a natural number such that xn ≡m b is
solvable, then one says that b is a n-th power residue modulo m.
The following theorem is an immediate consequence of Theorem 71 in [15].
Theorem 5.10 Let n ≥ 2 be a natural number and p an odd prime such that p ≡n 1.
Then there are p−1n n-th power residues incongruent modulo p (i.e. the number of
non-zero n-th powers in Zp is (p− 1)/n). 
We have now a result that allows us to obtain expressibility of some sets of the
form {p ∈ P : p ≡nd r} in Ring(0,+, ∗) +MOD(d).
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Theorem 5.11 For every natural numbers n, d > 1, for every 0 ≤ r < d, there exists
a sentence θn,r in Ring(0,+, ∗) +MOD(d) such that
Sp (θ) =∗ {p ∈ P : p ≡nd rn+ 1}.
Proof. Fix n, d > 1 and 0 ≤ r < d. Using theorems 5.2 and 5.10, we have that for
almost all primes p,
p ≡nd rn+ 1 iff p ≡n 1 and
p− 1
n
≡d r
iff Zp |= ∃x (Fn(x) = 0) ∧ ∃
r,dy∃z(zn = y)
where Fn(x) is the n-th cyclotomic polynomial.  
We use Theorem 5.11 to obtain the desired inexpressibility results for d = 3, 4, 6,
8, 12, 24:
• For d = 3, use n = 3 and r = 1. Then Theorem 5.11 guarantees that {p ∈ P :
p ≡9 4} is expressible in Ring(0,+, ∗) +MOD(3). Furthermore, (4, 9) = 1 and
42 6≡9 1 (so this set is not expressible in Ring(0,+, ∗)).
• For d = 4, use n = 4 and r = 1. Theorem 5.11 guarantees that {p ∈ P : p ≡16 5}
is expressible in Ring(0,+, ∗)+MOD(4). Furthermore, (5, 16) = 1 and 52 6≡16 1.
• For d = 6, use n = 3 and r = 4; for d = 12, use n = 3 and r = 2; and for d = 24,
use n = 3 and r = 2.
This completes the proof for all the integer values of d > 2. Thus, we can generalize
Proposition 5.9 to obtain the following separation theorem:
Theorem 5.12 For all integers d > 2, Ring(0,+, ∗) ( Ring(0,+, ∗) +MOD(d). 
The remaining case, d = 2, cannot be solved with the above ideas, and its solution
is left as an open problem.
5.2 The spectra of sentences in Ring(0,+, ∗, <)
We now apply Theorem 5.6 to show that the logic Ring(0,+, ∗, <) strictly contains
Ring(0,+, ∗). As in the previous section, it is enough to show that any set of the
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form {p ∈ P : p ≡d a} is the spectrum of a sentence in Ring(0,+, ∗, <), although the
argument is more involved.
We review first some necessary modular arithmetic, and then give an example to il-
lustrate how we are going to characterize the expression “p ≡d a” by a number theoretic
fact involving order which will be easier to define by a sentence of Ring(0,+, ∗, <).
Remark 5.13 Recall that for given (non negative) integers a and d, if (a, d) = 1 then
the inverse modulo d of a exists, and is the unique integer a−1 < d such that a−1·a ≡d 1.
By Euler’s Theorem a−1 ≡d a
(ϕ(d)−1), where ϕ(n) is the number of positive integers
less than n and coprime with n. In particular, for any prime p, ϕ(p) = p − 1, and
hence, the inverse modulo p of an integer a (which is not a multiple of p) is ap−2.
Definition 5.14 Given a prime field Zp, and two positive integers a and d, with d not
a multiple of p, the fraction a/d in Zp represents the unique integer 0 < r < p such
that r · d ≡p a. In fact, by previous remark, r ≡p a · d
−1 ≡p a · d
(p−2)
Example 5.15 Let p = 5, a = 1 and d = 4. Then p ≡d a. We are going to show that
this congruence determines in Z5 an ordering of the fractions 1/4, 2/4, and 3/4, and
that this ordering implies the congruence. Using Euler’s Theorem, compute in Z5 the
fractions:
1
4
≡5 1 · 4
5−2 ≡5 4,
2
4
≡5 2 · 4
3 ≡5 3,
and
3
4
≡5 3 · 4
3 ≡5 2.
Thus, in Z5, 3/4 < 2/4 < 1/4. Note that (d− a)/d = 3/4.
Rewrite the fractions i/4 in the form (k5+ i)/4, i = 1, 2, 3. To find the appropriate
k, use that 5 ≡4 1; then, k ≡4 1
−1(4− i). Thus, in Z5, it holds that
1
4
≡5 4 ≡5
3 · 5 + 1
4
,
2
4
≡5 3 ≡5
2 · 5 + 2
4
,
and
3
4
≡5 2 ≡5
1 · 5 + 3
4
.
In this form, we see that the ordering of the fractions 1/4, 2/4, and 3/4, is in cor-
respondence with the value of the coefficient k in (k5 + i)/4 (and this holds because
p > d > a). On the other hand, the smallest of the fractions, namely 3/4, is equivalent
(mod 5) to (5+3)/4 (the coefficient of 5 is k = 1), and this should be an integer. Note
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that 5 + 3 = p + (d − a), so p + (d − a) ≡d 0, or equivalently p ≡d a. Thus, we see
that the congruence 5 ≡4 1 is characterized by the fact of 3/4 being the smallest in the
order of the fractions 1/4, 2/4, and 3/4 in Z5. 
Now, let us formalize the intuition presented in the previous example. The key tool
is the following lemma.
Lemma 5.16 Let p be a prime number and d an integer, such that 0 < d < p. Then:
(i) For every i = 1, 2, . . . , d − 1, there exists a unique positive integer ki < d, such
that
i
d
≡p
kip+ i
d
.
(ii) The smallest of the fractions 1/d, 2/d, . . . , (d−1)/d in Zp is c/d, where c satisfies
0 < c < d and p+ c ≡d 0.
Proof. (i): Fix i < d. By Definition 5.14, i/d is an integer < p such that (i/d) ·d ≡p i.
Let ki < d such that kip+i ≡d 0 (always exist since (d, p) = 1). Then
(
kip+ i
d
)
·d ≡p i.
(ii): From (i) we know
i
d
≡p
kip+ i
d
, for every i < d. The smallest of such numbers is
when ki = 1, which is obtained when p+ i ≡d 0.  
Theorem 5.17 Fix integers a and d, with 0 < a < d. For every prime p, with p > d,
we have that
p ≡d a if, and only if, in Zp, (d − a)/d is the smallest fraction of the set
{1/d, 2/d, . . . , (d− 1)/d}.
Proof. If p ≡d a then
p+d−a
d ≡d 0. On the other hand, d−a < p and so
p+d−a
d ≡p
d−a
d ,
and by Lemma 5.16 (ii) this is the smallest fraction from the set {1/d, 2/d, . . . , (d −
1)/d} in Zp.
Conversely, assume (d − a)/d is the smallest fraction. By Lemma 5.16 and the
hypothesis,
d− a
d
≡p
p+ (d− a)
d
. Therefore p+(d−a)d is an integer, and hence, p+(d−
a) ≡d 0, which implies that p ≡d a. 
The fraction a/d can be defined by the following formula of Ring(0,+, ∗, <):
∃x (x ∗ d = a).
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Abusing notation we will denote by (a/d) < (b/d) the sentence
∃x∃y(x ∗ d = a ∧ y ∗ d = b ∧ x < y)
Theorem 5.18 For every positive integers a and d, with a < d, there exists a sentence
θ of Ring(0,+, ∗, <), such that for every prime p > d,
p ≡d a if and only if Zp |= θ
In other words, Sp(θ) = {p ∈ P : p ≡d a}.
Proof. By Theorem 5.17 we just have to write a sentence θ that expresses the fact
that “a < d and (d− a)/d is the smallest fraction of the set {1/d, 2/d, . . . , (d− 1)/d}”.
Here it is:
(a < d) ∧
∧
0<r<d
r 6=d−a
( (d− a)/d < r/d )

The previous result, together with Theorem 5.6 establishes the following funda-
mental difference between the logics Ring(0,+, ∗) and Ring(0,+, ∗, <):
Theorem 5.19 The logic Ring(0,+, ∗) is weaker than the logic Ring(0,+, ∗, <). 
Having discerned the expressive power of Ring(0,+, ∗) with respect to its extension
with modular quantifiers, on the one hand, and order on the other hand, the next step
is to explore the expressive power of Ring(0,+, ∗, <) (the logic of rings with order)
with respect to its extensions with modular and majority quantifiers. In this case
the manipulations of specific sets of integer congruences will be of no use, since in
the presence of order or with the generalized quantifiers we can express these sets of
congruences beyond those restricted by Theorem 5.5. Hence we need to introduce
another tool for separating these logics, and this will be based on the analytical notion
of density.
6 The density of the prime spectrum of a sentence
A way of discerning infinite sets of primes is to compare their relative sizes. For that
matter a measure of density of subsets of natural numbers will come in hand. There
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are various notions of density, but in this work we deal only with the natural and the
exponential densities. (See the survey [11]. However, we note that our definition of
density differs from [11] in that ours are relative to the set of all primes, as opposed to
all natural numbers.)
Definition 6.1 For a positive real x, π(x) = |{q ∈ P : q ≤ x}| = |P ∩ [1, x]| is
the counting function of primes below x. Similarly, for a given subset S ⊂ P define
πS(x) = |{q ∈ S : q ≤ x}| = |S ∩ [1, x]|; and for a given sentence ψ of the logic of
rings, Ring(0,+, ∗, <) +MOD +M , we define πψ(x) = |{q ∈ P : q ≤ x ∧ Zq |= ψ}|.
The Prime Number Theorem (PNT) states that for all x > 0, π(x) is asymptotic
to x/ log x; that is
lim
x→+∞
π(x) log x
x
= 1 (PNT)
This is equivalent to saying that for all ǫ > 0, there is N > 0, such that for all x > N ,
(1 − ǫ)
x
log x
< π(x) < (1 + ǫ)
x
log x
. In what follows we will fix ǫ = 1/2 and work with
the following bounds for π(x), which hold for almost all x:
1
2
x
log x
< π(x) <
3
2
x
log x
(1)
We work with a family of densities given by the following definition.
Definition 6.2 Let h be a real positive, continuous, unbounded and increasing function
defined on (0,+∞). For a given S ⊂ P, the lower h-density of S is defined by
δh(S) = lim infn→∞
h(πS(n))
h(π(n))
and its upper h-density by
δh(S) = lim sup
n→∞
h(πS(n))
h(π(n))
If these limits are equal, i.e., δh(S) = δh(S), we say that the set S has h-density, and
its value is the limit δh(S) = lim
n→∞
h(πS(n))
h(π(n))
.
The basic properties of an h-density are the following1.
• If S is finite then δh(S) = 0.
1For practical reasons we omit dealing with the empty set; in general, one sets δh(∅) = 0.
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• δh(P) = 1.
• If S and T are two sets of primes such that S ⊆ T and both sets have h-density,
then δh(S) ≤ δh(T ) (monotonicity); and if S =
∗ T then δh(S) = δh(T ).
Two cases of h-densities are of particular interest to us. When h is the identity
function we have the natural density, denoted as δ(S), when the limit exists, i.e.,
δ(S) = lim
n→∞
πS(n)
π(n)
The lower and upper natural densities, δ(S) and δ(S), are defined accordingly taking
lim sup and lim inf. The other case of interest is when h = log, then we have the
exponential density denoted ε(S) when the limit exists, i.e.,
ε(S) = lim
n→∞
log(πS(n))
log(π(n))
and we always have the lower and upper exponential densities, ε(S) and ε(S), defined
by taking lim sup and lim inf. (The reason for the name exponential, given in [11]
for the unrelativized version of h-density, is that the exponential density ε acts as a
magnifying glass on subsets of the naturals with natural density zero.)
The following observations are useful for making further calculations.
Remark 6.3 Recall the notation f(x) ∼ g(x) means f(x) is asymptotic to g(x), this
means that limx→+∞
f(x)
g(x) = 1. Some useful properties of ∼ are:
1) If f , g, h, k are all real value functions such that f(x) ∼ g(x) and h(x) ∼ k(x)
and limx→+∞
f(x)
h(x) exists or is +∞, then limx→+∞
f(x)
h(x) = limx→+∞
g(x)
k(x) .
2) For any two real value functions f(x) and g(x), with limx→+∞ g(x) = +∞, if
f(x) ∼ g(x) then log f(x) ∼ log g(x). This can be seen from the following equalities:
log
(
f(x)
g(x)
)
log g(x)
=
log f(x)− log g(x)
log g(x)
=
log f(x)
log g(x)
− 1
As x→ +∞ the first term of these equalities goes to 0, and hence limx→+∞
log f(x)
log g(x) = 1.
3) Using the previous observations and the PNT, we have that for h the identity or
the logarithm function it holds that
δh(S) = lim
n→∞
h(πS(n))
h(π(n))
= lim
n→∞
h(πS(n))
h(n/ log n)
(2)
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Observe that if a set S ⊂ P has natural density, then it has exponential density
(i.e. δ(S)⇒ ε(S)). In fact, we have a stronger result:
Theorem 6.4 If δ(S) exists and is not zero then ε(S) = 1.
Proof. Let α = δ(S) = limn→∞
piS(n)
pi(n) . Then, by the PNT, πS(n) ∼ α
n
logn and
lim
n→∞
log(πS(n))
log(π(n))
= lim
n→∞
logα+ log nlogn
log nlogn
= 1
using Remark (6.3). 
The Chebotarev’s Density Theorem (cf. [17, §5]) implies that every element of the
Boolean algebra B has rational natural density, and it is 0 if and only if the set is finite.
This together with Ax’s result (Theorem 4.2) gives:
Theorem 6.5 The spectrum of any sentence in Ring(0,+, ∗) has rational natural
density, and this density is 0 if and only if the spectrum is finite. 
We are going to prove that this is not the case for the spectra of sentences in
Ring(0,+, ∗, <). We will see that there exist sentences σ ∈ Ring(0,+, ∗, <) such that
the natural density of Sp(σ) is zero, but the cardinality of Sp(σ) is infinite. This give
us another way of showing that Ring(0,+, ∗) is properly contained in Ring(0,+, ∗, <).
We begin by recalling an outstanding result by Friedlander and Iwaniec in [8] (and
further extended in [9]) which shows that the polynomial f(x, y) = x2+y4 has infinitely
many prime values, but the sequence of its values is “thin” in the sense that it contains
fewer than tθ integers up to t for some θ < 1. More specifically,
Theorem 6.6 ([8, 9]) There are infinitely many primes p of the form p = a2 + b4,
for integers a and b, and the number of these primes p < t is O(t3/4). 
Using this result and Eq. (2), the natural density of the set of primes
FI := {p ∈ P : p = a2 + b4, a, b ∈ Z}
is lim
t→∞
log t
t1/4
= 0. By Theorem 6.5, such set FI cannot be the spectrum of a sentence
in Ring(0,+, ∗). It remains to show that the set FI is definable in Ring(0,+, ∗, <).
We will in fact show a stronger result.
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Theorem 6.7 Consider a polynomial in Z[x, y] of the form f(x, y) = h(x)+g(y), with
n the degree of h and d the degree of g. Assume that n, d ≥ 1 and that the leading
coefficients of h(x) and g(x) are positive. Then there is a sentence θ in Ring(0,+, ∗, <
), such that for almost every m, Zm |= θ if and only if in Z the following property
holds:
“There exists naturals b, c < m such that f(b+ 1, c) = m”.
Proof. The idea is that h and g will be increasing from some thresholdM and onward,
since their leading coefficients are positive. Then, for all m > M , such b and c will be
characterized by a sentence in Ring(0,+, ∗, <) that says “f(b+1, c) = 0 and b+1 < m
is the first element greater than M such that f(b+ 1, c) < f(b, c)”.
Note first that if h(x) is a polynomial of degree n ≥ 1 with positive leading coeffi-
cient, then for every 1 ≤ i ≤ n, the ith derivative of h(x), h(i)(x), is a polynomial of
degree n− i with positive leading coefficient, hence eventually increasing. Hence there
exists a natural M such that h, g, and h(1), h(2), . . . , h(n) are increasing and positive in
the interval [M,+∞) and for every x > M ,
h(x) > h(1)(x) +
h(2)(x)
2!
+ . . .+
h(n)(x)
n!
(3)
Fix a natural number m > M + 1. We make the following claim.
Claim: For every pair of integers b, c ∈ (M,m− 1),
if Z |= h(b) + g(c) < m ≤ h(b+ 1) + g(c) then in Z:
h(b+ 1) + g(c) −m < h(b) + g(c) < m.
The proof of this claim is as follows. By the Taylor polynomial expansion,
h(b+ 1) = h(b) + h(1)(b) +
h(2)(b)
2!
+ . . . +
h(n)(b)
n!
.
Using that h(b) < m and b > M , it follows from Eq. (3) that
h(b+ 1) + g(c) −m ≤ h(1)(b) +
h(2)(b)
2!
+ . . .+
h(n)(b)
n!
+ g(c)
< h(b) + g(c) < m
which is the the desired result.
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Now it follows that there exists integers b, c, M < b, c < m− 1 such that
Z |= h(b) + g(c) < m ≤ h(b+ 1) + g(c) (4)
if and only if we have:
• g(c) < m,
• for every a with M < a < b, h(a) + g(c) < h(a+ 1) + g(c) < m,
• m ≤ h(b+ 1) + g(c) < 2m, and
• h(b+ 1) + g(c) −m < h(b) + g(c) < m.
It follows that (4) can be expressed by the following formula in Ring(0,+, ∗, <):
ψ(b, c) := M < b, c < m− 1 ∧ h(b+ 1) + g(c) < h(b) + g(c) ∧
∀a ((M < a < b)⇒ h(a) + g(c) < h(a+ 1) + g(c))
which says that b+ 1 < m is the first element bigger than M for which
f(b+ 1, c) = h(b+ 1) + g(c) < h(b) + g(c) = f(b, c)
in Zm. Putting together the previous observations we obtain that
for every m > M , Zm |= ∃b, c(ψ(b, c) ∧ f(b+ 1, c) = 0)
if and only if
Z |= ∃b, c(M < b, c < m− 1 ∧ f(b+ 1, c) = m).
This completes the proof of the theorem.  
Corollary 6.8 Ring(0,+, ∗) is properly contained in Ring(0,+, ∗, <). 
7 A sufficient condition for the existence of sets without
h-density
Our overall goal is to classify spectra in terms of h-density; hence, a first step is to
elaborate some tools to determine when a set has no h-density. We are going to
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canonically construct sets of primes without h-density from sequences of integers {sn}.
The idea is that certain combinatorial properties of these sequences will guaranteed
that the associated set of primes do not have h-density. The necessary combinatorial
properties are defined around the notion of thinness of a sequence of numbers, which has
been mentioned in the previous section in the intuitive form as employed by Friedlander
and Iwaniec in their work [8].
Definition 7.1 Let h be a real positive, continuous, unbounded and increasing function
defined on (0,+∞). An increasing sequence of numbers {sn}n>0 is h-thin if there
exists some real r > 3 such that for almost all n,
rh(π(sn)) < h(π(sn+1))
When h is the identity function we call the associated sequence thin.
Essentially a sequence of numbers is “h-thin” if the distance between the number
of primes below consecutive elements in the sequence, filtered through h, increases
exponentially.
For the measures of density that we consider here, we focus on functions that are
eventually semi-additive in the following sense.
Definition 7.2 A function h : D ⊆ R → R is eventually semi-additive, if there
exists M > 0 such that for x ≥ y > M , h(x+ y) ≤ h(x) + h(y).
Example 7.3 The identity function is trivially eventually semi-additive, as well as
any additive function. The function h(x) = log x is eventually semi-additive, since for
all x ≥ y > 2 we have that x+ y ≤ xy, and hence
log(x+ y) ≤ log(xy) = log x+ log y
A similar argument applies to log log x, taking M = e2.Hence this and other iterations
of the logarithm function are eventually semi-additive. 
Remark 7.4 We have the following properties for semi-additive functions h defined
on (0,+∞) that are real positive, continuous, unbounded and increasing.
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(i) For all x and y such that x > 2y > 2M , where M is the bound in Definition 7.2,
we have h(x− y) ≥ h(x)− h(y).
Indeed, observe that x− y > y > M and by semi-additive h(x) = h(x− y + y) ≤
h(x− y) + h(y).
(ii) If a sequence {sn} is h-thin then for every β, 2 < β < 3, for almost all natural
numbers n we have that:
βπ (sn) < π (sn+1) .
To see this, observe that by semi-additivity and the fact that h is increasing we
have that , for every x > M , h(3x) ≤ 3h(x), so for a β, 2 < β < 3, and for
almost all natural numbers n,
h (βπ (sn)) ≤ h (3π (sn)) ≤ 3h (π (sn)) ≤ h (π (sn+1)) .
It follows that
βπ (sn) ≤ π (sn+1) .
(iii) If a sequence {sn} is h-thin then for almost all natural numbers m < n we have
that:
h(π(sn)− π(sm)) ≥ h(π(sn))− h(π(sm))
To see this, note that if a sequence {sn} is h-thin, then for every M there exists a
bound BM such that if n > m > BM we have by (ii) that π(sn) > 2π(sm) > 2M .
Then apply (i) above to get the desired result.
For every sequence of natural numbers {sn} we are going to construct an associated
set of primes H({sn}), which will be instrumental in showing counterexamples to h-
density for various classes of spectra.
Definition 7.5 Fix an increasing sequence of natural numbers {sn}. The alternating
set of primes associated with {sn}, denoted by H({sn}), is defined as:
H({sn}) = {p ∈ P : ∀n(s2n < p < s2n+1)}
= P ∩ ((s2, s3) ∪ (s4, s5) ∪ . . . ∪ (s2n, s2n+1) ∪ . . .)
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The following theorem gives conditions on the sequence {sn} that guarantee that
the set H({sn}) has no h-density.
Theorem 7.6 Let h : (0,+∞) → [0,+∞) be a real positive, continuous, unbounded
and increasing function defined on (0,+∞). Assume additionally that h is eventually
semi-additive. Let {sn}n>0 be an increasing sequence of numbers that is h-thin Then
the set of alternating primes H({sn}) has no h-density.
Proof. Put H = H({sn}). First note that
πH(s2n) = πH(s2n−1) + |P ∩ (s2n−1, s2n)| = πH(s2n−1)
Then using that h is increasing and the sequence is h-thin for a real r > 3, we have for
almost all n:
h(πH(s2n))
h(π(s2n))
=
h(πH(s2n−1))
h(π(s2n))
≤
h(π(s2n−1))
h(π(s2n))
<
1
r
Hence, lim inf
n→+∞
δh(H) ≤
1
r
. On the other hand, by definition of H({sn})
πH(s2n+1) ≥ π(s2n+1)− π(s2n),
hence, using that h is increasing, Remark 7.4 (iii) and the fact that {sn} is h-thin, we
have that for almost all n:
h(πH(s2n+1))
h(π(s2n+1))
≥
h(π(s2n+1)− π(s2n))
h(π(s2n+1))
≥
h(π(s2n+1))− h(π(s2n))
h(π(s2n+1))
= 1−
h(π(s2n))
h(π(s2n+1))
> 1−
1
r
Hence, since r > 3, lim sup
n→+∞
δh(H) ≥ 1−
1
r
>
1
r
. Therefore, δh(H) 6= δh(H) and the set
H has no h-density. 
The theorem above is useful to prove that there exists a sentence whose spectrum
has no h-density: Find a sequence {sn} that is h-thin, and find a sentence θ such that
Sp(θ) = H({sn}).
We conclude this section with a criteria for a sequence {sn} to be thin.
Lemma 7.7 Let {sn}n>0 be a non decreasing sequence of numbers such that for some
R > 18, for all n > N , Rsn < sn+1. Then rπ({sn}) < π({sn+1}), for some r > 3.
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Proof. Using Eq. (1) and that f(x) = x/ log x is strictly increasing, we get
Rπ(sn) <
3
2
Rsn
log
(
R
Rsn
) = 3
2
(
1− logRlog(Rsn)
) ( Rsn
log(Rsn)
)
< 3
sn+1
log sn+1
< 6π(sn+1)
Therefore, rπ(sn) < π(sn+1) for r = R/6 > 3. 
8 On the density of spectra of ring formulae with order
We use Theorem 7.6 to show the existence of a sentence in Ring(0,+, ∗, <) whose
spectrum has no natural density.
Theorem 8.1 There exists a sentence ψ ∈ Ring(0,+, ∗, <) such that its spectrum
Sp(ψ) has no natural density.
Proof. Fix a prime q ≥ 19 and consider the sequence sn = q
n, for n = 2, 3, . . .. It
is immediate that for R such that 18 < R < 19, Rqn < qn+1 and by Lemma 7.7 the
sequence is thin for r > 3. Then, by Theorem 7.6, the alternating set
H({qn}) = P ∩
(
(q2, q3) ∪ (q4, q5) ∪ · · · ∪ (q2k, q2k+1) ∪ · · ·
)
(5)
has no natural density.
We will define a sentence ψ ∈ Ring(0,+, ∗, <) so that for any structure Zp, Zp |= ψ
if and only if the size of the model is a prime p such that q2n < p < q2n+1, for some
natural n. Then the spectrum of such sentence ψ is Sp(ψ) = H({qn}).
From Theorem 3.3 (see [2] for details) we know that ⊗(x, y, z), true multiplication in
Zm (i.e. Zm |= ⊗(x, y, z) if and only if Z |= x×y = z) is expressible in Ring(0,+, ∗, <).
Hence, for a given prime q, we can express in Ring(0,+, ∗, <) “z is a power of q” by
saying that every divisor of z different from 1 must be divisible by q (this equivalence
only holds if q is prime). Here is the formula:
EXPq(z) := ∀x ([∃y(⊗(x, y, z) ∧ x 6= 1]⇒ [∃w(⊗(q, w, x)]) (6)
We can also have a formula EXPq2(z) that says “z is a square of a power of q”:
EXPq2(z) := ∃x (⊗(x, x, z) ∧ EXPq(x)) (7)
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From these formulas we can express the property “z is the maximal power of q in the
structure”, by a formula MAXEXPq(z):
MAXEXPq(z) := EXPq(z) ∧ ∀w(w > z ⇒ ¬EXPq(w)) (8)
and the property “z is the maximal power of q2 in the structure” by the formula
MAXEXPq2(z) := EXPq2(z) ∧ ∀w(w > z ⇒ ¬EXPq2(w)) (9)
Finally, we need the sentence PRIME which expresses that the size of the ring model
is prime (it is enough to say that every element has a multiplicative inverse). We thus
have, for a fixed prime q ≥ 19,
ψ := PRIME ∧ ∃z
(
MAXEXPq(z) ∧MAXEXPq2(z)
)
the required sentence in Ring(0,+, ∗, <) such that Sp(ψ) = H({qn}), which has no
natural density. 
As an immediate corollary we have a third proof of the difference in expressive
power of the ring logic with order and the ring logic without order. This result also
attest to the strength of the logic Ring(0,+, ∗, <). We had conjectured in [2] that the
spectrum of any sentence in Ring(0,+, ∗, <) has natural density, and had shown there
that the set H({qn}) in (5) is the spectrum of a sentence of Ring(0,+, ∗, <)+MOD(2).
Now, Theorem 8.1 refines that expressibility result and knocks down our conjecture.
However, we believe in the following.
Conjecture 8.1 Every sentence in Ring(0,+, ∗, <) has exponential density. 
In what follows we provide some evidence for this conjecture. Every sentence in the
unordered fragment Ring(0,+, ∗) has exponential density. This is a consequence of the
general fact that a set for which the natural density exists, it then has the exponential
density, and in fact, this exponential density is always 1 (Theorem 6.4). Furthermore,
all the properties that we have defined so far in Ring(0,+, ∗, <) have exponential
density. In particular, the set H := H({qn}) in Theorem 8.1 has exponential density.
Let us show this.
Let sn =
log πH(n)
log π(n)
. It will be sufficient to show that lim infn→+∞ sn = 1.
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First observe that, for every n, choosing m such that qm ≤ n < qm+1, we obtain
the following inequalities due to the definition of H({qn}):
π(qm−1)− π(qm−2) ≤ πH(n)
Hence
πH(n)
π(n)
≥
π(qm−1)− π(qm−2)
π(qm+1)
. Now, observe that, in general, if 1 < y < x then
π(x)− π(y) =
∑
y<p≤x
1 ≥
∑
y<p≤x
log p
log x
≥
(x− y) log y
log x
Therefore, for any z > 1,
log(π(x)− π(y))
log π(z)
≥
log
(
x−y
log x
)
+ log log y
log π(z)
(10)
Additionally we will use from Eq. (1) that for z > 3, 1pi(z) >
2 log z
3z >
1
3z .
Now, putting x = qm−1, y = qm−2 and z = qm+1, it follows from the previous
observations that
sn ≥
log(π(qm−1)− π(qm−2))
log π(qm+1)
≥
log
(
qm−1(q−1)
log qm−1
)
+ log((m− 2) log q)
log π(qm+1)
≥
(m− 1) log q + log(q − 1)− log((m− 1) log q) + log((m− 2) log q)
(m+ 1) log q + log 3
∼
m− 1
m+ 1
As n grows, m also grows and
m− 1
m+ 1
→ 1 . Therefore lim infn→+∞ sn = 1. We then
have that
ε(H({qn})) = lim
n→∞
log πH(q
n)
log π(qn)
= 1.
We now show the existence of a sentence in Ring(0,+, ∗, <) +MOD +M such
that its spectrum has no exponential density. Here we need the logical description of
TC0 = Ring(0,+, ∗, <) +MOD +M via FO(COUNT) (see Theorem 2.2).
Theorem 8.2 There exists a sentence θ ∈ Ring(0,+, ∗, <)+MOD+M such that its
spectrum Sp(θ) has no exponential density.
Proof. Fix a prime q ≥ 7 and consider the sequence sn = q
qn , n = 2, 3, . . .. We need
to find r > 3 such that r log π(sn) < log π(sn+1). Let 4 < a < q. Then, using Eq. (1),
a log π(qq
n
) < a log
(
3
2
qq
n
log qqn
)
= log
(
3
2
)a
+ log
(
qaq
n
qan loga q
)
< log
(
3
2
)a
+ log
(
qqq
n
qn+1 log q
)
< log
(
3
2
)a
+ log 2π(qq
n+1
)
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Therefore, for n large we have
(a− 1) log π(qq
n
) <
(
a−
log 2
(
3
2
)a
log π(qqn)
)
log π(qq
n
) < log π(qq
n+1
)
and we have that the sequence {qq
n
} is log-thin for r = a− 1 > 3. Now, by Theorem
7.6, the alternating set
H({qq
n
}) = P ∩
(
(qq
2
, qq
3
) ∪ (qq
4
, qq
5
) ∪ · · · ∪ (qq
2k
, qq
2k+1
) ∪ · · ·
)
(11)
has no exponential density.
We need to define a sentence θ whose spectrum is the set H({qq
n
}). The sentence
θ will be such that for any structure Zp |= θ we have that
the size of the model is a prime p with qq
2n
< p < qq
2n+1
, for some natural
n.
We begin by producing a formula SUPEXPq(z) in FO(COUNT) that expresses “z =
qq
n
for some n > 0”. Formally, this is equivalent to saying that
“z is a power of q and the number of powers of q below z is a power of q”
The first clause of the above conjunction have been already defined in the logicRing(0,+, ∗, <
) by the formula EXPq(z) in (6). To logically define the second clause we need the
counting quantifiers. The required formula is the following:
SUPEXPq(z) := EXPq(z) ∧ (∃i)[(∃!iy)(y < z ∧ EXPq(y))
∧ ∀j(j 6= 1 ∧ ∃k(k · j = i)→ ∃h(q · h = j))]
If we additionally require that the number i (of powers of q below z) is a square,
we have a logical expression for z = qq
2n
. The formula is the following:
SUPEXPq2(z) := EXPq(z) ∧ (∃i)[(∃!iy)(y < z ∧EXPq(y))
∧ ∀j(j 6= 1 ∧ ∃k(k · j = i)→ ∃h(q · h = j)) ∧ ∃k(k · k = i)]
We now express the properties:
• “z is the maximal power of the form qq
n
”
• “z is the maximal power of the form qq
2n
”
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with formulas SUPMAXEXPq(z) and SUPMAXEXPq2(z), which are similar in
their form to formulasMAXEXPq(z) andMAXEXPq2(z) in (8) and (9), respectively,
but using our new formulas SUPEXPq(z) and SUPEXPq2(z). Then, the required
sentence θ is
θ := PRIME ∧ ∃z
(
SUPMAXEXPq(z) ∧ SUPMAXEXPq2(z)
)
This sentence belongs to FO(COUNT), hence to Ring(0,+, ∗, <) +MOD +M , and
its spectrum has no exponential density. 
9 Conclusions
We have established the separation of subclasses of Ring(0,+, ∗, <)+MOD+M using
results from number theory, the notion of prime spectra of sentences and analyzing
their natural and exponential densities. We believe that the algebraic methodology
employed is interesting in its own right and should be further exploited. Of particular
interest to us are the following questions:
• Does every spectrum in Ring(0,+, ∗, <) has a exponential density? If that is
the case, then this would separate this logic from Ring(0,+, ∗, <) +MOD+M .
This would constitute a proof from Class Field Theory perspective of the known
result
DLOGTIME-uniform AC0 6= DLOGTIME-uniform TC0
• What can be said of the spectrum of a sentence in Ring(0,+, ∗) + MOD(n)
for n a positive integer? The goal here is to separate Ring(0,+, ∗) +MOD(n)
from Ring(0,+, ∗)+MOD(m), for m 6= n positive integers. The same when the
built-in order is present, which will yield separations among the ACC(n) classes
improving Smolensky results [16] to the uniform setting.
• Is Ring(0,+, ∗) 6= Ring(0,+, ∗) +MOD(2)?
• What can be said of the spectrum of a sentence in Ring(0,+, ∗, <)+MOD+M?
We expect these sets to be much more untamed than the spectra of sentences
in Ring(0,+, ∗, <) because of the expressive power of the majority quantifier.
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Thus, possibly a refined version of the exponential density is necessary to study
these spectra.
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