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Abstract
There is now a significant body of literature which reports that stripes form in the ligand shell of suitably functionalised Au
nanoparticles. This stripe morphology has been proposed to strongly affect the physicochemical and biochemical
properties of the particles. We critique the published evidence for striped nanoparticles in detail, with a particular focus on
the interpretation of scanning tunnelling microscopy (STM) data (as this is the only technique which ostensibly provides
direct evidence for the presence of stripes). Through a combination of an exhaustive re-analysis of the original data, in
addition to new experimental measurements of a simple control sample comprising entirely unfunctionalised particles, we
show that all of the STM evidence for striped nanoparticles published to date can instead be explained by a combination of
well-known instrumental artefacts, or by issues with data acquisition/analysis protocols. We also critically re-examine the
evidence for the presence of ligand stripes which has been claimed to have been found from transmission electron
microscopy, nuclear magnetic resonance spectroscopy, small angle neutron scattering experiments, and computer
simulations. Although these data can indeed be interpreted in terms of stripe formation, we show that the reported results
can alternatively be explained as arising from a combination of instrumental artefacts and inadequate data analysis
techniques.
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Introduction
Scanning probe microscopy (SPM) is an exceptionally powerful
technique at the core of modern nanoscience. Indeed, many would
argue that the origins of the entire field of nanoscale science lie in
the invention of the scanning tunnelling microscope (STM) in the
early eighties [1]. Single atoms and molecules are now not only
routinely resolved with STM but, under appropriate experimental
conditions, can be precisely positioned [2–5] to form artificial
nanostructures exhibiting fascinating quantum mechanical prop-
erties [6–8].
The development of the atomic force microscope (AFM) [9]
shortly after the introduction of the STM broadened the
applicability of SPM to a much wider variety of substrates —
including insulators in particular — and led to the adoption of
SPM as a high resolution imaging technique in very many
scientific disciplines and sub-fields. The state of the art in atomic
force microscopy is no longer ‘just’ atomic resolution [10] (a
remarkable achievement in itself), but the imaging of intramolec-
ular bonds [11–13] and intermolecular structure (whose origin is
currently an active area of debate [14,15]). Furthermore, SPM
systems now operate in a range of environments spanning what
might be termed ‘extreme’ conditions — ultrahigh vacuum, low
temperatures, and high magnetic fields (for example, an STM
running at 10 milliKelvin in a field of 15 T has recently been
developed [16]) — to the in vitro application of AFM to study
biochemical and biomedical processes [17]. A significant number
of commercial suppliers also now provide ‘turn-key’ SPM systems
such that the probe microscope has evolved into a standard
characterisation tool in the vast majority of nanoscience labora-
tories.
Unfortunately, however, with the exceptional capabilities of the
scanning probe microscope come a plethora of frustrating
instrumental artefacts. These can give rise to images which,
although initially appearing entirely plausible, unsettlingly arise
from a variety of sources including improper settings of the
microscope parameters (for example, the feedback loop gains used
to control the motion of the scanning probe), external electrical or
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vibrational noise, and/or convolution of the sample topography
with the structure of the probe. The latter is especially problematic
when the features of interest at the sample surface have a radius of
curvature which is comparable to that of the tip.
While some of these SPM artefacts, such as those due to
improper feedback loop settings, are relatively straight-forward to
diagnose and eliminate, tip-sample convolution can often require
particularly careful and systematic experimental technique to
identify and remove [18]. Debates in the literature regarding
artefacts in atomic/molecular resolution images arising from, e.g.,
‘double’ or multiple tips [19], and/or tip asymmetry [20], show
that, unless appropriate experimental protocols have been used to
ensure that the SPM images are as free of tip influence as possible,
it can be exceptionally difficult to deconvolve the influence of the
tip structure from the final image. In addition, without appropriate
control samples it is entirely possible to misinterpret genuine and
mundane surface features as new and hitherto unobserved aspects
of the molecule or structure of interest. This latter problem was
brought sharply to the fore in the early days of STM when the
results of very high profile papers claiming to have attained high
resolution images of DNA and other biomolecules on graphite
were replicated on freshly cleaved, i.e. entirely molecule-free,
substrates. The ‘molecular’ images were shown in a number of
cases to arise from step edges and graphitic fragments (‘‘flakes’’) on
the bare graphite surface [21].
In this paper we critique, in the context of the SPM artefacts
described above, the body of highly-cited work published by
Stellacci and co-workers over the last decade or so (see, for
example, [22–26]), which claims that stripes form in the ligand
shell of appropriately functionalised gold nanoparticles. These
claims have subsequently led to the proposal that ligand stripes
substantially influence the ability of nanoparticles to penetrate cell
membranes [25], and, very recently, Cho et al. [26] have argued
that the striped morphology enables high selectivity for heavy
metal cations (although there are unresolved issues regarding the
lack of appropriate control samples for this study [27]). By
combining an extensive re-analysis of Stellacci et al.’s data with
imaging of a simple control sample comprising ligand-free
nanoparticles, we show that the scanning probe data published
to date provide no evidence for stripe formation and instead can
be explained by a combination of instrumental artefacts, data
selection, and observer bias (See disclaimer at end of text). For
completeness, we also consider the evidence, or lack thereof, for
stripe formation from other techniques such as transmission
electron microscopy [23], nuclear magnetic resonance (NMR)
spectroscopy [28], small angle neutron scattering (SANS) [29], and
computer simulations [30]. Taken together, our analyses provide
important insights into the pitfalls of not adopting an extremely
critical, systematic, and sceptical approach to SPM imaging of
nanostructured samples.
Materials and Methods
In order to demonstrate how striped features and other
intraparticle structure can arise from STM artefacts, we prepared
a control sample comprising entirely unfunctionalised nanoparti-
cles. This was generated under ultrahigh vacuum conditions so as
to ensure that the nanoparticle surfaces remained free of
contamination and adsorbates.
Following a well-established approach [31,32], a C60 monolayer
(ML) was formed on the Si(111)-(767) surface to act as a template
for the formation of Ag nanoparticles. (This strategy cannot be
used to form Au nanoparticles [33], such as those studied by
Stellacci et al. As feedback ringing and imaging artefacts are
entirely independent of the composition of the nanoparticle,
however, our results are equally applicable to Au nanoparticles.)
C60 was first sublimed onto a clean Si(111)-(767) surface, formed
using standard flash annealing procedures [34]. Following the
deposition of a multilayer fullerene film, the sample was annealed
at ,450uC to desorb all C60 other than the first chemisorbed
monolayer. Silver was then deposited from a Knudsen cell
operating at a temperature of approximately 880uC onto the
1 ML C60/Si(111) sample. In order to modify the size distribution
of the Ag nanoparticles — so as to make the particles’ mean
diameter comparable to that of those studied by Stellacci et al. —
we subsequently annealed the Ag-covered C60 monolayer sample
in the 200uC to 400uC range.
Our STM measurements were acquired using an Omicron
Nanotechnology low temperature ultrahigh vacuum qPlus atomic
force microscope–scanning tunnelling microscope instrument
operating at 77 K at a pressure of , 5610211 mbar. All SPM
image analysis in this paper is performed using scripts written in
MATLAB using the SPIW toolbox [35]. The raw data and scripts
have been made public [36] to allow our analysis to be repeated
and/or modified by any interested party.
Results and Discussion
In the following sections we re-analyse the evidence for striped
nanoparticles that has been presented by Stellacci and co-workers
in a series of papers over the last decade. Where necessary, we
complement the re-analysis of Stellacci et al.’s data with a
discussion of STM measurements of the Ag nanoparticle sample
described in the preceding section. A key advantage of the
protocol we have adopted for nanoparticle synthesis is that the Ag
particle surfaces in our experimental measurements are entirely
ligand free. As such, they act as excellent control samples to
highlight the role of instrumental artefacts and improper data
acquisition/analysis protocols when making claims for structure in
a ligand shell.
Following criticism of the evidence for stripes by Cesbron et al.
[37], some raw STM data from the first papers published by
Stellacci et al. [23,24,38] was placed in the public domain [39].
For reasons detailed in the following sections, the archived data do
not, however, justify the conclusions drawn in these papers. A
number of other papers based on STM data have also been
published since the archived data was released [29,40,41] and we
are grateful to the corresponding author of one of those papers
[41] for providing some of the data associated with that work for
re-analysis. We examine and provide a detailed critique of these
STM data, and we discuss the evidence, or lack thereof, for stripe
formation from a variety of other techniques.
Striped features in SPM images arising from feedback
instabilities
The first paper on the striped morphology of Au nanoparticles
(Jackson et al. 2004 [23]), leads with an STM image of
nanoparticles having a mixed 1-octanethiol (OT) and mercapto-
propionic acid (MPA) termination, showing striped features on
each nanoparticle (reproduced in Figure 1c below). This is one of
the clearest STM images of stripes of which we are aware and
played a seminal role in establishing the concept of ‘‘striped’’
ligand patterns on Au nanoparticles. Before we discuss the
compelling evidence that the stripes simply arise from a well-
known STM artefact, and not from ligand organisation, we first
note that the contrast in the image is saturated at the lower end of
the contrast scale (i.e black). If we instead set a linear contrast scale
from the highest to lowest pixel (as is standard practice) it is clear
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that the stripes extend between the nanoparticles (Figure 1b). This
observation alone strongly suggests that the stripes are not real
surface features confined to the nanoparticles. Equally problem-
atic, however, is the alignment of the ‘stripes’ with the slow scan
direction. It is physically impossible for the ligands on the variably
oriented surfaces/facets of the gold nanoparticles to spontaneously
align in this fashion. (See also our discussion of Yu and Stellacci
[42] in the ‘‘Pixellation, offline zooms, and interpolation’’ section
below).
We note in passing that the image from Jackson et al. 2004 [23]
included as Figure 1c) is a 38638 nm2 offline zoom of a
1576157 nm2 image (Figure 1a). To increase the apparent
resolution the image was interpolated up to a much larger number
of pixels by Jackson et al., and possibly filtered to give rounded
shapes to features which are only 2–3 pixels across. We will return
to a discussion of how this type of image processing can give rise to
misleading results.
To understand scanning probe microscopy image artefacts it is
first necessary to realise that the images are formed by bringing a
sharp tip close to the surface under study. In the case of STM, a
feedback loop controlling the tip-sample separation is used to
maintain a constant tunnelling current between the tip and the
surface. By recording the 3D path taken by the tip as it is raster-
scanned over the surface, a height profile is taken. Improper
choice of scan speed or feedback gains can result in poor
regulation of tunnel current or even complicated feedback
instabilities. In addition, as the current to be regulated is of the
order of nanoamps, the effect of electrical noise cannot be
neglected. Furthermore, even assuming perfect feedback condi-
tions, the image is a convolution of the surface and tip structure,
combined with the presence of tip-sample forces, which can cause
changes to either (or both) during image acquisition, resulting in
abrupt modifications.
Thus, to reliably verify the existence of specific topographic
structure it is important to systematically probe the features by
comparing the trace and retrace images from the STM, taking
repeat scans of the same feature, rotating the scan direction,
deliberately modifying the tip in order to ascertain the level of tip-
sample convolution, and zooming in on specific features in ‘real
time’, i.e. by reducing the scan area imaged by the STM, to check
that features are unchanged [43]. Based on these observations it
would appear that these basic checks on image consistency were
not carried out in the original, highly cited, Jackson et al. 2004
[23] paper, nor in much of the subsequent work on striped
nanoparticles.
To help the user identify artefacts arising from improper
feedback settings, scanning probe microscopes normally also save
images from other data channels in addition to the topography
channel. An important diagnostic tool is the error signal (or
current image), i.e. the difference between the setpoint value and
the measured current. Ideally, the current image should be blank,
but as the feedback is not instantaneous there is normally some
surface structure visible. Strong, clear features in the tunnel
current image, however, imply the feedback is not performing
correctly. More importantly, the values of the pixels in the tunnel
current image should not differ dramatically from the setpoint
current used to acquire the topographic image.
Figure 1e shows the tunnel current image recorded simulta-
neously with Figure 1b. The structure from the topography image
is clearly visible in the tunnel current map. It is possible to remove
the curvature of the nanoparticles from the topography using a
Fourier transform approach to filter out spatial frequencies below
0.336109 m21 (Figure 1d). This further enhances the similarity to
Figure 1. Reanalysis of the data for Figure 1a) of Jackson et al. 2004 [23]. (a) The raw 157nm wide image collected for Jackson et al. (b)
Zoom-in on a 37 nm wide area marked in green on(a). This image has been flattened using first order plane subtraction. It is clear that the ripples
extend between the particles. (c) Figure 1a) from Jackson et al.(2004) Spontaneous assembly of subnanometre-ordered domains in the ligand shell of
monolayer-protected nanoparticles. Nature materials 3: 330–6. (DOI:10.1038/nmat1116) Reproduced by permission of Nature Publishing Group. Note
that the choice of contrast obscures the ripples between the particles. Scale bar 10nm. (d) Fourier transform high-pass filter of (b), removing spatial
frequencies below 0.336109 m21. (e) Simultaneous current image of (b). Note the (inverted) similarity to (d). The colour ranges for (a), (b) and (d)
are set to run linearly from the highest to the lowest pixel. For (e) the colour range is set to run linearly for the centre 99.6% of pixels, as extreme
pixels mask much of the contrast (For this section of the image the tunnel current spans a range from -51.2 nA to 2.83 nA). Colour bar shows
recorded current values, the setpoint current is +838 pA.
doi:10.1371/journal.pone.0108482.g001
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the tunnel current image, strongly suggesting that any sub-
nanoparticle resolution results solely from tunnel current tracking
errors. The full code used to generate Figure 1 is presented in the
public data archive [36].
There are, however, even more fundamental problems with the
tunnel current image shown in Figure 1e). From the data archive
placed in the public domain by Stellacci et al. [44], we find that
the image was taken with a current setpoint of 838 pA and a
sample bias of 1V (despite the text of the paper stating the images
were recorded with setpoints of 500–700 pA). Pixel values from the
(full) current image range from 20.2 nA to -98.2 nA. These values
are clearly unphysical as the current changes sign while the voltage
does not. The tunnel current values have been confirmed in
Gwiddion [45], WSxM [46], and NanoScope Ver 5.31r (the
software used to record the original image). It is important to note
that programs such as WSxM and NanoScope automatically pre-
process images by background subtracting or truncating the z-
range. Such pre-processing must be turned off to restore the
correct current values.
A possible explanation for these results, as suggested by the
Stellacci group [47], is that their microscope was set to
automatically background subtract the tunnel current data before
saving, and thus the raw images were never correctly saved. The
implications of this are that the true current range, which should
be largely unaffected by background subtraction, is of order
118 nA. If we apply the most fair attempt at inverting this
subtraction by shifting all pixel values until the lowest point
reaches zero this would give a mean tunnel current of order
98 nA, orders of magnitude above the setpoint. This is far above
the normal range of currents expected for accurate STM
measurements of nanoparticle assemblies.
Another explanation is that the current-to-voltage amplifier
saturates to a value of -100 nA for any currents outside its
measurement range of 6100 nA. Negative pixels result from
averaging of positive signals with2100 nA during saturation. This
explanation would imply that the current preamp was regularly
saturating to over 100 nA while feedback tries to maintain a
setpoint of less than 1 nA.
The key point is that, regardless of which explanation for the
negative current values is correct, the tunnel current image clearly
exhibits exceptionally strong oscillations in the error signal. These
arise from improper setting of the feedback loop gains (and other
scan parameters). It is thus feedback loop oscillation, and not the
self-assembly of two different ligand types, which gives rise to the
stripes observed in the STM images shown in Jackson et al. 2004
[23].
Further images produced by Stellacci et al. show very similar
contrast to those included in Jackson et al. 2004 [23], including,
for example, Figure 2a), reproduced from Uzun et al. [48]. To
assess whether these images also arise from feedback artefacts, and
without having access to the raw data, we have used simulated
SPM feedback to generate expected images from improper
feedback settings, as shown in Figures 2c–i). Before giving details
of the simulation we present a brief summary of how feedback is
implemented in a real STM.
STM feedback utilises a proportional-integral (PI) controller
feedback mechanism, similar to the common proportional-
integral-derivative controller, but without the derivative compo-
nent, as this acts as a high pass filter amplifying noise. The
proportional part of this controller simply records the error signal
(the difference between the setpoint amplitude and the recorded
amplitude), multiplies this by a gain factor (Kp), and adds this to
the extension of the piezo. The integral part of the controller
integrates the error signal over time and multiplies by a separate
gain (Ki). This removes steady state errors which arise from effects
such as sample drift and cannot be corrected using simply a
proportional controller. The trade off with adding the integral
controller is that the tip position overshoots the optimal position
before returning. If Ki is too large the feedback can become
unstable and oscillate about the optimal position. Therefore, for
stable imaging it is necessary to carefully adjust Ki and Kp in order
to reduce the error signal.
A real STM controller performs all measurements at discrete
time intervals and does all calculations numerically. As such, we
have written a numerical simulation, which mimics the STM’s
response to a given topography, by implementing a PI controller
(Figure 2b)). For this simulation each measurement is subject to
white noise to simulate electrical noise. Full details of the
simulation, and all code used, are provided in the File S1 and
the public data archive [36]. Analytical methods for this type of
control theory modelling are available and have very recently been
used by Stellacci and co-workers [41]. We stress, however, that the
method adopted by Stellacci et al. [41] inadvertently produces
oscillations arising from incorrect modelling of mechanical
components and the PID loop itself, rather than from feedback
instabilities [49].
Using the simulation methods described in the File S1, it is
straightforward to generate images of a smooth surface which
appear to show stripes (Figure 2d–h)) by choosing an inappropri-
ately high integral gain coupled with a low proportional gain. As
the integral gain is increased the width of the stripes can be
modified. Using more appropriate imaging parameters (Figure 2c))
instead, the surface structure can be accurately reproduced. It is
also important to note that when the trace and retrace images —
recorded when the tip is rastering in opposite directions — are
compared, the curvature of the stripes changes (Figure 2f and i).
This difference between trace and retrace images is a common
method used to identify feedback instabilities but, unfortunately,
until only very recently was not used by Stellacci et al.
To complement the results of the simulations we have grown Ag
nanoparticles using the procedure described in Materials and
Methods, and imaged these particles under various gain conditions
with an Omicron low temperature STM. One minor disadvantage
of using the Omicron microscope in the standard software
configuration for this test is that the proportional and integral
gains cannot be varied separately using the control software.
Instead, a combined feedback gain is set as a percentage of the
maximum allowed gain.
Figure 3 shows consecutive images of the same nanoparticle
taken at increasing gains. In agreement with the simulations shown
in Figure 2, at an appropriate gain setting the STM image shows
the bare featureless nanoparticle surface. As the gain is increased,
striped features appear in the STM image. In addition, and as
predicted by the simulation, the stripes vary in both contrast and
width as the gain is increased. As the frequency of feedback
oscillations is dependent on both the proportional and integral
gain, which, in our case, are not known separately, we cannot
directly compare the evolution of stripes in the experiment with
those in the simulation (where the proportional gain is constant).
Nonetheless, the key conclusion is clear: improper feedback loop
settings produce stripes whose spacing depends on the loop gain.
All images represent a 71 pixel671 pixel section of a 512 pixel6
512 pixel image, which was then bi-cubically interpolated up to
284 pixels 6 284 pixels to mimic the interpolation in published
STM images of ‘‘striped’’ nanoparticles.
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Assessing the statistical analysis used to distinguish
artefacts from real structure
Notwithstanding the discussion in the previous section, Stellacci
et al. have argued that they can distinguish between feedback loop
artefacts and true nanoparticle topography. In two publications
[24,38] following the Jackson et al. 2004 [23] paper critiqued
above, a statistical analysis of previous STM data (from their
group) was used to suggest that feedback artefacts could be
differentiated from real topographical structure. In this section we
critically consider the evidence for that claim. Before doing so, it is
perhaps worth noting that an experimental protocol which
involves setting abnormally high loop gains to distinguish between
‘‘real’’ stripes and those due to high loop gains is not a particularly
robust approach to making STM measurements. A rather more
compelling strategy would be to ensure that the loop gains were set
appropriately and to demonstrate that, under conditions where the
tip is accurately tracking the surface, stripes similar to those shown
in Jackson et al. 2004 [23] remain visible. Throughout all of the
work published by Stellacci et al. this has not been achieved. We
return to this point repeatedly below.
The key claim of Jackson et al. 2006 [24] is that it is possible to
distinguish between noise and ripples arising from real nanopar-
ticle structure. In Figure 3 of that paper [24] changes in noise and
ripple spacing as a function of tip speed are shown. The caption
for that figure states that ‘‘Each point in the plots is the average of
multiple measurements’’. This is highly misleading, however, as
only one image, of a different surface area each time, was taken for
each tip speed. The multiple ‘‘measurements’’ are, therefore,
simply multiple readings of spacings of different features in the
same image, and not of the same particle.
The spacings described in Jackson et al. 2006 [24] were
determined by measuring the separation between high intensity
pixels in the images — which, again, are interpolated zooms of
larger area scans — and are quoted in the image annotation to a
rather optimistic significance of 10 pm (It is worth noting that 10
pm equates to a separation of 0.026 pixels in the raw,
uninterpolated image). The distances measured range from
approximately 2 to 4 pixels and thus are very close to the
(Nyquist) resolution limit of a 2 pixel spacing. We note that this
combination of large area scanning followed by highly interpolated
offline zooms is a rather unorthodox approach to scanning probe
microscopy that, for good reason, is not widely applied within the
SPM community.
To put the analysis of the feedback noise contributions on a
much sounder quantitative footing, we have performed Fourier
transforms of the fast scan lines of the tunnel current images
associated with Figure 3 of Jackson et al. 2006 [24], as feedback
noise should dominate in the current channel. Feedback noise will
also be aligned along the fast scan direction. We then combined
the power spectra from each of the scan lines to locate the peak
Figure 2. Comparison of STM image of nanoparticle ‘‘stripes’’ with simulated STM feedback results. (a) Image from [48] Uzun et al.
(2008) Water-soluble amphiphilic gold nanoparticles with structured ligand shells. Chemical communications (Cambridge, England): 196–8. (DOI:
10.1039/B713143G [48]), reproduced by permission of The Royal Society of Chemistry. The image shows features which can be reproduced by
simulated SPM feedback (scale bar 5 nm). (b) Surface topography used in all numerical simulations. (c) Numerically simulated image with appropriate
parameters Kp = 500 and Ki = 100. (d–h)The same simulation with Kp=50 and Ki = 8000, 5000, 3000, 2000, and 1000 respectively. Image (i) is the
retrace image recorded while recording image (f) presented directly above.
doi:10.1371/journal.pone.0108482.g002
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spatial frequency and the full-width at half maximum (FWHM) of
the peak in the Fourier spectrum. The FWHM of the spectral peak
gives a good measure of the range of frequencies which can arise
from feedback noise. Plotting these spatial frequencies along with
digitised data from Figure 3 Jackson et al. 2006 [24], as shown in
Figure 4, it is possible to show that all of the quoted ripple
spacings fall within the broad background noise measured for the
whole image, and are hence not significant. One should also note
in Figure 4 the systematic overestimation of the noise spatial
frequency and underestimation of the noise error bars in the
analysis by Jackson et al. 2006 [24], further demonstrating the
inaccuracy of measuring ripple spacings by counting relatively few
pixels.
Jackson et al. 2006 [24] also state that the gold foil substrates
used in the work have ‘‘curvature comparable to that of the
nanoparticle core’’. This begs the question as to just how some
areas were objectively defined as the surface, and thus exhibited
feedback noise, while others were defined as nanoparticles with
molecular resolution. Furthermore, the areas defined as nanopar-
ticles in the images do not show clear striped domains. Instead,
they show a disordered noisy pattern.
For all of these reasons, the conclusions drawn by Jackson et al.
2006 [24] regarding their ability to distinguish true topographic
‘‘stripes’’ from feedback loop artefacts are entirely unreliable.
Before we move away from the discussion of Jackson et al. 2006
[24], we would like to bring to the reader’s attention to the
processing of images. The selected scale of Figure 4 of the paper
shows only very few levels of contrast, as such, the image appears
as more of a contour map than a real STM image. Equally striking
is Figure 9b of Jackson et al. 2006 [24]. In the context of discussing
the orientation of stripes while rotating the scan angle, the inset,
which is referred to as ‘‘Enlarged image of the same nanoparticle
as in (a)’’, is actually an angled 3D rendering of the image, thus
distorting the scan angle and providing an unfair comparison.
Figure 8d of Jackson et al. 2006 [24] has lines drawn to ‘‘guide the
reader’s eye’’ to the direction of the stripes, arguing they are not
aligned to the scan direction. This, however, masks the contrast
and is yet again very misleading. An examination of the region
which was enlarged simply does not show clear stripes in this
direction.
We now turn to the second paper from Stellacci and co-workers
which ‘‘critically assessed’’ the STM evidence for the striped
morphologies: Hu et al. [38]. This paper solely concentrated on
statistical analyses of their STM data. In common with Jackson et
al. 2006 [24], the central claim is the ability to differentiate
between stripes formed from feedback noise and those arising from
real topographic features. This was ostensibly based on a
‘‘rigorous’’ statistical analysis, where ripple spacings — again
measured by eye, and thus subject to the same observer bias
present for the analysis in Jackson et al. 2006 (Figure 3) — were
compared to noise spacings while the tip speed was changed.
In one aspect the methodology is improved from that in Jackson
et al. 2006 [24], in that separate images were used for
topographical ripples and noise. The experimental methodology
nonetheless still suffers from various other fundamental flaws. For
a rigorous comparison, as the authors claim, each image taken at
Figure 3. Imaging of unfunctionalised Ag nanoparticles with varying scan parameters. Top two rows: The top left image was recorded
with a gain of 5%. For each consecutive image (i.e. moving along the rows from left to right), the gain was incremented by 1%. Each image is 8 nm
wide, and all were recorded with a tip speed of 38 nm/s. Bottom two rows: Trace (third row) and retrace (bottom row) image of Ag nanoparticles,
upwards scan direction. At the point marked by an arrow in both images, the scan speed was reduced from 514 nm/s to 195 nm/s, causing a
significant reduction in stripe width (indicated with red arrows; these arrows also indicate scan direction). Soon after, the gain was reduced from 22%
to 10% and the stripes disappear (gradually decreased in the lines marked by the green double-headed arrow). Both images have a width of 50 nm.
doi:10.1371/journal.pone.0108482.g003
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varying tip speeds should be of the same sample area, with the
same scan size, and with the same feedback gain settings. The gain
settings are especially important as we have shown above that the
ripple spacing depends on feedback gains as well as tip speed. The
archived data provided for the Hu et al. [38] paper has a selection
of non-consecutive images, with sizes ranging from 2 to 300 nm,
each with different gains, of different areas of the sample, or often
of entirely different samples. As so many experimental variables
are changing it is impossible to isolate the effect of tip speed,
especially as gains have a pronounced effect on stripe width
(Figures 2 and 3).
We also disagree with the ambiguous descriptions of data
acquisition in Hu et al. [38]. When describing the influence of tip
speed on ripple spacings it is stated that ‘‘Many images are
analyzed at varying tip speeds. In some cases we have analyzed as
many as 10 images’’. Originally we understood this to mean that
each speed had as many as 10 images, and the resulting data point
was an average. After receiving the archived data (along with
private communications with the research group [47]) we have
found that each data point (i.e. for a given tip speed) is instead
from a single image. The ‘‘10 images’’ refers simply to ten separate
data points, each with different speeds, taken on different areas of
the same sample (with other changing experimental conditions).
Furthermore, the number of data points, indicated for different
samples, does not agree with the number of images provided: at
times the archive is missing images, and for other samples, more
images are provided than were measured.
Pixelation, offline zooms, and interpolation
Cesbron et al. [37] identified that the striped features observed
for mixed-ligand-terminated particles, as of 2012, were all aligned
with the scan direction. This was used as a central argument of the
paper to suggest that the stripes were not true features but artefacts
from feedback loop ringing (The analysis of the raw data described
above confirms this interpretation). In response to Cesbron et al.’s
criticism, Yu and Stellacci [42] provided examples of stripes which
apparently were not aligned with the scan direction. Those
particular images, however, while not exhibiting feedback loop
instabilities, suffer from a combination of poor experimental
design, flawed analysis techniques, and strong observer bias, which
we also critique in depth in the following.
The images in Figures 3 and 4 of Yu and Stellacci [42] were
recorded using an Omicron micro-STM under UHV conditions, a
microscope capable of acquiring high resolution images of just a
few nm across, and of providing atomic resolution on flat surfaces
[50]. The images, however, were acquired using a scan area of
80| 80 nm2 (400| 400 pixels), on nanoparticles with a
diameter of order 4–6 nm. No data were presented where the
scan range was decreased to record high-resolution images.
Instead, zooms were yet again performed offline. Yu and Stellacci
presented further enlarged figures showing single nanoparticles
which were of order 30 pixels across, with a particle itself having a
diameter of order 20–30 pixels. These images were then
(inadvertently) interpolated via an image analysis package to show
smooth ‘‘stripe’’ features. The ‘‘stripes’’, however, arise from as
few as 2–3 noisy pixels in the original, uninterpolated, image. As
such, this is a fascinating example of how improper image
acquisition and analysis, coupled with observer bias, can lead to
the observation of features which do not exist.
The human brain is well known to recognise expected patterns
were none are present [51,52]. A particularly important example
is the observation of perceived correlated features in Poisson point
distributions (where no spatial correlation exists). To ascertain
whether stripes are present, therefore, it is important to carry out a
rigorous quantitative analysis. Although, to the very best of our
knowledge, no high resolution images were ever taken by Yu and
Stellacci, many low resolution images of the same sample area
were acquired (which the corresponding author kindly sent to us
for analysis). These repeated images of the same sample area can
be used to demonstrate that the stripes, which are claimed to be
present in Figure 3 and 4 of Yu and Stellacci [42], arise from a
misinterpretation of random noise.
First, we note that the ‘full’ images in Figure 3 of Yu and
Stellacci are digital zooms (,40640 nm2) of the original 80680
nm2 images. A cursory analysis shows that the original images shift
only by 4–5 nm between scans. Thus, it would have been easy for
the authors to locate precisely the same particles and show that, if
the features did indeed arise from organisation in the particle
ligand shell, the stripes for all of the particles remained unchanged
as the scan speed varied. This is not what is included in the paper
(for reasons which will become clear). Instead, for each scan
included in Figure 3 of Yu and Stellaci [42], the selected
nanoparticles are different. This selection suggests consistency
between the images when none is present. To highlight this, we
show in Figure 5 the summation of a 1006100 pixel section of all
five images from both Figures 3 and 4 of Yu and Stellacci (trace
and retrace, in total a sum of ten images), where these images have
been aligned using cross-correlation. If the stripes identified by Yu
and Stellacci [42] arise from a source other than noise they should
still be visible in the sum of the images (The summation of data in
this manner is a basic protocol in experimental science to increase
signal-to-noise ratio). The summed data, however, shows smooth
Figure 4. Reanalysis of the data for Figure 3 of Jackson et al.
2006 [24]. The black squares represent the peak frequency in the
Fourier spectrum of the tunnel current images, while the grey area
represents the full width at half-maximum (FWHM) of the peak in
Fourier space. Red circles are digitised data from the noise spacings
presented in Figure 3b of Jackson et al. 2006 [24]. Green diamonds and
blue triangles are digitised data from the ripple spacings presented in
Figure 3(b) of Jackson et al. 2006. All ripple spacings fall inside the
spatial frequency band of the error signal. The first and last point
represent images archived by Stellacci et al. along with the data for
Figure 3 of Jackson et al. 2006 [24], but which were not analysed in
Jackson et al. 2006. The full method and code used to generate this
figure are given in the Supplementary Information.
doi:10.1371/journal.pone.0108482.g004
Assessing the Evidence for Striped Nanoparticles
PLOS ONE | www.plosone.org 7 November 2014 | Volume 9 | Issue 11 | e108482
particles and the inescapable conclusion is that the stripe features
arise solely from noise.
Yu and Stellacci used the same set of images to suggest that
identical features can be recognised after a scan rotation. First, if
features are supposedly visible in consecutive images after a
rotation, it cannot simultaneously be argued that the ligands (or
particles) shift sufficiently from scan to scan such that the stripes
cannot be resolved in consecutive images. Let us assume, however,
that we adopt the argument, entirely lacking in self-consistency,
that features on the same particle which rotate as a function of
scan rotation somehow are not present from scan to scan. Those
features should nonetheless be present in the retrace image, which
is taken at the same time as the trace image.
Figure 6a), (c), and (f) show images from Yu and Stellacci with
arguably the strongest contrast of all of the features presented in
that paper. Figure 6b) is a 2056205 pixel section of the raw data.
In order to recreate the contrast in (a) we have flattened with a
second order polynomial and then over-saturated the image by
running the colour range from 35% to 75% of the full data range,
before finally interpolating up to 820 pixels. Figure 6d) shows a
crop of Figure 6b) showing approximately the same area as in (c),
whereas (g) is the raw uninterpolated image where the individual
pixels may be discerned. (The colour range is again reduced to
increase contrast). Figure 6e) and (h) are equivalent to Figure 6d)
and (g) respectively taken for the simultaneous retrace where we
note that the stripes are not present on this image. We again must
conclude that the ‘‘stripes’’ identified by Yu and Stellacci arise
purely from a combination of noise and strong observer bias. In
the public data archive [36] a program is included which allows
the user to browse the trace and retrace images from Yu and
Stellacci [42] (both raw and interpolated) simultaneously to show
that this result is consistent across all particles and all images.
The state of the art in resolving ‘‘stripes’’ — Data
published in 2013
Three further papers claiming to have found evidence for stripes
in STM images have been published in 2013. We start with a
consideration of Ong et al. [40]. This work details new data
acquired by three separate STM groups (including that of
Stellacci) from the same samples [53]. The images collected are
certainly of significantly higher resolution and of higher quality
than images presented in earlier work. Despite this increased
resolution, however, there is a pronounced absence of stripes in
the images presented by Ong et al. [40].
It is particularly instructive to compare the high contrast stripes
presented in Figure 1a) with the STM images of mixed-ligand
nanoparticles acquired by Ong et al., which are shown in
Figure 7a) and (b). These latter images reputedly show individual
ligand head groups arranged in stripe-like domains. For further
comparison, Figure 7c) shows an image of a homoligand
nanoparticle from the same paper; stripes are supposed to be
absent from homoligand particles.
Figure 5. Arithmetic addition of images from Yu and Stellacci [42]. (a)-(j) Images of the same set of nanoparticles taken from each of the five
trace and five retrace images provided by Yu and Stellacci. (a,c,e,g,i) are the trace images, while (b,d,f,h,j), respectively, are the corresponding retrace
images. (k) Arithmetic addition of all 10 images. Note that the particles in the summed image appear entirely smooth, indicating that the features
designated as stripes by Yu and Stellacci arise from noise and not real topographic structure on the nanoparticles. All images are 20 nm wide.
doi:10.1371/journal.pone.0108482.g005
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Ong et al. [40] use the persistence of features in trace and
retrace images, and in consecutive images, as evidence that the
features in the images are real. It is worth noting that we used
precisely this approach in the preceding section to show that the
stripes in the STM images of Yu and Stellacci [42], published less
than a year before Ong et al.’s work, are clearly artefactual.
However, the persistence of features from scan to scan in the data
shown in Ong et al. is somewhat irrelevant: the scanning protocol
provides no support for the presence of a striped morphology in
the shell of mixed-ligand terminated particles, because the
evidence for the presence of stripes in the STM data is far from
compelling. Nonetheless, the data of Ong et al. [40] highlight an
important misconception in the analysis of SPM images which we
feel needs addressing before we critique that paper in detail.
The difference between trace, retrace, and subsequent images is
useful to identify feedback artefacts and noise-induced features.
However, this approach simply cannot identify artefacts produced
from tip-sample convolution. If the tip has a similar radius of
curvature to features on the surface then convolution can be very
pronounced [54]. This can even be used to produce images of a tip
instead of the sample [34,55–57]. For this reason, the ‘internal’
contrast of nanoparticles must be considered in the context of the
apparent structure of neighbouring particles (or other surface
features). Note that Figure 7b), for example (and unlike Fig-
ure 7c)), shows an isolated particle with no surrounding nanopar-
ticles with which to compare the internal structure.
To highlight the influence of the tip state on the apparent
structure of nanoparticles, Figure 8 shows a series of images of the
Ag nanoparticle sample, which was used for the loop-gain
dependent studies shown in Figure 3. Each particle clearly exhibits
detailed internal structure which is entirely artefactual and which,
although being of the same general form across the image, varies
somewhat in detail from particle to particle due to changes in
nanoparticle structure, and thus the nature of the tip-sample
convolution. In the row of images at the bottom of the figure we
show how the apparent topography of just one of the nanoparticles
varies as a function of the tip structure. There are a number of tip
change events (red arrow) throughout the sequence shown in
Figure 8, but it is important to note that during the intervals
between the tip changes the images are entirely stable and checks
of image ‘‘integrity’’ such as rotating the scan angle would show
that the particle sub-structure behaved as one would expect real
structure to behave. It is also interesting to note from Figure 8 that
‘‘Janus’’ nanoparticle [58] artefacts are very commonly produced
in STM images due to tip structure (see, for example, the lower
half of Figure 8a) and both Figure 8c) and (d)). The alignment of
the features identified as Janus nanoparticles in the STM images of
Kim et al. [58] could perhaps be alternatively interpreted in terms
of a directed self-assembly mechanism arising from the structure of
the ligand shell of the particles. Nonetheless, the presence of a tip
artefact, such as that exemplified by Figure 8, is a simpler and
arguably more compelling explanation. There is also, of course,
the possibility that the isolated ‘‘Janus’’ structures in STM images
(e.g. those in Ong et al. [40]) arise not from the ligand shell but
from paired particles (due, for example, to sintering arising from
variations in ligand concentration on the nanoparticle surfaces).
Returning to the discussion of Ong et al. [40], two methods
were used to ostensibly distinguish striped morphologies. First,
after plane-fitting the data, convolution with a 2D Mexican-hat
wavelet (effectively a highly localised bandpass filter [59]) was used
to highlight features of a specific chosen size [60,61]. These were
interpreted as ligand head groups. It is perhaps worth noting that
the wavelet convolution used is described as a continuous wavelet
transform. This is incorrect, as the frequency is not allowed to vary
[61,62]. Instead, a particular spatial frequency of the wavelet was
chosen by the user. The highlighted features were located using
watershed analysis, marked in the manuscript images, and shown
to form clusters.
We make two key points regarding this analysis. First, using
watershed analysis on structure highlighted with the type of
convolution approach employed by the authors will locate features
in almost any image if the settings are adjusted appropriately.
More importantly, clustering of point-like features is expected for a
random (Poisson) distribution [63,64]. No attempts to analyse the
spatial distribution of the features — via, for example, correlation
functions or Minkowski functionals [65] — to assess the degree of
randomness is made. As mentioned previously, careful quantita-
tive analysis is essential as humans instinctively recognise patterns
where no true spatial correlation exists [51,52].
To highlight this problem, in Figure 9 we compare the
distribution of assigned head groups and striped domains from
an image in Ong et al. [40] with randomly positioned particles.
Note how the eye can very easily be tricked into finding patterns in
Figure 6. Reanalysis of data from Yu and Stellacci [42]. Panels a,
c and f reproduce images from Yu and Stellacci (2012) Response to
stripy nanoparticles revisited. Small 8: 3720–3726 (DOI: 10.1002/
smll.201202322) - reproduced by permission of John Wiley & Sons. (a)
Image as presented in Yu and Stellacci (b) A 2056205 pixel section of
the raw data which has been processed with second order background
subtraction, the colour range reduced to just 40% of the original range,
and the number of pixels interpolated to best match the image shown
in (a); (c) Enlargement of region highlighted by a blue square in (a); (d)
Zoom of a section of the image shown in (b) taken after interpolation
and colour saturation; (e) Retrace image acquired simultaneously with
(d); (f) Image shown in (c) but with the stripes identified by Yu and
Stellacci highlighted using dashed lines; (g) Uninterpolated zoom of the
raw data showing the true pixelation. (h) Retrace image acquired
simultaneously with (g). The ‘‘stripes’’ in (f) not only arise from a very
small number of fortuitously aligned pixels, but they are not present in
the retrace images shown in (e) and (h).
doi:10.1371/journal.pone.0108482.g006
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particles which have zero spatial correlation. The code used to
generate the randomly distributed particles and the distribution
from Ong et al. is given in the public data archive [36].
The second method adopted by Ong et al. [40] to detect striped
morphologies is to use a radially averaged 2D power spectral
density (PSD) plot. The 2D PSD is the modulus squared of the 2D
Fourier transform. A radially averaged PSD indicates the presence
of oscillating features in any spatial direction. As this paper
concentrates on images of single nanoparticles, where oscillations
from stripes will have a particular orientation, radially averaging
simply removes any directional information present in the 2D
PSD. Figures 7 (d–f) correspond to radial PSDs of the same type of
nanoparticle samples imaged in (a–c) of that figure respectively.
(Note, however, that the PSDs are not taken from the images
shown in (a–c)). The triangle and circle in Figure 7d) mark small
peaks in the radial PSD when plotted on a logarithmic scale. These
peaks are interpreted as corresponding to the spacing between
head groups within stripes and the distance between stripes with
distances of 0.59 and 0.83 nm, respectively. We note that even for
a square grid of features, one would expect two peaks in a radial
PSD corresponding to row spacings and diagonal spacings, with a
ratio of
ﬃﬃﬃ
2
p
~1:414. The ratio between spacings in Figure 7d) is
0:83=0:59~1:407 which agree with a square grid to 3 significant
figures. We do not use this observation to imply that the features in
the image are distributed on a square grid, but simply to point out
that there are multiple possible interpretations of a radial PSD of
point-like features.
The PSD analysis also suffers from other flaws. Ong et al., use
the line in Figure 7e) to define a wide peak corresponding to the
distance between stripe-like domains. Remarkably, however, the
two peaks present in Figure 7f), are not marked, despite being
significantly stronger than those in Figure 7e). Those features are
nonetheless mentioned in the text of the paper, where they are
assigned to distances present in the randomly ordered ligand
arrangement. This assignment begs the question as to why the
peaks in Figure 7d) and e) could not arise from random ordering;
why the full 2D data was not analysed to get directional
information on these peaks; and why no mathematical analysis
was applied to test for randomness in the located head group
positions.
The radial PSD approach employed by Ong et al. [40],
therefore, cannot be used to objectively determine whether stripes
are present in the nanoparticle ligand shell. We now turn to a
critique of the 1D PSD method used in a paper published shortly
after that of Ong et al. where Biscarini et al. [41] apply a modified
PSD method to quantitatively analyse both new and old STM
images from Stellacci et al. In Biscarini et al.’s case, a 1D PSD is
acquired by calculating the PSD for each scan line in the image
and averaging down the slow scan direction. This method will
capture stripes aligned with the scan direction while stripes of
spatial frequency f misaligned by an angle h will appear at a
frequency of f cos h. Thus, if 1D PSD analysis of this type is
applied to an image with randomly aligned striped particles, one
expects a broadened peak near the stripe spatial frequency
Figure 7. Representative data from Ong et al. [40]. Reproduced from Ong et al. (2013) High-resolution scanning tunneling microscopy
characterization of mixed monolayer protected gold nanoparticles. ACS nano 7: 8529–39 (DOI: 10.1021/nn402414b) - reproduced by permission of
the American Chemical Society (a) High-resolution STM image of an Au nanoparticle with a coating of 11-mercapto-1-undecanol and 4-mercapto-1-
butanol, taken in UHV conditions at 77K. (b) High-resolution STM image of an Au nanoparticle with a coating of OT:MPA used in the original striped
morphology paper (Jackson et al. 2004 [23]). (c) High-resolution STM image of homoligand nanoparticle with an OT coating. (a) and (b) allegedly
show stripe-like domains while (c) does not. (d–f) Radially averaged PSDs from STM images of the same type of particles shown in (a)–(c) respectively.
doi:10.1371/journal.pone.0108482.g007
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(assuming that there is a sufficiently high number of particles in the
image to produce a well-resolved peak).
When plotting the 1D PSD on a logarithmic scale, Biscarini et
al. [41] observe an initial plateau and shoulder arising from the
characteristic size of the nanoparticles, followed by a decay, then a
second plateau and shoulder, followed by another decay. The
second plateau and shoulder is, rather precipitously, taken as
evidence for the striped morphology. Little time is spent by
Biscarini et al. [41] to determine that this shape cannot arise from
other image features. We show in the following that the plateau
and shoulder do not arise from stripes, but from a random
arrangement of features on the nanoparticle surfaces.
Figure 10c) shows a simulated nanoparticle substrate. If stripes
are present on the particles (Figure 10d–f)), then the expected
broad peak forms in the 1D PSD Figure 10a). We also note that
the stripes are clearly visible to the eye before the 1D PSD peak
becomes noticeable. If, however, randomly positioned speckles
(Figure 10g)) are added to the substrate (Figure 10h–j)), the
plateau and shoulder observed by Biscarini et al. in the
experimental data are produced. Indeed, Biscarini et al. observe
a very similar plateau and shoulder for homoligand nanoparticles,
but they argue that because the shoulder appears at a different
spatial frequency this distinguishes it from the structure in the PSD
arising from the stripe-like morphology. This is an entirely
unwarranted conclusion to draw and begs yet another question:
why does the presence of the plateau-and-shoulder structure in the
PSD at a different spatial frequency not lead to the natural
conclusion that the PSD points to the presence of a similar
(random) morphology, but at a different characteristic length
scale? Biscarini et al. [41] do not address this exceptionally
important point.
To further suggest that the STM images used for their analysis
are artefact free, Biscarini et al. [41] fit the PSD to extract
characteristic frequencies which should be unchanged under
varying scan speed, similar to the analysis in Hu et al. [38], except
using Fourier analysis. This analysis, however, is once again
multiply flawed. First, if stripes are not clear to the eye (and
because, as shown above, the 1D PSD cannot distinguish between
stripes and other morphologies), even if the spatial frequencies are
real, this does not represent evidence for a striped morphology. In
addition, as for the data previously analysed in Hu et al. [38], and
discussed above, due to the variation of multiple scan settings in
addition to the scan speed the test is not rigorous.
An additional fundamental difficulty with the analysis presented
in Biscarini et al. [41] is that the fitting procedure used to extract
spatial frequencies from the PSD data is very far from robust.
Furthermore, the description of the fitting process given by
Biscarini et al. in their paper is misleading at times. We describe
the difficulties with the fitting process in detail in the File S1. Here,
we simply state the following: (i) there are seven free parameters in
the fit. Multi-parameter fitting of this type is not at all well-suited
to extracting reliable (and unique) spatial frequency values [66,67],
particularly when the fitting was carried out by Biscarini et al. [41]
in the manner described in the File S1; (ii) sections of the PSD data
were excluded from the fit by Biscarini et al., without this exclusion
being explicitly mentioned in the text of the paper [68]. Even if
this were not the case, the initial choice of fitting parameters can
substantially bias the output of the fitting algorithm; and (iii) we
have repeated the fits in MATLAB and find that in all cases
warnings for poor convergence were given.
As a final note on Biscarini et al., the PSD analysis is repeatedly
argued as the best method for measuring image features as it
contains the ‘‘whole information content present in the image’’,
and as such, is unbiased. This is, however, not true, as much of the
information content of an image is contained in the phase
components, and by taking PSD from the Fourier transform all
phase information is lost [69]. In addition, by choosing to average
over a particular direction further information content in other
directions is lost.
As the last paper to be considered in this section, we turn to
Moglianetti et al. [29], where the role of scan rotation on liquid
STM images of a new type of mixed-ligand-terminated nanopar-
ticle (dodecanethiol: hexanethiol, 2:1) was studied. The PSDs of
the STM images are also compared to data collected using small
angle neutron scattering (SANS). The nanoparticles reportedly
showed no striped morphology when imaged in ambient
conditions while the liquid STM images presented instead are
argued to show ‘‘clear stripe-like domains’’ for the particles.
Although Figure 1 of Moglianetti et al. [29] shows arguably the
most convincing images of nanoparticle sub-structure we have
seen to date in the work of Stellacci and co-authors (the persistence
of features in the trace and retrace images is particularly
compelling), the paper, far from demonstrating the presence of
‘‘clear stripe-like domains’’, provides no evidence for stripe
formation. Once again, there is strong observer bias in the
identification of ‘‘stripes’’. We suggest that the reader compare the
dashed lines used to highlight the presence of ‘‘stripes’’ in
Figure 1(e) of Moglianetti et al. [29] with those shown in Figure 9
above, where the head-group features are randomly distributed.
Figure 8. The persistence of tip induced features on bare Ag
nanoparticles. Four successive images (a–d) with black arrows
showing the direction of the slow scan. Tip change events, marked
by a red arrow, change the apparent sub-particle structure of the bare
nanoparticles. Note the persistence of the artefacts throughout the
images. The tip state shown in (d) was persistent over many
consecutive scans. The green circle identifies the same particle in
subsequent images and (e–h) show offline (and interpolated) zooms of
this particle from each of the images (a–d). Blue circles mark the same
features in all images as a reference point to show the scan area is
consistent. All scale bars in (a–d) are 30 nm. Minor contrast adjustment
has been applied to images (a,b,d,e,f).
doi:10.1371/journal.pone.0108482.g008
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The majority of the scientific arguments in Moglianetti et al. [29]
relate to the SANS data and to comparisons of the STM and
SANS results. We therefore consider this work in more detail in
the final section of this paper.
It would be remiss of us to leave the discussion of Moglianetti et
al. [29] without highlighting a troublesome misconception
regarding STM image acquisition. In their paper, Moglianetti et
al. [29] claim that ‘‘as one rotates the image, the tip approaches the
sample from different directions, this in turn leads to a change in
image resolution, due to variation in the convolution conditions and
the asymmetry in tip shape’’. This statement betrays a fundamental
misunderstanding of STM operation. Artifacts from improper
feedback settings will indeed depend on the scan rotation, but
convolution effects result from the orientation of the tip relative to
the sample. This does not change when the image is rotated via a
change in scan angle: neither the sample nor the tip is physically
rotated. Instead, the direction of raster scanning is changed. Any
convolution effects from the tip are, therefore, expected to rotate
with the image, as noted above in the context of the discussion of
Figure 8.
Before moving on to critique the evidence for stripes from
techniques other than STM, we note that following submission of
Figure 9. Digitised position of ligand head groups and stripes identified by Ong et al. [40] as compared to eight sets of randomly
distributed ‘head groups’. The top panel is reproduced from Ong et al. (2013) High-resolution scanning tunneling microscopy characterization of
mixed monolayer protected gold nanoparticles. ACS nano 7: 8529–39 (DOI: 10.1021/nn402414b) - by permission of the American Chemical Society.
The top row shows the image in question from Ong et al. (upper right corner) along with a version of that image where we have superimposed a
semi-transparent square and highlighted the ‘stripes’ identified by Ong et al. using green dashed lines. The original blue circles (right) are visible
through the digitised head groups. The positions of the head-group features within that square, and the corresponding dashed lines highlighting the
‘stripes’, are then reproduced on a featureless background, as indicated by the red double-headed arrow. The other eight images in the figure for
comparison show randomly distributed features. By either assigning straight lines (green), curved lines (blue), or stripe-like domains (purple) it is
possible to guide the reader’s eye to clustering in random features.
doi:10.1371/journal.pone.0108482.g009
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the original version of this manuscript, Mezour et al. [70] reported
that they had also observed stripes in the ligand shell of
nanoparticles, except that in their case the particles were
terminated by only one type of ligand. This runs entirely counter
to Stellacci et al.’s proposal that stripes form only via phase
separation in the ligand shell. Moreover, there is clear evidence in
Mezour et al.’s paper that the features they have interpreted as
stripes similarly arise from a scanning artefact [71].
Assessment of evidence for nanoparticle stripes from
techniques other than STM
In this section we will briefly critique the evidence for striped
nanoparticles from techniques other than STM. These span
nuclear magnetic resonance (NMR) spectroscopy, transmission
electron microscopy (TEM), SANS, and computational simula-
tions. The data from Fourier transform infra-red spectroscopy
(FTIR) studies have not been considered, despite Yu and Stellacci
[42] citing FTIR data in their response to Cesbron et al. [37]. This
is because the paper cited by Yu and Stellacci explicitly states that
Figure 10. 1D PSDs of simulated nanoparticle substrates. (a) 1D PSD for nanoparticles for simulated stripes of increasing amplitude (see
simulated images shown in c–f); (b) Equivalent to (a) but in this case for simulated nanoparticles covered in randomly positioned speckles (ligand
head groups (see images (h–j)). The speckled images simulating a random distribution of head-groups yield the plateau and shoulder observed by
Biscarini et al. [41] which were inadvertently assumed to represent the signature of a striped morphology.; (c) Simulated flat surface with 10nm
diameter spherical nanoparticles. (d–f) 1nm wide sinusoidal stripes are added to the surface of the nanoparticles (thus, they reduce in width at the
edge) with peak-peak amplitudes of 2, 4 and 6 nm respectively; (g) Randomly distributed ‘speckled’ pattern of features 0.8 nm in diameter. (h–j)
Images of simulated nanoparticles where the speckles in (g) have been added to (c) with heights of 0.8, 1.6 and 2.4 nm respectively. (c–f and h–j)
have had identical white noise added for consistency and for a fair, unbiased comparison.
doi:10.1371/journal.pone.0108482.g010
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FTIR can be used only to screen for phase separation, but cannot
distinguish between striped and non-striped morphologies.
Analysis of NMR spectroscopy data. Liu et al. [28] present
a method using 1D and 2D NMR spectroscopy which they argue
can identify the morphology of ligand shells for mixed-ligand
nanoparticles (MLNs). The core data centres around three types of
MLN with binary ligand mixtures. All three contain diphenyl thiol
(DPT) as one ligand. The first nanoparticle type has a diameter of
4–5nm, with 3,7-dimethyloctanethiol (DMOT) and DPT ligand
mixtures that are assumed to form random ordering. A second
type has a diameter of 2.2–3 nm, with dodecanethiol (DDT) and
DPT ligand mixtures that are assumed to form Janus nanopar-
ticles. Finally, a type with a diameter of 4–5 nm, also with a
mixture of DDT and DPT, is assumed to have a varying patchy
morphology, which exhibits stripes at 1:1 ratios.
For the development of the NMR methodology, the morphol-
ogy of the MLNs is assumed to be already known from STM data.
This is critical because, as we have discussed at length in the
preceding sections, there is no evidence from the STM data to
date that stripes form in the ligand shell. In addition, the STM
images for the Janus nanoparticles clearly show pairs of separate
nanoparticles which are close together, ringed as ovals and
described as single nanoparticles. From the NMR data, no direct
evidence for the existence of the stripes is presented. The question
of the validity of the reasoning, however, is still relevant to the
argument for or against the striped morphologies.
Unfortunately, we found the data yet again to be inconclusive,
combined with some major flaws in some specific areas of analysis.
For brevity we will only discuss the 1D spectra below, as this forms
the core of the presented evidence. The 2D data are, however,
discussed in detail in the File S1.
The primary information used from the 1D NMR spectra is the
chemical shift of the aryl peak maximum. There are various pieces
of information that are not considered or interpreted. In
particular, the line caused by the alkyl ligands is not analysed,
despite its changing position and pattern. In addition, linewidths
and lineshapes are not analysed in any way (neither in the 1D nor
in the 2D data), with the exception of a narrow aryl line. This line
is interpreted under the assumption that the morphology is known
to be striped, and via an indirect argument based on the reactivity
of ligands in nanoparticles. Further details regarding this narrow
aryl line are presented in the File S1.
The model used to explain changes in the chemical shift of DPT
assumes a linear change from the bulk chemical shift to the
chemical shift of DPT surrounded by the other ligand as the ratio
of the second ligand to DPT is increased. This relation is referred
to as ‘‘trivial’’ with no consideration that the chemical shift can
depend strongly on possible changes in the local ordering of the
phenyl rings relative to each other or on the mobility of the thiols,
which will change with varying ligand ratios. This is because ring
currents in the aromatic rings of DPT cause a highly orientation-
dependent shift of the 1H NMR resonances as a function of the
proton position with respect to the ring [72]. Further problems
exist with this model [73], which are again addressed in detail the
File S1.
Assuming the validity of this linear model, Liu et al. [28]
continue to derive an equation for Janus particles, which they refer
to as ‘‘rigorous’’. However, at neither concentration limit does the
equation tend to the expected values; this point is never addressed.
The model is fitted to the experimental results, but close inspection
shows that both initial and final point are below the fit, with
central points above. This trend in the residuals strongly suggests
that the model does not fully explain the data. Upon reading the
full text it becomes clear that to generate this fit the second point
was arbitrarily designated as an outlier to increase the R2 value.
An R2 of 0.976 is used to suggest the model ‘‘provides excellent
agreement’’ with no mention of the clear trend in the residuals
[66]. In the File S1, we derive a revised model for Janus particles
which provided a more accurate fit without any data exclusion.
Our model still falls short of a rigorous model as it fails to converge
if the mole fraction of the ligands being detected falls below the
value necessary to maintain two bulk regions. Then all of the
corresponding ligand molecules are located in the interface region,
for which case the model is not designed to make any predictions.
This point is not raised to dispute the evidence for Janus particles
(although the STM data are not compelling), but simply to
demonstrate further evidence of inadequate data analysis.
The key conclusion of our re-analysis of the NMR data,
however, is that the evidence presented for striped morphologies is
exceptionally weak. Liu et al. [28] suggest that for patchy
nanoparticles with stripes around 1:1 ratios, the chemical shift
should vary as a sigmoidal function for increasing concentrations
of DPT. This reasoning is not explained in their paper. As the
change in chemical shift is dependent on the complex and
unknown evolution of the patches a sigmoidal function cannot be
assumed a priori. Similarly, no justification that other morphol-
ogies could not produce a sigmoidal function is given. In addition,
the results do not unambiguously show a sigmoidal pattern.
Instead, up to a DPT concentration of about 60% the chemical
shift changes very little, followed by an almost linear reduction
towards the bulk value. These data could also be equally well
explained by the formation of small circular patches of DPT
among DDT. As the concentration of DPT is increased more
patches of similar size are generated, until a critical point is
reached where the patches coalesce (see File S1 for more details).
Liu et al. [28] instead use the large uncertainties in the
measurement to claim that the straight lines are not statistically
significant and that the true dependence may well be sigmoidal,
and hence the data would be in ‘‘excellent agreement’’ with the
striped model. This argument can be used to claim that the data
do not preclude the possibility of a striped morphology, yet cannot
be used as direct evidence in favour.
Analysis of TEM data. The TEM data cited as evidence of
ligand stripes comprises just three images of OT:MPA MLNs in
the supplementary information of Jackson et al. 2004 [23], Figure
S2, reproduced in here in Figure 11. Taking (b–c) first, a dark-field
and a bright-field image respectively, each shows two nanoparti-
cles and neither show any evidence of stripes. The red arrows in (c)
are reported to show sinusoidal features at the edge of the particle.
For (a), single dark features around the particle are indicated with
arrows, and were assumed by Jackson et al. [23] to be single MPA
head groups. Our objection to this evidence is two-fold. First these
features are of similar size to features in amorphous background,
yet darker. A ring of such features is often seen in TEM images of
bare nanoparticles [74–77], and can be enhanced or removed by
varying the defocus [78,79]. More fundamentally, even if these 6
to 7 features did represent MPA head-groups their ordering is in
two groups, which may suggest phase separation, but does not
show a striped morphology.
Analysis of SANS data. SANS data were presented as
evidence for striped morphology on MLNs coated with dodeca-
nethiol (C12) and hexanethiol (C6) in Moglianetti et al. [29]. The
STM evidence from this paper has been considered above. In
short, the SANS data similarly do not provide compelling evidence
for the highly-ordered striped morphology claimed by Stellacci
and co-workers. First, SANS results supporting the presence of
these striped features require data acquisition at angles beyond the
range measured by Moglianetti et al. Second, the highly-ordered
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stripe pattern which Stellacci et al. have repeatedly put forward on
the basis of (inadequate) STM measurements, has not been
retrieved from the SANS fits. Instead, the most likely morphology
at best comprises a ‘fishnet-like’ segregation of the molecules. We
will elaborate on each of these points in the following paragraphs.
Although it is clear that the SANS measurements have been
performed with due care, the data quality for scattering beyond
2.7 nm21 leaves a lot to be desired and precludes the accurate
determination of features smaller than ,2 nm. This is particularly
unfortunate as the reported regular 1.2 nm spacing of the ‘stripes’
proposed to be on the stripy nanoparticles should have generated a
striking feature at high Q in the collected SANS patterns.
A well-executed SANS experiment (consisting of an appropriate
measurement, correction and analysis sequence) can be used to
retrieve at most the element density distribution uniquely for a
given sample. Any further conclusions (such as 3D structure or size
distribution retrieval), are therefore only obtained with the
provision of constraints provided through information from
supplementary techniques. In other words, of the three aspects
often sought — i.e., shape, polydispersity, and packing — two
must be known (or assumed) in order to extract information on the
third from scattering experiments [80]. In the work of Moglianetti
et al. [29], the packing (dilute) and the polydispersity (monodis-
perse) are fixed so that the shape may be retrieved.
Moglianetti et al. impose further constraints through adjustment
of the parameters of a dummy atom model (DAM) used for fitting
of the SANS patterns. This model is part of the suite of software
tools provided by Svergun et al., which has been applied
successfully to retrieve 3D structures for monodisperse biological
structures, for example by Blanchet and Svergun [81] and by
Vestergaard et al. [82]. In this particular implementation, a
regular, immutable lattice of dummy ‘atoms’ (DAs), each 0.2 nm
in size, is allowed to vary in choice of moiety (i.e. any DA can be
gold, C6, C12, or solvent). DAs within a distance of 2 nm from the
centre are fixed to the gold phase; between 2 nm and 3 nm from
the centre, the DAs are either gold, C6 or C12; and from 3–
3.8 nm they can only assume the C6 or C12 phase [29]. Through
a simulated annealing search method that swaps the moieties of
individual DAs, a close agreement with experimental data may be
obtained.
Three configurations are considered for this particular applica-
tion of the fitting routine: one where only cup-shaped C6/C12
phase segregation is allowed (forming Janus particles), one with a
perfectly random distribution of moieties, and one where
interconnected compact phases are imposed. Of these three
models, the latter appears to describe the experimental SANS data
best, though it must be stressed that other models may fit as well
as, or better than, the models considered here. Agreement with a
particular model can by no means be considered to provide a
unique solution in small-angle scattering, as demonstrated by
Rosalie and Pauw [83]. Similar conclusions are reached in the File
S1 with regard to the NMR spectroscopy data of Liu et al. [28].
The small polydispersity of the gold nanoparticle cores (with a
mean of 4.8 nm and a standard deviation of 0.4 nm) is not
included in the fitting procedure. Consideration of polydispersity
in the model fitting would further smear out the features observed
in the models, and has the potential of reducing the agreement
between the interconnected compact phase model and the SANS
data. Its consideration would likely alter the retrieved shape
significantly, as indicated by Filippov et al. [84].
Notwithstanding these issues, the methods employed do not
result in a clear ‘striped’ phase segregation at all. Given the
previously reported successes of the 3D DAM methods to retrieve
complex biological structures, it would be expected that equally
good agreement is attainable between the suggested shape and the
SANS results. Indeed, it is remarkable that a simulated scattering
pattern of the proposed highly-ordered striped morphology is not
included for comparison. If, then, the fishnet morphology is
representative for the moiety distribution across the nanoparticle
surface, it stands in stark contrast to (and could in fact be
considered strong evidence against) the very regularly spaced, well-
aligned striped features claimed by Stellacci et al. throughout their
work [23].
The last section of the paper by Moglianetti et al. discusses the
comparison of PSDs. To take several of the 3D DAM structures,
place them side-by-side, and then Fourier transform them
(ostensibly allowing better comparison between the SPM images
and the SANS results), is a rather uncommon method. Effectively,
this methodology takes data from reciprocal space (the SANS data,
collected from billions of nanoparticles), resolves a 3D real-space
structure using the DAM method, places several retrieved
structures side by side, only to put this information back in
reciprocal space again (PSD). There are so many pitfalls
imaginable in this methodology, that it first needs to be
demonstrated to work at all before any judgement on its usefulness
can be made here. Furthermore, the characteristic length
extracted for the SANS-derived and STM PSDs differs by 50%.
Comment on computer simulations. To discuss the
evidence for striped morphologies from computer models one
must understand the role of simulations as an aid to understanding
experimental data and making predictions from theories [85].
Simulations all come with their own advantages and difficulties,
and, depending on what information is desired, different methods
are applicable. For predicting structures, methods closest to ab
initio, such as DFT, are usually preferable. Such simulations are
computationally expensive and thus are only performed on
relatively small numbers of atoms. Statistical methods such as
Monte Carlo simulations [86] [87], or semi-classical approaches
such as molecular dynamics [88], are less expensive and thus
larger systems can be studied, but at the cost of decreased
accuracy.
Figure 11. TEM data of OT:MPA-coated nanoparticles from
Figure S2 of Jackson et al. [23] - Jackson et al. (2004)
Spontaneous assembly of subnanometre-ordered domains in
the ligand shell of monolayer-protected nanoparticles. Nature
materials 3: 330–6. (DOI:10.1038/nmat1116) Reproduced by permission
of Nature Publishing Group. (a) Red arrows indicate dark features
surrounding the nanoparticle which have been interpreted as MPA
head groups. Such features commonly arise from TEM defocus, and
even if real are not arranged in striped domains. (b) Dark-field TEM
image with inset power spectrum. (c) Further TEM image of mixed-
ligand nanoparticles with red arrows supposedly indicating sinusoidal
features. Neither (b) nor (c) show any evidence for an ordered striped
morphology.
doi:10.1371/journal.pone.0108482.g011
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The bonding of thiols to Au surfaces is still not completely
solved [89], but our understanding has improved vastly since the
original simulations of striped morphologies on Au nanoparticles
[30]. The prevailing view was that the thiols bond through the
sulphur to the Au surface at a specific site [90]. More recent
studies, however, indicate that thiols bond as Au-adatom-dithiolate
structures (R-S-Au-S-R), with strong supporting evidence from
DFT simulations [89], STM on Au surfaces [91], and on Au
nanoparticles via x-ray diffraction [92]. Further DFT and XPS
studies have shown variations in binding energy arising from
interactions between dissimilar thiols [93].
The simulations presented as evidence for the striped morphol-
ogy use a mesoscale simulation called dissipative particle dynamics
[94]. Here intramolecular interactions are modelled as harmonic
springs [30]. Intermolecular interactions are treated as harmonic
potentials with the model parameters chosen to have a higher
repulsion between atoms on unlike molecules. Ligand-Au bonding
is not modelled. Instead, constrained dynamics are used to confine
the head group to a sphere. This form of large scale simulation,
due to the simplicity of the interaction and the unknown accuracy
of the chosen parameters, cannot be used to reliably predict the
complex structures on coated nanoparticles. It is instead used to
search for experimentally known structures. Once these structures,
and their evolution under changing conditions, can be matched to
the outputs of the simulation it is possible to extract theoretical
understanding of the observed structures. Further simulations were
also performed using molecular dynamics with a similar
constrained geometry, and selected potentials instead of repulsion
parameters [30].
This approach to modelling not only simplifies bonding and
molecular interactions, it also simplifies the structure of the
nanoparticle itself. Nanoparticles capped in thiols are known to be
more spherical than bare nanoparticles due to thiol interaction
[95], but faceting is still present on the nanoparticles [92]. In
addition, it is known that thiols modify gold surfaces [89] and
nanoparticles [88] during the formation of self-assembled mono-
layers. Furthermore, the simulations only deal with the rearrang-
ing of randomly ordered thiols, not the posibility of structures
arising from selective adsorption or ligand exchange [96,97].
These criticisms of the simulation are not meant to suggest that
the simulation was poorly performed or is unjustified due to its
simplicity. If a simple simulation can accurately describe and
provide insight into experimentally observed behaviour then it is a
valid simulation. However, if the experimental evidence for the
structure is called into question it is tautological to use a simplistic
simulation designed to understand this structure as evidence that the
structure itself does exist.
Conclusions
We have critiqued and re-analysed the extensive series of papers
from Stellacci et al., which argue that stripes form in the ligand
shell of appropriately functionalised nanoparticles. The experi-
mental evidence required to justify the claim of striped morphol-
ogies is lacking. Moreover, the majority of the published data
suffers from rudimentary flaws due to instrumental artefacts,
inappropriate data acquisition and analysis, and/or observer bias.
The first paper claiming to resolve ligand stripes, Jackson et al.
2004 [23], shows features which arise from feedback instabilities
and which can be reproduced on bare nanoparticles. Jackson et
al.’s results were supplemented with papers which attempted to
differentiate between artefacts and true nanoparticle topography
on the basis of the variation of scan parameters. The methods used
in these studies are far from rigorous, as multiple conditions
changed between images. Moreover, the division of similar image
features into artefacts and ‘true’ striped features was performed by
a human operator with no rigorous selection criteria. Recent STM
data, collected in collaboration with other SPM groups, despite
being taken at significantly higher resolution shows a significant
decrease in sub-nanoparticle contrast. The reduction in contrast is
so strong that the stripes cannot easily be recognised in real space.
To investigate the stripes Fourier space analysis has therefore been
applied. We show, however, that the Fourier space techniques
which have been employed are unable to reliably discriminate
between stripes and other morphologies. Finally, the quantitative
methods, which have previously been developed for extracting
spatial frequencies from the resulting Fourier space data, are
fundamentally flawed as they rely on a multi-parameter fit, which
is highly sensitive to the initial, user-defined, fitting parameters.
On the combined basis of our analysis of the flaws in the scanning
probe studies and our criticisms of the evidence from other
complementary techniques, we conclude that no reliable evidence
has been presented to date for the presence of ligand stripes on
mixed-ligand nanoparticles.
Supporting Information
File S1 This supplementary information file details
how to use the code (available from Reference [36]) to
generate the figures presented in the main paper. It also
contains extra information on the flaws in both the NMR
spectroscopy anaylsis of Liu et al. [28] and Biscarini et al.’s [41]
fitting of 1D power spectra curves which was not included in the
main text for brevity.
(PDF)
Acknowledgments
The authors would like to thank F. Stellacci and F. Biscarini for sharing
some of the raw data requested for re-analysis in this paper. We also thank
David Fernig (Institute of Integrative Biology, University of Liverpool) and
Richard Woolley (School of Physics and Astronomy, University of
Nottingham) for many helpful discussions throughout the production of
this manuscript. Maria Longobardi, University of Geneva, helpfully
provided us with important information on setting gains in the Omicron
control software.
Disclaimer: When stating there is ‘‘data selection and observer bias’’ we
want to be entirely clear that no accusation of intent is implied by our
statements. This follows for all other statements made in this manuscript.
The aim of this manuscript is to critically assess the literature (and
associated data) for lack of rigour or misleading interpretations. At no point
should any text in this manuscript be interpreted as suggesting that the
literature is intentionally misleading.
Author Contributions
Conceived and designed the experiments: JS PM AS RL. Performed the
experiments: IL AS PM. Analyzed the data: JS PM. Wrote the paper: JS
PM JG BP. Wrote analysis and simulation code: JS. Contributed to
interpretation of data in the literature: JS IL AS PD QG BP JG RL PM.
References
1. Binnig G, Rohrer H, Gerber C, Weibel E (1983) 767 reconstruction on Si(111)
resolved in real space. Physical Review Letters 50: 120–123.
2. Eigler DM, Schweizer EK (1990) Positioning single atoms with a scanning
tunnelling microscope. Nature 344: 524–526.
3. Lee H, Ho W (1999) Single-bond formation and characterization with a
scanning tunneling microscope. Science 286: 1719–1722.
Assessing the Evidence for Striped Nanoparticles
PLOS ONE | www.plosone.org 16 November 2014 | Volume 9 | Issue 11 | e108482
4. Swart I, Gross L, Liljeroth P (2011) Single-molecule chemistry and physics
explored by low-temperature scanning probe microscopy. Chemical Commu-
nications 47: 9011–9023.
5. Moriarty P (2013) ‘‘Atom Technology and Beyond: Manipulating Matter using
Scanning Probes’’ in ‘‘Nanoscience vol I: Nanostructures through Chemistry’’.
London, England: Royal Society of Chemistry.
6. Crommie MF, Lutz CP, Eigler DM (1993) Confinement of electrons to quantum
corrals on a metal surface. Science 262: 218–220.
7. Moon CR, Mattos LS, Foster BK, Zeltzer G, Manoharan HC (2009) Quantum
holographic encoding in a two-dimensional electron gas. Nature Nanotechnol-
ogy 4: 167–172.
8. Moon CR, Mattos LS, Foster BK, Zeltzer G, Ko W, et al. (2008) Quantum
phase extraction in isospectral electronic nanostructures. Science 319: 782–787.
9. Binnig G, Quate CF (1986) Atomic force microscope. Physical Review Letters
56: 930–933.
10. Giessibl FJ (1995) Atomic resolution of the silicon (111)-(767) surface by atomic
force microscopy. Science 267: 68–71.
11. Gross L, Mohn F, Moll N, Liljeroth P, Meyer G (2009) The chemical structure
of a molecule resolved by atomic force microscopy. Science 325: 1110–1114.
12. Gross L, Mohn F, Moll N, Schuler B, Criado A, et al. (2012) Bond-order
discrimination by atomic force microscopy. Science 337: 1326–1329.
13. de Oteyza DG, Gorman P, Chen YC, Wickenburg S, Riss A, et al. (2013) Direct
imaging of covalent bond structure in single-molecule chemical reactions.
Science 340: 1434–1437.
14. Zhang J, Chen P, Yuan B, Ji W, Cheng Z, et al. (2013) Real-space identification
of intermolecular bonding with atomic force microscopy. Science 342: 611–614.
15. Sweetman A, Jarvis S, Sang H, Lekkas I, Rahe P, et al. (2014) Mapping the
force-field of a hydrogen-bonded assembly. Nature Communications 5: 3931.
16. Song YJ, Otte AF, Shvarts V, Zhao Z, Kuk Y, et al. (2010) Invited review article:
A 10 mK scanning probe microscopy facility. Review of Scientific Instruments
81.
17. Mueller DJ, Dufrene YF (2011) Atomic force microscopy: a nanoscopic window
on the cell surface. Trends in Cell Biology 21: 461–469.
18. Schwarz UD, Haefke H, Reimann P, Gu¨ntherodt HJ (1994) Tip artefacts in
scanning force microscopy. Journal of Microscopy 173: 183–197.
19. Zhachuk R, Pereira S (2009) Comment on ‘‘Atomic structure model of the
reconstructed Si(557) surface with a triple step structure: Adatom-parallel dimer
model’’. Physical Review B 79.
20. Toomes R, Kang J, Woodruff D, Polcik M, Kittel M, et al. (2003) Can glycine
form homochiral structural domains on low-index copper surfaces? Surface
Science 522: L9–L14.
21. Clemmer C, Beebe T (1991) Graphite: a mimic for DNA and other biomolecules
in scanning tunneling microscope studies. Science 251: 640–642.
22. There are now over twenty-five papers published by Stellacci and co-workers on
the topic of mixed-ligand nanoparticles.
23. Jackson AM, Myerson JW, Stellacci F (2004) Spontaneous assembly of
subnanometre-ordered domains in the ligand shell of monolayer-protected
nanoparticles. Nature materials 3: 330–6.
24. Jackson AM, Hu Y, Silva PJ, Stellacci F (2006) From homoligand- to mixed-
ligand- monolayer-protected metal nanoparticles: a scanning tunneling micros-
copy investigation. Journal of the American Chemical Society 128: 11135–49.
25. Verma A, Uzun O, Hu Y, Hu Y, Han HS, et al. (2008) Surface-structure-
regulated cell-membrane penetration by monolayer-protected nanoparticles.
Nature Materials 7: 588–595.
26. Cho ES, Kim J, Tejerina B, Hermans TM, Jiang H, et al. (2012) Ultrasensitive
detection of toxic cations through changes in the tunnelling current across films
of striped nanoparticles. Nature Materials 11: 978–985.
27. Pubpeer comment on ‘‘Ultrasensitive detection of toxic cations through changes
in the tunnelling current across films of striped nanoparticles’’. https://pubpeer.
com/publications/5FF53E410A9B65348D98301B32B122. Accessed: 2013-12-
16.
28. Liu X, Yu M, Kim H, Mameli M, Stellacci F (2012) Determination of
monolayer-protected gold nanoparticle ligand-shell morphology using NMR.
Nature communications 3: 1182.
29. Moglianetti M, Ong QK, Reguera J, Harkness K, Mameli M, et al. (2013)
Scanning tunneling microscopy and small angle neutron scattering study of
mixed monolayer protected gold nanoparticles in organic solvents. Chemical
Science.
30. Singh C, Ghorai P, Horsch M, Jackson A, Larson R, et al. (2007) Entropy-
mediated patterning of surfactant-coated nanoparticles and surfaces. Physical
Review Letters 99: 226106.
31. Taylor M, Moriarty P, Cotier B, Butcher M, Beton P, et al. (2000) Doping of
covalently bound fullerene monolayers: Ag clusters on C60/Si(111). Applied
Physics Letters 77: 1144–1146.
32. Moriarty PJ (2010) Fullerene adsorption on semiconductor surfaces. Surface
Science Reports 65: 175–227.
33. OShea JN, Phillips MA, Taylor MDR, Beton PH, Moriarty P, et al. (2003)
Competing interactions of noble metals and fullerenes with the si(111)77 surface.
The Journal of Chemical Physics 119: 13046.
34. Chiutu C, Sweetman AM, Lakin AJ, Stannard A, Jarvis S, et al. (2012) Precise
orientation of a single C60 molecule on the tip of a scanning probe microscope.
Physical Review Letters 108.
35. Stirling J, Woolley RAJ, Moriarty P (2013) Scanning probe image wizard: A
toolbox for automated scanning probe microscopy data analysis. Review of
Scientific Instruments 84: 113701.
36. Raw data and analysis code on figshare. Available: http://dx.doi.org/10.6084/
m9.figshare.882904. Uploaded: 2013-12-20.
37. Cesbron Y, Shaw CP, Birchall JP, Free P, Le´vy R (2012) Stripy nanoparticles
revisited. Small (Weinheim an der Bergstrasse, Germany) 8: 3714–9; author
reply 3720–6.
38. Hu Y, Wunsch BH, Sahni S, Stellacci F (2009) Statistical analysis of scanning
tunneling microscopy images of ‘striped’ mixed monolayer protected gold
nanoparticles. Journal of Scanning Probe Microscopy 4: 24–35.
39. Browsing the archive. Available: http://raphazlab.wordpress.com/2013/05/
28/browsing-the-archive/. Accessed: 2013-12-16.
40. Ong QK, Reguera J, Silva PJ, Moglianetti M, Harkness K, et al. (2013) High-
resolution scanning tunneling microscopy characterization of mixed monolayer
protected gold nanoparticles. ACS nano 7: 8529–39.
41. Biscarini F, Ong QK, Albonetti C, Liscio F, Longobardi M, et al. (2013)
Quantitative analysis of scanning tunneling microscopy images of mixed-ligand-
functionalized nanoparticles. Langmuir 29: 13723–34.
42. Yu M, Stellacci F (2012) Response to stripy nanoparticles revisited. Small 8:
3720–3726.
43. Lenihan T, Malshe A, Brown W, Schaper L (1995) Artifacts in SPM
measurements of thin films and coatings. Thin Solid Films 270: 356–361.
44. Mirror of archived data. Available: http://raphazlab.wordpress.com/2013/05/
17/some-stripy-nanoparticle-raw-data-released-today/. Accessed: 2013-12-16.
45. Necˇas D, Klapetek P (2011) Gwyddion: an open-source software for SPM data
analysis. Central European Journal of Physics 10: 181188.
46. Horcas I, Fernandez R, Gomez-Rodriguez JM, Colchero J, Gomez-Herrero J,
et al. (2007) WSXM: A software for scanning probe microscopy and a tool for
nanotechnology. Review of Scientific Instruments 78: 013705.
47. Stellaci F (2013) Private communication.
48. Uzun O, Hu Y, Verma A, Chen S, Centrone A, et al. (2008) Water-soluble
amphiphilic gold nanoparticles with structured ligand shells. Chemical
communications (Cambridge, England): 196–8.
49. Stirling J (2014) Control theory for scanning probe microscopy revisited.
Beilstein Journal of Nanotechnology 5: 337–345.
50. Varga P, Schmid M (1999) Chemical discrimination on atomic level by STM.
Applied Surface Science 141: 287–293.
51. Shermer M (2008) Patternicity: Finding meaningful patterns in meaningless
noise. Scientific American 299: 48–48.
52. Foster KR, Kokko H (2009) The evolution of superstitious and superstition-like
behaviour. Proceedings of the Royal Society B: Biological Sciences 276: 31–37.
53. We asked on a number of occasions for samples of mixed-ligand-terminated
nanoparticles synthesized by the Stellacci group to be provided. These samples
were unfortunately not sent to us.
54. Sweetman A, Jarvis S, Danza R, Moriarty P (2012) Effect of the tip state during
qPlus noncontact atomic force microscopy of Si(100) at 5 K: Probing the probe.
Beilstein Journal of Nanotechnology 3: 25–32.
55. Herz M, Giessibl F, Mannhart J (2003) Probing the shape of atoms in real space.
Physical Review B 68.
56. Schull G, Frederiksen T, Brandbyge M, Berndt R (2009) Passing current
through touching molecules. Physical Review Letters 103.
57. Atamny F, Baiker A (1995) Direct imaging of the tip shape by AFM. Surface
Science 323: L314–L318.
58. Kim H, Carney RP, Reguera J, Ong QK, Liu X, et al. (2012) Synthesis and
characterization of janus gold nanoparticles. Advanced Materials 24: 3857–
3863.
59. Barnard VE, Vielva P, Pierce-Price DPI, Blain AW, Barreiro RB, et al. (2004)
The very bright SCUBA galaxy count: looking for SCUBA galaxies with the
mexican hat wavelet. Monthly Notices of the Royal Astronomical Society 352:
961–974.
60. Gackenheimer C, Cayon L, Reifenberger R (2006) Analysis of scanning probe
microscope images using wavelets. Ultramicroscopy 106: 389–97.
61. Xu Y, Weaver JB, Healy DM, Lu J (1994) Wavelet transform domain filters: a
spatially selective noise filtration technique. IEEE transactions on image
processing: a publication of the IEEE Signal Processing Society 3: 747–58.
62. Gao RX, Yan R (2011) From fourier transform to wavelet transform: A
historical perspective. In: Wavelets, Boston, MA: Springer US. pp. 17–32.
doi:10.1007/978-1-4419-1545-0. URL http://www.springerlink.com/index/
10.1007/978-1-4419-1545-0.
63. Diggle PJ, Besag J, Gleaves JT (1976) Statistical analysis of spatial point patterns
by means of distance methods. Biometrics 32: 659–667.
64. Rowlingson B, Diggle P (1993) Splancs: Spatial point pattern analysis code in S-
plus. Computers & Geosciences 19: 627–655.
65. Martin C, Blunt M, Moriarty P (2004) Nanoparticle networks on silicon: Self-
organized or disorganized? Nano Letters 4: 2389–2392.
66. Motulsky H, Ransnas L (1987) Fitting curves to data using nonlinear regression:
a practical and nonmathematical review. FASEB J 1: 365–374.
67. Goldstein ML, Morris Sa, Yen GG (2004) Problems with fitting to the power-law
distribution. The European Physical Journal B 41: 255–258.
68. Biscarini F (2013) Private communication.
69. Hyvrinen A, Hurri J, Hoyer PO (2009) Natural Image Statistics — A
Probabilistic Approach to Early Computational Vision. London, England:
Springer-Verlag, 114–115 pp.
Assessing the Evidence for Striped Nanoparticles
PLOS ONE | www.plosone.org 17 November 2014 | Volume 9 | Issue 11 | e108482
70. Mezour MA, Perepichka II, Zhu J, Lennox RB, Perepichka DF (2014) Directing
the assembly of gold nanoparticles with two-dimensional molecular networks.
ACS Nano: 140217095612007.
71. Pubpeer comment on ‘‘directing the assembly of gold nanoparticles with two-
dimensional molecular networks’’. Available: https://pubpeer.com/
publications/C5C5BE1E05C79E0A48D846BFE96E4D. Accessed: 2014-03-22.
72. Harris R (1986) Nuclear magnetic resonance spectroscopy: a physicochemical
view. England: Longman, revised edition.
73. Ernst R, Bodenhausen G, Wokaun A (1987) Principles of nuclear magnetic
resonance in one and two dimensions. International series of monographs on
chemistry. Oxford, England: Clarendon Press.
74. Mayoral A, Barron H, Estrada-Salas R, Vazquez-Duran A, Jos-Yacamn M
(2010) Nanoparticle stability from the nano to the meso interval. Nanoscale 2:
335.
75. Polking MJ, Han MG, Yourdkhani A, Petkov V, Kisielowski CF, et al. (2012)
Ferroelectric order in individual nanometre-scale crystals. Nature Materials 11:
700–709.
76. Prestat E, Popescu R, Blank H, Schneider R, Gerthsen D (2013) Coarsening of
Pt nanoparticles on amorphous carbon film. Surface Science 609: 195–202.
77. Nesheva D, Hofmeister H (2000) Formation of CdSe nanoclusters in SiOx thin
films. Solid State Communications 114: 511–514.
78. Stern A, Rotem D, Popov I, Porath D (2012) Quasi 3D imaging of DNAgold
nanoparticle tetrahedral structures. Journal of Physics: Condensed Matter 24:
164203.
79. Alloyeau D, Ricolleau C, Oikawa T, Langlois C, Le Bouar Y, et al. (2009)
Comparing electron tomography and HRTEM slicing methods as tools to
measure the thickness of nanoparticles. Ultramicroscopy 109: 788–796.
80. Pauw BR (2013) Everything SAXS: small-angle scattering pattern collection and
correction. Journal of Physics: Condensed Matter 25: 383201.
81. Blanchet CE, Svergun DI (2013) Small-angle x-ray scattering on biological
macromolecules and nanocomposites in solution. Annual Review of Physical
Chemistry 64: 3754.
82. Vestergaard B, Groenning M, Roessle M, Kastrup JS, de Weert Mv, et al. (2007)
A helical structural nucleus is the primary elongating unit of insulin amyloid
fibrils. PLoS Biology 5: e134.
83. Rosalie J, Pauw B (2014) Form-free size distributions from complementary
stereological TEM/SAXS on precipitates in a MgZn alloy. Acta Materialia 66:
150162.
84. Filippov SK, Franklin JM, Konarev PV, Chytil P, Etrych T, et al. (2013)
Hydrolytically degradable polymer micelles for drug delivery: A saxs/sans
kinetic study. Biomacromolecules 14: 40614070.
85. Frenkel D (2013) Simulations: The dark side. The European Physical Journal
Plus 128: 10.
86. Shevade AV, Zhou J, Zin MT, Jiang S (2001) Phase behavior of mixed self-
assembled monolayers of alkanethiols on Au(111): A configurational-bias monte
carlo simulation study. Langmuir 17: 7566–7572.
87. Alexiadis O, Harmandaris V, Mavrantzas V, Site L (2007) Atomistic simulation
of alkanethiol self-assembled monolayers on different metal surfaces via a
quantum, first-principles parametrization of the sulfur-metal interaction. Journal
of Physical Chemistry C 111: 6380–6391.
88. Henz B, Zachairah M (2007) Molecular dynamics study of alkanethiolate self-
assembled monolayer coated gold nanoparticle. In: 2007 DoD High Perfor-
mance Computing Modernization Program Users Group Conference. IEEE, pp.
185–193. doi:10.1109/HPCMP-UGC.2007.51.
89. Maksymovych P, Voznyy O, Dougherty DB, Sorescu DC, Yates JT (2010) Gold
adatom as a key structural component in self-assembled monolayers of
organosulfur molecules on Au(111). Progress in Surface Science 85: 206–240.
90. Fischer D, Curioni A, Andreoni W (2003) Decanethiols on gold: The structure of
self-assembled monolayers unraveled with computer simulations. Langmuir 19:
3567–3571.
91. Li F, Tang L, Voznyy O, Gao J, Guo Q (2013) The striped phases of
ethylthiolate monolayers on the Au(111) surface: a scanning tunneling
microscopy study. The Journal of Chemical Physics 138: 194707.
92. Jadzinsky PD, Calero G, Ackerson CJ, Bushnell Da, Kornberg RD (2007)
Structure of a thiol monolayer-protected gold nanoparticle at 1.1 a resolution.
Science (New York, NY) 318: 430–3.
93. Tielens F, Humblot V, Pradier CM, Calatayud M, Illas F (2009) Stability of
binary SAMs formed by omega-acid and alcohol functionalized thiol mixtures.
Langmuir 25: 9980–5.
94. Groot RD, Warren PB (1997) Dissipative particle dynamics: Bridging the gap
between atomistic and mesoscopic simulation. The Journal of Chemical Physics
107: 4423.
95. Love JC, Estroff LA, Kriebel JK, Nuzzo RG, Whitesides GM (2005) Self-
assembled monolayers of thiolates on metals as a form of nanotechnology. In:
Chemical Reviews. volume 105, pp. 1103–69. doi:10.1021/cr0300789.
96. Duchesne L, Wells G, Fernig DG, Harris SA, Le´vy R (2008) Supramolecular
domains in mixed peptide self-assembled monolayers on gold nanoparticles.
ChemBioChem 9: 2127–2134.
97. Ionita P, Volkov A, Jeschke G, Chechik V (2008) Lateral diffusion of thiol
ligands on the surface of Au nanoparticles: An electron paramagnetic resonance
study. Analytical Chemistry 80: 95–106.
Assessing the Evidence for Striped Nanoparticles
PLOS ONE | www.plosone.org 18 November 2014 | Volume 9 | Issue 11 | e108482
