Abstract. We describe the automorphism groups of elliptic Poisson algebras on polynomial algebras in three variables and give an explicit set of generators and defining relations for this group.
Introduction
It is well known [2, 8, 9, 11] that the automorphisms of polynomial algebras and free associative algebras in two variables are tame. It is also known [17, 18] that polynomial algebras and free associative algebras in three variables in the case of characteristic zero have wild automorphisms. It was recently proved [13] that the automorphisms of free Poisson algebras in two variables over a field of characteristic 0 are tame. Note that the Nagata automorphism [14, 17] gives an example of a wild automorphism of a free Poisson algebra in three variables.
One of the main problems of affine algebraic geometry (see, for example [5] ) is a description of automorphism groups of polynomial algebras in n ≥ 3 variables. Unfortunately this problem is still open even when n = 3 and there isn't any plausible conjecture about the generators. There was a conjecture that the group of automorphisms of polynomial algebras in three variables is generated by all affine and exponential automorphisms (see [5] ). This seems to be not true and the first author and D. Wright (oral communication) independently constructed potential counterexamples.
In order to find a plausible conjecture it is necessary to consider many different types of automorphisms. In this paper we describe the groups of automorphisms of the polynomial algebra K[x, y, z] over a field K of characteristic 0 endowed with additional structure, namely, with Poisson brackets. A study of automorphisms of Poisson structures on polynomial algebras is also interesting in view of M. Kontsevich's Conjecture about the existence of an isomorphism between automorphism groups of symplectic algebras and Weyl algebras [1] .
A complete description of quadratic Poisson brackets on the polynomial algebra K[x, y, z] over a field K of characteristic 0 is given in [3] , [4] , and [10] . Among corresponding Poisson algebras the most interesting are elliptic Poisson algebras E α . By definition (see, for example [15] ), the elliptic Poisson algebra E α is the polynomial algebra K[x, y, z] endowed with the Poisson bracket defined by
where α ∈ K.
We describe the automorphism groups of the elliptic Poisson algebras E α over a field K of characteristic 0. We also show that E α doesn't have any nonzero locally nilpotent derivations.
This paper is organized as follows. In Section 2 we give some definitions and examples. In Section 3 we describe Casimir elements of elliptic algebras and prove a lemma related to the non-rationality of elliptic curves. In Section 4 we study the automorphism group of E α .
Definitions and examples
A vector space P over a field K endowed with two bilinear operations x · y (a multiplication) and {x, y} (a Poisson bracket) is called a Poisson algebra if P is a commutative associative algebra under x·y, P is a Lie algebra under {x, y}, and P satisfies the following identity:
Let us call a linear map φ : P −→ P an automorphism of P as a Poisson algebra if φ(xy) = φ(x)φ(y), φ({x, y}) = {φ(x), φ(y)} for all x, y ∈ P Similarly, a linear map D : P −→ P is a derivation of P if
for all x, y ∈ P . In other words, D is simultaneously a derivation of P as an associative algebra and as a Lie algebra. It follows that for every x ∈ P the map ad x : P −→ P, (y → {x, y}), is a derivation of P . It is natural to call these derivations inner.
There are two important classes of Poisson algebras.
1) Symplectic algebras S n . For each n algebra S n is a polynomial algebra K[x 1 , y 1 , . . . , x n , y n ] endowed with the Poisson bracket defined by
where δ ij is the Kronecker symbol and 1 ≤ i, j ≤ n.
2) Symmetric Poisson algebras P S(g). Let g be a Lie algebra with a linear basis e 1 , e 2 , . . . , e k , . . .. Then P S(g) is the usual polynomial algebra K[e 1 , e 2 , . . . , e k , . . .] endowed with the Poisson bracket defined by
for all i, j, where [x, y] is the multiplication of the Lie algebra g.
Let K{x 1 , x 2 , . . . , x n } be a free Poisson algebra in the variables x 1 , x 2 , . . . , x n . Recall that K{x 1 , x 2 , . . . , x n } is the symmetric Poisson algebra P S(g), where g is the free Lie algebra in the variables x 1 , x 2 , . . . , x n . Choose a linear basis e 1 , e 2 , . . . , e m , . . . of g such that e 1 = x 1 , e 2 = x 2 , . . . , e n = x n . The algebra K{x 1 , x 2 , . . . , x n } is generated by these elements as a polynomial algebra. Consequently,
This inclusion was successfully used in [16] to define algebraic dependence of two elements of the polynomial algebra K[x 1 , x 2 , . . . , x n ]. Namely, two elements f and g of K[x 1 , x 2 , . . . , x n ] are algebraically dependent if and only if {f, g} = 0. It is also proved [12] that if elements f and g of the free Poisson algebra K{x 1 , x 2 , . . . , x n } satisfies the equation {f, g} = 0 then f and g are algebraically dependent. There is a conjecture [12] that if {f, g} = 0 then the Poisson subalgebra of K{x 1 , x 2 , . . . , x n } generated by f and g is a free Poisson algebra in the variables f and g, i.e., the elements f and g are free.
Elliptic Poisson algebras
then the equation C(x, y, z) = 0 defines an elliptic curve E α in KP 2 . The elliptic Poisson algebra E α (see, for example [15] ) is the polynomial algebra K[x, y, z] endowed with the Poisson bracket
Consequently,
This bracket can be written as {u, v} = J(u, v, C(x, y, z)) where J(u, v, C(x, y, z)) is the Jacobian, i. e. the determinant of the corresponding Jacobi matrix.
If α 3 = 1 and K contains a root ǫ of the equation
It is well known (see, for example [7] ) that C is an irreducible polynomial if α 3 = 1. The center Z(A) of any Poisson algebra A can be defined as a set of all elements f ∈ A such that {f, g} = 0 for every g ∈ A. The elements of Z(A) are called Casimir elements. The statement of the following lemma is well known (see, for example [15] ).
Proof. Since {C, h} = J(C, h, C) = 0 for any h ∈ E α we see that C ∈ Z(E α ). Assume that Z(E α ) ∋ f which is algebraically independent with C. Take an element g ∈ E α which is algebraically independent over K[C, f ]. Then for any element h ∈ E α there exists a poly-
and {g, h} = 0 since we can assume that H(C, f, g, h) has minimal possible degree in h. Therefore g is also in the center. Take now an element p ∈ E α . Then 0 = {p, H(C, f, g, h)} = {p, h} ∂ H ∂ h . Therefore {p, h} = 0 and E α is a commutative Poisson algebra, which is not the case. So if f ∈ Z(E α ) then f is algebraically dependent with C. Since the brackets are homogeneous we can assume that f is homogeneous. But then f = kC n where k ∈ K. Indeed, f and C satisfy a polynomial relation P (C, f ) = 0 which can be assumed homogeneous. So over an algebraic closure of K we will have f m = kC n where n and m are relatively prime integers and k ∈ K since f, C ∈ K[x, y, z]. If α 3 = 1 then C is irreducible and so m = 1; if α 3 = 1 then C is either irreducible or a product of three linear factors and again m = 1. Proof. The statement of the lemma is an easy corollary of non-rationality of elliptic curves (see, for example [7] ). But we prefer to give here an independent proof for the convenience of the reader. So,
If a and b are divisible by an irreducible polynomial p then c is also divisible by p and we can cancel p 3 out of (3). So we can assume that a, b, and c are pair-wise relatively prime. If deg(a) = 0 we can also assume that
Then (a/c) ′ = 0 and a = cr where r ∈ K(x 2 , . . . , x n ). But then a and c again are not relatively prime: any irreducible factor of a which contains x 1 should divide c.
Consequently
Automorphisms
Let us denote by ϕ γ , where γ ∈ K * , an automorphism of E α such that
Note that ϕ γ ∼ = K * , where K * is the multiplicative group of the field K. Algebra E α has also automorphisms Proof. Let ψ ∈ G. Then by the chain rule
for some non-zero k 4 ∈ K.
Using automorphism τ if necessary, without loss of generality we can assume that deg(a) ≤ deg(c) and deg(b) ≤ deg(c). Then (5) show that deg(a) = deg(b) = deg(c).
Denote byf the highest homogeneous part of f ∈ K[x, y, z]. (5) gives the linearity of ψ (just look at the lowest homogeneous parts of a, b, and c). If α 3 = 1 then non of the ǫ i a + ǫ 2i b + αc can contain a constant term since otherwise ψ(C) contains a term of degree less than three. So ψ is a linear automorphism in this case as well. Theorem 1. Let K be an arbitrary field of characteristic 0 such that the equation λ 2 + λ + 1 = 0 has a solution in K. If α 3 = 1 then the group of automorphisms Aut E α of the algebra E α is generated by ϕ γ (γ ∈ K * ), σ, and τ .
Proof. Let ψ be an arbitrary automorphism of E α . By Lemma 3, ψ is a linear automorphism. Let ψ(x) = a = β 11 x + β 12 y + β 13 z, ψ(y) = b = β 21 x + β 22 y + β 23 z, ψ(z) = c = β 31 x + β 32 y + β 33 z.
Denote by B the matrix (β ij ) 3×3 . Since
we have {a, b} = (β 11 β 22 − β 12 β 21 ){x, y} + (β 12 β 23 − β 13 Using this and (7) we can write 18 relations between the coefficients of the matrix B:
and
for all i and j modulo 3. Denote by b j the product of all elements of the jth column of B. Then (9) gives
and at least two columns contain zero elements. Therefore the matrix B contains zero entries.
If α = 0 then β ij β ij+1 = 0 and every row contains two zero entries. Of course, a row should contain a non-zero element since the determinant of B is not zero.
Assume now that α = 0. If in some row we have three non-zero elements we can check using (9) that all entries of B are not equal to zero. Indeed, if β ij β ij+1 = 0 then β i+1j+1 β i+2j = 0 and using this inequality for j = 1, 2, 3 we fill all the matrix with non-zero entries. So each row has at least one zero element.
Suppose that every row contains just one zero. Up to renumbering we can assume that β 11 β 12 = 0 and β 13 = 0. Then β 22 β 31 = 0. Now, β 22 β 23 = αβ 33 β 12 and β 21 β 22 = αβ 32 β 11 . If β 23 = 0 then β 33 = 0 which is impossible since B has a non-zero determinant. Hence β 23 = 0, β 33 = 0 and β 21 = 0, β 32 = 0. Then β 11 β 12 = αβ 22 β 31 , β 22 β 23 = αβ 33 β 12 , and β 33 β 31 = αβ 11 β 23 in force of (9). If we multiply these equalities we will get α 3 = 1. So there exist a row with two zeros.
If there is a row with two non-zero entries we can assume that β 11 β 12 = 0. Then β 22 β 31 = 0 and it is easy to check that a non-zero element in any other position will lead to two non-zero entries in every row. But then we have a column of zeros which is impossible. So every row (and every column) contains just one non-zero element.
Let us assume that β 11 = 0. Then the relations (8) give β and we obtain a contradiction by multiplying these equalities. So β 2 11 = β 22 β 33 , β 2 22 = β 33 β 11 , and β 2 33 = β 11 β 22 . We have three solutions to these equations: β 11 = β 22 = β 33 , β 22 = ǫβ 11 , β 33 = ǫ 2 β 11 , and β 22 = ǫ 2 β 11 , β 33 = ǫβ 11 . They correspond to the cases ψ = ϕ β 11 , ψ = σϕ β 11 , and ψ = σ 2 ϕ β 11 , respectively. Remaining two solutions with β 12 β 23 β 31 = 0 and β 13 β 23 β 31 = 0 correspond to additional actions by τ . So, this gives the statement of the theorem.
Recall that a derivation D of an algebra R is called locally nilpotent if for every a ∈ R there exists a natural number m = m(a) such that D m (a) = 0. If R is generated by a finite set of elements a 1 , a 2 , . . . , a k then it is well known (see, for example [5] ) that a derivation
Corollary 1. Algebra E α does not have any nonzero locally nilpotent derivations.
Proof. Let D be a nonzero locally nilpotent derivation of E α . For every c ∈ Z(E α ) and f ∈ E α we have
So D(c) ∈ Z(E α ), i.e., Z(E α ) is invariant under the action of D. Therefore D induces a locally nilpotent derivation of Z(E α ) = K[C] and D(C) = β ∈ K (see, for example [6] ). Since
and C is homogeneous of degree three, β = 0. So D(C) = 0 and CD is also a locally nilpotent derivation. For any locally nilpotent derivation its exponent is an automorphism (see, for example [6] ). So exp(CD) is an automorphism which is certainly not linear. This contradicts Lemma 3.
Usually it is much easier to describe the locally nilpotent derivations than the automorphisms. But at the moment we do not know any direct proof of Corollary 1.
By Theorem 1, the automorphism group Aut E α of the algebra E α is generated by ϕ γ (γ ∈ K * ), σ, and τ . Note that ϕ γ = {ϕ γ |γ ∈ K * } ∼ = K * , τ ∼ = Z 3 , and σ ∼ = Z 3 , where Z 3 is the cyclic group of order 3. The automorphisms ϕ γ , where γ ∈ K * , are related by
Moreover, it is easy to check that
i.e., ϕ γ belongs to the center of Aut E α .
In addition,
Theorem 2. Let K be an arbitrary field of characteristic 0 such that the equation λ 2 + λ + 1 = 0 has a solution in K. Then,
Proof. Using (10), (11) , and (12), any automorphism ψ ∈ Aut E α can be written as
where γ ∈ K * and 0 ≤ i, j ≤ 2. It is easy to check that this representation is unique. The relations (10)- (12) show that ϕ γ × τ and ϕ γ × σ are normal subgroups of Aut E α .
Corollary 2. The relations (10)- (12) are defining relations of the group Aut E α with respect to the generators ϕ γ , σ, and τ if α 3 = 1.
Corollary 3. Let K be an arbitrary field of characteristic 0 such that the equation λ 2 + λ + 1 = 0 has no solution in K. If α 3 = 1 (i.e. α = 1) then
When α 3 = 1 the curve C is not elliptic and degenerates into a product of three linear factors if ǫ ∈ K (see (2) ). Let us introduce new variables by u = x + y + αz, v = ǫx + ǫ 2 y + αz, w = ǫ 2 x + ǫy + αz. Then E α is the polynomial algebra K[u, v, w] endowed with the Poisson bracket defined by {u, v} = µuv, {v, w} = µvw, {w, u} = µwu, where µ = 3α(ǫ 2 − ǫ). It is easy to check that the maps ψ γ (γ ∈ K * ) and σ ′ defined by The crucial difference of the case when ǫ ∈ K is the absence of the automorphism σ, just as in the Corollary 3.
