This paper discusses the possibility of obtaining the Fourier transform of an arbitrary function, which is given in numerical or graphical form, by approximating it piece-wise with simple analytic functions.
The Fourier transform is a necessary tool for translation between the time-function and frequency-function description of a waveform, or between linear distribution of intensity across an aperture and angular distribution of radiation from the aperture. If the function to be transformed is of reasonably simple analytical form, there is no difficulty: one has merely to consult a table of Fourier transforms such as was produced by Campbell and Foster (1948) . But if the subject to be transformed is a set of experimental data, not conforming precisely to any analytical law, the problem is less easy. The direct approach is to perform numerically "the integration | / ( 0 ( )<*>' dt f°r a sufficient number of values of u>, and in general for both sine and cosine transforms. This is practicable with an electronic computer (see Appendix), but not by hand if many frequencies are required. An alternative is to approximate the arbitrary function by one or more analytical functions of which the transforms are available. Since Fourier transforms are additive, the difference between the transforms of the approximation / ' ( ' ) and of the true function /(/) will be the transform of the error in fit of the approximation:
For a rough estimate of the error, note that the zerofrequency cosine component of the error (i.e. the "d.c." component) is the area between the two curves. It is also likely that the next largest component will be such that a half wave extends between two points of exact fit, since a half sine wave may be a first approximation to the error distribution. Since the Fourier representation of a well-behaved function has components which in general trend have amplitudes decaying at least in inverse proportion to the order of the harmonic, the order of magnitude of the higher-frequency components can also be estimated. The simplest example of this technique, approximating the arbitrary function piecewise by straight lines, was used by Pucel (1957) in a filter design problem; but there is no need to restrict the approximating function to a linear form. As an example, suppose the series of dots in Fig. 1 represent experimental data, and the cosine Fourier transform of the corresponding curve is required. (In fact these points are all taken from a very simple function, so that it will be possible to compare the exact transform with the approximation.) The ranges of the approximations chosen are indicated by the crosses; the first rather highly curved section is approximated by / l ( 0 = 3-5 +0-98 cos t 0 < f < l (2) and subsequent sections are approximated by straight lines joining the transition points = 5-33 -1-3/ 1 < t< 1-5] = 5 -9 6 -1 -7 2 / l -5 < / < 2 -o l = 7 -0 8 -2 -2 8 / 2 < / < 2 -5 [ ^> /,(/) = 8-28 -2-76 t 2-5 < / < 3-Oj .
Fig. 1.-Example of a set of points and piece-wise approximating functions
Finally/" (r) = 0 for t > 3 0. Table 1 Comparison of approximate and exact transforms
The approximate Fourier transform of this approximation is

Approximations in Fourier transforms
H J l -3 cos a) + 0-42 cos l-5co + 0-56 cos 2a>
Values of F ((o) are shown in the left-hand column of Table 1 . But in fact the curve shown in the figure is
The exact cosine transform of this f(t) is therefore and the corresponding exact values are listed in the right-hand column of Table 1 . The values for to = 0 are, of course, the simple integrals of the time functions, but they can also be obtained as the limits of (4) and (6) as o> tends to zero. It will be seen that the error becomes substantial when the frequency is high enough for cot to execute more than a complete half cycle between change-points. The amount of the discrepancy will, of course, depend on the shapes of the areas enclosed between the true curve and the approximation. Table 2 shows the degree of fit of the approximation at each of the transition points, and Fig. 2 shows on an enlarged scale the difference between exact and approximate functions. So far as experimental data are concerned, the accuracy of points will frequently be no .greater than the accuracy of fit of the approximations used above, so that the margin of error in the transform would in any case be of this order. It may also be remarked that the implied requirement of two known points for each cycle of frequency is conveniently in line with the "sampling theorem" of communication theory. It was remarked above that Fourier transforms are additive, and the difference between the exact and Table 2 Comparison of exact and approximate functions approximate transforms will therefore be the transform of the error in approximation; i.e. in the above example the transform of the function graphed in Fig. 2 . However, this is clearly not reasonably representable by a single analytical function, and its obvious discontinuities serve as a reminder that we did not take the Fourier transform of the approximating function: we took instead piece-wise transforms, handling each segment separately. This is equivalent to applying to each section of the curve a sharply defined "window" and will result in additional frequency components at frequencies corresponding to the cut-off points. Of course if identically the same function were used for two adjacent segments, some of the "window" components would cancel, since in effect the window would be doubled in width. When different functions are used for adjacent segments, the net window effect will depend on the difference between the window effects of the two functions in question. Therefore, when mentally assessing the likely error in the approximate transform, one must take account both of the area between true and approximate curves, and of the degree of discontinuity in the approximating function at the junction points between segments. In order to obtain some idea of the magnitude of the effect due to discontinuities, consider the cosine transform of an exponential function e~p' extending over all time, which gives the well-known relaxation power spectrum F<< shown as the heavy line in Fig. 3 where y = e~0 T is the magnitude of the function at the point of truncation. The error E due to truncation is seen to be proportional to y, and the fractional error is y(to sin a> T -j8 cos co T) P ' (9) This is an oscillatory function with amplitude yV(\ + w2 lP 2 ) so that, regardless of the point at which the exponential was truncated, the range of error is constant in thtf pass region, co < f$, but the relative error increases in the cut-off region, co > /?, because the error decreases less rapidly than the true function. In this particular example the range of frequencies over which one can usefully approximate is governed mainly by the characteristic, of the time function, but this will not necessarily be true for other forms of time function.
When working from a graph one might feel justified in interpolating on a smooth curve between discrete data points, and equally one could interpolate numerically between points by one or other of the standard finitedifference formulae. The question has arisen* whether any significance can really be attached to the higher frequencies obtained through such interpolation, since the sampling theorem states in converse that a set of sample ordinates cannot convey any information about frequency components such that one cycle spans less than two samples. If one interpolates by rote, e.g. taking proportional parts, which is equivalent to drawing straight lines between adjacent points, or by a formula using second differences, which is equivalent to fitting a parabola to each group of three samples, the highfrequency components of the spectrum must depend primarily on the choice of the interpolation rule, and therefore not on the function itself. But if the interpolation routine is chosen in the light of known characteristics of the data, so as to be an "analytic" interpolation in the sense in which one speaks of the analytic continuation of a function past a singularity, the interpolated values are governed by the characteristics of the data, and the higher frequencies are valid.
• This question arose in connection with an IBM Computer program, a FORTRAN Subroutine identified as SHARE 640 which originated with Westinghouse Electric Corporation, and with a noise spectrum (Bell, 1963) . In the limit, if individual points are spaced sufficiently closely, one expects that /(/) could be fitted to any desired accuracy by straight-line segments; and in that case integration by the trapezium rule, which is equivalent to straight-line interpolation, would suffice. But if one is looking for sufficiently high frequencies, of correspondingly small amplitude, the fit must be examined on an enlarged scale; and the discrepancy will become visible again. Consider, then, the approximation of a function which is closely represented by f{t) = Linear interpolation (trapezium rule of integration) is equivalent to taking F,(co) only, while parabolic interpolation is equivalent to taking F x (u>) + F 2 (u>), with dominant error terms F 2 ( aJ ) and F 3 (co), respectively. The possibility of taking only one or two terms as an
