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1.

INTRODUCTION

In a longitudinal evaluation comparing three pharmacological treatments for schizophrenia,1 431
subjects were randomly assigned to treatment groups and 420 completed at least one post-randomization
evaluation. The Positive and Negative Syndrome Scale (PANSS),2 an established instrument for
measuring severity of schizophrenia, was administered at selection into the trial, after the washout
period, and after 1,2,4,6, and 8 weeks of treatment. Diggle, Heagerty, Liang and Zeger3 analyzed
these 7 total PANSS scores to illustrate regression models for continuous response data subject
to dropout. Published clinical results1,4 used a binary primary outcome: clinically significant improvement, measured as a 20% reduction in PANSS compared to baseline. In this manuscript,
we consider clinically significant improvement as the study response, and examine three treatment
groups over the sequence of 5 post-baseline scores.
Relevance of the dropout process in modeling PANSS responses is apparent in Figure 1, which
shows the proportion of participants showing clinical improvement separately for those who drop
out after 1, 2, 4, or 6 weeks of treatment. Patients who remain in the study for the entire 8 weeks
are more likely to show improvement at almost every timepoint. Furthermore, the proportion of
subjects showing improvement appears to decrease in the assessment preceding dropout.
Classes of models to accommodate longitudinal data with dropout are summarized by Diggle et
al.3 Selection models 5 factorize the joint density of dropout and response information into dropouts
given responses, and responses. Pattern-mixture models 6 factorize the joint density with response
models conditioning on dropout information. In shared random effects models,7 response and
dropout variables may be conditionally independent given random effects values. Figure 1 illustrates
a pattern-mixture approach, since response profiles are stratified by dropout time. Pattern-mixture
1
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results, stratified by length of followup, would not directly be useful for making clinical decisions
about treatment efficacy. Random effects methods’ regression models will be subject-specific8
when the response is binary. For treatment comparisons without conditioning on random effects or
dropout patterns, we therefore focus on selection models to accommodate longitudinal binary data
with monotone dropout.
Likelihood-based methods proposed for analysis of binary longitudinal data with nonignorable
dropout have had limitations of computation, interpretability, and modeling assumptions. Fitzmaurice, Laird and Zahner9 and Molenberghs, Kenward and Lesaffre10 proposed selection models
combining a marginal regression model with an association model based on, respectively, conditional and marginal odds ratios. The likelihood formulation of Fitzmaurice et al.9 requires balanced
complete data and is not reproducible: if cluster sizes change, the specification and interpretation
of the association model changes. For both methods, the number of parameters needed to model
association among responses grows rapidly as the cluster size increases. Although sensitivity analysis is recommended, missingness model parameters are estimated even when weak identifiability is
dependent on distributional assumptions of the model.11
Regression parameters can be estimated consistently by generalized estimating equations12 for
MAR or NI missing data (defined in Section 2.1) by weighting the estimating equations by inverse
probability of sampling weights.13–15 These weights allow observed responses to stand as proxies for
missing responses of subjects with similar characteristics. Parametric models to compute weights
are similar to missingness models for likelihood-based selection models. If weights are modeled
incorrectly, regression parameters will not be consistent. Semiparametric models will be less efficient
than their likelihood-based counterparts, unless the association modeled is very close to the true
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association model.16
Multiple imputation (MI)17 may be used to analyze longitudinal data with missing values.
Bayesian analysis of longitudinal binary data may also be extended to accommodate missing values.18 Due to asymptotic equivalence between Bayesian and likelihood-based methods, appropriately specified MI and maximum likelihood methods will yield similar parameter estimates and
standard errors (for models with a large sample size and sufficient number of imputations).17,19
Paik20 proposed semiparametric sequential imputation to find consistent estimates of mean parameters under MAR and NI dropout. For saturated mean and selection models, Paik’s mean
imputation method yields identical results to the weighted GEE of Robins, Rotnitzky and Zhao.13
These existing methods for analysis of binary longitudinal data with ignorable or nonignorable
dropout differ with respect to target of inference, robustness to dropout misspecification, and ease
of computation. The marginalized transition model,21 extended here to accommodate NI dropout,
has useful properties in these three areas.
Heagerty and Zeger22 described a class of marginalized models in which a conditional model
(such as a random effects or transition model) specifies the underlying process of data generation,
but marginal mean parameters may be estimated. The marginalized transition model,21 described
below, retains an association model based on conditional expectations (transitions), but permits
direct marginal regression estimation of treatment effects. For other transition models for longitudinal binary data,23 treatment effects are conditional on values of prior responses. The marginalized
transition model (MTM), in which association is modeled via conditional dependence on prior
responses, and the selection model, in which dropout is related to responses, provide a coherent
likelihood-based framework for describing both response and dropout processes.
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The major goals of this manuscript are: to describe how the MTM provides a computationally
feasible framework for analysis under MCAR, MAR, and NI dropout; and to compare the efficiency and potential for bias of a MTM likelihood approach and an inverse probability of censoring
weighted GEE (IPCW-GEE) approach. In Section 2 we extend the marginalized transition model
to accommodate monotone NI missing data models. Section 3 compares the MTM and IPCWGEE with respect to efficiency and misspecification bias, and Section 4 compares the MTM and
IPCW-GEE in analysis of the PANSS data introduced above.

2.

MARGINALIZED TRANSITION MODEL WITH DROPOUT

A likelihood-based method for analysis of serial binary data with marginal mean parameters and
first-order Markov association was introduced by Azzalini24 and generalized as a marginalized
transition model by Heagerty.21 This section describes the models and the likelihood function
for first- and second-order marginalized transition models with both ignorable and nonignorable
monotone dropout.

2.1.

Notation

Some notation is necessary to describe methods for analyzing binary longitudinal data with dropout.
Each response vector, Yi = (Yi1 . . . Yini ) for individuals i = 1, . . . , N is a vector of 0/1 values. For
the PANSS data, each response Yit reflects whether or not subject i showed improvement at time t,
compared to baseline. The relationship between Yi and covariates is described by the (ni xp) design
matrix Xi and the regression parameter p-vector β. We restrict ourselves to logistic regression:
logit(µM
it ) = Xit β

(1)
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where marginal mean µM
it = E(Yit |Xit ) is the probability of positive response for subject i at time
t, given covariate vector Xit . Serial correlation among members of vector Yi is parameterized by
vector α. The functional form for association (correlation) models and estimation of α differ for
the different methods considered.
We consider only monotone dropout: if Yit is missing, then Yis is missing for s ≥ t. The
dropout process is described by a retention vector Ri = (Ri1 . . . Rini ), where Rit is an indicator
taking value 1 if observation Yit is observed and 0 if Yit is missing. Ri is modeled by the (ni x r)
design matrix for dropout, Di , and parameter r-vector φ. Di may include responses (Yi ), covariates
in Xi , and covariates not in Xi . An additional design matrix and parameter vector (Gi and λ)
are introduced below for certain dropout models. Dropout parameter vector φ is assumed to be
distinct from regression and association parameter vectors β and α. Response vector Yi can be
divided into two vectors, based on whether values are observed or missing: Yi = (Yio , Yim ).
The hierarchy attributed to Little and Rubin25 assesses the influence of missing values on estimation of parameters characterizing the response model. If dropout indicator Ri does not depend
on any element of the response Yi , the missingness mechanism is described as missing completely at
random (MCAR). If dropout depends on observed (Yio ), but not unobserved (Yim ), responses, data
are missing at random (MAR). If the dropout mechanism is dependent on unobserved response
values Yim (with or without dependence on Yio ), missingness is nonignorable (NI). If β is to be
found by maximum likelihood and the missingness mechanism is MCAR or MAR, the missingness
is ignorable and a likelihood-based analysis of available data will yield consistent estimates for β.26
For generalized estimating equations (GEE),12,13 β will be consistent in an available case analysis
if data are MCAR, but not if data are MAR or NI.12
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2.2.

Marginalized Transition Model

The marginalized transition model (MTM)21 is constructed around two models. Regression structure is characterized using a generalized linear model for the marginal mean, and serial dependence
is captured by specifying conditional dependence of current outcomes on past outcomes. The association (serial dependence) model is essentially a Markov, or transition model,3 with parameters α
that determine the strength of association between past outcomes and the current response. The
innovation in the MTM approach is the ability to use conditional mean models for dependence
while preserving the ability to structure the marginal mean directly, using a regression model for
E(Yit |Xit ) indexed by a parameter vector β.
Figure 2, adapted from Figure 1 in Heagerty,21 is a schematic representation of serial observations that follow a second-order marginalized transition model (MTM) subject to nonignorable (NI)
monotone dropout. Figure 2 illustrates the marginal mean, dependence of Yit on past responses,
and dependence of Rit on past values of Ri , past values of Yi , and (if dropout is NI) on Yit . Dashed
boxes and parameters β represent the marginal mean that is assumed to be the primary target of
inference. The conditional mean, in which the response at time t, Yit , depends on covariates and
prior responses, is parameterized by ∆ and α. Finally, the monotone dropout process f (Ri |Yi )
is parameterized by φ. Likelihood-based inference requires full specification of f (Yi , Ri ), which is
provided by the MTM and selection model described below.

2.3.

Marginalized Transition Model Likelihood

When the dropout process f (Ri |Yi ) is ignorable (MCAR or MAR), the likelihood function for
marginal mean parameters β (Equation 1) and conditional mean (serial dependence) parameters α
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can be defined as follows for response vectors Yi , for clusters i = 1, . . . , N at timepoints t = 1, . . . , ni :
Li (β, α) = P (Yi1 = yi1 ) · P (Yi2 = yi2 |Yi1 ) · · · P (Yini = yini |Yi1 . . . Yini −1 )
=

N
Y

yi1
(1−yi1 )
(µM
· (1 − µM
i1 )
i1 )

ni
N Y
Y

yit
(1−yit )
(µC
· (1 − µC
.
it )
it )

i=1 t=2

i=1

For a pth -order marginalized transition model, MTM(p), the logit-linear model for µC
it is:
logit(µC
it )

= ∆it +

p
X

γit,j · yit−j

j=1

for γit,j

= Zit,j αj .

(2)

The association is modeled through p α-vectors. For example, if each Zit,j = 1, then γit,j = αj , and
(α1 . . . αp ) are each constants measuring the strength of association between the jth lagged response
and the present response. Interactions of lagged response variables are possible in the model for
the conditional mean, but they are not included in this presentation. Intercept ∆it describes
the conditional mean when the p previous response values are zero. For a given β (Equation 1)
and α (Equation 2), the value of ∆it may be derived through relationships between marginal and
conditional means, as shown in the following convolution equation:
µM
it

=

X

P (Yit = 1|Yit−1 . . . Yit−p ) · P (Yit−1 = yit−1 , . . . , Yit−p = yit−p )

yit−1 ,...yit−p

=

X

µC
it · P (Yit−1 = yit−1 , . . . , Yit−p = yit−p ).

yit−1 ,...yit−p

Further details are given by Heagerty.21

2.4.

MTM Likelihood with Nonignorable Dropout

The likelihood function for regression, association, and dropout parameters (β, α, φ) is based on
observed data: response data for subjects who have not yet dropped out (Yio ), and dropout indicator
7
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(Ri ) and covariate matrix Xi for all time periods. Data are assumed to be generated under the
complete data distribution f (Yi , Ri ), where Yi = (Yio , Yim ), and Yim is a vector of responses that
are missing. The observed data likelihood is:
Li (β, α, φ) ∝

f (Yio , Ri )

Z

=

f (Yi , Ri ) =

Ym

Z

=

Z

f (Ri |Yi )f (Yi )
Ym

f (Ri |Yi )f (Yio )f (Yim |Yio )d(Yim |Yio ).

(3)

This is a typical selection model factorization.25,5
We now model f (Ri |Yi ) in Equation 3 by logistic regression. First, use a telescoping product
of conditional distributions to specify vector Ri :
(R)

f (Ri |Yi ) = f (Ri1 |Yi )f (Ri2 |Ri1 , Yi ) · · · f (Rini |Hini , Yi )
=

ni
Y

(R)

(Y)

f (Rit |Hit , Hit , Yit )

t=2
(R)

(R)

(Y)

where Hit is the history for Ri through time (t − 1), Hit = (Ri1 . . . Rit−1 ), and Hit is the history
for response Yit in cluster (subject) i. The first observation, Yi1 , is assumed never to be missing:
this common assumption5,13 simplifies parameterization of dropout models. Current values Rit and
Yit are assumed to depend only on past and current values, not the future.
(R)

(Y)

Let uit = P (Rit = 1|Hit , Hit , Yit ) and define time d as the first time that response Y is
missing. (Rid−1 = 1 and Rid = 0.) The likelihood contribution for each Rit = rit given the response
history is:
(R)

(Y)

f (Rit |Hit , Hit , Yit ) = uritit (1 − uit )1−rit
where
uit =




 pit

:

t≤d

0

:

t>d
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and
(Y)

pit = P (Rit = 1|Rt−1 = 1, Hit , Yit ).
Parameterization of pit is described below. The likelihood contribution of f (Ri |Yi ) is:
f (Ri |Yi ) =

d−1
Y

pritit (1 − pid )1−rid

t=2

=

d−1
Y

pit

!

n
Y

(1)(1−rik )

k=d+1

(1 − pid ).

(4)

t=2

Substituting, and rearranging terms from Equations 3 and 4, the full likelihood may be written as:
!Z
d−1
Y
Li (β, α, φ) = f (Yio )
pit
(5)
(1 − pid )f (Yim |Yio )d(Yim |Yio ) .
| {z }
t=2
|
{z
}
L1 | {z }
L3
L2
L1, L2, and L3 correspond to Equations 23-25 of Diggle and Kenward.5 L1 is the likelihood for
the observed responses, the marginalized transition model (MTM) under ignorable dropout. L2
is defined by the dropout model, and L3 is the expected value of (1 − pid ) under the distribution
f (Yim |Yio ).
L2 models pit , the probability that Yit is observed given the response history and covariate
values. Monotone dropout in discrete time can be analyzed as discrete-time survival analysis using
logistic regression.27 A general model for dropout is:
logit(pit ) = Dit φ + Git λ · Yit .
Here Di is a model matrix that may include covariates and lagged observations, with φ as the
corresponding parameters. Gi is the model matrix and λ the parameter vector associated with the
current observation, Yit . Dropout is MAR if λ is a zero-vector, and MCAR if λ is a zero-vector and
Di does not contain any response (Yi ) values. Vector λ is separated from φ because of identifiability
issues discussed below.
9
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L3 in Equation 5 is defined in terms of pid and f (Yim |Yio ). Probability pid is determined by
the selection model described for L2, and parameterized by φ and λ. Because pid only depends
on Yim through Yid , L3 involves the distribution of Yid given the previous response values, Yio .
Conveniently, this transition is already modeled by the marginalized transition model:
EYm |Yo (1 − pid ) =

X



(Y)
(1 − pid ) · P Yid = yid |Hid

Yid =0,1



(Y)
(Y)
= (1 − pid|Yid =1 ) · P Yid = 1|Hid + (1 − pid|Yid =0 ) · P (Yid = 0|Hid )
=

1
1
· µC +
· (1 − µC
id ).
1 + exp(Did φ + Gid λ) id 1 + exp(Did φ)

Note that L1 only contributes to estimation of (β, α), L2 only contributes to estimation of φ,
and L3 contributes to all three parameter vectors. However, if the dropout process is MAR (λ ≡ 0),
then L3 reduces to
1
,
1 + exp(Did φ)
which depends only on φ.
The first- and second-order MTM likelihoods are maximized by Newton-Raphson estimation for
all parameters. Second derivatives for the MTM(1) likelihood function are computed analytically.
For MTM(2), numerical second derivatives are computed as local slopes from small perturbations
of parameter estimates.28 Computations for maximizing the MTM likelihood are performed using
customized code written in C and S-Plus. A detailed description of the algorithm is given by
Kurland.29 Parameter standard errors are estimated as the inverse of the observed information
matrix.Nested marginalized transition models can be compared by likelihood ratio tests.
Parameters λ are effectively unidentifiable because response Yit is not observed when Rit = 0.
Although parameters may appear estimable, weak identifiability is due to distributional assump10
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tions of the model.11 Identifiability may be addressed by pooling information from a separate source
of cross-sectional data into the likelihood30 or through restrictions to the structure of the dropout
model.26 A conservative and practical approach, though, is to perform the analysis repeatedly with
parameters λ held constant through a series of plausible values. This sensitivity analysis examines
the impact of the fixed values on the remainder of the model.14,11
The MTM’s use of a selection model to accommodate monotone dropout leads to a natural
separation between dropout and response processes, especially for data missing at random (MAR).
Also, as described by Heagerty,21 computational time for the MTM increases linearly with cluster
size, while for other likelihood-based methods,9,10 computational time increases exponentially with
cluster size.

3.

SIMULATION STUDIES

For the likelihood-based MTM method, properly specified regression parameter estimates will be
more efficient than IPCW-GEE estimates if the association induced by the transition model is closer
to the true association model than the IPCW-GEE working correlation. For binary responses,
Fitzmaurice, Laird and Rotnitzky16 found that asymptotic relative efficiency of GEE regression
parameters is often quite high, but may decrease sharply with increasing marginal correlation.
Bias in MTM estimates may result even for a correctly specified regression model when data are
MAR and the association model is incorrect, or when data are NI and association or missingness
is incorrectly specified. IPCW-GEE may yield biased estimates when the missingness model is
incorrect.31 This section uses simulation studies to explore relative efficiency and the magnitude of
misspecification bias for the MTM and IPCW-GEE.
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In general it is difficult to compare the modeling burden of a likelihood-based method (MTM)
to a semiparametric approach (IPCW-GEE). However, when data are MAR the MTM and IPCWGEE are operationally quite parallel. The MTM is based on two models: the primary marginal
regression model and the secondary dependence model. Dependence is modeled by logistic regression of the current outcome conditional on the response history and covariates. IPCW-GEE also
requires two models: the primary regression model, and a selection model for dropout. Like MTM
dependence, the IPCW-GEE selection model is a logistic regression on the past outcomes and covariates; however, the response is the dropout indicator rather than the current outcome. Under
MAR, the requisite correct modeling of response (for MTM) is quite similar to the requisite correct
modeling of dropout (for IPCW-GEE). Finally, when data are NI the likelihood approach must also
explicitly specify a selection model.
Longitudinal binary data with dropout are simulated via a second-order marginalized transition
model. The regression model is chosen to represent two treatments compared over time. Response
Yit may be interpreted as the presence (Yit = 1) or absence (Yit = 0) of an undesirable symptom
for subject i at time t. The setup for the simulations is summarized in Table 1. The time vector
ends in 0 to facilitate the common scenario where scientific interest is in end-of-study group comparisons. The expected probability of the symptom is approximately 10% at time = −4 for both
control (group = 0) and treatment (group = 1) groups, and rises to about 30% for the treatment
group and to 60% for the control group at time = 0. For clusters of size 5, the MTM(2) serial dependence produces correlations among observations that are similar to an autoregression structure,
corr(Yij , Yik ) ≈ ρ|j−k| with ρ ≈ 0.4.
Monotone dropout is generated by a logit-linear selection model with group-by-response inter-
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actions. Dropout patterns are based on level and increment in the response.5 Level-based patterns
(in which the cumulative effect of responses affects the dropout rate) may be less dependent on
unobserved values than dropout that depends on increments, or transitions, between adjacent
response values. Main-effects dropout models depend on values of the response. For group-byresponse dropout models, the control group dropout depends on response values but the treatment
group dropout remains MCAR. This could occur if the treatment has a benign effect unrelated
to the response. For example, if a treatment for high blood pressure had mood-enhancing effects,
treatment group patients may be equally likely to continue, regardless of whether they experienced
angina. In the control group, though, improvement or declining health may affect participation.
Large-sample (N = 500) relative efficiency of IPCW-GEE compared to the second-order MTM
is reported as the ratio of sample variances of regression parameter estimates. Regression, MTM
association, and IPCW-GEE missingness models are correctly specified, so that regression estimates
are consistent for MAR data. IPCW-GEE models are fitted using independence and autoregressive
working correlations. Additional simulations explore the role of cluster size in efficiency.
We evaluate bias under MAR dropout for the MTM (with association misspecified) and IPCWGEE (with missingness misspecified). Relative bias as a percentage of true value β is computed
based on the average value of 1000 sets of parameter estimates β̂j . In all cases the marginal mean
is correctly specified, but there is misspecification elsewhere for the following fitted models:
1. IEE: GEE with independent correlation structure (a generalized linear model) and no weights
to adjust for missing data.
2. IPCW-GEE with autoregressive (AR1) working correlation and underfitted missingness:
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(a) IPW1: Selection depends on Yt−1 . (φ2 , φ3 , φ4 ) ≡ 0 in Table 1.
(b) IPW2: Selection depends on Yt−1 and Yt−2 . (φ3 , φ4 ) ≡ 0.
(c) IPW3: Selection depends on a group-by-response interaction for Yt−1 only. (φ2 , φ4 ) ≡
0.
3. MTM(1): First-order MTM. The true association is second-order, so the likelihood is not
correctly specified.
Note that IPW2 is correctly specified for main-effects dropout models in Table 1. Also, all IPCWGEE models are correctly specified (or overspecified) for Current patterns with response main
effects, and the IPW3 selection model is correct for the Current pattern with group-by-response
interaction.
Under nonignorable (NI) dropout, IPCW-GEE with censoring weights based on MAR missingness will not provide consistent estimates of regression parameters. MTM regression parameters are
also expected to be biased if the dropout model is not correctly specified. For NI dropout scenarios,
we examine how percent bias varies for different regression coefficients, missingness models, and
amounts of missing data. Bias is estimated for the following fitted models:
1. IEE: GEE with independent correlation structure (a generalized linear model).
2. IPCW-GEE
(a) IPW2: Selection depends on Yit−1 and Yit−2 . Compare to main-effects NI dropout,
dependent on Yit and Yit−1 .
(b) IPW4: Selection depends on Yit−1 and Yit−2 , plus interactions with treatment group.
Compare to NI group-by-response dropout.
14
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3. MAR: Second-order MTM (assumes MAR data).
4. NI: Second-order MTM with misspecified selection model for nonignorable missingness:
(a) NI1: Selection model estimates φ0 and φ2 (and φ4 for group-by-response selection), and
holds λ (values for φ1 , φ3 ) constant as (− φ21 , − φ23 ).
(b) NI2: Similar to NI1, but with λ held constant as ( φ21 , φ23 ).
Additional simulations with 50% missing data and the Level selection pattern explore whether
bias is relative (a percentage of regression parameter values) or absolute (on a log-odds ratio
scale). Fitzmaurice, Molenberghs and Lipsitz32 examined asymptotic bias of a range of regression
parameter values, holding association and percent missing constant. They found evidence that
bias is absolute, not relative. Regression parameter vector β = (1.2, −2.5, 0.65, −0.31) is chosen
to double the group parameter value (the primary parameter of interest for treatment differences)
while maintaining trajectories with similar shape to the original model in Table 1.

3.1.

Results: Efficiency

When 20% of data are missing, efficiency of IPCW-GEE regression covariates is generally over 90%
compared to the MTM. However, efficiency loss for IPCW-GEE is substantial when 50% of data
are missing: Figure 3 summarizes IPCW-GEE efficiency under main effects and group-by-response
dropout. Percent efficiencies for different covariates in the same model are connected by solid lines
(for cluster size 5 in complete data) or dashed lines (cluster size 10).
Unlike prior research,16 we do not find GEE efficiency greater for cluster-level covariates. For
models with a main-effects dropout model, intercept has slightly greater efficiency than other
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covariates, while models with a group-by-response dropout model show greater efficiency for covariates group and group:time.
IPCW-GEE estimators exhibit higher efficiency under a more complicated missingness model.
Figure 3 shows that efficiency for group and group:time under group-by-response selection models
is greater than for the same covariates in the simpler main-effects selection model. A similar
counterintuitive trend is seen for missingness patterns. The Current selection model has fewer
parameters to fit, and lower efficiency in all regression covariates compared to Level and Increment.
Comparing dashed and solid lines in Figure 3, efficiency is greater for all parameters when
cluster size is doubled. This is probably due to weaker marginal correlations for second-order
dependence in larger clusters.16 The simulations show a small efficiency advantage for independence
working correlation over autoregression (not shown). This was unexpected. Previous research
shows GEE or IPCW-GEE to be somewhat more efficient with working correlation closer to the
true association.12,16,33,21 The efficiency differences are slight, usually less than 5 percentage points
compared to the MTM.

3.2.

Results: Bias

As discussed above, bias in marginal regression parameters is expected for likelihood-based methods
when data are MAR and the association model is incorrect, or when data are NI and association or
missingness is incorrectly specified. IPCW-GEE may yield biased estimates when the missingness
model is incorrect.

16
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3.2.1.

MAR main-effects dropout

In six MAR main-effects selection model scenarios (Level, Current, and Increment for 20% or 50%
missing data), fitted IPCW-GEE and MTM regression parameters show up to -22% bias. However,
bias is negligible (less than ±5%) in the group and group:time parameters that would be of
primary interest in a clinical trial. The naive IEE model shows up to -125% bias in the intercept,
but only up to -5% bias in group and group:time.

3.2.2.

MAR group-by-response dropout

Figure 4 shows bias of fitted regression parameters for data generated by the group-by-response
selection model with 50% missing. Trends in bias for 20% missing data are similar, with about half
the magnitude in percent bias. The four panels display results for the four marginal mean covariates.
Each panel displays three missingness patterns (Level, Increment, and Current response). Error
bars reflect one standard deviation in each direction for fitted parameters in the simulations. A
vertical dashed line represents the true value of each covariate, and vertical dotted lines show
percent bias in 50% increments. Bias is negative (toward the null value) in all but a few cases.
For all parameters, MTM(1) bias is relatively small. Bias in intercept and time is somewhat
smaller for Model IPW1 than for IEE. This suggests that underspecified selection weights are better
than no selection weights. IPW2 (not shown), with second-order response main effects in the
missingness model, does not mitigate bias much more than IPW1, but a first-order selection model
with group-by-response interaction (IPW3) shows greatly reduced bias in group and group:time
compared to IPW1.
IEE bias in group and group:time may be smaller than for IPW1 because half the data (the
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control group) have MCAR data, as assumed by IEE. (See Table 1.) IPW1 and IPW2 assume
that both groups follow the same missingness trend, in which prior symptom expression makes
dropout more likely. Fitted values based on average parameter estimates are unbiased for all
models at baseline (time = −4), but over time fitted IPW1 and IPW2 response probabilities are
biased downward for the control group and upward for the treatment group. This dilutes the group
difference at time = 0 (an end-of-study odds ratio of 3.5), estimated as 2.3 for the IPW1 Level
model (3.2 by IPW3, 3.3 by MTM(1)).

3.2.3.

NI main-effects dropout

Patterns of bias when missingness is nonignorable (NI) are similar to those of the MAR models:
IEE models generally show the most bias, and MTMs assuming MAR can show less bias than
the IPCW-GEE. However, magnitude of bias is generally larger for NI models. Simulations with
main-effects selection (not shown) reveal bias in the intercept as great as -407%, but even IEE
models show little bias in parameters group and group:time.

3.2.4.

NI group-by-response dropout

Figure 5 shows percent bias with 50% NI missingness and a group-by-response interaction in the
selection model. Model IPW4 is an IPCW-GEE model with missingness an MAR version (modeling
on Yit−1 and Yit−2 ) of the true selection (based on Yit and Yit−1 ). Bias in IPW4 is somewhat
smaller than for marginalized transition model assuming MAR (MTM-MAR) for all missingness
patterns. Both generally show less bias than IEE estimates, with the Increment model as an
exception.
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MTM model NI1, with parameters φ1 and φ3 from Table 1 fixed in the wrong direction, does
lead to greater bias than for MTM-MAR. Fitting a MTM with NI missingness and (φ1 , φ3 ) at half
their true values (in the correct direction) leads to some mitigation of bias. For most models and
parameters, percent bias in Model NI2 is about half that of Model MTM-MAR.

3.2.5.

Absolute vs. relative bias

When the group parameter is doubled, visual inspection (not shown) suggests that percent bias
for the group parameter decreases, while absolute bias between models is relatively constant. Like
Fitzmaurice et al.,32 we conclude that bias is probably of less concern the farther a parameter
is from a null value. Absolute bias appears to be the underlying bias mechanism. However, we
continue to report relative bias, because of greater interpretability for parameters in the same
regression model, and for different regression models.

4.

ANALYSIS OF PANSS SCHIZOPHRENIA DATA

We return to the PANSS data introduced in Section 1, to model the longitudinal trajectory of
schizophrenia symptoms recorded at 5 visits over 8 weeks. We apply the marginalized transition
model (MTM) and compare results to models fitted using independence estimating equations (IEE)
and inverse probability of censoring weighted generalized estimating equations (IPCW-GEE). We
also examine sensitivity of MTM parameter estimates to assumptions about missing at random
(MAR) and nonignorable (NI) dropout processes. Treatment assignments for the 420 subjects are:
85 placebo, 85 haloperidol, and 250 risperidone (6 mg, 10 mg, or 16 mg/day). The 420 subjects
contribute 1609 response measurements: 491 (23%) overall are missing due to monotone dropout.
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4.1.

PANSS Fitted Models

The MTM and IPCW-GEE both require specification of three components: a marginal regression
model, an association model, and a dropout model. Table 2 summarizes the models used for
analysis of the schizophrenia data. The marginal regression model reflects the primary research
question: how do patients respond to risperidone, placebo, and haloperidol in the treatment of
schizophrenia? Level of improvement and both linear and quadratic time trends are allowed to
vary by treatment group. Covariate week takes values (-7, -6, -4, -2, 0) so that variables PLAC and
RISP are interpretable as comparisons to haloperidol after 8 weeks of treatment.
Two IPCW-GEE censoring weight models are computed, with and without interactions between
treatment group and the first-order lagged response. Four MTMs with NI dropout are fitted, to
address sensitivity of MTM parameter estimates to hypothesized missing data mechanisms. Holding
other dropout parameters constant, when λ0 = 1.5 (Table 2, Model NI1) the odds of remaining
in the study when clinical improvement has occurred are exp(1.5) ≈ 4.5 times the odds if clinical
improvement has not occurred. For λ0 = −1.5 (Model NI2) the effect is reversed. The odds ratio of
retention by improvement is greater in Model NI3 for the risperidone group than for other groups,
and lesser in Model NI4.

4.2.

PANSS Marginal Mean Results

Figure 6 shows fitted trajectories for some of the models described in Table 2, and for a generalized
linear model estimated by GEE with independence working correlation (IEE). Time trends for
risperidone and haloperidol have similar shapes, while the placebo group shows a more gradual
increase in improvement probabilities over the course of the trial.
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Using IEE, the probability of improvement is overestimated for timepoints after baseline, since
patients who do not show improvement are more likely to leave the study. By contrast, likelihoodbased MTMs implicitly impute the time trend for these dropout cases,26 and IPCW-GEE similarly
weights observations based on selection probabilities. However, treatment group differences at
time = 0 are similar for IEE and the other MAR models. The odds ratio for risperidone compared
to haloperidol is estimated as 1.69 by IPW2 and MTM(2), and 1.60 by the IEE model. Risperidone is also estimated to be superior to placebo at 8 weeks, with odds ratios of 2.03, 1.85, and
1.53 estimated for MTM(2), IPW2, and IEE respectively. However, treatment differences are not
statistically significant (for .05 Type I error) in any of the fitted MAR models. In contrast, a last
observation carried forward (LOCF) analysis comparing week 8 values to baseline finds risperidone
to be superior to both placebo (odds ratio=3.9, Z=4.05, p < .001) and haloperidol (odds ratio=1.9,
Z=2.33, p < .01). LOCF fails to adjust for changing rates of improvement over time, and for
differential dropout rates among the three treatment groups.
Predicted improvement probabilities are higher overall for Model NI2 than for models assuming
MAR, due to implicit imputation of responses for healthier subjects. Differential dropout models
for the treatment group widens treatment group comparisons in the NI4 fitted marginal mean, and
narrows them in Model NI3. The sensitivity analysis does affect inference: NI4 is the only model
to find a statistically significant difference between risperidone and haloperidol after 8 weeks of
treatment (odds ratio=2.03, Z=2.10, p = .04), or overall (χ23 = 8.8, p = .03). Risperidone and
placebo differ significantly at 8 weeks in NI1 (odds ratio 2.39, Z=2.31, p = .02) and NI4 (odds
ratio=2.65, Z=2.56, p = .01). We conclude that risperidone is not clearly superior to placebo or
haloperidol. The scientific conclusions are not robust to assumptions about dropout.
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To further justify that a single selection model is not definitive for the PANSS data, Figure 7
displays the MTM profile likelihood for a range of values for λ = (λ0 , λ1 ), as defined in Table 2.
Contour lines show 50%, 90%, and 95% confidence regions based on (2 · log likelihood). The
maximized profile likelihood is marked by an X, and MAR (λ0 = λ1 = 0) is shown to be within the
90% and 95% confidence regions.
The profile likelihood is relatively flat, with a large range of plausible parameter values within
a 95% confidence region surrounding the weakly identified maximum of λ = (−0.5, −0.5). For
example, the 95% confidence region includes both λ = (−1.7, 0) and λ = (0.4, 0). These sample
models differ with respect to both fitted retention probabilities and (nonsignificant) treatment
effects: haloperidol appears inferior to placebo at 8 weeks when λ0 = −1.7 (OR = 0.90), and
superior when λ0 = 0.4 (OR = 1.26).
The profile likelihood surface is useful in guiding the choice of selection model scenarios to
consider for sensitivity analysis. Certain configurations within a joint 95% confidence region, such
as λ = (−1, −1) or Model NI2, may be ruled out since such parameters values are clearly not
supported by the observed data (see Figure 1) and the adopted model. We are fairly certain that
people who show improvement are not more likely to drop out at that time. An additional caveat
regarding interpretation of Figure 7 is that fitted selection model parameters φ do not remain
constant as λ values are set at different values. For example, φ4 (the coefficient for Yt−1 ) decreases
nearly linearly from 2.28 to 0.30 as λ0 increases from -2.0 to 2.0 (while λ1 = 0). Although fitted φ
parameters do compensate somewhat for extreme fixed values of λ, fitted probabilities for selection
(and fitted regression model parameters) still vary greatly for different choices of λ. We again state
a preference for sensitivity analysis over estimation of weakly identified parameters: “It’s not what
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you know that hurts you; it’s the things you think you know but don’t”.11

4.3.

PANSS Serial Dependence and Dropout Results

The MTM(2) fitted association model (not shown) suggests that the odds of improvement given
improvement at the previous timepoint are over 10 times the odds of improvement having not
shown improvement at the previous assessment. Additionally, the odds of improvement are 3.75
times as great if the pre-previous response shows improvement since baseline. The MAR dropout
model used for Model IPW1 depends on the previous two response values and treatment group.
Patients who show clinical improvement in two consecutive measurements have odds of staying in
the study for the next measurement approximately 2.5 times the odds for patients in the same
treatment group who had not shown clinical improvement at either time. This Level effect suggests
that people whose symptoms improve compared to baseline are more likely to stay in the study.
The Increment effect is measured as odds of retention at time t for a subject who does not show
improvement at time t − 2 but does at time t − 1: the odds of retention are about 10.1 times higher
than the odds of retention for someone who shows improvement at time t − 2 but not at time t − 1.
People may be more likely to stay as the treatment seems to start working. Level and increment
effects are quite different in the NI models, since some parameters are held fixed.
In summary, the MTM accounting for dropout is a rich model that permits maximum likelihood
estimates for clinically important, interpretable parameters. For the PANSS data, in which dropout
appears to vary by both treatment group and response values, treatment effects are attenuated
compared to semiparametric models that do not accommodate MAR dropout. Sensitivity analysis
with four hypothesized models for nonignorable dropout changes inference for regression model
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parameters. Fitted values for MTM models with nonignorable dropout vary somewhat more than
for MTM and IPCW-GEE models assuming data are MAR.

5.

DISCUSSION

−1
For models where the focus of interest is the marginal mean, µM
it = logit (Xit β), correct specifi-

cation of the regression model will result in valid inference for β if data are MCAR.12 When data
are MAR, the likelihood-based marginalized transition model (MTM) requires specification of the
conditional mean as well, via a transition model. Inverse probability of censoring weighted GEE
(IPCW-GEE),13 a semiparametric method, does not require correct specification of an association
model under MAR. However, a correctly specified dropout model must be used as weights in the
estimating equation for β. Under MAR, the modeling burden for MTM and IPCW-GEE is similar.
The MTM models current response given prior response values, while IPCW-GEE models current
dropout status given prior responses. The simulation studies in Section 3 demonstrate that comparable misspecification leads to comparable bias. When missingness is nonignorable, the MTM
likelihood for estimation of β must also include a properly specified dropout model. Both MTM
and IPCW-GEE depend on sensitivity analysis to examine validity of inference in the presence of
nonignorable dropout.14
For models assuming MAR dropout, comparing misspecification bias of a likelihood-based MTM
(misspecified serial association) to IPCW-GEE (misspecified dropout) may seem like comparing
apples and oranges. MTM association and IPCW-GEE dropout are both logit-linear models dependent on prior responses, but their misspecification cannot strictly be compared. However, the
analyst can explore and compare both methods applied to the observed data. Depending on cluster
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length, sampling schemes, and diversity of reasons for dropout, the MTM or IPCW-GEE may be
selected as a primary analysis method. The MTM has the additional advantages of efficiency and
availability of likelihood ratio tests for comparing nested models.
Doubly robust estimation34 could yield consistent estimation of GEE regression parameters even
if the MAR or NI dropout model is incorrect. For doubly robust estimation, the GEE quasi-score
is augmented by a function of the responses. If the augmentation is selected correctly and modeled
according to the complete data distribution, regression parameters will be consistent regardless of
dropout model. Conversely, if the dropout model is correct, the augmentation does not need to be
correctly specified in order for regression parameters to be consistent. Despite the added modeling
burden of the augmented quasi-score, doubly robust estimation has promise in minimizing the
impact of NI dropout. However, the augmented quasi-score is difficult to define and solve, so
doubly robust estimation for modeling longitudinal responses is sometimes viewed as impractical.35
The IPCW-GEE models described show great efficiency loss compared to the MTM, but IPCWGEE as described here is not the most efficient semiparametric estimation method for β.36 However, an adaptive estimator for the efficient score function for β requires several additional finiteparameter regression models (Equations (11), (12), and (13) of Robins and Rotnitzky36 ). These
three models add considerable overhead to the modeling process. IPCW-GEE requires only the
marginal regression model (to estimate parameters of interest), working correlation (including independence), and a dropout model that adds complexity linearly by cluster length and model order.
By contrast, the models required for adaptive estimates of efficient IPCW-GEE scores add

ni
2



models in addition to estimating (β, φ). The semiparametric efficiency bound is not attained if
these additional models are misspecified. Although consistent estimation of regression parameters
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β is robust to misspecification of the additional models for the adaptive estimator, the modeling
burden is equivalent to that of both weighting methods such as IPCW-GEE and imputation such
as the sequential imputation of Paik.20
The MTM for NI dropout is a likelihood-based method incorporating a marginal regression
model with association and dropout models that depend on response values. As presented here, the
method does not accommodate intermittent missing data or continuous time Markov dependence.
These are areas for future work.
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Figure 1: PANSS schizophrenia data: percent showing clinically significant improvement over time,
for completers (N=227) and for patients who drop out after 1, 2, 4, or 6 weeks of treatment.
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Figure 2: Schematic of a second-order marginalized transition model with nonignorable monotone
dropout. Illustrates the marginal model (X, β), conditional model (∆, α), and dropout model (φ).
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Table 1: Data generation for efficiency and misspecification bias simulations.
Marginal Mean
logit [P(Yit = 1|Xit )] = β0 + β1 · groupi + β2 · timeit + β3 · groupi · timeit
β = (0.40, −1.25, 0.65, −0.31);

time = (−4, −3, −2, −1, 0)

Serial Dependence
logit [P(Yit = 1|Xit , Yit−1 , Yit−12 )] = ∆it + α1 · yit−1 + α2 · yit−2
α = (log(8), log(2));

α2 = 0 for t = 1 (time = −4)

Dropout
h
i
(Y)
logit P(Rit = 1|Rit−1 = 1, Yit , Hit , Xit ) =
(MAR)

φ0 + φ1 · yit−1 + φ2 · yit−2 + φ3 · groupi · yit−1 + φ4 · groupi · yit−2

(NI)

φ0 + φ1 · yit + φ2 · yit−1 + φ3 · groupi · yit + φ4 · groupi · yit−1
main effects

group-by-response

(φ1 , φ2 , φ3 , φ4 )

(φ1 , φ2 , φ3 , φ4 )

Level

(-0.75, -0.75, 0, 0)

(-0.75, -0.75, 0.75, 0.75)

Current

(-1.5, 0, 0, 0)

(-1.5, 0, 1.5, 0)

Increment

(-0.75, 0.75, 0, 0)

(-0.75, 0.75, 0.75, -0.75)

φ0 set for 20%, 50% missing data overall
Other Details
sample size = 500 (250 per group)
1000 simulated datasets per scenario
cluster size = 5 for complete data, except as noted
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Figure 3: Efficiency of IPCW-GEE compared to MTM(2) for correctly specified regression and
dropout models (MAR, 50% missing).
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Figure 4: Average regression parameter estimates ± one standard deviation based on 1000 simulations, for the marginal mean model in Table 1. 50% of data are missing at random (MAR), with
selection dependent on a group-by-response interaction.
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(NI) through a group-by-response interaction.
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Table 2: Summary of models considered for schizophrenia data.

Marginal Mean (all models)
logit [P (Yit = 1|Xit )] = β0 + β1 · PLACi + β2 · RISPi + β3 · weekit + β4 · week2it
+β5 · PLACi · weekit + β6 · PLACi · week2it + β7 · RISPi · weekit + β8 · RISPi · week2it
Serial Dependence
Marginalized Transition Models:
logit [P (Yit = 1|Xit , Yit−1 , Yit−2 )] =
(2)

t=2

∆i2 + α0 · Yit−1

t>2

∆it + α1 · Yit−1 + α2 · Yit−2

IPCW-GEE: Autoregressive working correlation
Dropout
h
i
(Y)
logit P (Rit = 1|Rit−1 = 1, Yit , Hit , Xit ) =
t=2

φ0

t>2
(IPW1)

φ1 + φ2 · PLACi + φ3 · RISPi + φ4 · yit−1 + φ5 · yit−2

(IPW2)

φ1 + φ2 · PLACi + φ3 · RISPi + φ4 · yit−1 + φ5 · yit−2
+φ6 · yit−1 · PLACi + φ7 · yit−1 · RISPi

(NI1: λ0 = 1.5, λ1 = 0)

φ1 + φ2 · PLACi + φ3 · RISPi + φ4 · yit−1 + λ0 · yit + λ1 · yit · RISPi

(NI2: λ0 = −1.5, λ1 = 0)
(NI3: λ0 = 1.5, λ1 = 1)
(NI4: λ0 = 0.75, λ1 = −1)
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Figure 6: Fitted trajectories for schizophrenia data (N=420).
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Figure 7: NI 2·log likelihood surface for schizophrenia data (N=420), with contours for 50, 90, 95%
confidence regions.
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