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Resumen
La presente tesis doctoral trata sobre recientes contribuciones en el contexto de superflui-
dos holográficos. Esto significa intentar preguntar y responder cuestiones relevantes acerca
de superfluidos fuertemente acoplados en el contexto de la conjetura de AdS/CFT. Siendo
así, investigamos agujeros negros cargado y campos en un espacio asintóticamente AdS que
consideramos buenos candidatos a duales gravitatorios de un superfluido. Luego usando el
diccionario holográfico vemos qué fenomenología obtenemos para los material que viven en
el borde de AdS y esperamos que dicha fenomenología sea relevante.
La tesis se organiza de la siguiente manera: Como toda tesis, comienza con una breve
introducción al tema, donde se explican conceptos básicos de la conjetura de Maldacena y el
Diccionario escrito por Gubser, Klebanov, Polyakov y Witten. Además en dicha introducción
se habla sobre algunos de los desafíos actuales en el contexto de materia condensada y sobre
cómo la holografía podría ayudar a superar algunos de estos desafíos. Luego se procede a
narrar las contribuciones originales del autor al tema, que resumiremos a continuación.
En el capítulo 2 se comenta el trabajo fundacional en el tema, por Hartnoll, Herzog y
Horowitz para luego ir un paso más allá y estudiar el caso desordenado. El desorden se
logra mediante considerando un potencial químico con una dependencia espacial aleatoria.
Luego en el capítulo 3 se estudia la Entropía de entrelazamiento de un modelo con paráme-
tro de orden vectorial. Extensión natural de estos dos modelos, imaginamos un superfluido
holográfico con simetría U(2), que nos acompañará desde el capítulo 4 en adelante. De este
último modelo estudiaremos conductividades, modos quasinormales, y su comportamiento
ante otras fuentes externas, como la velocidad o un segundo potencial químico.
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Capítulo 1
Introducción
The first rule of Fight Club is: you do not talk about Fight Club. The second
rule of Fight Club is: you DO NOT talk about Fight Club!
Fight Club
En este capítulo haremos una introducción al tema, siguiendo los lineamientos de [1, 2]
1.1. Materia Condensada
1.1.1. ¾Por qué Cond-Mat?
Hace décadas que la comunidad cuerdista está buscando algún experimento que pueda
ser descripto a través de la teoría de cuerdas. Maldacena parece habernos acercado un paso,
a través de su famosa conjetura[3]:
Type IIB string theory on (AdS5 × S5)N plus some appropriate boundary
conditions (and possibly also some boundary degrees of freedom) is dual to N = 4
d = 3 + 1 U(N) super-Yang-Mills.
Ya con las primeras entradas del diccionario a disposición [4, 5] surgió la pregunta: ¾Existe
en la realidad algún sistema con un dual gravitatorio? Esta pregunta lleva más de una década
sin respuesta, pero quizás los sistemas de materia condensada ofrezcan un buen repertorio
donde buscar.
Se supone que el modelo estándar y sus extensiones corresponden a una descripción única
y completa de nuestro universo. Si es ese el caso, la cromodinámica cuántica (QCD) podrá
tener o no un dual gravitatorio y una vez contestada esa pregunta, no habrá más que hacer1.
Por el contrario, en materia condensada hay una enorme variedad de hamiltonianos efectivos
y muchos nuevos compuestos con nuevas propiedades aparecen cada día. Más aún, ½existe la
posibilidad de construir hamiltonianos a través de redes ópticas! Siendo así, éste parece ser
un buen escenario donde algún sistema con dual gravitatorio pueda aparecer.
Ahora bien, ¾qué ganaría la comunidad de materia condensada si así fuese? AdS/CFT
es una dualidad del tipo weak-strong, es decir que relaciona una teoría con acoplamiento
1Esto no implica que la investigación en modelos holográficos de QCD no sea interesante. Por el contrario,
predicciones muy interesantes surgieron en paralelo y casi en simultáneo de los modelos de Sakai-Sugimoto[6]
y AdS/QCD [7].
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débil a otra con acoplamiento fuerte. Siendo ese el caso, uno podría calcular coeficientes de
transporte y otras magnitudes físicas que por el momento no se saben calcular en teorías
de campos fuertemente acopladas. Por el momento, el enfoque más exitoso para lidiar con
teorías fuertemente acopladas consiste en discretizar el sistema y simular el problema en una
red. Sin embargo dicho método se vuelve muy complicado al enfrentarse contra sistemas a
densidad finita o fuera del equilibrio.
Desde un punto de vista más filosófico, AdS/CFT nos da una nueva visión sobre las
teorías de campos, y es por eso que es un escenario que merece ser investigado. Si la gravedad
cuántica puede ser dual a una teoría de campos con muchos aspectos en común con electrones
críticos cuánticos, ¾qué importa qué descripción es más fundamental?
1.1.2. Criticalidad cuántica
Las transiciones de fase cuánticas son aquellas que ocurren a temperatura T = 0, a
medida que movemos algún parámetro de control del sistema, como puede ser un campo
externo o la presión. En estos casos, las transiciones de fase son disparadas por fluctuaciones
cuánticas del sistema. Dos fases diferentes a T = 0 estarán separadas por un punto crítico
cuántico.
Típicamente, a medida que nos acercamos a un punto crítico cuántico (QCP), la energía
mínima para crear una excitación (el gap de masas) se hace cero, y la longitud de correlación
diverge porque el sistema se vuelve invariante de escala. Genéricamente la longitud y la
energía no necesitan estar inversamente relacionados. Siendo así, el QCP estará caracterizado
por la siguiente invariancia de escala
t→ λzt, x→ λx , (1.1)
z es el exponente de Lifshitz (o exponente crítico dinámico) y en general varía de material
en material (o en distintos puntos críticos del mismo material). En la próxima subsección
veremos un ejemplo con z = 2, si bien en la naturaleza aparecen los más variados escaleos,
incluyendo casos con z no entero. Esta invariancia de escala es la que nos hace intuir que
sistemas con puntos fijos cuánticos pueden ser buenos candidatos para tener duales holográ-
ficos.
Por el momento parecería que éste es un problema puramente académico, ya que nunca lo-
graremos conseguir T = 0 en un laboratorio. Sin embargo, las fluctuaciones cuánticas pueden
gobernar el diagrama de fases de un sistema siempre que la escala de energías característica,
el gap de masas, sea mayor que la temperatura.
Para una visión más amplia acerca de transiciones de fase cuánticas se recomienda [8].
1.1.3. Ejemplo: Lifshitz-Chern-Simons
La teoría de Lifshitz-Chern-Simons [9] está definida por la densidad lagrangiana
S =
∫
d2xdt
1
g2
[
ei∂tai + at∂iei − κ
2
2
(∂iej)
2 − 1
2
b2 − m
2
2
(ei)
2 − λ
4
(ei)
4
]
+
k
2
µνλaµ∂νaλ (1.2)
con b[a] = ij∂iaj
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Cuando m2 = λ = 0, esta teoría presenta invariancia de Lifshitz con z = 2 y describe por lo
tanto un punto crítico. Más aún, si ponemos el nivel de Chern-Simons k = 0, puede mostrarse
que la teoría es el dual electromagnético de un campo escalar de Lifshitz [10].
El operador e2i resulta dominante en el límite IR y su acoplamiento debe ser ajustado
cuidadosamente en cero si se desea poner al sistema en el punto de Lifshitz. Si el coeficiente
que lo acompaña es positivo, podemos ignorar el término (∂iej)2. Uno puede integrar el
campo eléctrico recuperando la teoría de Maxwell con velocidad de la luz determinada
por el coeficiente que acompaña a e2i . Si en cambio el coeficiente que acompaña±a e
2
i es
negativo, un término de orden más alto, como (e2i )
2 debe estar presente con signo positivo
para estabilizar la teoría y tener energías acotadas por abajo. En este caso, el sistema puede
presentar ruptura espontánea de simetría rotacional. Este tipo de términos se hace irrelevante
si e2i es acompañado por un coeficiente positivo. En caso de que (e
2
i )
2 venga acompañado por
un coeficiente negativo, sería necesario agregar un término (e2i )
3 para estabilizar el sistema,
pero no consideraremos dicho caso.
Entonces tenemos una transición de fase cuántica entré un estado Hall cuando m2 > 0 y
un estado anisotrópico cuando m2 < 0 separadas por un punto crítico de Lifshitz. Veamos
ahora qué características presentan al ser excitados con una fuente externa
Coeficientes de transporte
Se suele construir una teoría de Chern-Simons alrededor de la existencia de una corrien-
te conservada, la cual permite inmediatamente definir un campo de gauge de la siguiente
manera:
Jµ =
1
2pi
µνρ∂νaρ (1.3)
Una vez definido, el lagrangiano para el campo aρ será el discutido más arriba, por ser aquel
que respeta la simetría de escaleo con z = 2.
Vale la pena preguntarse como se comportará el sistema, frente a la acción de un campo
externo de gauge Aµ que se acople mínimamente a la corriente conservada, de manera tal
que
δS =
∫
d2xdtAµJµ (1.4)
A orden cuadrático en la acción, podemos integrar para escribir una acción efectiva para
el campo externo. La acción completa tiene la forma
S =
∫
d2xdt
(
1
2
Omnæmæn + JρA
ρ
)
. (1.5)
donde m,n = 0, ..., 4, æm = am para m = 0, 1, 2 y æm = em−2 para m = 3, 4 y µ, ν, ρ =
0, ..., 3. La forma del operador Omn se puede leer de la expresión (1.2). Siendo así, podemos
encontrar la siguiente ecuación de movimiento para la transformada de Fourier
Oµn(iωn, ~p) æn(iωn, ~p)− 1
2pi
λρµipρA
λ(iωn, ~p) = 0 (1.6)
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que se puede reescribir usando la definición del campo æ y de la corriente J :
Jα(iωn, ~p) =
1
2pi
αβνipβaν(iωn, ~p) =
= − 1
4pi2
O−1µν (iωn, ~p) αβνλρµpβpρA
λ(iωn, ~p). (1.7)
donde
O−1αβ = 〈aα(−iωn,−~p)aβ(iωn, ~p)〉 (1.8)
La misma ecuación de movimiento se puede obtener de la siguiente acción efectiva va-
riándola respecto a Aµ
Sef =
1
2
∑
n
∫
d2pAµ(−iωn,−~p)Kµν(iωn, ~p)Aν(iωn, ~p) (1.9)
donde
Kµν(iωn, ~p) =
(
1
2pi
)2
αβνλρµpβpρ 〈aα(−iωn,−~p)aλ(iωn, ~p)〉 (1.10)
Por otro lado, la definición tradicional de la conductividad eléctrica es
J i = σijE
j. (1.11)
Si además consideramos el caso de momento nulo, tenemos que Ei(iωn, ~p) = iωAi(iωn, ~p), lo
que implica que la conductividad será, según la fórmula de Kubo
σij =
1
iω
Kij(iω, ~p = 0) (1.12)
Como las funciones de Green tendrán polos para ciertos valores de ω, aun queda elegir
cómo saltar dichos polos. El cambio iωn → ω + iδ nos asegura que las funciones de Green
que utilicemos sean las retardadas. Siendo así, la expresión para la conductividad queda
σij =
1
iω + δ
Kµν(ω + iδ, ~p = 0) (1.13)
Para calcular la conductividad es necesario en primer lugar calcular los propagadores,
para lo cual es necesario fijar un gauge. Nosotros elegimos el gauge ∂iai = 0 e hicimos explícita
dicha elección agregando un término (α/2)(∂iai)2 en la densidad lagrangiana. Finalmente,
tomamos el valor α = −1 ya que simplifica los cálculos, y corresponde al gauge de Feynman
en la teoría del electromagnetismo común. Veamos cuál es el valor de dicha conductividad
en las distintas fases y en el punto crítico.
En el punto crítico, m2 = 0 tenemos
σxx = 0 (1.14)
σxy = 0
En la fase isotrópica,m2 > 0 es de esperarse que el comportamiento sea el mismo que para
la teoría tradicional de Maxwell-Chern-Simons, ya que el término e2i rompe la invariancia
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de escala con z = 2, y a bajas energías nuestro lagrangiano y el de Maxwell-Chern-Simon
coinciden. Las funciones de respuesta son de hecho
σxx =
i
8pi2k
ω/g4km2
1− (ω/g4km2)2 (1.15)
σxy =
1
8pi2k
1
1− (ω/g4km2)2
Vemos que el efecto del término de Chern-Simons es introducir una conductividad Hall en la
dirección transversal al campo eléctrico. A frecuencias bajas, la parte real de la conductividad
longitudinal se anula y la conductividad Hall se hace 1/8pi2k.
En la fase anisotrópica, m2 < 0, ei desarrolla un valor de expectación, rompiendo así la
simetría rotacional SO(2). Suponiendo que no haya winding, podemos elegir al campo de
vacío como ei = (
√−m2/λ, 0). Entonces tenemos para las conductividades
σxx(ω) = 0
σyy(ω) =
g2m2
2pi
δ(ω) +
ig2m2
2pi2ω
(1.16)
σxy(ω) = 0 .
Esto implica que el sistema es aislante en una dirección y superconductor en la dirección
transversal.
La relación entre la parte real e imaginaria de la conductividad está fija por las reglas de
Kramers-Kronig
ReGR(ω) = P
∫ ∞
−∞
dω′
pi
ImGR(ω′)
ω′ − ω , (1.17)
ImGR(ω) = −P
∫ ∞
−∞
dω′
pi
ReGR(ω′)
ω′ − ω . (1.18)
A la hora de mirar superconductores holográficos, la delta a ω = 0 se escapará al análisis
numérico y por ello miraremos el polo en la parte imaginaria para determinar su presencia.
Para hacer estas cuentas, fue fundamental estar a acoplamiento débil, para poder cortar
la serie de Dyson a nivel árbol. Cuando estudiemos sistemas holográficos, construiremos
modelos de juguete como el acá presentado, usando agujeros negros en AdS. De esta manera
vamos a estudiar la fenomenología de la rotura espontánea de simetría a acoplamiento fuerte,
que corresponderá a gravedad y campos clásicos en el interior de AdS.
1.1.4. Superconductores de alta Tc
Sistemas de la vida real que quizás puedan tener una descripción efectiva en términos de
duales gravitatorios son los superconductores de alta temperatura crítica.
Nos referimos a alta temperatura crítica cuando la misma está por encima de los 30K, que
es el límite máximo permitido por BCS. Los primeros superconductores de alta Tc fueron des-
cubiertos en 1986 y desde entonces una descripción teórica consistente de su comportamiento
sigue siendo un tema candente de investigación. Esto se debe principalmente al hecho de que
estos sistemas están fuertemente acoplados, lo que hace que los recursos teóricos usuales
resulten obsoletos.
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Por lo general, estos materiales tienen una fuerte estructura de capas, lo que hace que la
física relevante sea básicamente bidimensional. Inspirados en este hecho, el resto de esta tesis
tratará básicamente con sistemas duales a teorías que viven en dos dimensiones espaciales.
Analicemos el diagrama de fases de estos superconductores, que se puede ver en la figura
1.1. Empecemos por el lado derecho, descripto por un líquido de Fermi. Esto significa que en
este sector del sistema el efecto de las interacciones es simplemente renormalizar la masa y la
carga de las partículas fundamentales. Siendo así existe una buena descripción en términos
de quasipartículas vestidas con las mismas propiedades que las partículas fundamentales
que actúan de portadores de carga en el material. Una característica propia de la teoría de
Landau para líquidos de Fermi (también conocidos como líquidos de Landau-Fermi) es su
función de Green de dos puntos, caracterizada por el siguiente comportamiento cerca de la
superficie de Fermi [12]
GR(ω,~k) =
Z
ω − vF (k − kF ) + Σ(ω, k) + . . . , (1.19)
donde la auto-energía Σ(ω, k) se escribe
Σ =
iΓ
2
≈ iω2 . (1.20)
El residuo Z < 1 del polo, que es llamado peso de la quasipartícula, puede ser interpretado
como la superposición entre el estado de una quasipartícula y el estado generado al hacer
actuar el operador que crea un electrón sobre el vacío.
Figura 1.1: Diagrama de fases para los superconductores de alta temperatura crítica tomado
de [11]
.
A medida que bajamos el dopaje (cantidad relativa de impurezas), manteniéndonos to-
davía a temperaturas altas, hay una transición de fase o quizás un cross over, a una fase
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llamada de metal extraño. El mismo consiste en un sistema de fermiones que no es bien des-
cripto por la teoría de Landau. ¾Cómo se ve fenomenológicamente dicha falla? por lo general
se trata de materiales donde el calor específico no crece linealmente con la temperatura, o
la resistividad no crece de manera cuadrática, según implicaría la teoría de Landau [12]. En
los cupratos por ejemplo, la resistividad crece de manera lineal con la temperatura.
Los experimentos de Angular Resolved Photoemission Spectroscopy (ARPES) arrojan un
poco más de luz sobre el origen de estos comportamientos anormales en los cupratos en la
fase de metal extraño. Los mismos indican que estos metales poseen superficies de Fermi,
pero que el comportamiento no analítico de la función espectral es distinto de aquel predicho
para líquidos de Fermi según la teoría de Landau. La función de Green se ajusta entonces a
la de un líquido de Landau-Fermi, con la diferencia de que la auto energía viene dada por
Σ(ω) ≈ c ω logω + dω , (1.21)
con c un número real mientras que d es un número complejo. Vemos entonces que el sistema
tiene excitaciones no masivas pero ahora la taza de decaimiento Γ de dichas excitaciones es
proporcional a ω en lugar de cuadrática como en el caso de líquidos de Landau-Fermi. Una
taza de decaimiento de orden ω es tan grande que una excitación decae antes de propagarse
lo suficientemente lejos (i.e. una longitud de onda) como para mostrar sus propiedades de
partícula. Como resultado, dicha excitación ya no puede ser tratada como quasipartícula.
En resumen, los metales extraños pueden ser sistemas con superficies de Fermi pero sin
quasipartículas. Dichos sistemas fueron estudiados por ejemplo en [13, 14, 15, 16, 17].
Si bajamos la temperatura entramos en la fase superconductora. Por el momento se
cree que la misma es del tipo d (el parámetro de orden parece ser un tensor de rango
dos), aunque al escaparse de la descripción de BCS poco es lo que se conoce al respecto. Un
aspecto interesante es que esta fase superconductora se encuentra vecina a una fase ordenada
magnéticamente, como puede ser un antiferromagneto. Esto significa que la competencia y
coexistencia de distintos órdenes tiene un rol crucial en la comprensión completa del diagrama
de fases de estos superconductores.
En esta tesis intentaremos abordar el tema de superfluidez desde el punto de vista de
AdS/CFT.
1.2. Ads/CFT
En esta sección se dará una breve introducción a la correspondencia AdS/CFT, sin inten-
tar justificarla desde un punto de vista fundamental (en ese sentido se recomienda [18, 19]).
En cambio, daremos las entradas básicas del diccionario y cuáles son los elementos mínimos
necesarios para buscar duales gravitatorios a sistemas de materia condensada.
1.2.1. AdS = CFT
La expresión efectiva mínima posible de AdS/CFT es que las teorías de gauge en el límite
de N grande en d dimensiones se corresponden con sistemas de gravedad clásica en d + 1
dimensiones. Esta dimensión extra parametriza la escala de energía de la teoría de campos,
permitiendo ver el flujo de renormalización de una manera geométrica.
Cuando se habla del enfoque wilsoniano de una teoría cuántica de campos, la teoría
está en general definida por un cut-off ultravioleta (UV) o por un punto fijo ultravioleta.
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Un punto fijo es el lugar más sencillo del diagrama de fases para comenzar a hablar de la
correspondencia AdS/CFT. En un punto fijo la teoría es invariante de escala. Por simplicidad
asumiremos z = 1 en (1.1). La dualidad para z arbitrario fue introducida en [20] y es aun
un tema activo de investigación.
La lógica de AdS/CFT nos sugiere buscar una métrica en una dimensión más que realice
de manera geométrica la simetría conforme de la teoría en un punto crítico. Siendo así, se
llega a la métrica de un espacio AdS
ds2 = L2
(
−r2dt2 + r2dx2i +
dr2
r2
)
(1.22)
que es solución de la teoría más simple de gravedad que uno pueda imaginar: relatividad
general con constante cosmológica negativa.
S =
∫
dd+1x
√−g
(
R +
d(d− 1)
L2
)
. (1.23)
Uno puede romper la invariancia de escala de esta métrica preservando rotaciones y tras-
laciones espacio temporales introduciendo factores de ennegrecimiento, que corresponderán
a la solución de agujero negro
ds2 = L2
(
−f(r)r2dt2 + r2dx2i +
dr2
f(r)r2
)
, (1.24)
con
f(r) = 1−
(r+
r
)d
. (1.25)
Esto corresponde a poner la teoría de campos dual a una temperatura finita dada por la
temperatura del agujero negro. Esta de obtiene del período de compactificación del tiempo
euclídeo, determinado al exigir regularidad cerca del horizonte de la correspondiente exten-
sión euclídea
i t ≡ τ = τ + 4pir+
d
. (1.26)
La temperatura de la teoría conforme dual será entonces
T =
d
4pir+
. (1.27)
Por el momento vimos cómo relacionar puntos críticos con espacios AdS y cómo poner
la teoría en un baño térmico. Para obtener más detalles al respecto a la fenomenología de la
CFT, debemos profundizar un poco más en las entradas del diccionario.
1.2.2. El diccionario
Una de las entradas más importantes del diccionario es que un operador O en la teoría de
campos se corresponde a un campo dinámico en el interior de la geometría (bulk), de manera
tal que
Zbulk[φ(~x, r →∞)→ φ0(~x)] = 〈e
∫
d4xφ0(~x)O(~x)〉F.T. , (1.28)
donde φ0 es la condición de contorno para el campo en el bulk. Para sacar información útil
de esta prescripción, vale la pena repasar el comportamiento genérico de los campos en AdS.
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Un campo de prueba en AdS se comportará cerca del borde como
φ(~x, r) ≈ φ+(~x)r∆+ + . . .+ φ−(~x)r∆− + . . . (1.29)
donde ∆± se corresponde con los dos posibles comportamientos de las dos soluciones lineal-
mente independientes de la ecuación de movimiento correspondiente a φ, que supondremos
de segundo orden. La prescripción (1.28) nos dice que φ+ corresponderá a la fuente del
operador dual mientras que φ− al valor de expectación.
Este no es más que un ejemplo esquemático del procedimiento. Por lo general, será
necesario añadir contratérminos a la acción, que aparecerán como términos de borde que
cancelen las eventuales divergencias (para detalles en este aspecto se recomienda ver [21]).
Por otro lado términos de borde pueden aparecer en casos en los que el principio variacional
no esté bien definido. Esto ocurre con campos de gravedad y campos fermiónicos [22, 24].
Ahora bien, ¾qué pasa si el campo dinámico φ(~x, r) tiene índices asociados? Los índices se
corresponderán con índices del operador en el borde. Así, tener escalares en el bulk significa
prender operadores escalares en el borde mientras que tener fermiones en el bulk significa
prender operadores fermiónicos en el borde. Los campos vectoriales en el bulk se corresponden
con corrientes en el borde.
Más aún, una simetría local en el bulk se traduce en la misma simetría pero global en
el borde. Esto último es sumamente importante a la hora de construir soluciones de grave-
dad que intenten representar fenómenos de materia condensada. Por lo general atacaremos
el análisis de un sistema à la Landau-Ginzburg, analizando las simetrías del sistema y de-
finiendo transiciones a fases con la simetría rota. En este contexto, mirar transiciones de
fase corresponderá a analizar la energía libre de soluciones con el mismo comportamiento
cerca del borde (ultravioleta de la teoría de campos) pero diferente comportamiento lejos
(infrarrojo de la teoría de campos).
Por otro lado, esta misma prescripción nos permite calcular funciones de n puntos. De
particular interés serán las funciones de 2 puntos. Los modos quasinormales (QNM) de un
agujero negro en AdS nos dan información de las quasipartículas viviendo en el borde. Así,
podemos estudiar las masas y relaciones de dispersión de las mismas y obtener observables
de una teoría cuyo lagrangiano desconocemos. En este mismo espíritu, correladores entre
gauge fields en el bulk se pueden relacionar con conductividades en el borde, a través de la
fórmula de Kubo explicada en la sección 1.1.3
Durante esta tesis se verán varios ejemplos donde se aplican todos estos conceptos.
1.2.3. Superfluidos holográficos
En los siguientes capítulos, veremos distintas realizaciones de superfluidos holográficos.
En esta sección se pretende dar una respuesta esquemática a la pregunta: ¾a qué nos referimos
cuando hablamos de superfluidos holográficos?
Un superfluido será para nosotros un sistema que rompe una simetría global U(1) de
manera espontánea al mover alguno de los parámetros del sistema. Traduciendo en el lenguaje
de AdS/CFT, los elementos mínimos serán:
Una geometría con un borde AdS.
Un campo de gauge U(1) en el bulk para tener simetría global U(1) en el borde.
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Un campo cargado bajo U(1) en el bulk que tenga soluciones normalizables en la geo-
metría para ciertos valores de los parámetros, que darán origen a valores de expectación
que romperán la simetría global U(1) en el borde.
No nos preocuparemos por tener lagrangianos consistentes con teorías de supergravedad
(SUGRA), sino que nuestro enfoque será buscar los modelos más simples que presenten este
tipo de fenomenología.
Comentario: Sobre remanentes de la simetría conforme, honestidad
en las notaciones y realización numérica.
A lo largo de esta tesis vamos a trabajar con distintos modelos de superfluidos holográ-
ficos. A lo largo de la misma la notación irá mutando, así como cambia de publicación en
publicación. Este apartado aparece acá con la intención de dar guía a través del promiscuo
universo de las notaciones, explicando las verdades físicas y matemáticas que se esconden
detrás.
Lo primero que debemos notar es que en una teoría invariante de escalas a temperatura
finita y en equilibrio no hay otra escala con la cual podemos comparar la temperatura. Por
este motivo, todas las temperaturas diferentes de cero deberían ser equivalentes. Este hecho
se ve reflejado en la métrica de Schwarchild-AdS (1.22): el escaleo (r, t, xi) → r+(r, t, xi)
elimina a r+ de la métrica. En una teoría invariante de escala sólo hay dos temperaturas
distinas: cero y no-cero.
Una estructura que suele emerger en sistemas de materia condensada es la simetría U(1).
Esto se puede realizar en el bulk agregando campos de gauge al lagrangiano de materia.
Cambiando las condiciones de contorno, podemos ahora obtener nuevas soluciones de nuestra
teoría correspondientes a agujeros negros con carga. En la teoría del borde esto corresponde
a agregar potencial químico y densidad de carga finitos. Desde el punto de vista lúdico, ahora
tenemos una perilla que mover y nuestro diagrama de fases va a dejar de ser dos puntos (T =
0, T 6= 0) para agregar ahora todas los posibles potenciales químicos o densidades de carga,
dependiendo de si trabajamos en el ensamble gran canónico o canónico respectivamente.
A lo largo de esta tesis vamos a trabajar a temperatura finita en el ensamble gran canónico
fijando el potencial químico físico a uno. Esto equivale a medir todo en unidades del potencial
químico al cual sometemos la teoría, ya que básicamente la magnitud relevante es ahora el
cociente de la temperatura y el potencial químico T/µ.
A la hora de integrar ecuaciones de movimiento sin embargo, lo más cómodo será dejar
la posición del horizonte fija. Siendo así, para obtener soluciones a distintos T/µ moveremos
la carga del agujero negro. Para volver a nuestro sistema físico a µ = 1 reescalaremos todas
las magnitudes que deseemos graficar usando las correspondientes potencias de µ.
Ahora sí, procedemos a hablar en detalle de los superfluidos holográficos.
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Capítulo 2
Superfluidos holográficos
2.1. Superfluidos tipo s
En esta sección explicaremos el modelo primero y más sencillo de un superfluido ho-
lográficos, introducido en [27]1. La idea del trabajo original era ver si un modelo mínimo
podía reproducir aunque sea algunos aspectos de la fenomenología de superconductores no
convencionales.
¾Por qué superconductores no convencionales? BCS parece ser un buen modelo micros-
cópico para la gran mayoría de los superconductores. Sin embargo los superconductores de
alta temperatura crítica parecen escaparse a esta descripción. De hecho, todavía no se sabe
cuál es el mecanismo que produce el apareamiento en estos materiales, y se duda de que
un líquido de Fermi sea una buena descripción para su fase normal. En este contexto, qui-
zás AdS/CFT pueda describir líquidos duales lo suficientemente extraños como para poder
describir superconductores no convencionales.
En muchos de estos materiales, como los cupratos, gran parte de la física vive en 2 + 1
dimensiones. Por eso se trabajará con espacios asintóticamente AdS4. Se agregará tempera-
tura a la teoría dual mediante un agujero negro, una simetría global U(1) a través de un
campo de gauge y un campo escalar cargado que esperaremos que condense. Para reproducir
cualitativamente el diagrama de fases de superconductores, esperamos que aparezcan solu-
ciones normalizables para el escalar sólo a temperaturas por debajo de cierta temperatura
crítica Tc.
2.1.1. El modelo: Operadores cargados que condensan
Empezamos con la métrica del agujero negro de Schwarzschild en AdS
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2
(
dx2 + dy2
)
, (2.1)
donde
f =
r2
L2
− M
r
, (2.2)
1La diferencia entre un superconductor y un superfluido proviene de lo siguiente: en ambos se produce
la ruptura espontanea de una simetría pero en el primer caso esta es una simetría local mientras que en el
segundo caso es global. En esta tesis vamos a usar indiferentemente una y otra palabra, aunque técnicamente
siempre nos refiramos a superfluidos, ya que la simetrías en el borde son globales.
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L es el radio de AdS y M determina la temperatura de Hawking del agujero negro:
T =
3M1/3
4piL4/3
. (2.3)
Este agujero negro es 3+1 dimensional, y va a ser dual a una teoría en 2+1 dimensiones. En
esta geometría, considérese ahora un campo de Maxwell y un escalar cargado, con densidad
lagrangiana
L = −1
4
F abFab − V (|Ψ|)− |∂Ψ− iAΨ|2 . (2.4)
Por simplicidad, nos concentraremos en el caso
V (|Ψ|) = −2|Ψ|
2
L2
. (2.5)
Aunque la masa al cuadrado es negativa, esta elección no produce una inestabilidad, ya que
está por arriba de la cota de Breitenlohner-Freedman. Vale aclarar que vamos a trabajar en
un límite en el que los campos de Maxwell ni el escalar afectan la métrica.
Tomando un ansatz con simetría planar, Ψ = ψ(r) y real y At = φ(r) obtenemos las
ecuaciones de movimiento
ψ′′ +
(
f ′
f
+
2
r
)
ψ′ +
φ2
f 2
ψ +
2
L2f
ψ = 0 (2.6)
φ′′ +
2
r
φ′ − 2ψ
2
f
φ = 0 . (2.7)
En el horizonte r = r0 para que φdt esté bien definido tenemos que pedir φ(r0) = 0 y la
ecuación (2.5) implica que ψ′ = −2ψ/3r0. Entonces, tenemos una familia de dos parámetros
de soluciones regulares en el horizonte. En el infinito, estas soluciones se comportan según
ψ =
ψ(1)
r
+
ψ(2)
r2
+ . . . , (2.8)
φ = µ− ρ
r
+ . . . . (2.9)
Para ψ, los dos decaimientos son normalizables, así que podemos imponer como condición
de borde que cualquiera de los dos se anule. Por simplicidad diremos que ψ(1) es la fuente y
pediremos entonces que sea el coeficiente que se anule. Luego de imponer esa condición de
borde, nos queda una familia de soluciones que depende sólo de un parámetro.
Las propiedades de la teoría de campos dual se pueden leer del comportamiento asintótico
de la solución. Por ejemplo, µ será el potencial químico mientras que ρ será la densidad de
carga. El condensado del operador escalar O en la teoría de campos dual al campo ψ vendrá
dado por
〈O2〉 =
√
2ψ(2) . (2.10)
A partir de ahora trabajaremos en unidades en las que el radio de AdS es L = 1. Recuérdese
que T tiene dimensiones de masa, así que O2/T 2 y ρ/T 2 serán cantidades adimensionales.
Siempre trabajaremos en términos de estas, ya que son las que reproducen la física relevante,
dejando de lado escaleos.
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Figura 2.1: Condensado adimensionalizado en función de la temperatura adimensionalizada.
Una solución exacta de las ecuaciones de movimiento es ψ = 0 y φ = µ − ρ/r. Parece
difícil encontrar otra solución analítica de las ecuaciones de movimiento, pero es inmediato
integrarlas numéricamente. Como se ve en la figura 2.1.1 para que dichas soluciones existan,
se debe estar a una temperatura lo suficientemente baja.
La figura muestra un condensado con un comportamiento similar al de BCS y al de
muchos materiales, donde el condensado va a una constante a temperaturas bajas. Más aun,
un ajuste cerca de la temperatura crítica muestra un comportamiento del tipo
〈O2〉 ≈ (T − Tc)1/2 . (2.11)
El exponente crítico 1/2 se corresponde con el valor universal de campo medio, donde las
correcciones por loops estarían suprimidas por ser una teoría a N (rango del grupo de gauge)
grande. Más aún, transiciones de fase con rotura de simetrías continuas a temperatura finita
son solo posibles en 2 + 1 dimensiones si consideramos N grande, donde las fluctuaciones
están suprimidas. Estas transiciones van a convertirse en crossovers a N finito.
En resumen, para cierta T < Tc, aparecen soluciones con condensado que rompen la
simetría U(1). Es de esperar que esta rotura de simetría implique superconductividad y es
en efecto lo que sucede. Sin embargo dejaremos este análisis recién para el capítulo 4, donde
se tratarán en un modelo más general. Ahora pasaremos a explicar el rol de las impurezas en
este tipo de superconductores, y cómo alteran las mismas el comportamiento del condensado
y la densidad de carga.
2.2. Un superconductor holográfico sucio
Yo no se si podré dominar la morbosa tentación de saber más y más de lo
que nunca quise saber.
Bola de Nieve
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En esta sección implementaremos los efectos del ruido en superconductores holográficos
mediante la introducción de un potencial químico aleatorio en el borde. Consideramos va-
rias realizaciones del ruido y encontramos que la temperatura crítica Tc aumenta. También
presentamos evidencia para una forma precisa de renormalización en este sistema. Es decir,
cuando el potencial químico está caracterizado por un espectro de potencias k−2α encontra-
mos que el espectro para el condensado y la densidad de carga están precisa y universalmente
gobernados por funciones lineales de α.
2.2.1. Introducción
El desorden es un paradigma fundamental en física de materia condensada ya que provee
un importante paso alejándose de los sistemas limpios y hacia los sistemas más reales [31].
Debido a las dificultades técnicas intrínsecas involucradas, el estudio de la relación entre
desorden e interacciones en sistemas cuánticos de muchos cuerpos vio poco progreso desde
el punto de vista teórico. Sin embargo, recientemente en el contexto de conductores desorde-
nados, Basko, Aleiner and Altshuler dieron un paso formidable en esta dirección presentado
evidencias a favor de una fase delocalizada, basada en un análisis perturbativo en la inter-
acción electrón-electrón a todo orden [32]. Trabajos posteriores (ver [33, 34, 36, 35] y sus
referencias) confirmaron y afilaron la idea de la existencia de una transición de fases que
separa los límites débil y fuertemente interactuantes en sistemas de electrones.
La correspondencia AdS/CFT provee un marco de trabajo natural para describir sistemas
fuertemente acoplados. Es natural entonces estudiar la relación entre desorden e interacciones
en este contexto. De hecho, han habido discusiones en este sentido: [37, 38, 39, 40, 41, 42].
En este capítulo sin embargo, seguimos el método más directo de acoplar la teoría a un
operador cuya fuente tiene una dependencia espacial explícita. Básicamente traducimos el
típico protocolo de acción condmatero [31] al contexto de AdS/CFT.
Una aplicación particularmente importante del desorden es en contexto de supercon-
ductores suscios que tienen una rica historia en el contexto de materia condensada desde
los tiempos del trabajo pionero de Anderson en 1959 [44]. Por muchos años el teorema de
Anderson, que dice que la superconductividad es insensible a perturbaciones que preservan
reversión temporal (rotura de pares), proveyó la intuición principal. Críticas al argumento
de Anderson surgieron por ejemplo en [46, 47, 45] donde los efectos de localización fuerte
fueron considerados. De manera más general, la pregunta sobre el rol de las interacciones, en
particular, en particular la interacción de Coulomb no puede darse por entendida. Teniendo
en cuenta esta situación, vale la pena considerar otro punto de vista, donde el problema
pueda ser atacado en detalle.
La correspondencia AdS/CFT provee un campo de juego perfecto para el estudio de
desorden en un superconductor donde la interacción es grande. Esto es precisamente lo que
hacemos en esta sección, permitiendo que el potencial químico sea ahora una función aleatoria
con cierta dependencia espacial.
Nos concentraremos en dos aspectos. El primero y más intuitivo, es el efecto del desorden
en la temperatura crítica. El segundo aspecto es el estudio de cierta universalidad del espectro
de potencias del condensado y la densidad de carga como funciones del espectro de potencias
de la señal que define el ruido. Es decir, para una dada señal ruidosa aleatoria con espectro
k−2α estudiamos el espectro de potencias del condensado k−2∆(α) y de la densidad de carga
k−2Γ(α) y reportamos un comportamiento interesante. Interpretamos este resultado como una
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forma particular de renormalización.
2.2.2. Superconductor holográfico sucio
Para construir un superconductor ruidoso s-wave en 2+1 dimensiones empezamos con
la acción introducida originalmente en [27, 28] y explicada en la sección anterior. Es decir,
Consideramos la dinámica de un escalar y un campo de Maxwell
S =
∫
d4x
√−g
(
−1
4
Fab F
ab − (DµΨ)(DµΨ)† −m2Ψ†Ψ
)
. (2.12)
en la métrica fija de Schwarzschild-AdS
ds2 =
1
z2
(
−f(z)dt2 + dz
2
f(z)
+ dx2 + dy2
)
,
f(z) = 1− z3 , (2.13)
donde pusimos el radio de AdS, L = 1, y el horizonte en zh = 1. Estamos usando ahora como
coordenada de AdS z = 1/r. Consideremos ahora el siguiente Ansatz (consistente) para los
campos de materia:
Ψ(x, z) = ψ(x, z) , ψ(x, z) ∈ R , (2.14)
A = φ(x, z) dt . (2.15)
Las ecuaciones de movimiento resultantes quedan
∂2zφ+
1
f
∂2xφ−
2ψ2
z2 f
φ = 0 , (2.16)
∂2zψ +
1
f
∂2xψ +
(
f ′
f
− 2
z
)
∂zψ +
1
f 2
(
φ2 − m
2 f
z2
)
ψ = 0 .
(2.17)
En lo que sigue, vamos a considerar un escalar con m2 = −2, que se corresponde con un
operador dual de dimensión 2.
Estudiemos ahora el comportamiento asintótico UV de las ecuaciones (2.16), (2.17). Cerca
de z = 0 la solución viene dada por
φ(x, z) = µ(x) + ρ(x) z + φ(2)(x) z2 + o(z3) , (2.18)
ψ(x, z) = ψ(1)(x) z + ψ(2)(x) z2 + o(z3) , (2.19)
donde µ(x) y ρ(x) corresponden al potencial químico y densidad de carga respectivamente.
Las funciones ψ(1)(x) y ψ(2)(x) están identificadas a través de la dualidad con la fuente y el
VEV de un operador de dimensión 2. Los términos a orden más altos en esta expansión a z
pequeño se pueden escribir en términos de µ(x), ρ(x), ψ(1)(x) y ψ(2)(x). En el IR, requerir
regularidad implica que At es nulo en el horizonte z = 1. Entonces debemos considerar una
expansión de la forma
φ(x, z) = (1− z)φ(1)h (x) + (1− z)2 φ(2)h (x) + . . . ,
ψ(x, z) = ψ
(0)
h (x) + (1− z)ψ(1)h (x) + (1− z)2 ψ(2)h (x) + . . . ,
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donde los puntos suspensivos representan los términos de orden superior.
Redefiniendo el escalar
χ(x, z) =
1− z
z
ψ(x, z) , (2.20)
llegamos a las condiciones de contorno
χ(x, 0) = 0, φ(x, 0) = µ(x) , UV z → 0 ,
χ(x, 1) = 0 , φ(x, 1) = 0 , IR z → 1 . (2.21)
Esta elección de condiciones de contorno se corresponde con la rotura espontánea de la
simetría U(1) con parámetro de orden 〈O〉 ∝ ψ(2)(x). De ahora en adelante, por lo que
resta de este capítulo vamos a usar los 〈. . . 〉 asociados a O exclusivamente para hablar de
promedios con respecto a x.
2.2.3. Introduciendo el desorden
Estamos interesados en resolver el sistema definido poe las ecuaciones (2.16) y (2.17) en
presencia de desorden. Vamos a tomar la siguiente forma para el potencial químico
µ(x) = µ0 + 
k∗∑
k=k0
√
Sk cos(k x+ δk) =
= µ0 + 
k∗∑
k=k0
1
kα
cos(k x+ δk) , (2.22)
donde δk es una fase aleatoria para cada k y Sk es el espectro de potencias. Salvo que se diga
lo contrario, vamos a considerar α = 1. Esto significa que nuestro ruido será continuo pero
sin derivadas. Discretizamos el espacio y consideramos condiciones de borde periódicas en la
dirección x, lo que conduce a considerar k con valores
kn =
2pi n
L
con 1 ≤ n ≤ L
a
− 1 , (2.23)
donde L es el largo en la dirección x de nuestro espacio cilíndrico, y a es el espaciado de
la red en x. Nótese que hay una escala IR k0 y una UV k∗. En el límite de un número
grande de modos, la ecuación (2.22) tiende a una función aleatoria distribuida de manera
gaussiana; nótese también que el exponente asociado a 1/k determina las propiedades de
diferenciabilidad de µ(x).
Los resultados en esta sección fueron presentados en [25].
Resolvemos el sistema definido por las ecuaciones (2.16) y (2.17) con las condiciones
de contorno (2.21) usando una discretización de Rune de segundo orden. La mayoría de
las simulaciones fueron hechas de manera independiente en Mathematica y en Python. Las
últimas fueron corridas en el University of Michigan Flux cluster. Un resultado típico contiene
una red de 100×100 puntos pero hemos llegado hasta 200×200 para controlar cuestiones de
convergencia y optimización. Usamos un algoritmo de relajación para obtener las soluciones
y una medida L2 para la convergencia (definida como la integración de la distancia entre la
solución a dos pasos del proceso de relajación distintos), que en la mayoría de los casos llegó
a 10−16. Como fuente del desorden utilizamos µ(x) dado por (2.22).
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▲❛ ❡❝❛❧❛✐♥✈♦❧✉❝❛❞❛ ❡♥❡❧♣♦❜❧❡♠❛ ♦♥✿❡❧ ❛❞✐♦❞❡❆❞❙R✱❧❛❡♠♣❡❛✉❛❞❡❧
❛❣✉❥❡♦♥❡❣♦zh✱❡❧♣♦❡♥❝✐❛❧ ✉♠✐❝♦♣♦♠❡❞✐♦µ0②❡❧❛♠❛♦❞❡❧✐❡♠❛k0✳ ❛❛✉♥❛
❡❛❧✐③❛❝✐♥❞❡❧ ✉✐❞♦❝❛❛❝❡✐③❛❞❛♣♦❧❛❡❝✉❛❝✐♥✭✷✳✷✷✮❝❛❛❝❡✐③❛♠♦❧❛✐♥❡♥✐❞❛❞❞❡❧
❞❡♦❞❡♥♠❡❞✐❛♥❡❧❛✐♥♦❞✉❝❝✐♥❞❡❧♣❛ ♠❡ ♦w❝♦♠♦ = 25µ0(w/10)✱❞♦♥❞❡w=0❝♦❡♣♦♥❞❡❛❧❝❛♦❤♦♠♦❣♥❡♦②w=10❛❧♠①✐♠♦ max = 25µ0✳❊❧❡❣✐♠♦❡❡♠①✐♠♦♣✐❞✐❡♥❞♦ ✉❡µ(x)❡❛♣♦✐✐✈♦②❛✉❡♥♦ ❡♥❡♠♦✉♥❛✐♥❡♣❡❛❝✐♥❝❧❛❛♣❛❛✉♥✉✐❞♦
✉❡❤❛❣❛❧❛ ❞✐♣❡ ✐♦♥❡♠ ❣❛♥❞❡ ✉❡❧❛ ♠❡❞✐❛✳❈♦♥❡❛❡❧❡❝❝✐♥❞❡♣❛ ♠❡ ♦
♥♦ ✉❡❞❛♠♦❜ ✐❝❛♠❡♥❡❝♦♥❞♦❡❝❛❧❛ ✉❡❞❡✜♥✐ ♥❡❧❡♣❛❝✐♦❞❡❢❛❡✱❧❛❡♠♣❡❛✉❛
❛❞✐♠❡♥✐♦♥❛❧✐③❛❞❛T/µ0②❧❛✐♥❡♥✐❞❛❞❞❡❧✉✐❞♦w✳
✷✳✷✳✹✳ ❘❡✉❧❛❞♦
❯♥❛♠❛♥❡❛✐♥✉✐✐✈❛❞❡❡✉♠✐♥✉❡ ♦ ❡✉❧❛❞♦✈✐❡♥❡❞❛❞❛♣♦❧❛✜❣✉❛✭✷✳✷✮❞♦♥✲
❞❡ ❡❣✐ ❛♠♦❡❧✈❛❧♦❛❞✐♠❡♥✐♦♥❛❧✐③❛❞♦❞❡❧❝♦♥❞❡♥❛❞♦O/µ2❝♦♠♦❢✉♥❝✐♥❞❡❧ ✉✐❞♦
❛❞✐♠❡♥✐♦♥❛❧w✳❆❝ ... ✐❣♥✐✜❝❛♣♦♠❡❞✐❛❡♥x✳❯♥❛❝✉❡✐♥❝❧❛✈❡❞❡❡ ❛❋✐❣✉❛❡
❡❧❤❡❝❤♦❞❡ ✉❡❧❛♣❡❡♥❝✐❛❞❡✉✐❞♦♣♦❞✉❝❡❧❛❡①✐❡♥❝✐❛❞❡❝♦♥❞❡♥❛❞♦♣❛❛✈❛❧♦❡
❞❡❧♣♦❡♥❝✐❛❧ ✉♠✐❝♦♣❛❛❧♦❝✉❛❧❡♥♦❤❛❜❛❝♦♥❞❡♥❛❞♦❛w=0✳▲❛✜❣✉❛✭✷✳✷✮❢✉❡
❤❡❝❤❛❝♦♥✐❞❡❛♥❞♦✉♥❛❡❛❧✐③❛❝✐♥❞❡❧ ✉✐❞♦✳❊♣❡❛♠♦ ✉❡❧♦ ❡✉❧❛❞♦ ❡❛♥❡❛❜❧❡
❛❧❝♦♥✐❞❡❛ ✈❛✐❛ ❡❛❧✐③❛❝✐♦♥❡✱②❛✉❡❤❡♠♦ ❝♦♦❜♦❛❞♦ ✉❡❧❛ ❜❛ ❛ ❞❡❡ ♦ ♦♥
❧♦✉✜❝✐❡♥❡♠❡♥❡♣❡✉❡❛✳❊❡✐♥❝❡♠❡♥♦❞❡❧❛✉♣❡❝♦♥❞✉❝✐✈✐❞❛❞❡✉♥♦❞❡♥✉❡ ♦
♣✐♥❝✐♣❛❧❡ ❡✉❧❛❞♦✳
❋✐❣✉❛✷✳✷✿ ♦♠❡❞✐♦❞❡❧❝♦♥❞❡♥❛❞♦❝♦♠♦❢✉♥❝✐♥❞❡❧❛❛♠♣❧✐✉❞❞❡❧❞❡♦❞❡♥✉❛♥❞♦
k0=1✳❊❧✈❛❧♦❞❡❧❝♦♥❞❡♥❛❞♦❝❡❝❡❛❧❝❡❝❡❧❛❛♠♣❧✐✉❞❞❡❧❞❡♦❞❡♥✱w✳
❊♥✉♥❣ ✜❝♦ ❡♣❛❛❞♦❡✉❞✐❛♠♦ ♦❝❛♠ ❞❡❛❧❡❡❧✐♥❝❡♠❡♥♦❞❡Tc❛♠❡❞✐❞❛ ✉❡
✐♥❝❡♠❡♥❛♠♦❧❡✉✐❞♦w✳❊❞❡❝✐✱❡❧❡❣✐♠♦✉♥✈❛❧♦✭25%❞❡❧♠①✐♠♦✮♣❛❛❡❧❝✉❛❧❝♦♥✲
✐❞❡❛♠♦ ✉❡❡❧❝♦♥❞❡♥❛❞♦❡ ❝❧❛❛♠❡♥❡❞✐❢❡❡♥❡❞❡❝❡♦②❡♥❝♦♥❛♠♦ ❡❧✈❛❧♦♠
♣❡✉❡♦❞❡❧♣♦❡♥❝✐❛❧ ✉♠✐❝♦♣♦♠❡❞✐❛❞♦♣❛❛❡❧❝✉❛❧w❧❡✈❛❛✉♥❝♦♥❞❡♥❛❞♦♥♦♥✉❧♦✳
✷✸
▲♦ ❡❛❧❛❞♦❛♣❛❡❝❡♥❡♥❧❛✜❣✉❛✷✳✸✉❡❡♣❡❡♥❛♥✉❡ ❛✈❡✐♦♥❞❡❧❞✐❛❣❛♠❛❞❡❢❛❡
♣❡❡♥❛❞♦♣♦ ❡❥❡♠♣❧♦❡♥❬✹✾❪♣❛❛✈❡❞❛❞❡♦ ✉♣❡❝♦♥❞✉❝♦❡s✲✇❛✈❡✳❈♦♠♣❛❛❡♠♦
❜❡✈❡♠❡♥❡♥✉❡ ♦ ❡✉❧❛❞♦❝♦♥❧❛❧✐❡❛✉❛❡♥❧❛❝♦♥❝❧✉✐♦♥❡✳
◆♦❛♠♦ ✉❡❡❧♣❛ ♠❡ ♦k0❛❢❡❝❛❧♦ ❡✉❧❛❞♦♥✉♠ ✐❝❛♠❡♥❡✳❘❡❝✉❞❡❡ ✉❡❧❛
❡❝❛❧❛k0❡ ❡❧❛❝✐♦♥❛❞❛❝♦♥❧❛❝♦♠♣❛❝✐✜❝❛❝✐♥❞❡❧❛❝♦♦❞❡♥❛❞❛x✳▲♦✉❡✐♠♣♦ ❛❛❧
✜♥❛❧❡ ❧❛❡❧❛❝✐♥❝♦♥ ❡♣❡❝♦❛L❡❧❛♥❣♦❞❡❧❛❝♦♦❞❡♥❛❞❛z ✉❡❡ ✜❥♦❛✉♥♦✳▲❛
✐♠✉❧❛❝✐♦♥❡✉❛❞❛♣❛❛❣❡♥❡❛❧❛✜❣✉❛✷✳✷②✷✳✸✉❛♦♥k0=1✳ ♦❡❥❡♠♣❧♦✱♦♠❛
k0=2π✱❧❡✈❛❛✉♥✐♥❝❡♠❡♥♦♠ ♠♦❞❡ ♦❞❡❧✈❛❧♦❞❡❧❝♦♥❞❡♥❛❞♦✳
❋✐❣✉❛✷✳✸✿❉✐❛❣❛♠❛❞❡❢❛❡✱❞❡♣❡♥❞❡♥❝✐❛❞❡❧❛❡♠♣❡❛✉❛❝ ✐❝❛❝♦♥❧❛❛♠♣❧✐✉❞❞❡❧
❞❡♦❞❡♥✳
❯♥ ❡✉❧❛❞♦❜❛❛♥❡❣❡♥✐❝♦❡ ✉❡❝♦♥♣♦❡♥❝✐❛❧❡ ✉♠✐❝♦ ♠✉②❞✐❝♦♥✐♥✉♦❡♥❡❧
❜♦❞❡✱❡♥❝♦♥❛♠♦❞❡♣❡♥❞❡♥❝✐❛❡♥x❜❛ ❛♥❡✉❛✈❡♣❛❛❡❧❝♦♥❞❡♥❛❞♦✳❯♥❣ ✜❝♦ ♣✐❝♦
❞❡µ(x)②✉O(x)❝♦❡♣♦♥❞✐❡♥❡❡ ♥❡♣❡❡♥❛❞♦❡♥❧❛✜❣✉❛✭✷✳✹✮✳ ♦♦♦❧❛❞♦✱❧♦
❝♦♥❛✐♦♦❝✉❡♣❛❛❧❛❞❡♥✐❞❛❞❞❡❝❛❣❛✳❯♥♣♦❡♥❝✐❛❧ ✉♠✐❝♦ ✉✐❞♦♦❡ ❛❞✉❝✐ ❡♥
✉♥❛❞❡♥✐❞❛❞❞❡❝❛❣❛❛♥♠ ✉✐❞♦❛✳❯♥❛❢♦♠❛ ♣✐❝❛❞❡µ(x)②✉❝♦ ❡♣♦♥❞✐❡♥❡ρ(x)
❛♣❛❡❝❡♥❡♥❧❛✜❣✉❛✷✳✺✳
❊ ❡✐♣♦❞❡✉❛✈✐③❛❝✐♥✴❡♥✉✐❞✐③❛❝✐♥♥♦❤❛❜❧❛❞❡❛❧❣♥✐♣♦❞❡❡♥♦♠❛❧✐③❛❝✐ ♥✳ ❛✲
❛❝❛❛❝❡✐③❛❡❛❡♥♦♠❛❧✐③❛❝✐ ♥❞❡♠❛♥❡❛❝✉❛♥✐❛✐✈❛❝♦♥✐❞❡❛♠♦✉♥✉✐❞♦❞❡❧✐♣♦
✭✷✳✷✷✮♣❡♦♦♠❛♥❞♦❛❤♦❛❞✐❢❡❡♥❡✈❛❧♦❡♣❛❛α✳▲❛❡❧❡❝❝✐♥❞❡❡ ❡♣❛ ♠❡ ♦α❞❡❡✲
♠✐♥❛❡❧❣❛❞♦❞❡❞✐❢❡❡♥❝✐❛❜✐❧✐❞❛❞❞❡❧♣❡✜❧✐♥✐❝✐❛❧✳ ❛❛❤❛❝❡❡♦♠ ❝❧❛♦✱❝♦♥✐❞❡❡♠♦
❡❧❡♣❡❝ ♦❞❡♣♦❡♥❝✐❛❞❡µ(x)✉❡❡ ❡❡♥❝✐❛❧♠❡♥❡♣♦♣♦❝✐♦♥❛❧❛k−2α❀❛♠❜✐♥❝♦♥✐✲
❞❡❡♠♦❡❧❡♣❡❝ ♦❞❡❧❝♦♥❞❡♥❛❞♦O(x)✉❡❛♣♦①✐♠❛❡♠♦❝♦♠♦k−2∆(α)❀✐♠✐❧❛♠❡♥❡✱
❛♣♦①✐♠❛♠♦ ❡❧❡♣❡❝ ♦❞❡♣♦❡♥❝✐❛❞❡❧❛❞❡♥✐❞❛❞❞❡❝❛❣❛ρ(x)❝♦♠♦k−2Γ(α)✳❆❜❛❥♦
♣❡❡♥❛♠♦❡❧❣✜❝♦♣❛❛∆②Γ✈❡✉α♣❛❛✉♥❛♠♣❧✐♦❛♥❣♦❞❡✈❛❧♦❡✳▲❛❜❛ ❛❞❡
❡♦❢✉❡♦♥❝❛❧❝✉❧❛❞❛❝♦♥✐❞❡❛♥❞♦✈❛✐❛ ❡❛❧✐③❛❝✐♦♥❡❞❡❧♠✐♠♦ ✉✐❞♦✳
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parámetro de orden. Por ejemplo, confirmamos un comportamiento similar para m2 = 0.
Esta universalidad del RG es una de las principales observaciones de nuestro trabajo y
su origen parece estar en la naturaleza fuertemente acoplada del problema. La intuición a
acoplamiento débil nos dice que ∆ debería ser bien aproximada por la dimensión conforme
del parámetro de orden, pero acá corroboramos que no es el caso.
También es importante señalar que este comportamiento no depende de ninguno de los
parámetros libres de la teoría, i.e. k0, µ0 o . Esto significa que podemos rehacer (2.6) para
la densidad de carga en la fase normal. Este caso particular es interesante, ya que la teoría
se vuelve lineal y podemos separar variables. Siendo ese el caso, podemos recomputar el
espectro de potencias usando ahora un simple comando NDSolve de Mathematica. En este
caso tenemos Γ = −1,75+1,0α, que está de acuerdo con el resultado presentado en la figura
(2.6) donde las ecuaciones fueron integradas a través de un método de relajación.
2.2.5. Conclusiones
En esta sección reportamos dos interesantes descubrimientos: (i) La temperatura crítica
de superconductores holográficos incrementa a medida que se incrementa el nivel de ruido
(ii) Es espectro de potencias del condensado y de la densidad de cargas está gobernado por
relaciones bastante universales que dependen del espectro de potencias de la señal original.
Comparemos cuidadosamente nuestros resultados con la situación en materia condensa-
da. En la literatura de materia condensada algunos resultados apuntan a una caída de la
temperatura crítica Tc a medida que el desorden se hace más fuerte [46], [49]. Otros resultados
en cambio a apuntan a un incremento de Tc [53]. El rol preciso de las interacciones en estos
estudios es difícil de determinar. Nuestros resultados claramente apuntan a un incremento
de Tc pero debemos advertir al lector que el rol de las interacciones en nuestro caso es central
y una comparación directa con otros estudios teóricos en materia condensada requeriría una
considerable cantidad de trabajo, como el caso de [32] para conductores sucios, esto es, un
trabajo que permita sumar las interacciones electrón electrón a todo orden.
Vale la pena señalar que otras discusiones hológrafas, que podrían se consideradas pre-
cursoras técnicas de nuestro trabajo en el sentido de que resuelven versiones simplificadas
de nuestro sistema, parecen apuntar a un incremento de Tc. Por ejemplo, [54] consideró una
fuente dependiente del tiempo que lleva en cierto rango de frecuencias a un incremento de
Tc, ver sin embargo [55] (también [56]). Potenciales químicos espacialmente modulados con-
siderados, por ejemplo, en [51], [57] (ver también [58]) señalan en cambio una reducción de
Tc.
La universalidad del resultado k−α 7→ (k−∆(α), k−Γ(α)) para el parámetro de orden y la
densidad de carga parecen ser algo propio de las ecuaciones de gravedad. También dijimos que
este resultado es independiente de la masa del escalar considerado. Una conclusión inmediata
e intrigante es que el operador responsable del RG no es aquel al cual el condensado se acopla.
Esta universalidad es interesante en el marco de AdS/CFT y merece mayor investigación.
El incremento de Tc con el tamaño del ruido en superconductores holográficos merece
también mayor atención. Podría ser acaso una predicción de superconductividad holográfi-
ca. Sería particularmente interesante considerar otros tipos de superconductores (como por
ejemplo, p-wave [29]), y llevar un análisis similar en ese caso. Dejamos esto para futuras
investigaciones.
En esta sección nos concentramos en el comportamiento del condensado y la densidad
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de carga promediados en x. Parece haber una rica estructura en la dependencia en x de
dichas cantidades (ver figuras (2.4) y (2.5)). En particular, el condensado parece mostrar
potenciales islas de superconductividad. Sería interesante estudiar la aparición de dichas islas
y también el efecto de diferentes ruidos en la conductividad (ver [59]). Esperamos atender
dichas cuestiones en futuras publicaciones.
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Capítulo 3
Superconductores tipo p
The guide is definitive. Reality is frequently inaccurate.
Douglas Adams
En este capítulo se analizará la deformación de la geometría del espacio-tiempo dual a un
superconductor tipo p en 2+1 dimensiones [29] (véase [66, 67] para un tratamiento similar
en 3+1 dimensiones). En el camino se reproducirá la deformación del dual gravitatorio al
superconductor tipo p+ ip estudiado en [26]. También se usará la prescripción dada en [62,
65, 68] para calcular la entropía de entrelazamiento desde el punto de vista holográfico para
ambos duales gravitatorios. Cálculos similares de la entropía de entrelazamiento en pueden
encontrarse en [69, 70, 71, 72]. Este capítulo fue presentado en la tesis [61] y originalmente
en [60].
La superconductividad tipo p es una fase de la materia que se produce cuando los elec-
trones con momento angular relativo j = 1 condensan formando pares de Cooper. En otras
palabras, existe un vector cargado ante una simetría U(1) que condensa. Este tipo de super-
conductores se originan a partir de electrones fuertemente correlacionados y por lo tanto la
utilización de la teoría de Bardeen, Cooper y Schrieffer (BCS) no es la manera correcta de
describir su dinámica microscópica. Este fenómeno es un desafío para la física teórica que,
debido a la propiedad fundamental de la conjetura de describir teorías de campos fuertemen-
te acopladas, puede ser estudiado a partir de su dual gravitatorio. Se introducirán ahora los
ingredientes mínimos necesarios para reproducir la dinámica del superconductor. Este tipo
de enfoque nos permite reproducir las propiedades del sistema de materia condensada sin
explicar su origen microscópico.
En los trabajos [73, 74, 75, 76, 77, 78] fueron estudiados superconductores tipo p a partir
de una teoría de cuerdas dual. Los mínimos ingredientes necesarios en la teoría gravitatoria
para tener temperatura finita, potencial químico y ruptura espontánea de simetría (SSB)
son: una geometría de agujero negro y un campo de gauge no Abeliano [79]. Las soluciones a
ser consideradas son geometrías asintóticamente AdS con un campo de gauge SU(2). La SSB
se realiza mediante una condición asintótica no trivial (pelo) sobre este campo de gauge. El
potencial químico y la SSB provienen de prender dos direcciones independientes dentro del
grupo de gauge no Abeliano. La ruptura espontánea de simetría ocurre en el lado gravitatorio
a través de la formación de un condensado fuera del horizonte.
La entropía de entrelazamiento (EE) entre un subsistema A y su complemento B está
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definida por la entropía de von Neumann
SA = −TrA(ρA ln ρA). (3.1)
Aquí ρA = TrB(ρ) es la matriz densidad obtenida de tomar la traza sobre los grados de
libertad del subsistema B en la matrix densidad del sistema completo ρ. Inogenuamente SA
mide la cantidad de información que está oculta dentro de B cuando subdividimos el sistema.
Desde el punto de vista de la teoría de gravedad la EE fue conjeturada [62] proporcional
al valor del área mínima para una superficie, γA, en el bul cuyo borde en el borde de AdS
coincide con el borde de la región A (véase [68])
SA = 2piArea(γA)
κ2
. (3.2)
Acá κ es la constante gravitatoria. Nótese que la entropía térmica estándar se obtiene como
un caso particular de la EE cuando la región A es el sistema entero. En [80] los autores
demostraron cómo esta técnica holográfica para calcular la EE arroja el resultado correcto
al estudiarse el caso particular de una superficie esférica y a temperatura cero en teorías de
campos conformes. Al final de este capítulo se calculará la EE para una geometría con forma
de banda en los duales gravitatorios correspondientes a los superconductores tipo p y p+ ip.
3.1. Superconductores tipo p y p + ip
Como ya ha sido mencionado, el dual gravitatorio a un superconductor tipo p se modela
con una teoría de Einstein-Yang-Mills (EYM). En [29, 81] fue estudiada dicha teoría de
gravedad en 3+1 dimensiones y en su límite de prueba, es decir, despreciando la deformación
en la geometría debida al campo de gauge. Además, estos autores mostraron que la teoría
dual al superconductor tipo p+ ip estudiada en [26] es inestable ante pequeñas fluctuaciones
siendo la configuración estable aquella para el superconductor tipo p. En esta sección se
tendrán en cuenta las deformaciones de la geometría 3+1 dimensional dual al superconductor
p producidas por el campo de gauge no Abeliano y se compararán los resultados con los
obtenidos para el caso del p+ ip.
Se trabajará con un grupo de gauge SU(2). En el caso del p+ ip, se propondrá un campo
de gauge tal que rompa el subgrupo U(1) del SU(2) y la simetría rotacional SO(3) del
espacio pero que deje invariante un subgrupo diagonal de ellos. Por otro lado, en el dual
al superconductor tipo p, el campo de gauge romperá ambas simetrías U(1) por completo.
La solución gravitatoria que describe la dinámica de acoplamiento fuerte en ambos tipos
de superconductores se describe de la siguiente manera: se forma una capa superconductora
cargada fuera del horizonte producida por la competencia entre la repulsión eléctrica (con el
agujero negro cargado) y el potencial gravitatorio de la geometría asintóticamente AdS. A
temperaturas suficientemente altas no se produce pelo fuera del agujero negro y la solución
es AdS-Reissner-Nordström (AdSRN). Por debajo de una temperatura crítica Tc se genera
un campo de gauge no trivial con potencial químico no nulo sobre el borde de la geometría
y aparece un condensado sin necesidad de tener una fuente para el mismo, lo cual origina
un rompimiento espontáneo de la simetría de gauge SU(2).
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3.1.1. Superconductor tipo p en 2+1 dimensiones
Solución
Comencemos a partir de una teoría de Yang-Mills en 3 + 1 dimensiones y con grupo de
gauge SU(2) en un espacio AdS (ver [82]), su densidad Lagrangiana es
κ2(4)L = R− 2Λ−
1
4
Tr(FµνF
µν) (3.3)
en donde Λ = − 3
Rˆ2
, κ(4) es la constante gravitacional en cuatro dimensiones y el Fµν para el
campo de gauge es
F aµν = ∂µA
a
ν − ∂νAaµ + gYM abcAbµAcν (3.4)
con g
YM
=
gˆ
YM
κ(4)
denotando al parámetro que mide la deformación de la geometría y gˆ
YM
el
acoplamiento de Yang-Mills usual. Se usarán letras latinas como índice sobre el grupo SU(2)
y letras griegas para denotar coordenadas del espacio-tiempo. Escaleando el campo de gauge
como A˜ = A
g
YM
se puede ver que el límite de g
YM
grande corresponde al límite de prueba del
campo de gauge. Aproximadamente uno puede pensar que 1
gˆ2
YM
cuenta el número de grados
de libertad cargados ante el SU(2) de la teoría dual. Además, 1
κ2
(4)
cuenta el número total de
grados de libertad. Considerar la deformación producida por el campo de gauge significa que
el número de grados de libertad de los estados cargados es del mismo orden que el número
de grados de libertad del sistema.
Las ecuaciones de movimiento obtenidas a partir de minimizar la acción son
Gµν = Rµν − 1
2
gµνR =
3
R2
gµν +
1
2
Tr[FµγF
γ
ν ]−
gµν
8
Tr[FγρF
γρ] (3.5)
DµF
µν = 0 (3.6)
y con el objetivo de resolverlas se propondrá la siguiente solución [66, 83]
ds2 = −M(r)σ(r)2dt2 + 1
M(r)
dr2 + r2h(r)2dx2 + r2h(r)−2dy2 , (3.7)
para la geometría de fondo, y
A = φ(r)τ 3dt+ ω(r)τ 1dx , (3.8)
para el campo de gauge. Aquí se ha usado la notación matricial A = Aaµτ
adxµ con τa = σ
a
2i
y σa las matrices de Pauli usuales, los generadores de SU(2) satisfacen [τa, τ b] = abcτ c. Un
solución que satisfaga que ω 6= 0 en el campo de gauge (??) romperá la simetría U(1) asociada
con rotaciones alrededor de τ 3 (usualmente denominada U(1)3). Además si h 6= 0 se romperá
la simetría U(1)xy asociada a rotaciones en el plano xy. A temperaturas suficientemente altas
se espera que no haya pelo fuera del agujero negro y la solución con condensado nulo es
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AdSRN con
ω(r) = 0,
h(r) = 1
σ(r) = 1,
φ(r) = µ
(
1− rh
r
)
,
M(r) = r2 +
µ2r2h
r2
−
(
µ2
8
+ r2h
)
rh
r
. (3.9)
Reemplazando la solución propuesta en las ecuaciones de movimiento para la acción de
EYM se obtienen 5 ecuaciones, tres de ellas son ecuaciones diferenciales de segundo orden y
las dos restantes son ligaduras de primer orden
M ′ =
3r
Rˆ2
− 1
8σ2
(
g2
YM
φ2ω2
rh2M
+ rφ′2
)
−M
(
1
r
+
rh′2
h2
+
ω′2
8rh2
)
σ′ =
σ
h2
(
rh′2 +
ω′2
8r
)
+
g2
YM
φ2ω2
8rM2h2σ
;
h′′ =
1
8r2h
(
−ω′2 + g
2
YM
φ2ω2
M2σ2
)
− h′
(
2
r
− h
′
h
+
M ′
M
+
σ′
σ
)
;
ω′′ = −g
2
YM
φ2ω
M2σ2
+ ω′
(
2h′
h
− M
′
M
− σ
′
σ
)
;
φ′′ =
g2
YM
φω2
r2h2M
− φ′
(
2
r
− σ
′
σ
)
. (3.10)
Este sistema de ecuaciones goza de 4 simetrías de escala que serán útiles cuando intentemos
resolverlas numéricamente, ellas son
1. σ → λσ, φ→ λφ
2. ω → λω, h→ λh
3. M → λ−2M, σ → λσ, g
YM
→ λ−1g
YM
, Rˆ→ λRˆ
4. M → λ2M, r → λr, φ→ λφ, ω → λω
Usando estas simetrías de escala podemos elegir Rˆ = rh = 1 y fijar el valor en el borde de
las funciones de la métrica σ(∞) = h(∞) = 1. La geometría y el campo de gauge deben ser
regulares en el horizonte, esto motiva la siguiente expansión en el IR (r pequeño)
M = M1(r − rh) +M2(r − rh)2 + . . .
h = h0 + h2(r − rh)2 + . . .
σ = σ0 + σ1(r − rh) + σ2(r − rh)2 + . . .
ω = ω0 + ω2(r − rh)2 + ω3(r − rh)3 + . . .
φ = φ1(r − rh) + φ2(r − rh)2 + . . . (3.11)
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▲❛ ♦❧✉❝✐♦♥❡❞❡❧❛❡❝✉❛❝✐♦♥❡✭✸✳✶✵✮❞❡♣❡♥❞❡♥❞❡❝✉❛♦❝♦❡✜❝✐❡♥❡■❘φ1,ω0,h0,σ0②
❞❡❧♣❛ ♠❡ ♦❞❡❞❡❢♦♠❛❝✐ ♥gY M✳❚♦❞♦❧♦♦♦❝♦❡✜❝✐❡♥❡❡♥✭✸✳✶✶✮♣✉❡❞❡♥❡❡❝✐♦❡♥ ♠✐♥♦ ❞❡❡ ♦✳❙❡♣♦❝❡❞❡ ❛✐♥❡❣❛❧❛❡❝✉❛❝✐♦♥❡❞❡♠♦✈✐♠✐❡♥♦♥✉♠ ✐❝❛♠❡♥❡
❞❡❞❡❡❧❤♦✐③♦♥❡❤❛❝✐❛❡❧❜♦❞❡✉❛♥❞♦✉♥♠ ♦❞♦❞❡❤♦♦✐♥❣❝♦♥❡❧♦❜❥❡✐✈♦❞❡❡♥❡❡❧
❝♦♠♣♦❛♠✐❡♥♦❛✐♥ ✐❝♦❞❡❡❛❞♦✳❙❡❡①♣❧♦ ❡❧❛♥❣♦gY M∈[0,85,24]②❡♦❜❡✈ ✉❡❡❧❝♦♠♣♦❛♠✐❡♥♦❞❡❧❛❢✉♥❝✐♦♥❡♥♦❝❛♠❜✐❛❝✉❛❧✐❛✐✈❛♠❡♥❡❛❧✈❛✐❛gY M✳❊♥❧❛✜❣✉❛✸✳✶②✸✳✷❡♠✉❡ ❛♥❧❛ ♦❧✉❝✐♦♥❡❞❡✭✸✳✶✵✮❝♦♥❝♦♥❞✐❝✐♦♥❡❞❡❜♦❞❡✭✸✳✶✷✮✳❙❡❤❛✉❛❞♦
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❋✐❣✉❛✸✳✷✿▲❛❢✉♥❝✐♦♥❡❛❞✐♠❡♥✐♦♥❛❧❡❞❡
❧❛♠ ✐❝❛M(r)②❧❛ ❢✉♥❝✐♦♥❡❞❡❧❝❛♠♣♦
❞❡❣❛✉❣❡ω(r)②φ(r)♣❛❛gY M =2,T=0,2312µ✳
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❚❡♠♦❞✐♥ ♠✐❝❛
❊♥❡ ❛❡❝❝✐♥❡❝❛❧❝✉❧❛ ♥❧❛❝❛♥✐❞❛❞❡ ❡♠♦❞✐♥ ♠✐❝❛ ❛♦❝✐❛❞❛❝♦♥❧❛ ♦❧✉❝✐♦♥❡✳
❆♣❛ ✐❞❡❧❡ ✉❞✐♦❞❡❧❛❢✉♥❝✐♥♣♦❡♥❝✐❛❧❡♥❡❧❝♦♥❥✉♥♦✶❣❛♥❝❛♥♥✐❝♦❡♦❜❡✈❛ ✉♥❛
❛♥✐❝✐♥❞❡❢❛❡❞❡❡❣✉♥❞♦♦❞❡♥❡♥❡✉♥❛❢❛❡✉♣❡❝♦♥❞✉❝♦❛②✉♥❛♥♦♠❛❧✳
▲❛ ❡♠♣❡❛✉❛❞❡❧❛❡♦❛❞❡❝❛♠♣♦❞✉❛❧❡ ❞❛❞❛♣♦❧❛❡♠♣❡❛✉❛❞❡❍❛✇❦✐♥❣
❞❡❧❛❣✉❥❡♦♥❡❣♦
T=M1σ02π =
1
16π 24σ
20−φ21 rh ✭✸✳✶✸✮
❡♥❞♦♥❞❡❧❛❡❣✉♥❞❛✐❣✉❛❧❞❛❞♣♦✈✐❡♥❡❞❡❧❛❝♦♥✐❡♥❝✐❛❞❡❧❛❡①♣❛♥✐♥❡♥❡✐❡✭✸✳✶✶✮✉❡
❡❧❛❝✐♦♥❛❡❧❝♦❡✜❝✐❡♥❡M1❝♦♥σ0②φ1✳❊❧ ❡❛❞❡❧❤♦✐③♦♥❡✱Ah✱❝♦♥❞✉❝❡❛❧❛❡♥♦♣❛
S= 2πκ2(4)
Ah=2π
2VT2
κ2(4)
122
(24σ20−φ21)2
✭✸✳✶✹✮
❡♥❞♦♥❞❡V= dxdy✳❊♥❧❛✜❣✉❛✸✳✸❡♠✉❡ ❛❡❧♣❛ ♠❡ ♦❞❡♦❞❡♥ωb1✭❡❞❡❝✐✱❡❧✈❛❧♦❞❡❡①♣❡❝❛❝✐♥❞❡❧❛❝♦ ✐❡♥❡J1x✮❝♦♠♦❢✉♥❝✐♥❞❡❧❛❡♠♣❡❛✉❛✳◆ ❡❡ ✉❡❛T=Tc❡❧❝♦♥❞❡♥❛❞♦❡❛♥✉❧❛♠♦ ❛♥❞♦❧❛❞❡❛♣❛✐❝✐♥❞❡❡❧❡ ❛❞♦✉♣❡❝♦♥❞✉❝♦♣❛❛T>Tc✳
❆♣❛ ✐❞❡❧♦ ❡✉❧❛❞♦♥✉♠ ✐❝♦ ❡❡♥❝✉❡♥❛ ✉❡❝❡❝❛❞❡❧❛❡♠♣❡❛✉❛❝ ✐❝❛Tc❧❛
❝♦✐❡♥❡❛✐❢❛❝❡Jx1 ∝(1− TTc)1/2②♣♦❧♦❛♥♦❡❧✈❛❧♦❞❡❧❡①♣♦♥❡♥❡❝ ✐❝♦❡1/2
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▲❛✜❣✉❛✸✳✹♠✉❡ ❛❡❧❝♦♠♣♦❛♠✐❡♥♦❞❡❧❛❡♥♦♣❛❞❡❇❡❦❡♥❡✐♥✲❍❛✇❦✐♥❣✭✸✳✶✹✮❝♦♠♦
❢✉♥❝✐♥❞❡❧❛❡♠♣❡❛✉❛♣❛❛♥✉❡ ❛♦❧✉❝✐♥②❧❛❞❡❧❛❣✉❥❡♦♥❡❣♦❆❞❙❘◆✳
❋✐❣✉❛✸✳✸✿▲❛✜❣✉❛♠✉❡ ❛❡❧❝♦♠♣♦❛♠✐❡♥♦❞❡❧❝♦❡✜❝✐❡♥❡♥♦♠❛❧✐③❛❜❧❡❞❡❧❛❢✉♥❝✐ ♥ω✱
❡❧❝✉❛❧❡♣♦♣♦❝✐♦♥❛❧❛❧❝♦♥❞❡♥❛❞♦J1x✳▲❛❧♥❡❛♥❡❣❛✱✈❡❞❡②❛③✉❧❡✜❡❡♥❛♦❧✉❝✐♦♥❡❝♦♥gY M=1,1,5,2②Tc=0,0749,0,1565,0,2312❡♣❡❝✐✈❛♠❡♥❡✳◆ ❡❡✉❡❡❧❝♦♥❞❡♥❛❞♦❡❛♥✉❧❛♣❛❛T>Tc✳
▲❛❝♦ ❡♣♦♥❞❡♥❝✐❛❆❞❙✴❈❋❚✐❞❡♥✐✜❝❛❧❛❛❝❝✐♥❊✉❝❧❞❡❛♦♥✲❤❡❧❞❡❧❛❡♦❛❞❡❣❛✲
✈❡❞❛❞SE♠✉❧✐♣❧✐❝❛❞❛♣♦❧❛❡♠♣❡❛✉❛T❝♦♠♦❧❛❢✉♥❝✐♥♣♦❡♥❝✐❛❧Ω❞❡❧✐❡♠❛❡♥❡❧
❝♦♥❥✉♥♦❣❛♥❝❛♥♥✐❝♦✳ ❛❛❝❛❧❝✉❧❛❧❛✱❡❤❛ ✉♥❛❝♦♥✐♥✉❛❝✐♥❛✐❣♥❛✉❛❊✉❝❧❞❡❛②❡
✶ ❛❛♣❛❛❞❡❧❝♦♥❥✉♥♦❝❛♥♥✐❝♦✭µ✜❥♦✮❝♦♥❡♥❡❣❛❧✐❜❡Ω✱❛❧❝♦♥❥✉♥♦❣❛♥❝❛♥♥✐❝♦✭ρ✜❥♦✮❝♦♥❡♥❡❣❛
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♣❛ ✐❞❡✭✸✳✷✷✮❝♦♠♦❢✉♥❝✐♥❞❡❧❛❡♠♣❡✲
❛✉❛T♣❛❛gY M =2✳▲❛❧♥❡❛♦❥❛❡❡❧♣♦❡♥❝✐❛❧♣❛❛❧❛♦❧✉❝✐♥❞❡❘◆②❧❛❛③✉❧
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S˜bulk=− dxdydr√−gL ✭✸✳✶✺✮
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S˜bulk=− dxdydr√−gL=−2Vκ2(4)
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❡♥❞♦♥❞❡r∞ ❡❡❧❜♦❞❡❞❡❧❡♣❛❝✐♦✳❈♦♠♦❡ ✉✉❛❧✱♣❛❛❡♥❡✉♥♣♦❜❧❡♠❛✈❛✐❛❝✐♦♥❛❧
❜✐❡♥❞❡✜♥✐❞♦❝✉❛♥❞♦ ❡✐♠♣♦♥❡♥❝♦♥❞✐❝✐♦♥❡❞❡❜♦❞❡❉✐✐❝❤❧❡❡♥❧❛♠ ✐❝❛♥❡❝❡✐❛♠♦
❛❣❡❣❛❛❧❛❛❝❝✐♥❡❧ ♠✐♥♦❞❡●✐❜❜♦♥✲❍❛✇❦✐♥❣
S˜GH=− 1κ2(4)
dxdy√−g∞∇µnµ=−Vκ2(4)
r2σ M2+M
σ
σ+
2
r r=r∞
, ✭✸✳✷✵✮
✸✺
siendo nµdxµ =
√
Mdr el vector unitario normal al borde y g∞ el determinante de la métrica
inducida sobre el borde. Precisamente en r = r∞ (3.20) diverge y por lo tanto debe ser
regularizada mediante la suma de contra-términos de borde
S˜ct =
1
κ2(4)
∫
dx dy
√−g∞ = V
κ2(4)
[
r2
√
Mσ
]
r=r∞
(3.21)
Finalmente, el potencial termodinámico dual Ω resulta
Ω = l´ım
r∞→∞
S˜on−shell
= l´ım
r∞→∞
(S˜bulk + S˜GH + S˜ct) (3.22)
Luego de regularizar la acción el potencial Ω coincide con el valor sub-leading de la
componente gtt de la métrica de fondo, es decir, Ω = M b1 [28]. Se ha verificado la solución
numérica calculando Ω de ambas maneras y se encontró una concordancia excelente. En la
figura 3.5 se muestra el potencial (3.22) como función de la temperatura. Como se mencionó
anteriormente se produce una transición de fase de segundo orden en T = Tc: el gran potencial
y la entropía son continuas pero S no es diferenciable. Por debajo de Tc el sistema se encuentra
en la fase superconductora, al incrementar la temperatura por sobre Tc la geometría de
AdSRN domina la energía libre, lo que modela la transición de la fase superconductora a la
normal.
3.1.2. Superconductores tipo p+ ip
En esta sección se recopilarán los resultados de [26] y se compararán con los resultados
obtenidos en la sección anterior. Se encontró que a T = Tc el sistema tiene una transición
de fase de segundo orden y que en todo el rango de temperatura el gran potencial del
superconductor tipo p es menor que el del p+ ip. Esto implica que la fase estable del sistema
es la tipo p, lo cual concuerda con el análisis de estabilidad desarrollado en [29].
Solución
La geometría y el campo de gauge para modelar la solución son
ds2 = −M(r)dt2 + r2h(r)2(dx2 + dy2) + dr
2
M(r)
(3.23)
A = φ(r)τ 3dt+ ω(r)(τ 1dx+ τ 2dy). (3.24)
Aquí hay un diferencia importante con el superconductor tipo p de la sección previa. Ahora el
campo de gauge rompe el grupo U(1)3×U(1)xy dejando invariante una combinación diagonal.
En la sección anterior el campo de gauge rompía por completo el grupo U(1)3×U(1)xy. Esto
nos permite proponer una métrica totalmente simétrica en el plano xy.
Las 5 ecuaciones de movimiento obtenidas se dividen en 4 ecuaciones diferenciales de
segundo orden y una ligadura de primer orden proveniente de la componente rr de la ecua-
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ciones de Einstein
h′′ = −h
2
[
1
r2
− 3
Rˆ2M
+
M ′
rM
+
φ′2
8M
+
ω′2
4r2h2
]
− h
′
2
[
6
r
+
h′
h
+
M ′
M
]
− g
2
YM
ω2
8r2hM
[
φ2
M
+
ω2
2r2h2
]
M ′′ =
3
Rˆ2
+
M
r
[
−M
′
M
+
1
r
+
ω′2
4rh2
]
− h
′
h
[
M ′ − h
′
h
− 2
r
]
+
3
8
φ′2 +
g2
YM
ω2
4r2h2
[
φ2
M
+
3ω2
2r2h2
]
ω′′ =
g2
YM
ω
M
[
ω2
r2h2
− φ
2
M
]
− M
′ω′
M
φ′′ =
2g2
YM
φω2
r2h2M
− 2φ′
[
1
r
+
h′
h
]
0 = − 3
Rˆ2
+
M
r2
[
1− ω
′2
4h2
+
M ′
M
r
]
+
h′
h
[
M
(
2
r
+
h′
h
)
+M ′
]
+
1
8
φ′2.
Las ecuaciones tienen tres simetrías de escala que nos ayudarán a resolver el sistema numé-
ricamente. Estas son
1. ω → λω , h→ λh ,
2. M → λ−2M , φ→ φ
λ
, Rˆ→ λRˆ , g
YM
→ gYM
λ
,
3. M → λ2M , h→ h
λ
, φ→ λφ , r → λr ,
y permiten escoger R = rh = 1 y fijar el valor de h(r) en el borde a h(∞) = 1. El compor-
tamiento en el IR de estas ecuaciones es el mismo que para un agujero negro cargado
M = M1(r − rh) +M2(r − rh)2 + . . .
h = h0 + h1(r − rh) + h2(r − rh)2 + . . .
ω = ω0 + ω1(r − rh) + ω2(r − rh)2 + . . .
φ = φ1(r − rh) + φ2(r − rh)2 + . . . (3.25)
en donde, como antes, se impuso que el potencial de Maxwell φ se anule en el horizonte
con el objeto de obtener un campo de gauge bien definido cuando se realice la continuación
Euclídea. En el UV se pedirá
M = r2 + 2hb1r + (h
b
1)
2 +
M b1
r
+
−8hb1M b1 + ρ2 + 2(ωb1)/3
8r2
+ . . .
h = 1 +
hb1
r
− (ω
b
1)
2
48r4
+ . . .
ω =
ωb1
r
− h
b
1ω
b
1
r2
+ . . .
φ = µ+
ρ
r
− ρh
b
1
r2
+ . . . (3.26)
Nótese que para que ocurra una ruptura espontánea de simetría no se permite un término no
normalizable en ω. Como antes, las simetrías de escala (3) permiten fijar hb0 = 1. En la figura
3.6 se muestra el comportamiento de las solución y en la figura 3.7 se grafica el parámetro
de orden 〈J1x〉 >∝ ωb1 como una función de la temperatura. Para T = Tc ambos condensados
se anulan y ocurre una transición de fase de segundo orden. Nótese que los valores del
condensado para el caso del p+ ip son menores que aquellos para el superconductor tipo p.
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En [87] y [88] la EE fue calculada para fondos gravitatorios duales a teorías de gauge
confinantes y a geometrías de agujero negro respectivamente. En esta sección se realizará
un cálculo similar para un fondo de gravedad general y se aplicará la prescripción a las
soluciones de superconductores tipo p y p + ip encontrados en la sección 3.1. Nótese que la
prescripción es muy similar a la realizada en [85, 86] para calcular valores de expectación de
lazos de Wilson.
Escribamos la métrica de fondo d+ 1 dimensional como
ds2d+1 = −gtt(r)dt2 + gxixi(r)dx2i + grr(r)dr2, i = 1 . . . d− 1, (3.31)
en donde r es la coordenada holográfica. La región de interés será una banda recta en la
dirección xj con ancho L en la dirección x1. La forma de embeber la superficie estáticamente
es x1 = x1(ζ), xj = ζj, r = r(ζ), con j = 2, . . . , d − 1. Aún se tiene invarianza ante difeo-
morfismos en SA, dependiendo del contexto esta puede ser fijada como x1 = ζ (embedding
global) o r = ζ. La entropía (3.30) es
SA = 2piΛ
κ2(d+1)
∫
dζ
√
gx2x2(r) . . . gxd−1xd−1(r)
√
grr(r)r′2 + gx1x1(r)x
′2
1 , (3.32)
en donde Λ =
∫
dζ2 . . . dζd−1 y el símbolo ′ denota derivadas en ζ.
Definiendo gχχ(r) = gx2x2(r) . . . gxd−1xd−1(r) y las funciones
f 2(r) = gχχ(r)gx1x1(r), η
2(r) = gχχ(r)grr(r) (3.33)
la entropía de entrelazamiento se puede escribir
SA = 2piΛ
κ2(d+1)
∫
dζ
√
η2(r)r′2 + f 2(r)x′21 . (3.34)
Minimizando (3.34) se obtiene
x′1(ζ) = ±
f(r0)η(r)
f(r)
r′(ζ)√
f 2(r)− f 2(r0)
, (3.35)
en donde r = r0 es el valor mínimo en la coordenada holográfica alcanzada por la superficie.
Dependiendo del fondo gravitatorio estudiado este punto podría ser el radio del horizonte o
el fin del espacio-tiempo. Invirtiendo esta relación se puede leer la longitud de la banda en
la dirección x1
L = 2
∫ ∞
r0
dr
dx1
dr
= 2
∫ ∞
r0
dr
η(r)
f(r)
f(r0)√
f 2(r)− f 2(r0)
. (3.36)
Ahora se fijará la invarianza ante difeomorfismo como x1(ζ) = ζ, esta elección tiene la ventaja
de proveer una parametrización completa de r(x1), (x1 ∈ [−L2 , L2 ] y las condiciones de borde
son r(±L
2
) =∞). A partir de (3.35) en (3.34) la entropía de entrelazamiento queda
SA(r0) = 2 2piΛ
κ2(d+1)
∫ ∞
r0
dr
f(r)η(r)√
f(r)2 − f(r0)2
. (3.37)
la expresión (3.37) diverge en r = ∞ debido a la extensión infinita de la superficie. Esta
divergencia se entiende a partir de la existencia de otra solución, con las mismas condiciones
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de borde, consistente de dos superficies desconectadas que se extienden a lo largo de toda la
dirección radial. Su area es
SAdisc = 2
2piΛ
κ2(d+1)
∫ ∞
rmin
dr η(r), (3.38)
aquí rmin es el valor mínimo de r permitido por la geometría. La EE queda definida con
respecto al estado de referencia (3.38)
∆SA = 4piΛ
κ2(d+1)
(∫ ∞
r0
dr
f(r)η(r)√
f(r)2 − f(r0)2
−
∫ ∞
rmin
dr η(r)
)
. (3.39)
En lo que sigue vamos a estudiar la EE para las soluciones de (3.10) y (3.1.2).
En el caso del superconductor tipo p las funciones relevantes son
f 2p (r) = gyygxx = r
4, η2p(r) = gyygrr =
r2
h2N
(3.40)
en donde el subíndice p nos recuerda que corresponden al tipo p. Con esto, podemos calcular
explícitamente la cantidad (3.39)
∆SA = 4piΛ
κ2(4)
(∫ ∞
r0
dr
r3
h
√
N
√
r4 − r40
−
∫ ∞
rmin
dr
r
h
√
N
)
(3.41)
En la figura 3.11 se muestra ∆SA como función de la longitud de la banda L. Se graficó
para diferentes valores del parámetro de deformación y diferentes valores de la temperatura.
Como era esperado, la curva inferior es la que tiene menor temperatura debido a que al
bajar la temperatura hay más grados de libertad condensados. El comportamiento lineal
para valores grandes de µL es una manifestación de la ley de area propuesta en (3.30). La
figura 3.13 muestra la EE de las fases condensadas (línea azul) y normal (linea roja) como
función de la temperatura y para un valor constante de L.
Con el objetivo de obtener una entropía finita sin sustraer la solución desconectada,
podemos escribir la EE de la siguiente manera
SA(r0) = 4piΛ
κ2(4)
∫ R
r0
dr
r3
h
√
N
√
r4 − r40
= SA +
4piΛ
κ2(d+1)
R (3.42)
en donde SA tiene dimensiones de longitud y no presenta divergencias. La figura 3.13 muestra
que la EE para el superconductor (linea azul) es menor que para la solución de RN (linea
roja). Como se mencionó anteriormente esto es esperable debido que la solución supercon-
ductora tiene grados de libertad condensados.
Realizando el mismo análisis para la solución de (3.1.2) se obtiene
f 2p+ip(r) = gyygxx = r
4h4, η2p+ip(r) = gyygrr =
r2h2
M
, (3.43)
y la siguiente EE
∆SA = 4piΛ
κ2(4)
(∫ ∞
r0
dr
r3h3√
M
√
r4h4 − r40h(r0)4
−
∫ ∞
rmin
dr
rh√
M
)
(3.44)
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SA(r0)=4πΛκ2(4)
R
r0
dr r
3h3√M r4h4−r40h(r0)4
=SA+4πΛκ2(4)
R. ✭✸✳✹✺✮
▲❛✜❣✉❛✸✳✶✸♠✉❡ ❛❡❛♣❛❡✜♥✐❛✭❧✐♥❡❛♥❛❛♥❥❛✮♣❛❛gY M =2②Tc=0,2312✱❞❡❞♦♥❞❡ ❡✈❡ ✉❡✱❝♦♠♦ ❡❡♣❡❛❜❛✱❡♠❡♥♦ ✉❡❧❛❊❊❞❡❧❛ ♦❧✉❝✐♥❞❡❘◆✳❆❞❡♠ ❧❛
✜❣✉❛♠✉❡ ❛ ✉❡❧❛❊❊❡♥❡❧❝❛♦❞❡❧✉♣❡❝♦♥❞✉❝♦ ✐♣♦p❡♠❡♥♦ ✉❡♣❛❛❡❧p+ip✳
❊ ♦ ✉❣✐❡❡ ✉❡❛✉♥❛❞❛❞❛ ❡♠♣❡❛✉❛❤❛②♠ ❣❛❞♦ ❞❡❧✐❜❡ ❛❞❝♦♥❞❡♥❛❞♦ ❡♥❡❧
✉♣❡❝♦♥❞✉❝♦p✳
✸✳✷✳✶✳ ❈♦♥❝❧✉✐♦♥❡
❊♥❡ ❡❝❛♣✉❧♦❡❡✉❞✐❛♦♥❧♦❞✉❛❧❡❤♦❧♦❣ ✜❝♦❛✉♣❡❝♦♥❞✉❝♦❡ ✐♣♦p②p+ip❡♥
✸✰✶❞✐♠❡♥✐♦♥❡✳❙❡❝❛❧❝✉❧❧❛❞❡❢♦♠❛❝✐ ♥❞❡❧❛❣❡♦♠❡ ❛❞✉❛❧❛❧✐♣♦p②✉♣♦♣✐❡❞❛❞❡
❡♠♦❞✐♥ ♠✐❝❛✳❈♦♠♦❡❛❡♣❡❛❜❧❡✱②❡♥❝♦♥❛❡❛❧❛♦❧✉❝✐♥❡♥✹✰✶❞✐♠❡♥✐♦♥❡❞❡❬✻✻❪✱
❡❡♥❝♦♥ ✉♥❛ ❛♥✐❝✐♥❞❡❢❛❡❞❡❡❣✉♥❞♦♦❞❡♥❡♥❡❧❛❢❛❡♥♦♠❛❧② ✉♣❡❝♦♥❞✉❝♦❛✳
▲✉❡❣♦✱❡❡✉♠✐❧❛❞❡❢♦♠❛❝✐ ♥♣♦❞✉❝✐❞❛♣♦❡❧❝❛♠♣♦❞❡❣❛✉❣❡♦❜❡❧❛❣❡♦♠❡ ❛❞❡❧p+
ip②❡❝♦♠♣❛ ❝♦♥♥✉❡ ❛♦❧✉❝✐♥✳❆♣❛ ✐❞❡❧❡ ✉❞✐♦❞❡❧❛❝❛♥✐❞❛❞❡❡♠♦❞✐♥ ♠✐❝❛ ②
❡♥♣❛✐❝✉❧❛❞❡✉♣♦❡♥❝✐❛❧❣❛♥❝❛♥♥✐❝♦✱❡♥♦ ✉❡♣❛❛✉♥✈❛❧♦✜❥♦❞❡❧❛❡♠♣❡❛✉❛
❧❛♦❧✉❝✐♥✐♣♦p✐❡♥❡♠❡♥♦♣♦❡♥❝✐❛❧②♣♦❧♦❛♥♦❡❧❛♣❡❢❡✐❞❛♣♦❡❧✐❡♠❛✳❊♦❡
❡❧❛❝✐♦♥❛❝♦♥❡❧❡❝❤♦❞❡✉❡❧❛♦❧✉❝✐♥✐♣♦p+ip❡✐♥❡❛❜❧❡❢❡♥❡❛♣❡✉❡❛✢✉❝✉❛❝✐♦♥❡
②❞❡❝❛❡❛❧❛♦❧✉❝✐♥✐♣♦p✳
✹✷
0.15 0.20 0.25
T
Μ
0.3
0.2
0.1
0.1
Κ42 SA
4ΠΜ
❋✐❣✉❛✸✳✶✸✿❊♥♦♣❛❞❡❡♥❡❧❛③❛♠✐❡♥♦❝♦♠♦❢✉♥❝✐♥❞❡❧❛❡♠♣❡❛✉❛②❛µL=3✜❥♦✳
▲❛❝✉✈❛❛③✉❧❡♣❛❛❧❛♦❧✉❝✐♥✐♣♦p✱❧❛♥❛❛♥❥❛♣❛❛❧❛✐♣♦p+ip②❧❛♦❥❛♣❛❛❘◆✳❙❡
✉✐❧✐③gY M=2②Tc=0,2312✳
❋✐♥❛❧♠❡♥❡✱✉❛♥❞♦❧❛♣♦♣✉❡❛❤♦❧♦❣ ✜❝❛❡ ✉❞✐❛❞❛❡♥❬✻✷❪✱ ❡❝❛❧❝✉❧ ❧❛❡♥♦♣❛
❞❡❡♥❡❧❛③❛♠✐❡♥♦❞❡❧❛❡♦❛❝✉♥✐❝❛❞❡❝❛♠♣♦✉❛♥❞♦✉❞✉❛❧❣❛✈✐❛♦✐♦✱♣❛❛✉♥❛
❣❡♦♠❡ ❛❞❡❜❛♥❞❛②❝♦♠♦❢✉♥❝✐♥❞❡❧❛❡♠♣❡❛✉❛②❡❧❛♠❛♦❞❡❧❛❜❛♥❞❛✳❙❡♦❜❡✈
✉❡❡♥❛♠❜♦ ❝❛♦❧❛❊❊❡❝♦♠♣♦❛❧✐♥❡❛❧♣❛❛✈❛❧♦❡❣❛♥❞❡❞❡L✱❧♦❝✉❛❧❝♦♥✜♠❛
❧❛❧❡②❞❡❛❡❛♣♦♣✉❡❛✳▲❛❊❊✈▲ ✐❡♥❞❡❛✈❛❧♦❡♠❛ ❣❛♥❞❡❞❡∆SA ❛♠❡❞✐❞❛ ✉❡
❡✐♥❝❡♠❡♥❛ ✉ ❡♠♣❡❛✉❛✳❈♦♠♦❢✉♥❝✐♥❞❡❧❛ ❡♠♣❡❛✉❛❡♦❜❡✈❛ ✉❡❧❛♠❛②♦
❊❊❡ ♣❛❛❧❛ ♦❧✉❝✐♥❞❡❘◆✳❊ ♦❡❛❡♣❡❛❜❧❡❞❡❜✐❞♦❛ ✉❡❡❧ ✉♣❡❝♦♥❞✉❝♦ ✐❡♥❡
❣❛❞♦❞❡❧✐❜❡ ❛❞❝♦♥❞❡♥❛❞♦✳❆❞❡♠ ❧❛♦❧✉❝✐♥✐♣♦p♣❡❡♥❛♠ ❣❛❞♦❞❡❧✐❜❡ ❛❞
❝♦♥❞❡♥❛❞♦ ✉❡❡❧p+ip✳❊♦♣♦❞❛❡①♣❧✐❝❛❡❧❤❡❝❤♦❞❡✉❡❡❧✈❛❧♦❞❡❧❝♦♥❞❡♥❛❞♦♣❛❛
❡❧✐♣♦p❡♠ ❣❛♥❞❡ ✉❡♣❛❛❡❧p+ip❛✉♥❛❞❛❞❛❡♠♣❡❛✉❛✳
✹✸
44
Capítulo 4
Bosones de Goldstone tipo II
holográficos
Why not indeed? Here is one possible answer to that very reasonable question.
But please remember: this is only a work of fiction.
The truth, as always, will be far stranger.
Arthur C. Clarke
El teorema de Goldstone implica la aparición de un modo sin gap cada vez que una
simetría continua sea rota. En general no dice nada de la forma precisa de la relación de
dispersión ni que implique un modo no masivo por cada generador roto. Es un hecho bien
establecido que aun para teorías de campos relativistas en presencia de un potencial químico,
modos de Goldstone con relación de dispersión cuadrática, Los modos de Goldstone tipo
II, aparecen en el espectro. Realizamos dos modelos holográficos que realizan modos de
Goldstone tipo II en su espectro de modos quasinormales. Los modos están basados en
generalizaciones con simetría U(2) del bien estudiado superfluido s-wave. Nuestros resultados
incluyen modos de Godstone sin generadores rotos pero con una realización de la simetría
inusual y conductividades con una dependencia en frecuencia con una notable similitud con
la del grafeno. Los resultados de esta sección fueron presentados en [89].
4.1. Introducción
La fortaleza de la correspondencia gauge/gravedad es que permite estudiar la dinámica
de tiempo real de teorías de campos fuertemente acopladas de manera bastante sencilla.
La teoría de respuesta lineal permite calcular el comportamiento del sistema luego de una
pequeña perturbación. También es aplicable al régimen de tiempos largos de una perturba-
ción grande cuando se amortiguó lo suficiente y entra en el régimen lineal. El ingrediente
básico de la teoría de respuesta linal en la función de Green retardada. En el contexto de
la correspondencia AdS/CFT, en [94, 95] se mostró cómo calcular funciones de Green retar-
dadas imponiendo condiciones de contorno entrantes en los horizontes de agujeros negros.
Para agujeros negros con horizontes no degenerados las funciones de Green retardadas son
analíticas en el semiplano superior de la frecuencia compleja y tienen una serie infinita de
polos aislados en el semiplano inferior. Estos polos son los modos quasinormales (QNM)
holográficos del agujero negro [96, 97, 98, 99]. Dentro del espectro de QNM, los modos no
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masivos tienen un rol especial, ya que dan la contribución dominante a la función de Green
a pequeños momento y frecuencia. Siendo así, determinan la descripción hidrodinámica del
sistema. En este capítulo estudiaremos el espectro de QNM de una generalización multicom-
ponente del superfluido s-wave holográfico non-backreacted con particular atención en los
modos no masivos.
El estudio de QNM para el superfluido s-wave U(1) fue llevado a cabo en [100]. Como
la física básica de la superfluidés es la de la roptura espontánea de simetría es de esperarse
que resultados básicos, como el de la existencia de un bosón de Goldstone1 continua en
superfluidos holográficos. De hecho, uno de los principales resultados de [100] fue que el
espectro de QNM en la fase superfluida contiene dicho modo de Goldstone no masivo con
relación de dispersión ω = ±vsk + O(k2). Este modo puede ser entendido como el modo de
sonido del superfluido y vs como la velocidad del sonido2. En el modelo no backreactado,
estos son los únicos modos de sonido presentes en la fase rota. En la fase no rota en cambio,
existe un único modo hidrodinámico señalando el usual ocmportamiento difusivo de un
fluido normal. Su relación de dispersión es ω = −iDk2, donde D es la constante de difusión.
Qué sucede con este modo difusivo en la fase rota fue investigado en [100]: Desarrolla un
gap imaginario puro ω = −iγ − iD˜k2. Esto es bastante natural, porque un modo solo no
se puede mover del eje imaginario3. La hidrodinámica de la fase rota está completamente
capturada por los modos de Goldstone y los modos de difusión hacen lo más simple que se les
puede ocurrir abandonar le régimen hidrodinámico aumentando su gap γ. Como este modo
imaginario puro tiene su origen en el modo univeral difusivo de la fase normal esperamos que
sea una característica universal de una gran clase de superfluidos, no solamente holográficos.
Este modo necesariamente dominará la respuesta a tiempos grandes del parámetro de orden
para perturbaciones homogéneas y en regimenes cerca pero por debajo de la temperatura
crítica donde el gap γ es bastante pequeño. Entonces el parámetro de orden está condicionado
a mostrar un comportamiento puramente exponencial hacia su valor de equilibrio sin ninguna
oscilación. En contraste, para temperaturas más bajas donde γ se hace más grande hay otros
QNMs pequeños con parte real e imaginaria en su frecuencia. En este régimen de bajas
temperaturas la respuesta del parámetro de orden será una oscilación amortiguada. Este
aspecto universal de la respuesta a tiempos grandes de superfluidos fuen también enfatizada
en estudios numéricos recientes de quenches en superfluidos holográficos [102].
En este capítulo generalizamos los resutados de QNM para superfluidos con simetría
U(2). En el primer modelo simplemente agregamos un segundo campo escalar con la misma
masa, lo llamaremos el modelo ungauged. El segundo modelo también incluye los campos de
gauge para la simetría U(2). La diferencia entre estos modelos es la siguiente: En el modelo
ungauged sólo la siemtría U(1) es local en el bulk. Tiene sin embargo una simetría SU(2)
1También son llamados frecuentemente bosones de Nambu-Goldstone. Por simplicidad nos referiremos a
ellos como bosones de Goldstone o modos de Goldstone a lo largo del texto.
2En [101] fue señalado que corresponde al cuarto sonido. Mientras que el segundo sonido a travez de
oscilaciones en la temperatura el cuarto sonido es el fenómeno de porpagación del sonido en la fase superfluida
solamente [124]. Esto es que el modo sobrevive al límite probe en el cual la propagación en la compoente
normal del fluido dual está prohibida. En este modelo no hay otro modo de sonido, así que hablaremos
del Goldstone sencillamente como modo de sonido (sound mode). Debido a su naturaleza de cuarto sonido,
interpola entre el segundo sonido a T = Tc y el sonido normal a T = 0.
3Los QNM están restringidos a venir en pares ωn y ω˜n = −ω∗n o a estar fijos en el eje imaginario. Esto
viene de consideraciones bastante generales asociadaas a funciones de Green retardadas, ver apéndice A.1.
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global 4 bajo la cual los campos escalares transforman como doblete. De acuerdo con el
diccionario holográfico, este modelo contiene tan solo una corriente conservada, correspon-
diente al único campo de gauge en el bulk. La teoría de campos dual hereda por supuesto
la simetría SU(2) global del bulk, pero esta simetría no es generada por operadores en la
teoría de campos conforme dual. Esto es parecido al límite de desacoplamiento en el que es-
tamos trabajando y en el cual las fluctuaciones de la métrica están suprimidas. La teoría de
campos dual en este caso, no tiene tensor de energía momento, estrictamente hablando. En
teorías usuales lagrangianas en 4 dimensiones, el teorema de Noether garantiza que siempre
podemos construir una carga conservada generando una dada simetría del lagrangiano. En
teorías definidas holográficamente la existencia de un lagrangiano tetradimensional no está
garantizada a priori y entonces el teorema de Noether no se aplica inmediatamente. Este
es el caso acá. Aunque la teoría dual tiene la simetría SU(2) (y covariancia de Poincaré)
no tiene operadores generando estas simetrías. Podemos hablar de dichas simetrías como un
automorfismo externo del álgebra de operadores de la teoría dual de campos5. Físicamente
la diferencia entre ambos modelos es que el ungauged es un fluido de una componente (sólo
hay una noción de carga) mientras que el gauged es un fluido de dos componentes. En el
último, las cargas son los valores de espectación de la componente cero de las corrientes en
el subálgebra de Cartan de la simetría U(2).
Aunque este modelo ungauged no contiene corrientes conservadas para la simetría SU(2)
y entonces muchas de las pruebas estándar sobre la existencia de bosones de Goldstone no
aplicarían estrictamente, encontramos un nuevo modo no masivo en el espectro de QNMs.
Este modo sin embargo no es un bosón de Goldstone estándar con relación de dispersión
lineal sino un modo de Goldstone tipo II cuya energía depende de manera cuadrática con el
momento.
El segundo modelo que consideramos tiene un doblete escalar acoplado al conjunto com-
pleto de campos de gauge de U(2). Prendemos un campos de gauge solamente para la simetría
U(1) overall. Entonces a altas temperaturas el sistema goza de la simetría U(2) completa.
A bajas temperaturas esta simetría es rota a U(1). En este modelo la teoría dual tiene
operadores generando toda la simetría U(2). Podemos por lo tanto también estudiar las
conductividades.
En el contexto de materia condensada fue argumentado hace tiempo en [103] superfluidos
multicomponentes tienen modos de Goldstone inusuales con relaciones de dispersión cuadrá-
ticas. En el contexto de altas energías este tipo de sistemas fueron considerados para modelar
condensación de Kaones en la color-flavor locked phase de QCD en [104, 105] una vez más
enfatizando en la existencia de modos de Goldstone con relaciones de dispersión cuadráti-
cas. Nuestro modelo holográfico gaugeado es un análogo inmediato holográfico del modelo
[104, 105] y de hecho nosotros también encontramos modos de Goldstone con relaciones de
dispersión cuadráticas. Vale decir que en el contecto de holografía un modo de Goldstone
del tipo II fue encontrado en el contexto de teoría de defectos usando D3/D5 magnetizadas
4Aunque no es de esperar que simetrías globales sean consistentes con una truncación de una teoría de
gravedad cuántica no pueden ser obtenidas en ciertos límites de decompactificación en teoría de cuerdas: e.g.
enrollando branas en ciclos y luego tomando el volumen del ciclo a infinito de manera tal que el acoplamiento
de gauge en las branas va a cero dejando solo una simetría global en las mismas.
5Un ejemplo de teoría de cuerdas de una situación semejante es la teoría basada en el pequeño álgebra
superconforme N = 4 en la hoja de mundo. Este álgebra posee una simetría SO(4) = SU(2)×SU(2) grande
actuando en cuatro supercargas de las cuales sólo un SU(2) está representado mediante corrientes quirales
en la hoja de mundo.
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[106].
Recolectemos ahora algunos de los resultados importantes sobre bosones de Goldstone
(Un review archiútil acerca de rotura de simetría y bosones de Goldstone es [107]). Primero
tenemos por supuesto el teorema de Goldstone propiamente dicho. Su prueba asume la
existencia de una corriente conservada jµ tal que al ccarga conservada sea Q =
∫
ddxj0 (con
d dimensiones espaciales). El teorema entonces nos dice que la rotura espontánea de una
simetría global implica la existencia de un modo cuya energía satisface
l´ım
k→0
ω(k) = 0 . (4.1)
El teorema por sí mismo no dice nada sobre el número de modos, ni fija la dependencia
en k de la frecuencia. En presencia de simpetría de Poincaré uno puede hacer sin embargo
una afirmación más fuerte, que el número de modos no masivos tiene que igualar al número
de generadores rotos y que su energía debe ir lineal con el momento.
La simetría de Lorentz puede estar ausente sin embargo, ya sea en principio como es el
caso de teorías de campos no relativistas o el sistema bajo consideración puede estar en un
estado que rompa simetría de Lorentz de manera explícita, tal como estar a densidad de
carga finita. En estos casos otro teorema clasifica a los bosones de Goldstone como tipo
I si su enegía se anula como una potencia impar del momento o como tipo II si su energía
se anula como una potencia par del momento en el límite de momento cero. El número de
modos de Goldstone de tipo I y II debe cumplir
nI + 2nII ≥ NBG , (4.2)
donde NBG es el número de generadores rotos [108]. El número de bosones de tipo I y II puede
ser restringido aun más. Asumiendo que los generadores rotos satisfacen 〈[Qa, Qb]〉 = Bab el
número de bosones de Goldston cumple que [109, 110, 112] (ver también [107, 113, 111] para
más información sobre le conteo de Goldstones).
nI + nII = NBG − 1
2
rank(B) . (4.3)
Debemos considerar ahora el patrón de rotura de simetría de la teoría del borde dual
al modelo holográfico gaugeado. Veremos que a travez de los teoremas enunciados arriba la
existencia de un bosón de Goldstone de tipo dos está garantizada. Tenemos en total cuatro
generadores de simetría. La simetría está rota de U(2) a U(1) lo que implica tener tres
generadores rotos. En la fase rota las cargas correspondientes al U(1) overall y al generador
de Cartan U(1) dentro de SU(2) reciben valores de espectación de vacío. Entonces el rango
de la matriz B es dos y así también el número de bosones de Goldstone de tipo I y de tipo
II deberían sumar a dos. Esto es precisamente lo que encontramos en el espectro de QNM,
un modo no masivo con relación de dispersión lineal y un modo masivo con relación de
dispersión cuadrática.
Notamos también que el modelo ungauged satisface también el teorema de Goldstone y
la regla de conteo de Chadha y Nielsen (4.2). Viola sin embargo la regla de conteo refinada
de (4.3). En un sentido estricto este modelo teine un sólo generador ya que tiene tan sólo
un U(1) campo de gauge en el bulk. entonces la regla de conteo (4.3) sugeriría la existencia
de tan sólo un bosón de Goldstone, el número de generadores rotos es uno y la matriz B se
anula trivialmente.
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Este capítulo se organiza de la siguiente manera. En la sección 4.2 repasamos brevemente
un modelo de teoría de campos realizando modos de Goldstone del tipo II. Este modelo fue
introducido en el contexto de condensación de Kaones en color-flavor locked QCD. Nos sirve
de inspiración para contruir los modelos holográficos.
La sección 4.3 trata el análisis del modelo ungauged. Como el modelo de superconductor
s-wave es un sector tanto del modelo gauged como ungauged vamos a repasar brevemente
los resultados de [100]. Entonces mostramos que pese a la drástica simplificación, i.e. no
gaugear la simetría global SU(2) en el bulk, el modelo presenta bosones de Goldstone del
tipo II. Entonces, en este modelo un bosón de Goldstone del tipo II es encontrado como
consecuencia de haber roto solo un generador de carga (el asociado a la simetría U(1)).
En la sección 4.4 el modelo U(2) gaugeado. Entonces analizamos las fluctuaciones linea-
lizadas. Las mismas se descomponen en tres sectores desacoplados. Uno es el ya estudiado
superfluido s-wave U(1), otro describe el sector no abeliano en el cual viven los bosones de
Goldstone tipo II y el tercero tiene la simetría U(1) ue no fue rota. Procedemos a estudiar
las conductividades que ahora se acomodan naturalmente en matrices de dos por dos. Mos-
tramos que las conductividades diagonales presentan funciones delta en el límite de bajas
frecuencias y son superconductoras en ese sentido. Más aun, a través de un cambio de base
encontramos conductividades con una interesante semejanza con las del grafeno [114]. Más
aun, encontramos evidencia de que a más bajas temperaturas T = 0,4Tc otra inestabilidad
ocurre en llevando a un condensado del tipo p. Entonces estudiamos los modos QNM más
bajos. Encontramos modos de Goldstone de tipo II y también estudiamos el sector difusivo.
Como hay dos simetrías participando hay dos modos difusivos que se aparean en la fase
rota, para alejarse así del eje imaginario. Entonces la respuesta en este sector no presenta
un decaimiento puramente exponencial inducido por el modo de pseudodifusión del sector
U(1).
Concluimos en la sección 4.5 con una discusión de nuestros resultados y un repaso sobre
posibles extensiones de nuestra investigación sobre modos Goldstone del tipo II.
Finalmente en el apéndice A.1 presentamos algunas propiedades generales de funciones
de Green matriciales que limitan las propiedades de QNMs. En el apéndice A.2 contamos
detalles técnicos sobre como calcular QNMs en sistemas acoplados.
4.2. Un modelo de teoría de campos con bosones de Golsd-
tone de tipo II
Motivados por la condensación de Kaones en la color-flavor locked phase de QCD los
autores de [104, 105] estudiaron QCD a potencial químico para la extrañeza no nulo. Se
mostró que a un potencial químico crítico igual a la masa de los Kaones, la condensación de
Kaones ocurre mediante una transición de fase continua. Más aun, un bosón de Goldstone
con una relación de dispersión no relativista ω ∼ p2 aparece en la fase condensada. Para
ilustrar este hecho, ellos consideraron el siguiente toy model (euclídeo):
L = (∂0 + µ)φ†(∂0 − µ)φ+ ∂iφ†∂iφ+M2φ†φ+ λ(φ†φ)2 , (4.4)
donde φ es un doblete escalar complejo,
φ =
(
φ1
φ2
)
. (4.5)
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Mientras µ < M las masas de las cuatro exitaciones de la teoría son las raíces ω de
(ω ± µ)2 = M2 . (4.6)
Todas ellas están doblemente degeneradas. Es inmediato verificar que cuando µ = M la
simetría U(2) se rompe y un nuevo vacío debe ser elegido:
φ =
1√
2
(
0
v
)
, with v2 =
µ2 −M2
λ
. (4.7)
Estudiando las fluctuaciones del doblete φ alrededor de este background uno encuentra
dos modos masivos y dos modos no masivos con relaciones de dipersión:
ω21 =
µ2 −M2
3µ2 −M2 p
2 +O(p4) , (4.8)
ω22 = 6µ
2 − 2M2 +O(p2) , (4.9)
ω23 = p
2 − 2µω3 , (4.10)
ω24 = p
2 + 2µω4 . (4.11)
Si nos concentramos en las raíces positivas vemos que ω1 es un modo de Goldstone normal
con relación de dispersión lineal. La raíz positiva de (4.10) es
ω3 =
p2
2µ
+O(p4) . (4.12)
Este es el modo de Goldstone de tipo II. Tiene formalmente una relación de dispersión no
lineal. Como la teoría subyacente tiene sin embargo invarianza de Lorentz hay un modo
negativo con dispersión cuadrática. Esto viene de la raíz negativa de ω4. Finalmente ω2 y ω4
son modos masivos con
ω4 = 2µ+O(p
2) . (4.13)
Como el patrón de rotura de simetría es U(2)→ U(1) hay tres generadores espontáneamente
rotos pero sólo dos modos no masivos en el espectro. Este modelo satisface todas las reglas
de conteo presentadas en la introducción. En particular la regla de Chadha-Nielsen (4.2) es
exactamente saturada. El rol de ω4 es especial. Es el modo que se apare con el Goldetone
de tipo II Goldstone en las relaciones de dispersión (4.10) y (4.11). Se ha arguemntado que
este modo es universal y que su energía a momento cero está protegida frente a correcciones
cuánticas [113, 115, 116]. El espectro obtenido de este modelo está resumido en la figura 4.1.
En nuestros modelos holográficos buscaremos a este modo masivo especial, compañero del
Goldstone tipo II. Resultará que nuestros modelos se diferenciarán en este aspecto: solo el
modo en el modelo gaugeado presentará esta característica relación lineal con el potencial
químico.
Este simple modelo Lagrangiano nos sirve como ejemplo y guía a la hora de construir
modelos holográficos con modos de Goldstone tipo II. De hecho podemos usar el mismo tipo
de Lagrangiano de materia en el setup holográfico. De acuerdo con el diccionario holográfico
usual una simetría local en el bulk se corresponde con una simetría global en el borde.
Entonces seremos conducidos de manera natural al un modelo en el cual gaugeamos la
simetría U(2) de(4.4) y lo ponemos en un background de AdS Schwarzschild. En orden de
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s-wave holográfico U(1) constituye un subsector de este modelo, asì como del ungauged
también, aprovecharemos para repasar brevemente las características más salientes de su
espectro de QNM.
El modelo mínimo holográfico que contiene bosones de Goldstone tipo II consiste de un
doblete escalar de SU(2) cargado bajo un campo de gauge U(1). El Lagrangiano viene dado
por
L =
(
−1
4
F µνFµν −m2Ψ†Ψ− (DµΨ)†DµΨ
)
, (4.14)
donde
Ψ =
(
λ
ψ
)
, Dµ = ∂µ − iAµ , (4.15)
y Aµ es el campo de gauge abeliano. Elegimos la masa del escalar m2 = −2/L2. Este es
básicamente el mismo modelo de [27] con la excepción de que agregamos un segundo campo
escalar complejo λ con la misma masa. Debido a la degeneración en la masa el modelo
posee además de la simetría local U(1) en el bulk una simetría global SU(2). Nótese que
la simetría global SU(2) es en principio insuficiente para setear al campo λ(r) = 0. Pero
estamo interesados en soluciones estáticas sin fuentes para los campos escalares en el bulk, i.e.
asumimos que el modo dominante no normalizable no se enciende. El espacio de soluciones
es entonces un espacio vectorial bidimensional complejo caracterizado por los VEVs de los
campos escalares de la teoría de c ampos dual. En este espacio de parámetros podemos
actuar con la simetría SU(2) global para setear al operador correspodiente al campo λ igual
a cero. Desde ahora, tanto el modo normalizable como el no normalizable de λ está seteados
a cero, de manera tal que λ(r) = 0.
Vamos a trabajar en el límite prbe, en el cual el coupling del campo de gauge es muy
grande y la backreaction de los campos de materia en la métrica puede ser despreciada. La
métrica de background es entonces elegida como la Schwarzschild-AdS black brane
ds2 = −f(r)dt2 + dr
2
f(r)
+
r2
L2
(dx2 + dy2) ,
f(r) =
r2
L2
− M
r
. (4.16)
El horizonte del agujero negro está ubicado en rH = M1/3L2/3 y su temperatura de Hawking
es T = 3rH
4piL2
. En lo que sigue, usaremso coordenadas adimensionalizadas, lo que implica
(r, t, x, y) →
(
rH ρ,
L2
rH
t¯,
L2
rH
x¯,
L2
rH
y¯
)
. (4.17)
Estos reescaleos nos permiten setear M = rH = 1 en el sistema adimensional. Con la
intencion de prender un potencial químico finito en la teoría del borde, el campo de Maxwell
del bulk
A = χ(ρ)dt¯ , (4.18)
debe tomar un valor no nulo en el borde.
Las ecuaciones de movimiento para los campos de background son
χ′′ +
2
ρ
χ′ − 2ψ
2
f
χ = 0 , (4.19)
ψ′′ +
(
f ′
f
+
2
ρ
)
ψ′ +
χ2
f 2
ψ − m
2
f
ψ = 0 . (4.20)
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Nótese que el sistema de arriba es precisamente el superconductor holográfico U(1) original
estudiado por primera vez en [27]. Para asegurarnos quela norma de la corriente en el hori-
zonte sea finita, tenemos que pedir que el campo escalar se regular mientras que el campo de
gauge tiene que anularse χ(ρ = 1) = 0. Con estas condiciones de borde, el comportamiento
asintótico de so campso en el borde conforme es
χ = µ¯− n¯
ρ
+O
(
1
ρ2
)
, (4.21)
ψ =
ψ1
ρ
+
ψ2
ρ2
+O
(
1
ρ3
)
. (4.22)
Para el valor elegido de masa del escalar, los dos términos en la expansión del escalar son
normalizables [117]. Considerando que uno o el otro sea el valor de espectación de la teoría
del borde conduce a dos teorías diferentes. En lo que sigue vamos a considerar el caso en el
que ψ1 es interpetado como la fuente y ψ2 como el vev de un operador de dimensión de masa
dos.
Los parámetros adimensionales están relacionados con las cantidades físicas a través de
µ¯ =
3
4piT
µ , (4.23)
n¯ =
9
16pi2T 2L2
n , (4.24)
ψ1 =
3
4piTL2
JO , (4.25)
ψ2 =
9
16pi2T 2L4
〈O〉 , (4.26)
donde µ, n y JO, 〈O〉 son el potencial químico, la densidad de carga y las fuentes y vev del
operador O de dimensión 2, respectivamente. A partir de ahora vamos a elegir L = 1. En lo
que sigue vamos a trabajar en el ensemble gran canónico. En práctica variamos el parámetro
adimensional µ¯. Debido a al simetría conforme subyacente esto puede se pensado o bien
como fijar el potencial químico µ y variar la temperatura T o como variar al temperatura y
fijar el potencial químico. Definimos la temperatura como T/Tc = µ¯c/µ¯ y fijamos µ = 1.
La rotura espontánea de simetría se produce a temperaturas bajas o potenciales químicos
grandes. Esto gatilla un valor de espectación no nulo para el campo escalar sin prender
la fuente JO. Para µ¯ pequños el campo escalar es nuloy la ecuaciones de movimiento son
resueltas por χ = µ¯(1 − 1/ρ) y ψ = 0. El sistema está entonces en la fase simétrica. Sin
embargo, al bajar la temperatura el sistema se vuelve inestabel frente a la condensación de
un escalar [26, 27]. En [100] se muestra que a la temperatura crítica el QNM más bajo del
campo escalar se vuelve inestable, i. e. cruza al semiplano superior.
La densidad de energía libre viene dada por la acción on-shell renormalizada,
F = −TSren = −T
(
1
2
µn−
∫ ∞
rH
dr
r2ψ2χ2
f
)
. (4.27)
En la figura 4.2 las energías libres para las fases simétrica y rota son comparadas. Es claro
que para T < Tc la solución con condensado es siempre preferida y entonces el sistema
sufre una transición continua de segundo orden a una fase superconductora. Nótese que la
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fs+s f+2fρ +
(χ+ω)2
f −
k2
ρ2−m
2 s=0, ✭✹✳✸✵✮
fat+2fρat−
k2
ρ2at−
ωk
ρ2ax=0, ✭✹✳✸✶✮
fax+fax+ω
2
fax+
ωk
fat=0, ✭✹✳✸✷✮
iω
fat+
ik
ρ2ax=0, ✭✹✳✸✸✮
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ω= 34πTωph, ✭✹✳✸✹✮
k= 34πTkph. ✭✹✳✸✺✮
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Las fluctuaciones para el escalar y el campo de gauge se desacoplan por completo en la fase
normal. Esta es una consecuencia de trabajar en el límite de prueba. El espectro de QNMs
del campo U(1) en la fase normal es simplemente aquel del un campo electromagnético en
un background AdS-Sch. Las fluctuaciones longitudinales contienen un modo hidrodinámico,
ω = −iDk2, reflejando el carácter difusivo de fluidos normales. En unidades físicas D =
3/(4piT ). Debido a la falta de un tensor de energía momento para la teoría de campos del
borde en el límite de prueba, el polo difusivo es el único modo hidrodinámico de la fase
normal.
Hay dos copias de las fluctuaciones escalares. Los modos quasinormales de η y σ se mueven
para el origen a medida que bajamos la temperatura , mientras que los modos para η¯ y σ¯
tiene masas más grandes para temperaturas más bajas. A medida que nos acercamos a la
temperatura crítica T = Tc, los QNMs más bajos de η y de σ se hacen no masivos, disparando
la transición de fase: el campo escalar adquiere un valor de espectación (vev) no trivial
contal de evitar que sus fluctuaciones se vuelvan taquiónicas. Por simetría podemos elegir
el condensado de manera tal que resita complentamente en el campo ψ. La flucutación σ se
acopla entonces a las fluctuaciones edl campo de gauge tal como en [100]. Entonces el espectro
de QNM contiene un modo de Goldstone con relación de dispersión lineal ω = ±vsk+O(k2).
Esto es lo usual en bosones de Goldstone del tipo I asociados a la rotura de la simetría de
gauge U(1). Como fue mostrado en [100] puede ser interpretado como el modo de sonido
del superfluido dual en la fase superconductora. Que pasa entonces a los QNMs en las
fluctuaciones del segundo escalar η? A la temperatura crítica hay también un modo no masivo
en este sector ya que su espectro de QNM es simplemente una copia del primero. Como no hay
operadores generando la simetría SU(2) en la teoría de campos dual, argumentos estándar
acerca de la aparición de modos de Goldstone a priori no aplicarían. Tres posibilidades lógicas
emergen entonces: El modo se vuelve inestable para T < Tc, se puede volver masivo o quedar
no masivo, haciendo el papel de un bosón de Goldstone inesperado para la simetría global
del bulk SU(2). Pronto veremos que la última posibilidad es la que ocurre y que la relación
de dispersión de η va a corresponderse con un bosón de Goldstone de tipo II con una relación
de dispersión cuadrática, ω ∝ k2.
En la fase rota, las ecuaciones de movimiento son
0 = fη′′ + η′
(
f ′ +
2f
ρ
)
+
(
(χ+ ω)2
f
− k
2
ρ2
−m2
)
η , (4.36)
0 = fδ′′ + δ′
(
f ′ +
2f
ρ
)
+
(
χ2
f
+
ω2
f
− k
2
ρ2
−m2
)
δ − 2iωχ
f
ζ − iψ
(
ω
f
at +
k
ρ2
ax
)
,
(4.37)
0 = fζ ′′ + ζ ′
(
f ′ +
2f
r
)
+
(
χ2
f
+
ω2
f
− k
2L2
r2
−m2
)
ζ +
2iωχ
f
δ +
2χψ
f
at , (4.38)
0 = fa′′t +
2f
ρ
a′t −
(
k2
ρ2
+ 2ψ2
)
at − ωk
ρ2
ax − 2iωψδ − 4χψζ , (4.39)
0 = fa′′x + f
′a′x +
(
ω2
f
− 2ψ
)
ax +
ωk
f
at + 2ikψδ , (4.40)
0 =
iω
f
a′t +
ik
ρ2
a′x + 2ψ
′δ − 2ψδ′ , (4.41)
donde hemos dividido σ = ζ + iδ en parte real e imaginaria. El sistema (4.37)-(4.41) es
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❝♦♠♦❢✉♥❝✐♥❞❡❧♣♦❡♥❝✐❛❧✉♠✐❝♦✳▲❛ ❧♥❡❛ ❧✐❞❛❝♦❡♣♦♥❞❡♥❛❧❛❢❛❡♥♦♠❛❧✳ ❛❛
❧❛❢❛❡♦❛❧♥❡❛❞❛❤❡❞❡♣❡❡♥❛♥❧♦♠♦❞♦ ♣❛❛❡❧❡❝❛❧❛❛❞✐❝✐♦♥❛❧♠✐❡♥❛ ✉❡❧♥❡❛
❝♦♥♣✉♥♦ ❡♣❡❡♥❛♥❧♦♠♦❞♦ ❞❡❧✉♣❡❝♦♥❞✉❝♦❤♦❧♦❣ ✜❝♦U(1)❝♦♠♥✳
▲❛✜❣✉❛✹✳✸♠✉❡ ❛❡❧❡♣❡❝ ♦❞❡❡①❝✐❛❝✐♦♥❡ ✉❛✐♥♦♠❛❧❡ ❞❡❧❞♦❜❧❡❡❡❝❛❧❛✳❊♥❧❛
❢❛❡♥♦♠❛❧ ❡♥❡♠♦❞♦❝♦♣✐❛❞❡❣❡♥❡❛❞❛❞❡❧❡♣❡❝ ♦✉❡❡❞❡❞♦❜❧❛♥♣❛❝✐❛❧♠❡♥❡❧✉❡❣♦
❞❡❧❛ ❛♥✐❝✐♥❞❡❢❛❡✳❊❝❧❛♦ ✉❡❧❛ ❞♦ ❡①✐❛❝✐♦♥❡♠ ❛❜❛❥❛ ❡❤❛❝❡♥♥♦♠❛✐✈❛
❛❧♣♦❡♥❝✐❛❧ ✉♠✐❝♦❝ ✐❝♦②✉❡❧✉❡❣♦♣❡♠❛♥❡❝❡♥♥♦♠❛✐✈❛❡♥❧❛❢❛❡✉♣❡❝♦♥❞✉♦❛✳
➱ ❛♣✉❡❞❡♥❡✐❞❡♥✐✜❝❛❞❛❝♦♥❧♦❜♦♦♥❡❞❡●♦❧❞ ♦♥❡❡♥❧❛❢❛❡♦❛✳❊❧❡♦❞❡❧❛
❡①✐❛❝✐♦♥❡ ♣❡♠❛♥❡❝❡♥❣❛♣❡❛❞❛❡♥❧❛❢❛❡♦❛✳◆ ❡❡ ✉❡❧❛♣✐♠❡❡①✐❛❝✐♥η¯✭❧♥❡❛
❡♥❡❝♦❛❞❛♥❡❣❛❞❡❧❛✜❣✉❛✹✳✸✮♥♦✐❣✉❡❡❧❝♦♠♣♦❛♠✐❡♥♦✉♥✐✈❡❛❧❡♣❡❛❞♦❡♥❧❛
❢❛❡♦❛✱✐✳❡✳♥♦❡❧✐♥❡❛❡♥µ✳❊❡♠♦❞♦❡❡✉✐✈❛❧❡♥❡❛❧♠♦❞♦❡♣❡❝✐❛❧❣❛♣❡❛❞♦ω4❡♥❡❧
♠♦❞❡❧♦❞❡ ❡♦❛❞❡❝❛♠♣♦❞❡❧❛❡❝❝✐♥✹✳✷✳❙✐♥❡♠❜❛❣♦✱②❛❢✉❡♠❡♥❝✐♦♥❛❞♦✉❡❡❧♠♦❞❡❧♦
✉♥❣❛✉❣❡❞♥♦❛✐❢❛❝❡♦♦❧♦ ❡♦❡♠❛ ♦❜❡♦✉❛❞❡✐♠❡ ❛②❡♥♦♥❝❡❞❡✈✐❛❝✐♦♥❡❞❡❧
❝♦♠♣♦❛♠✐❡♥♦✉♥✐✈❡❛❧♥♦❞❡❜❡❛♥❞❡♦♣❡♥❞❡♥♦✳❊❧❝♦♠♣♦❛♠✐❡♥♦❞❡❧♦♠♦❞♦
❝♦♥❣❛♣❡❞❡❤❡❝❤♦ ✐♠✐❧❛❛❛✉❡❧❞❡❧♦♠♦❞♦ ❞❡❧♠♦❞❡❧♦U(1)✳❊♥❧❛❢❛❡♥♦♦❛✱
♣♦❞❡♠♦ ❞✐ ✐♥❣✉✐❧♦♠♦❞♦ ✉❡✈✐❡♥❡♥❞❡✢✉❝✉❛❝✐♦♥❡ ✐♣♦s❞❡❛✉❡❧❛ ✢✉❝✉❛❝✐♦♥❡
✉❡✈✐❡♥❡♥❞❡✉❝♦♠♣❧❡❥♦❝♦♥❥✉❣❛❞♦s¯✳❊❧♣✐♠❡♦❡❤❛❝❡♠ ❧✐✈✐❛♥♦♠✐❡♥❛❡❧❡❣✉♥❞♦
♠ ♣❡❛❞♦✼✳❊♥❧❛❢❛❡♦❛❡ ♠ ✐❧✉❛♣❛ ❡ ❡❛❧❡✐♠❛❣✐♥❛✐❛✱❛❧♠❡♥♦♣❛❛❡❧
❡❝❛❧❛ ✉❡❡♠❡③❝❧❛❝♦♥❧❛✢✉❝✉❛❝✐♦♥❡❞❡❣❛✉❣❡✱✐✳❡✳❧❛❝♦♠♣♦♥❡♥❡❞❡❛❜❛❥♦❞❡❧❞♦❜❧❡❡
❡♥♥✉❡ ❛❝♦♥✈❡♥❝✐♥✳❊♥♦❝❡♥❛♣✐♦✐♥♦♣♦❞❡♠♦❤❛❜❧❛❞❡✢✉❝✉❛❝✐♦♥❡ ✐♣♦s②¯s✳❡♦
♦❛✈❛♣♦❞❡♠♦❡✉❞✐❛❛ ✉❡♦❧✉❝✐♦♥❡❧♦♠♦❞♦ ✐♣♦s②s¯❡❝♦♥❡❝❛♥❡♥❧❛❢❛❡♦❛✳
❆❝ ✈❡♠♦✉♥♣❛ ♥✐♥❡❡❛♥❡✿❧♦♠♦❞♦ ✐♣♦s❡❡♣❛❛♥❡♥❧❛❢❛❡♦❛♠✐❡♥❛ ✉❡
❧♦ ✐♣♦¯s♣❡♠❛♥❡❝❡ ❝❛✐❞❡❣❡♥❡❛❞♦❝❡❝❛❞❡❧❛ ❛♥✐❝✐♥❞❡❢❛❡✭❛❧♠❡♥♦❛♠♦♠❡♥♦
❝❡♦✮✳❊♦❡ ♦♣❡♥❞❡♥❡❞❛❞♦ ✉❡ ♦♥♦❧✉❝✐♦♥❡❞❡ ✐❡♠❛❝♦♠♣❧❡❛♠❡♥❡❞✐✐♥♦✱
✉♥♦✈✐❡♥❡❞❡✉♥❛ ♥✐❝❛❡❝✉❛❝✐♥❞✐❢❡❡♥❝✐❛❧♠✐❡♥❛❡❧♦♦✈✐❡♥❡❞❡✉♥✐❡♠❛❝♦♠♣❧✐❝❛❞♦
❞❡❡❝✉❛❝✐♦♥❡ ❛❝♦♣❧❛❞❛✳❙✐♥❡♠❜❛❣♦✱♣❛❛❡♠♣❡❛✉❛♣❡✉❡❛ ❡❡♣❛❛♥②❞❡❤❡❝❤♦
❧❛♣❛❡❡❛❧❞❡❧♠ ❜❛❥♦♠♦❞♦❞❡❧ ❡❝♦U(1)❡✈❛❛❝❡♦❛ ❡♠♣❡❛✉❛✜♥✐❛✳ ❛❛
✼❊ ❡❝♦♠♣♦❛♠✐❡♥♦❡❡✈❡✐❛✐♦♠ ❡♠♦❡❧♣♦❡♥❝✐❛❧ ✉♠✐❝♦♥❡❣❛✐✈♦✳
✺✻
❡♠♣❡❛✉❛♣♦❞❡❜❛❥♦❞❡T≈0,63Tc ❡❝♦♥✈✐❡❡❡♥✉♥♠♦❞♦♣✉❛♠❡♥❡✐♠❛❣✐♥❛✐♦✳
✹✳✸✳✶✳ ▼♦❞♦❞❡ ♦♥✐❞♦
❍❛②❞♦ ♠♦❞♦ ♥♦♠❛✐✈♦❡♥❧❛❢❛❡♦❛✳❊❧♣✐♠❡♦❡✉♥❜♦ ♥❞❡●♦❧❞ ♦♥❡✐♣♦■
✉❡❛♣❛❡❝❡❞❡❜✐❞♦❛❧❛♦✉❛❞❡❧❛✐♠❡ ❛❞❡❣❛✉❣❡U(1)✳❊♥❬✶✵✵❪✱❡♠✉❡ ❛ ✉❡❡ ❡
♠♦❞♦❝♦ ❡♣♦♥❞❡❛❧♠♦❞♦❞❡♦♥✐❞♦❞❡❧✉♣❡✢✉✐❞♦❞✉❛❧② ✉❡❡♥❡❧❧♠✐❡❤✐❞♦❞✐♥♠✐❝♦
✐❡♥❡✉♥❛❡❧❛❝✐♥❞❡❞✐♣❡✐♥❧✐♥❡❛❧
ωI=± vsk+b¯k2 −iΓsk2, ✭✹✳✹✷✮
❞♦♥❞❡vs❡❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦②Γs
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vs2
❡ ✉❛❡♥✉❛❝✐♥✳❘❡✉❧❛ ✉❡❧❛♣❛ ❡❡❛❧❞❡❧❛
❡❧❛❝✐♥❞❡❞✐♣❡ ✐♥❛♠❜✐♥✐❡♥❡✉♥❛❝♦♠♣♦♥❡♥❡❡❛❧✳❊❛❝♦♠♣♦♥❡♥❡❡♠✉②♣❡ ✉❡❛
②❞❡♣❡❝✐❛❜❧❡❝♦♠♣❛❛❞❛❝♦♥❡❧ ♠✐♥♦❧✐♥❡❛❧ ✉❡❞❡❡♠✐♥❛❧❛✈❡❧♦❝✐❞❛❞❞❡❧ ♦♥✐❞♦✳❊♥
❬✶✵✵❪❡❛♣❛❡❡❛❧❝✉❛❞ ✐❝❛♥♦❢✉❡❡✉❞✐❛❞❛✳
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❋✐❣✉❛✹✳✹✿❱❡❧♦❝✐❞❛❞❞❡♦♥✐❞♦②❛♠♦✐❣✉❛♠✐❡♥♦♣❛❛❡❧♠♦❞❡❧♦U(1)✳▲❛✈❡❧♦❝✐❞❛❞❞❡❧
♦♥✐❞♦✈❛❛❝❡♦❡♥❧❛ ❡♠♣❡❛✉❛❝ ✐❝❛✳▲❛❝♦♥❛♥❡❞❡❞❡❝❛✐♠❡✐❡♥♦♣✐♠❡♦❝❡❝❡
♣✐❞❛♠❡♥❡②❧✉❡❣♦❝❛❡♠♦♥ ♦♥❛♠❡♥❡✳ ❡❝✐❛♠❡♥❡❛❧❛❡♠♣❡❛✉❛❝ ✐❝❛✱✉✈❛❧♦
❡ ❛❧ ✉❡❡❧♠♦❞♦❞❡ ♦♥✐❞♦ ❡❝♦♥❡❝❛❞❡♠❛♥❡❛❝♦♥✐♥✉❛❝♦♥❡❧❡❧♠♦❞♦❡❝❛❧❛ ✉❡
❡❤❛❝❡♥♦♠❛✐✈♦❡♥♦♥❝❡✳❊❧♣✐❝♦❡♥❧❛❝♦♥❛♥❡❞❡❛♠♦✐❣✉❛❝✐♦♥❡✉❜✐❝❛❝❡❝❛❞❡❧❛
❡♠♣❡❛✉❛❝ ✐❝❛②♥♦❢✉❡❡✉❡❧♦❡♥❬✶✵✵❪✳
❛❛❡♠♣❡❛✉❛♠✉②♣❡ ✉❡❛❧❛✈❡❧♦❝✐❞❛❞❡❛♣♦①✐♠❛❛✉✈❛❧♦❝♦♥❢♦♠❡v2s=1/2✇✐❡♥ ❛ ✉❡❡❧❛♥❝❤♦✈❛❛❝❡♦✱✈❡❧❛✜❣✉❛✹✳✹✳❈❡❝❛❞❡❧❛ ❛♥✐❝✐♥❞❡❢❛❡✱❧❛✈❡❧♦❝✐❞❛❞
❞❡❧♦♥✐❞♦✐❡♥❡✉♥❝♦♠♣♦❛♠✐❡♥♦❞❡❝❛♠♣♦♠❡❞✐♦②❛✉❡❝♦♠♦❢✉♥❝✐♥❞❡❧❛❡♠♣❡❛✉❛
v2s≈2,8 1−TTc . ✭✹✳✹✸✮
❈♦♠♦❡ ❡♣❡❛❞♦✱❛T=Tc❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦ ❡❛♥✉❧❛✳❊❡❤❡❝❤♦♣✉❡❞❡❡
❛♦❝✐❛❞♦❛ ✉❡❡♥❧❛ ❛♥✐❝✐♥❞❡❢❛❡❧❛♠❛❛m2∗=M2−µ2 ❛✐❢❛❝❡m2∗=v2=0✱❝♦♠♦❡❞❡❡♣❡❛❡✱②❡♥♦♥❝❡❡❧❝❛♠♣♦❡❝❛❧❛❝♦♠♣❧❡❥♦✱❝❛❣❛❞♦❜❛❥♦✉♥❛✐♠❡ ❛U(1)❡
❤❛❝❡♥♦♠❛✐✈♦✳
❉❡❤❡❝❤♦✱✉♥♦♣✉❡❞❡❡❝✐❜✐❧❛❛❝❝✐♥❡❢❡❝✐✈❛✱❛♥❧♦❣❛❛✭✹✳✹✮✱♣❛❛✉♥❝❛♠♣♦❝♦♠♣❧❡❥♦
❝♦♥♠❛❛M✱❡♥♣❡❡♥❝✐❛❞❡✉♥♣♦❡♥❝✐❛❧ ✉♠✐❝♦♣❛❛✉♥❛ ✐♠❡ ❛U(1) ✉❡❢✉❡ ♦❛
✺✼
❡♣♦♥ ♥❡❛♠❡♥❡✳▲❛❡①✐❛❝✐♦♥❡❡♥❝✐♠❛❞❡❧❜❛❝❦❣♦✉♥❞✉❡♦♠♣❡U(1)✐❡♥❡♥✉♥❛❡❧❛❝✐♥
❞❡❞✐♣❡ ✐♥✐❣✉❛❧❛✭✹✳✽✮✲✭✹✳✾✮✱✐❡♥❞♦✭✹✳✽✮❧♦❜♦♦♥❡❞❡●♦❧❞ ♦♥❡❞❡✐♣♦■✳❈♦♠♦❡✉♥❛
❝❛❛❝❡ ✐❝❛❣❡♥❡❛❧❞❡❡♦♠♦❞❡❧♦ ✐❣♠❛❧✐♥❡❛❧❡ ✉❡❡❧❝♦❡✜❝✐❡♥❡❡♥❢❡♥❡❞❡❧ ♠✐♥♦
❧✐♥❡❛❧❡♥♠♦♠❡♥♦❞❡♣❡♥❞❡❞❡m2∗✱❝♦♠♦❢✉❡❡①♣❧✐❝✐❛♠❡♥❡❝❤❡✉❡❛❞♦❡♥❡ ❡❝❛♦✭✈❡✭✹✳✽✮✮✳❊♥♦♥❝❡✱❡♥❧❛ ❛♥✐❝✐♥❞❡❢❛❡❡❧ ♠✐♥♦❞♦♠✐♥❛♥❡❡♥❧❛❡❧❛❝✐♥❞❡❞✐♣❡ ✐♥
❡O(k2)❀❡❡❡❢❡❝♦♣✉❡❞❡❡✈✐♦❝❧❛❛♠❡♥❡❝♦♥♥✉❡ ♦♠ ♦❞♦♥✉♠ ✐❝♦✱❝♦♠♦❡
✈❡❡♥❧❛✜❣✉❛✹✳✺✳❈♦♠♦❡❧❡♣❡❝ ♦❞❡◗◆▼✐❡♥❡✉❡✈❛✐❛❞❡♠❛♥❡❛❝♦♥✐♥✉❛❛❧♦❧❛❣♦
❞❡✉♥❛ ❛♥✐❝✐♥❞❡❢❛❡❞❡❡❣✉♥❞♦♦❞❡♥❧❛♣❛ ❡ ❡❛❧❡✐♠❛❣✐♥❛✐❛❞❡❧ ♠✐♥♦k2 ✐❡♥❡
✉❡❝♦✐♥❝✐❞✐❛T=Tc❝♦♥❧❛ ✉❡❢✉❡♦♥♦❜❡♥✐❞❛❡✉❞✐❛♥❞♦❧♦❡❝❛❧❛❡♥♦♠❛✐✈♦❡♥
❧❛❢❛❡♥♦♠❛❧✳◆✉♠ ✐❝❛♠❡♥❡❡♥❝♦♥❛♠♦b¯(Tc)=0,22②Γs(Tc)=0,071
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ImΩ
❋✐❣✉❛✹✳✺✿❘❡❧❛❝✐♦♥❡❞❡❞✐♣❡ ✐♥❞❡Reω✭✐③✉✐❡❞❛✮②Imω✭❞❡❡❝❤❛✮❛T=Tc♣❛❛❧♦
❜♦♦♥❡❞❡●♦❧❞ ♦♥❡✐♣♦■❡♥❡❧✐❡♠❛❡✉❞✐❛❞♦❡♥❬✶✵✵❪✳❊❧❝♦♠♣♦ ❛♠✐❡♥♦Reω∼k❡
❤❛❝❡❝✉❛❞ ✐❝♦❥✉♦❛❡❛❡♠♣❡❛✉❛✿Reω=b¯k2✳❊❧❝♦❡✜❝✐❡♥❡❡b¯=0,22✱✉❡❡✉❧❛
♣❡❣❛ ❡❝♦♥❡❧❡✉❧❛ ✉❡❛♣❛❡❝❡❝✉❛♥❞♦✉♥♦❡❛❝❡❝❛❛Tc❞❡❞❡❛ ✐❜❛✭✐✳❡✳❞❡❞❡❧❛❢❛❡
♥♦♦❛✮✳
✹✳✸✳✷✳ ▼♦❞♦♣❡✉❞♦❞✐❢✉✐✈♦
❊♥❧❛❢❛❡♥♦♦❛❡❡♠♦❞❡❧♦✐❡♥❡♦❧♦✉♥♠♦❞♦❤✐❞♦❞✐♥♠✐❝♦✱❡❧♠♦❞♦❞✐❢✉✐✈♦
ω=−iDk2+O(k4)❝♦♥D=3/(4πT)❡♥✉♥✐❞❛❞❡❢✐❝❛✳▲♦♠♦❞♦ ❞❡♦♥✐❞♦♥♦♠❛❧②❞❡
❤❡❛ ✐❡♥❡♥✉♦✐❣❡♥❡♥❧❛✢✉❝✉❛❝✐♦♥❡❞❡❧❛♠ ✐❝❛②♣♦❡❡♠♦✐✈♦❡ ♥❛✉❡♥❡❡♥
❡❧❧♠✐❡❞❡❞❡❛❝♦♠♣❧❛♠✐❡♥♦ ✉❡❡ ❛♠♦❡✉❞✐❛♥❞♦✳▲❛ ❛♥✐❝✐♥❞❡❢❛❡❛❧❛❢❛❡♦❛
❡❞❡❡❣✉♥❞♦♦❞❡♥✳ ❛❛❡❧❡♣❡❝ ♦❞❡♠♦❞♦❝✉❛✐♥♦♠❛❧❡ ❡♦✐♠♣❧✐❝❛ ✉❡❧♦♠✐♠♦
❡♦❝♥❡❝❛❞♥❞❡♠❛♥❡❛❝♦♥✐♥✉❛❛ ❛✈ ❞❡❧❛ ❛♥✐❝✐♥❞❡❢❛❡✳❊♥❡❧❝❛♦❞❡❧♠♦❞♦
❞✐❢✉✐✈♦❞❡❜❡❡①✐✐✉♥♠♦❞♦♥♦♠❛✐✈♦♣✉❛♠❡♥❡✐♠❛❣✐♥❛✐♦✳▲❛❤✐❞♦❞✐♥♠✐❝❛✐♠♣❧✐❝❛
✐♥❡♠❜❛❣♦ ✉❡❧♦ ♥✐❝♦♠♦❞♦ ♥♦♠❛✐✈♦ ❡❛♥❧♦●♦❧❞ ♦♥❡✳◆♦❞❡♠❛✐❛❞♦❧❡❥♦❞❡❧❛
❛♥✐❝✐♥❞❡❢❛❡✱✐✳❡✳♣❛❛T Tc❡❧♠♦❞♦❞✐❢✉✐✈♦❡♥❧❛❢❛❡♦❛❞❡❜❡❡✈♦❧✉❝✐♦♥❛❛✉♥
♠♦❞♦❝♦♥ ❡❧❛❝✐♥❞❡❞✐♣❡ ✐♥
ω=−iγ(T)−iD(T)k2+O(k4), ✭✹✳✹✹✮
❝♦♠♦❡♠✉❡ ❛❡♥❧❛✜❣✉❛✹✳✻✳
❉❡❜❡♠♦ ❞❡❝✐ ✉❡❡❧♠♦❞♦❞✐❢✉✐✈♦❞❡❛♦❧❛✉♥❣❛❡♥❧❛❢❛❡♦❛②❡ ❛♥❢♦♠❛❡♥❧♦
✉❡❤❛✐❞♦❧❛♠❛❞♦✉♥♠♦❞♦♣❡✉❞♦❞✐❢✉✐✈♦❡♥❬✶✵✵❪✳ ❡❝✐❛♠❡♥❡❛♠♦♠❡♥♦k=0❊ ❡
✺✽
♠♦❞♦♠❛✐✈♦♣❡✉❞♦❞✐❢✉✐✈♦❡①♣❧✐❝❛❧♦❡❢❡❝♦♦❜❡✈❛❞♦❡♥❬✶✵✷❪♦❜❡❧❛❡♣✉❡ ❛❛❞❛
❡♥✉♣❡❝♦♥❞✉❝♦❡❤♦❧♦❣ ✜❝♦✳❛❛❡♠♣❡❛✉❛T Tc
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ImΩ
❡❧♠♦❞♦♣❡✉❞♦❞✐❢✉✐✈♦❡❡❧
♠♦❞♦ ✉❡ ✉❡❞❛♠ ❝❡❝❛❛❧❡❥❡❡❛❧②♣♦❡❧♦❞♦♠✐♥❛❧❛❡♣✉❡ ❛❛✐❡♠♣♦❧❛❣♦❞❡
❝✉❛❧✉✐❡♣❡ ✉❜❛❝✐♥✱❝♦♠♦♣♦❡❥❡♠♣❧♦❧♦ ✉❡♥❝❤❡❡✉❞✐❛❞♦❡♥❬✶✵✷❪✳❙❡✐❣✉❡✉❡❡❧
❝♦♥❞❡♥❛❞♦♠✉❡ ❛✉♥❞❡❝❛✐♠❡✐♥♦♣✉❛♠❡♥❡❡①♣♦♥❡♥❝✐❛❧②❛✉❡❡ ❡♠♦❞♦♥♦✐❡♥❡✉♥❛
❢❡❝✉❡♥❝✐❛❡❛❧✳▲❛❡①✐❡♥❝✐❛❞❡❡❡♠♦❞♦♣✉❡❞❡❡ ❛ ❡❛❞❛❤❛❛❡❧♠♦❞♦❞✐❢✉✐✈♦❞❡
❧❛❢❛❡♥♦♠❛❧✳❊♣❡❛♠♦❡♥♦♥❝❡ ✉❡❡❛✉♥❛❝❛❛❝❡ ✐❝❛♣♦♣✐❛❞❡✉♥❛❣❛♥❝❧❛❡❞❡
✉♣❡✢✉✐❞♦✭✐♥❝❧✉♦✉♣❡✢✉✐❞♦♥♦❤♦❧♦❣ ✜❝♦✮✳
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❋✐❣✉❛✹✳✻✿✭■③✉✐❡❞❛✮❡❧❛❝✐♥❞❡❞✐♣❡ ✐♥❞❡✉♥♠♦❞♦♣❡✉❞♦❞✐❢✉✐✈♦❣❛♣❡❛❞♦❡♥❧❛❢❛❡
♦❛♣❛❛ ❡ ❡♠♣❡❛✉❛ ❞✐❢❡❡♥❡✳❊❧❣❛♣❡❡♥❛♥❝❤❛❛♠❡❞✐❞❛ ✉❡❧❛ ❡♠♣❡❛✉❛
❜❛❥❛✳✭❉❡❡❝❤❛✮●❛♣γ❝♦♠♦❢✉♥❝✐♥❞❡❧❛❡♠♣❡❛✉❛❡❞✉❝✐❞❛T/Tc✳❆♠❡❞✐❛✉❡✉♥♦❡
❛❝❡❝❛❛❧❛❡♠♣❡❛✉❛❝ ✐❝❛❞❡❞❡❛❜❛❥♦❡❧❣❛♣❞❡❛♣❛❡❝❡✳
❊❧❣❛♣γ❝❡❝❡❛♠❡❞✐❞❛✉❡❧❛❡♠♣❡❛✉❛❞❡❝❡❝❡✳ ♦♦♦❧❛❞♦✱❤❛②◗◆▼✭❝♦♥❡❝❛❞♦
❛❧♦◗◆▼❞❡❧♦ ❡❝❛❧❛❡❡♥❧❛❢❛❡♥♦♦❛✮❝✉②❛♣❛❡✐♠❛❣✐♥❛✐❛❛♣❡♥❛❞❡♣❡♥❞❡❞❡❧❛
❡♠♣❡❛✉❛✳❆❝✐❡❛❡♠♣❡❛✉❛❞❡❝♦♦✈❡T∗❡❧❣❛♣❞❡❧♠♦❞♦♣❡✉❞♦❞✐❢✉✐✈♦❡♠
❣❛♥❞❡ ✉❡❧❛♣❛ ❡✐♠❛❣✐♥❛✐❛❞❡❡♦ ♠♦❞♦✱❞♦♠♦❡♠✉❡ ❛❡♥❧❛✜❣✉❛✹✳✼✳❊♥♦♥❝❡
❡❧♣❛ ♥❞❡ ❡♣✉❡ ❛❝❛♠❜✐❛❞❡✉♥❞❡❝❛✐♠✐❡♥♦♣✉❛♠❡♥❡❡①♣♦♥❡♥❝✐❛❧❛✉♥❛♦❝✐❧❛❝✐♥
❡①♣♦♥❡♥❝✐❛❧♠❡♥❡✉♣✐♠✐❞❛✳◆✉♠❡✐❝❛♠❡♥❡❡❝♥♦♥❛♠♦ ✉❡❧❛❡♠♣❡❛✉❛❞❡❝♦♦✈❡
❡T∗=0,69Tc✳✽❊ ♦❝❛♠❜✐♦❡♥❧❛❡♣✉❡ ❛❛✐❡♠♣♦❣❛♥❞❡❞❡✐♣♦❝♦♦✈❡❛♣❛❡❝❡♥
❢❡❝✉❡♥❡♠❡♥❡❡♥❡❧❞❡❛❧❡❞❡❡♣❡❝ ♦❞❡◗◆▼❞❡❡♦❛❤♦❧♦❣ ✜❝❛✱❬✶✶✽✱✶✶✾✱✶✷✵❪✳
❉❡❤❡❝❤♦✱❡ ❡❞❡❝❛✐♠✐❡♥♦♣✉❛♠❡♥❡❡①♣♦♥❡♥❝✐❛❧❛♣❧✐❝❛♥♦ ❧♦❛❧♣❛♠❡ ♦❞❡♦❞❡♥✱
✐♥♦✉❡❛ ♦❞♦❧♦♦♣❡❛♦❡ ✉❡❝♦ ❡♣♦♥❞❡♥❛❝❛♠♣♦ ✉❡♣❛ ✐❝✐♣❛♥❡♥❡❧✐❡❡♠❞❡
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S= √−gL= d4x√−g −14F
µνcFcµν−m2Ψ†Ψ−(DµΨ)†DµΨ , ✭✹✳✹✼✮
❞♦♥❞❡
Ψ= λψ , Aµ=A
cµTc, Dµ=∂µ−iAµ, ✭✹✳✹✽✮
✻✶
y c = 0, 1, 2, 3 es el índice de color. El campo Ψ juega el papel del condensado. El valor
de espectación de su operador dual dispara la rotura espontánea de la simetría U(2) global
de la teoría del borde. Por simplicidad, elegimos que λ = 0 en el background. Tc son los
generadores de U(2):
T0 =
1
2
I , Ti =
1
2
σi ,
{Ti, Tj} = 1
2
δijI , {T0, Ti} = 1
2
σi . (4.49)
Nótese que estamos trabajando en el límite de prueba, así que la métrica de background
la elegimos como Schwarzschild-AdS black brane de (4.16). Pr otro lado, el campo de gauge
ahora es
A
(0)
0 ≡ Φ(r) , A(3)0 ≡ Θ(r) . (4.50)
Siendo todas las demás componentes del campo de gauge nulas. Como en la sección anterior,
vamos a usar coordenadas adimensionales definidas por el escaleo dado en (4.17).
Las ecuaciones de movimiento para este ansatz
ψ′′ +
(
f ′
f
+
2
ρ
)
ψ′ +
(Φ−Θ)2
4f 2
ψ − m
2
f
ψ = 0 , (4.51)
Φ′′ +
2
ρ
Φ′ − ψ
2
2f
(Φ−Θ) = 0 , (4.52)
Θ′′ +
2
ρ
Θ′ +
ψ2
2f
(Φ−Θ) = 0 . (4.53)
Nótese que de (5.8) se sigue que no podemos simplemente prender Φ sin tampoco prender
un Θ no trivial. Por su poio estamos solamente intereados en prender un potencial químico
en el overall U(1), y por este motivo vamos a imponer Θ(ρ → ∞) = 0 y permitir un valor
de borde finito para Φ.
El sistema de ecucaciones acoplado de arriba puede ser simplificado redefiniendo χ ≡
1
2
(Φ−Θ) y ξ ≡ 1
2
(Φ + Θ). Usando (5.7) y (5.8), vemos que las ecuaciones resultantes para
estos campos es9
Ψ′′ +
(
f ′
f
+
2
ρ
)
Ψ′ +
χ2
f 2
Ψ− m
2
f
Ψ = 0 , (4.54)
χ′′ +
2
ρ
χ′ − 2Ψ
2
f
χ = 0 , (4.55)
ξ′′ +
2
ρ
ξ′ = 0 , (4.56)
donde hemos redefinido ψ → √2Ψ. Como siempre, elegimos las condiciones de borde χ(ρ =
1) = 0, ξ(ρ = 1) = 0 así como regularidad para Ψ. Tener una teoría de campos dual con
sólo un potencial químico encendido, implica que χ y ξ deben tomar el mismo valor no
trivial en el borde para asegurar que Θ se anule asintóticamente. Nótese que ξ se desacopla
9Estas ecuaciones de movimiento corresponden al probe limit de las estudiadas en [121] como el dual de
superconductores desbalanceados. Nótese sin embargo que en [121] la simetría de gauge era U(1)× U(1) en
lugar de U(2) como es el caso de este trabajo.
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por completo. El sistema restante (4.54)-(5.9) es nuevamente el background encontrado para
el superconductor holográfico s-wave U(1) ampliamente estudiado. Entonces, el background
para el modelo gaugead U(2) contiene al superconductor abeliano más un sector desacoplado
U(1).
El campo χ yace en la dirección de uno de los generadores rotos, que es la combinación
lineal 1
2
(T3 − T0), mientras ξ yace en la dirección del U(1) conservado dado por 12(T3 + T0).
La expansión asintótica para los campos cerca del borde conforme es
χ = µ¯χ − n¯χ
ρ
+O
(
1
ρ2
)
, (4.57)
ξ = µ¯ξ − n¯ξ
ρ
+O
(
1
ρ2
)
, (4.58)
Ψ =
ψ1
ρ
+
ψ2
ρ2
+O
(
1
ρ3
)
. (4.59)
El mapeor de los coeficientes en las ecuaciones anteriores a las condiciones de borde es
µ¯χ = µ¯ξ = µ¯. Una vez más, vamos a concentrarnos sólo en la teoría O2 de manera exclusiva,
y por eso vamos a exigir ψ1 = 0.
Las ecuaciones (4.54)-(5.9) permiten escuaciones con un condensado no nulo, lo que
implica que 1
2
(T3−T0) va a estar roto de manera espontánea. esta solución debe ser encontrada
de manera numérica, ya que el sistema es no lineal. Sin embargo, (4.56) sí tiene una solución
analítica
ξ = µ¯
(
1− 1
ρ
)
(4.60)
y entonces n¯ξ = µ¯.
Cuando la simpetía no está rota, Ψ = 0, la ecuación para χ tiene por supuesto
χ = µ¯
(
1− 1
ρ
)
(4.61)
como solución también. Entonces, en la fase no rota
Θ = 0 , (4.62)
Φ = 2µ¯
(
1− 1
ρ
)
. (4.63)
Este comportamiento refleja el hecho de que T3 es completamente independiente de T0 en
la fase no rota. Sin embargo, una vez que prendemos el condensado, el juego entre T3 y T0
(recuérdese que la simetría restante es una combinación de ambos) hace imposible fijar sólo
uno de estos campos a cero.
Finalmente, mencionemos que con el fin de relacionar los parámetros adimensionales
con los físicos, necesitamos aplicar el mismo diccionario (4.23)-(4.26) usado para el modelo
ungauged.
4.4.1. Densidad de carga en la fase rota
De acuerdo con [104, 109] podemos esperar la presencia de modos de Goldstone tipo II
si los generadores de la simetría rota satisfacen
〈[Qa, Qb]〉 = Bab (4.64)
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❝♦♥❛❧♠❡♥♦✉♥Bab=0✳❊♥♥✉❡ ♦❝❛♦❡♥❡♠♦[Q1,Q2]=iQ3✳♦❧♦❛♥♦❡♥♥✉❡ ❛
❢❛❡♦❛❡❛♠♦✐♥❡❡❛❞♦❡♥✉♥✈❛❧♦❞❡❡♣❡❝❛❝✐♥♥♦♥✉❧♦♣❛❛❧❛❞❡♥✐❞❛❞❞❡❝❛❣❛
Q3 =nΘ✳❈♦♠♦❤❡♠♦❛❣✉♠❡♥❛❞♦❛♥❡✱❡♥❧❛❢❛❡♥♦♦❛ ❡♥❡♠♦♥❡❝❡❛✐❛♠❡♥❡
Θ(r)=0✳❊♦♣❛❛②❛✉❡χ②ξ♦❜❡❞❡❝❡♥❧❛♠✐♠❛❡❝✉❛❝✐ ♥❞✐❢❡❡♥❝✐❛❧②❧❛❝♦♥❛♥❡❞❡
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ΨˆT =(η(t,ρ,x),Ψ(ρ)+σ(t,ρ,x)), ✭✹✳✻✻✮
A(0) =(Φ(ρ)+a(0)t(t,ρ,x))dt+a(0)x(t,ρ,x)dx, ✭✹✳✻✼✮
A(1) = a(1)t(t,ρ,x)dt+a(1)x(t,ρ,x)dx, ✭✹✳✻✽✮
A(2) = a(2)t(t,ρ,x)dt+a(2)x(t,ρ,x)dx, ✭✹✳✻✾✮
A(3) =(Θ(ρ)+a(3)t(t,ρ,x))dt+a(3)x(t,ρ,x)dx. ✭✹✳✼✵✮
✻✹
Perturbaciones en la fase no rota
En la fase normal, el valor de background del condensado se anula. Más aun, tenemos
Θ(ρ) = 0. Las ecuaciones de movimiento de las perturbaciones son
s′′ + s′
(
f ′
f
+
2
ρ
)
+
(
(Φ
2
+ ω)2
f 2
− k
2
fρ2
− m
2
f
)
s = 0 , (4.71)
a
′′(c)
t +
2
ρ
a
′(c)
t −
ωk
fρ2
a(c)x −
k2
fρ2
a
(c)
t = 0 , (4.72)
a′′(c)x +
f ′
f
a′(c)x +
ω2
f 2
a(c)x +
ωk
f 2
a
(c)
t = 0 , (4.73)
ω
f
a
′(c)
t +
k
ρ2
a′(c)x = 0 , (4.74)
donde s ∈ {η, σ}. Como los índices de color no se ven uno al otro el sistema es el mismo
que (4.30)-(4.33) con la excepción de que hay cuatro copias del escalar. Debido a nuestra
elección de la normalización de los generadores de U(2) el campo de background Φ aparece
con un factor adicional 1
2
en comparación con (4.30). El espectro de QNM es el mismo que
aquel de un superconductor holográfico s-wave [100] conla exepción que los modos escalares
están doblemente degenerados y que los modos de los campos de gauge tienen cuatro copias.
En particular hay cuatro copias del modo hidrodinámico difusivo ω = −iDk2.
Perturbaciones en la fase rota
Las ecuaciones de movimiento en la fase rota se desacoplan en dos sectores: uno mezcla
de colores (0) − (3) del campo de gauge y fluctuaciones σ y el otro mezclando los colores
(1)− (2) y las fluctuaciones η.
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Escribiendo σ = ζ + iδ, las ecuaciones del sector (0)− (3) son
0 = fζ ′′ +
(
f ′ +
2f
ρ
)
ζ ′ +
(
ω2
f
+
χ2
f
− k
2
ρ2
−m2
)
ζ +
2iωχ
f
δ + (a
(0)
t − a(3)t )Ψ
χ
f
,(4.75)
0 = fδ′′ +
(
f ′ +
2f
ρ
)
δ′ +
(
ω2
f
+
χ2
f
− k
2
ρ2
−m2
)
δ − 2iωχ
f
ζ + iΨω
a
(3)
t − a(0)t
2f
+
+iΨk
a
(3)
x − a(0)x
2ρ2
, (4.76)
0 = fa
′′(0)
t +
2f
ρ
a
′(0)
t −
(
Ψ2 +
k2
ρ2
)
a
(0)
t −
ωk
ρ2
a(0)x + Ψ
2a
(3)
t − 4ζΨχ− 2iωΨδ , (4.77)
0 = fa′′(0)x + f
′a′(0)x +
(
ω2
f
−Ψ2
)
a(0)x +
ωk
f
a
(0)
t + Ψ
2a(3)x + 2ikδΨ , (4.78)
0 = fa
′′(3)
t +
2f
ρ
a
′(3)
t −
(
Ψ2 +
k2
ρ2
)
a
(3)
t −
ωk
ρ2
a(3)x + Ψ
2a
(0)
t + 4ζΨχ+ 2iωΨδ , (4.79)
0 = fa′′(3)x + f
′a′(3)x +
(
ω2
f
−Ψ2
)
a(3)x +
ωk
f
a
(3)
t + Ψ
2a(0)x − 2ikδΨ , (4.80)
0 =
ik
ρ2
a′(0)x +
iω
f
a
′(0)
t + 2Ψ
′δ − 2Ψδ′ , (4.81)
0 =
ik
ρ2
a′(3)x +
iω
f
a
′(3)
t − 2Ψ′δ + 2Ψδ′ . (4.82)
Es trivial mostrar que definiendo los nuevos campos a(±)t ≡ 12(a(0)t ±a(3)t ) y a(±)x ≡ 12(a(0)x ±a(3)x )
el sistema se desacopla aun más formando un sistema acoplado para los modos escalares y a(−)µ
y una ecuación independiente del background para el campo de gauge a(+)µ correspondiente
al U(1) sobreviviente. El primer subsistema reproduce las ecuacione (4.37)-(4.41) y por lo
tanto corresponde al superconductor holográfico s-wave U(1) contenido en el modelo U(2).
Por otro lado, el campo a(+)µ corresponde a la simetría de gauge preservada en el proceso
de rotura espontánea de simetría U(2) → U(1). El espectro de QNMs en este sector es po
lo tanto el mismo que presentado en [100] más los QNMs que salen de considerar un gauge
field U(1) en AdS4. En particular, los modos hidrodinámicos en este sector son el modo de
sonido y el modo de sonido asociado al U(1) remanente.
De ahora en adelante nos vamos a concentrar en los campos restantes. Vamos a llamar a
este sector, inherentemente no abeliano, sector (1)− (2) y vamos a mostrar que los bosones
de Goldstone tipo II que esperamos ver residen acá. Escribiendo η = α + iβ, encontramos
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las siguientes ecuaciones de movimiento en el sector (1)− (2):
0 = fα′′ +
(
f ′ +
2f
ρ
)
α′ +
(
ω2
f
+
(Φ + Θ)2
4f
− k
2
ρ2
−m2
)
α +
iω(Φ + Θ)
f
β −
−iΨ
(
k
2ρ2
a(2)x +
ω
2f
a
(2)
t
)
+
ΨΦ
2f
a
(1)
t , (4.83)
0 = fβ′′ +
(
f ′ +
2f
ρ
)
β′ +
(
ω2
f
+
(Φ + Θ)2
4f
− k
2
ρ2
−m2
)
β − iω(Φ + Θ)
f
α−
−iΨ
(
k
2ρ2
a(1)x +
ω
2f
a
(1)
t
)
− ΦΨ
2f
a
(2)
t , (4.84)
0 = fa
′′(1)
t +
2f
ρ
a
′(1)
t −
(
Ψ2 +
k2
ρ2
)
a
(1)
t −
ωk
ρ2
a(1)x + iΘ
k
ρ2
a(2)x − 2ΦΨα− 2iωΨβ ,(4.85)
0 = fa′′(1)x + f
′a′(1)x +
(
ω2
f
−Ψ2 + Θ
2
f
)
a(1)x − 2i
Θω
f
a(2)x − iΘ
k
f
a
(2)
t +
ωk
f
a
(1)
t β +
+2ikΨβ , (4.86)
0 = fa
′′(2)
t +
2f
ρ
a
′(2)
t −
(
Ψ2 +
k2
ρ2
)
a
(2)
t −
ωk
ρ2
a(2)x − iΘ
k
ρ2
a(1)x + 2ΦΨβ − 2iωΨα ,(4.87)
0 = fa′′(2)x + f
′a′(2)x +
(
ω2
f
−Ψ2 + Θ
2
f
)
a(2)x + 2i
Θω
f
a(1)x + iΘ
k
f
a
(1)
t +
ωk
f
a
(2)
t +
+2ikΨα , (4.88)
0 =
ik
ρ2
a′(1)x +
iω
f
a
′(1)
t +
1
f
(
a
′(2)
t Θ− a(2)t Θ′
)
+ 2Ψ′β − 2β′Ψ , (4.89)
0 =
ik
ρ2
a′(2)x +
iω
f
a
′(2)
t −
1
f
(
a
′(1)
t Θ− a(1)t Θ′
)
+ 2Ψ′α− 2α′Ψ . (4.90)
Un comentarito: El sistema de ecuaciones podrían ser escritas de manera más compacta
usando las variables complejas η y a(1)t,x ± ia(2)t,x . Uno debe tener en mente en ese caso que las
ecuaciones de campo que uno necesita resolver para obtener el espectro de QNMs no son las
ecuaciones complejo conjugadastya que uno tiene que pedir condiciones de borde entrantes
en el agujero negro y los campos y en los campos complejo conjugados de manera simultánea.
Este aspecto es más claro si uno trabaja con los campos (formalmente) reales como variables
a costas de que las ecuaciones se vean un poco más largas.
Considerando hasta orden lineal en las ecuaciones, hay tres sectores desacoplados en el
sistema. Dos de los cuales pertenecen al `sector (0)− (3)' y son una copia del superconductor
holográfico U(1) ya estudiado extensivamente, y de una simetría de gauge U(1) preservada.
Las principales características de este espectro ya fueron presentadas en 4.3 ya que es también
un subsector del modelo no gaugeado. Por otro lado, el llamado `sector (1) − (2)' no fue
estudiado aun. La física de este sector es bastante diferente de la física presentada hasta
ahora y nos conentraremos en la misma en lo que queda de este capítulo.
Antes de estudiar los modos quasinormales vamos a concentrarnos en un problema más
sencillo, el de las conductividades.
67
4.4.3. Conductividades
Para estudiar conductividades usando al fórmula de Kubo, es suficiente resolver las ecua-
ciones linealizadas en el límite k = 0. Los correladores retardados en los que estamos intere-
sados tienen la forma GR ∼
〈
Jx(c), J
x
(c′)
〉
R
, con c, c′ índices de color.
Vamos a usar la prescripción de [119] para computar funciones de Green en presencia de
operadores mezclados. Si uno tiene un conjunto de campos ΦI , la función de correlación de
dos puntos será
GIJ = l´ım
Λ→∞
(AIMFMk J(Λ)′ + BIJ) , (4.91)
donde la matriz Fk(r) no es nada más que el porpagador bulk-to-boundary para los campos,
normalizado ed manera que sea la identidad en el borde. Las matrices A y B pueden ser
leidas de las acción on-shell renormalizada. Las correspondientes conductividades DC son
según la fórmula de Kubo
σIJ = l´ım
ω→0
(
i
ω
GIJ(ω, 0)
)
. (4.92)
A momento cero, las componentes longitudinales de los campos de gauge se desacoplan
de las perturbaciones escalares, así como de las componentes temporales de los campos de
gauge. Más aun, los contraints (eqs. (4.81-4.82) y (4.89-4.90)) resultan satisfacerse de manera
trivial. Como sabemos que el sistema se separa en los sectores (0)−(3) ythe (1)−(2) podemos
rearreglar a los campos a(c)x en dos vectores
ΦTk (0−3)(ρ) = (a
(0)
x (ρ), a
(3)
x (ρ)) and Φ
T
k (1−2)(ρ) = (a
(1)
x (ρ), a
(2)
x (ρ)) . (4.93)
Uno puede verificar que en nuestro caso las matrices A,B toman una forma sencilla
A = −f(r)
2
I , B = 0 , (4.94)
en ambios sectores. A priori tendríamos una matriz de 4×4de conductividades. Sabemos sin
embargo que las fluctuaciones en los sectores (0)− (3) y (1)− (2) se desacoplan unas de las
otras. Entonces podemos restringirnos al estudio de dos matrices de 2×2 de conductividades.
4.4.4. Conductividades en el sector (0)− (3)
Las ecuaciones de movimiento a k = 0 para a(0)x y a
(3)
x pueden ser simplificadas usando
los ya definidos campos a(−)x y a
(+)
x . Esto resulta en
0 = fa′′(+)x + f
′a′(+)x +
ω2
f
a(+)x , (4.95)
0 = fa′′(−)x + f
′a′(−)x +
(
ω2
f
− 2Ψ2
)
a(−)x . (4.96)
Vemos que el sistema de ecuaciones resultante ahora está completamente desacoplado. Só-
lo tenemos dos conductividades diagonales σ++ y σ−−, correspondientes al sector difusivo
U(1) y a un modo asociado con la rotura espontánea de la simetría U(1) que se acopla al
condensado. El primero es igual que en la fase no rota y de no mayor interés para nosotros
. El último es el del bien estudiado superconductor s-wave U(1). Su conductividad ya fue
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❛❡❛❢❡❝✉❡♥❝✐❛❡♥♣❛✐❝✉❧❛✳❍❡♠♦❡✉❞✐❛❞♦❡❧❡♣❡❝ ♦❞❡❧♦◗◆▼♠ ❜❛❥♦♣❛❛❡❧
❡❝♦❞❡❣❛✉❣❡②❡♥❝♦♥❛♠♦ ✉❡❡ ❡♠♦❞♦❝♦❡♣♦♥❞❡❡♥❧❛❢❛❡♥♦♠❛❧❛❧❛❡①❝✐❛❝✐♥
♠ ❜❛❥❛❞❡a(1,2)µ ✱ω=−1,5i✳❡♦❡❛❡♠♣❡❛✉❛♠ ❜❛❥❛ ✉❡✉♥♦❡♥❝✉❡♥❛✉♥❤❡❝❤♦
❡♠❛❝❛❜❧❡✿❛T/Tc≈0,395❧♦♠♦❞♦ ❡✈✉❡❧✈❡♥✐♥❡❛❜❧❡✱②❞❡❤❡❝❤♦✱❝♦♠♦✈❡❡♠♦✱✈❛✐❛
❝❛♥✐❞❛❞❡❢✐❝❛♠♦❞✐✜❝❛♥ ✉❝♦♠♣♦ ❛♠✐❡♥♦❛❡❛❡♠♣❡❛✉❛✳
♦❧♦❛♥♦✱❡♣❡❛♠♦✉♥❛♥✉❡✈❛ ❛♥✐❝✐♥❞❡❢❛❡❛❧❡❞❡❞♦❞❡T/Tc≈0,395✱❞❡❜✐❞♦
❡♥❡❛♠❡♥❡❛❧❡❝♦(1)−(2)✳❈♦♠♦❡❛ ❛♥✐❝✐♥❞❡❢❛❡♣❛❡❝❡❡❞✐♣❛❛❞❛♣♦✉♥
♠♦❞♦❡♥❡❧ ❡❝♦✈❡❝♦✐❛❧❧♦♠ ♣♦❜❛❜❧❡❡ ✉❡❧❡✈❡❛❧❛❢♦♠❛❝✐ ♥❞❡✉♥❝♦♥❞❡♥❛❞♦
✐♣♦♣✲✇❛✈❡✳❊❛♥✉❡✈❛❢❛❡❡ ❞❡❛❧❛❞❛❡♥❡❧❝❛♣✉❧♦✺✳
❈♦♥❞✉❝✐✈✐❞❛❞❡❢✉❡❛❞❡❧❛❞✐❛❣♦♥❛❧σ12&σ21
▲♦ ❡❧❡♠❡♥♦❢✉❡❛❞❡❧❛❞✐❛❣♦♥❛❧❞❡❧❛♠❛✐③❞❡❝♦♥❞✉❝✐✈✐❞❛❞❡❡ ♥❛♠❜✐♥❡❧❛✲
❝✐♦♥❛❞♦❛ ❛✈ ❞❡❧❛ ✐♠❡ ❛✭✹✳✾✾✮②♣♦❧♦❛♥♦♦❜❡❞❡❝❡♥σ12=−σ21✳❊♥♦♥❝❡✱❡
✉✜❝✐❡♥❡❤❛❝❡❝♦♠❡♥❛✐♦♣❛❛σ12✱❛✉♥✉❡❧❛❝♦♥❝❧✉✐♦♥❡✈❛♥❛❡✈❧✐❞❛♣❛❛❛♠❜❛
❝♦♠♣♦♥❡♥❡✳
▲❛❢♦♠❛❞❡σ12❡❣❛✜❝❛❞❛❡♥❧❛✜❣✉❛✹✳✶✹♣❛❛✈❛✐❛ ❡♠♣❡❛✉❛❞✐❢❡❡♥❡❝♦♠♦
❢✉♥❝✐♥❞❡❧❛❢❡❝✉❡♥❝✐❛✳❆T/Tc=1❡❧✐❡♠❛❡ ♣ ❝✐❝❛♠❡♥❡❞❡❛❝♦♣❧❛❞♦✱❡♥♦♥❝❡
♣❛❛ ♦❞❛ ❧❛ ❡♠♣❡❛✉❛ ❧❛❝♦♥❞✉❝✐✈✐❞❛❞❡❞✐❛❣♦♥❛❧❡ ✈❛♥❛❝❡♦❛♠❡❞✐❞❛ ✉❡ω
❛✉♠❡♥❛✳
❖❜ ✈❡❡✉❡σ12(ω)❡❝♦♠♣♦❛❝♦♠♦✉♥❛❝♦♥❞✉❝✐✈✐❞❛❞♥♦♠❛❧✳❙✉♣❛ ❡❡❛❧❡❛♥✉❧❛
♣❛❛ω→0✱♠✐❡♥❛ ✉❡❧❛✐♠❛❣✐♥❛✐❛✐❡♥❞❡❛✉♥✈❛❧♦❝♦♥❛♥❡✳
❈♦♥❞✉❝✐✈✐✐❡σ+− ❛♥❞σ−+
❱❛❧❡❧❛♣❡♥❛❤❛❝❡ ♥♦❛ ✉❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞❡✭✹✳✾✼✮✲✭✹✳✾✽✮❡❞❡❛❝♦♣❧❛♥✐❞❡✜♥✐♠♦
✉♥♥✉❡✈♦❝❛♠♣♦✈❡❝♦✐❛❧
ϕ˜= A+A− =
1 i
1 −i
a(1)x
a(2)x =Sϕ. ✭✹✳✶✵✷✮
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ImΣ12
❋✐❣✉❛✹✳✶✹✿ ❛❡ ❡❛❧✭✐③✉✐❡❞❛✮❡✐♠❛❣✐♥❛✐❛✭❞❡❡❝❤❛✮❞❡σ12❝♦♠♦❢✉♥❝✐♥❞❡ω♣❛❛
T/Tc≈0,91−0,41✱❞❡♦❥♦❛✈✐♦❧❡❛✳
❊♥❡ ❛❜❛❡✱❧❛❡❝✉❛❝✐♦♥❡❞❡♠♦✈✐♠✐❡♥♦♦♥
0=fA±+fA±+ (ω∓Θ)
2
f −Ψ
2 A±. ✭✹✳✶✵✸✮
❊ ❢❝✐❧❝♦♦❜♦❛ ✉❡❧❛ ❡❧❛❝✐♥❡♥❡❧❛♠❛ ❝✐❡❞❡❝♦♥❞✉❝✐✈✐❞❛❞❡❡♥❛♠❜❛❜❛❡
✈✐❡♥❡❞❛❞❛♣♦
σ˜= ST −1σS−1, ✭✹✳✶✵✹✮
② ✉❡ ❧♦❧❛♣❛ ❡♥♦❞✐❛❣♦♥❛❧❡❞❡σ˜ ♦♥♥♦♥✉❧❛✳
▲❛ ❝♦♥❞✉❝✐✈✐❞❛❞❡σ−+②σ+−❡ ♥❡♣❡❡♥❛❞❛❡♥❧❛✜❣✉❛✹✳✶✺②✹✳✶✻✱❡♣❡❝✐✲
✈❛♠❡♥❡✳❊❧♣❧♦❞❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞σ−+❡♣❛ ✐❝✉❧❛♠❡♥❡✉❣❡ ✐✈♦✳❆♣❛❡❞❡❧❛❞❡❧❛
✉♣❡❝♦♥❞✉❝♦❛❞❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞❉❈♥♦ ❡❝✉❡❞❛❛❧❝♦♠♣♦ ❛♠✐❡♥♦♦❜❡✈❛❞♦❡♥●❛✲
❢❡♥♦❬✶✶✹❪✳❙❡♠❡❥❛♥❡✐♠✐❧✉✉❞❡♥❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞❡❞❡✉♣❡❝♦♥❞✉❝♦❡❤♦❧♦❣ ✜❝♦
②●❛❢❡♥♦❢✉❡②❛❡❛❧❛❞❛❡♥❬✶❪✳❊♥❢❛✐③❛♠♦ ✐♥❡♠❜❛❣♦ ✉❡❡♥❧❛✜❣✉❛✹✳✶✺❡♥❡♠♦
✉♥❛ ❡♠❡❥❛♥③❛❛✉♥♠ ❣❛♥❞❡❝♦♥❡❧●❛❢❡♥♦❬✶✶✹❪✱❧❛❝✉❛❧♣✉❡❞❡♦❜❡✈❛❡❡♥❧❛✜❣✉❛
✹✳✶✼✳❊♥♣❛✐❝✉❧❛✱❛❜❛❥❛❢❡❝✉❡♥❝✐❛✈❡♠♦ ✉❡ ❡❞❡❛♦❧❛✉♥♣✐❝♦✐♣♦❉✉❞❡✳❊ ❡
✐♣♦❞❡❝♦♠♣♦❛♠✐❡♥♦❡♥♠❡❛❧♣♦❧♦❣❡♥❡❛❧❡❛♦❝✐❛❞♦❛✐♠♣✉❡③❛♦❛❧❛❡①✐❡♥❝✐❛
❞❡✉♥❛ ❡❞✱♠✐❡♥❛ ✉❡❡♥♥✉❡ ♦❝❛♦✱❧❛❡❧❛❥❛❝✐♥❞❡♠♦♠❡♥♦✈❡♥❞❛❞❛❞❛♣♦✉♥
✈❛❧♦❞❡❡♣❡❝❛❝✐♥♥♦♥✉❧♦❞❡❧♦♣❡❛❞♦❞❡♥✐❞❛❞❞❡❝❛❣❛Q3 =n¯Θ✳ ❛❛❢❡❝✉❡♥❝✐❛
❣❛♥❞❡✱❡❧❤❡❝❤♦❞❡✉❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞✈❛②❛❛✉♥❛❝♦♥❛♥❡❡✉♥✐✈❡ ❛❧❡♥✐❡♠❛❡♥
2+1❞✐♠❡♥✐♦♥❡✱②❡ ❛♦❝✐❛❞♦❛ ✉❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞♥♦✐❡♥❡✉♥✐❞❛❞❡❡♥❡❛❡❧❡❝❝✐♥
♣❛ ✐❝✉❧❛❞❡❞✐♠❡♥✐♥✳
▲❛ ✐♠✐❧✐✉❞ ❡♠❛♥✐❡♥❡♣❛❛ ❡♠♣❡❛✉❛♥♦❞❡♠❛✐❛❞♦♣❡✉❡❛✳❈✉❛♥❞♦❜❛❥❛♠♦
❧❛❡♠♣❡❛✉❛✱ ❡❛❜❡✉♥❣❛♣♣❛❛❡❧ ❡❝♦ (0)−(3)✳▲❛♣❛❡❡❛❧❞❡σ+− ♠✉❡ ❛
❡❧♠✐♠♦♣✐❝♦ ✉❡σ11❝✉❛♥❞♦❜❛❥❛♠♦❧❛❡♠♣❡❛✉❛✳ ❛❛❡♠♣❡❛✉❛♣♦ ❞❡❜❛❥♦❞❡
T≈ 0,49Tc✱❡❧♣♦❧♦❡♥❧❛♣❛❡✐♠❛❣✐♥❛✐❛❞❡❛♠❜❛❝♦♥❞✉❝✐✈✐❞❛❞❡❝❛♠❜✐❛❞❡✐❣♥♦✳
♦ ✉♣✉❡ ♦✱❝♦❡♣♦♥❞❡❛❧❛ ❡♠♣❡❛✉❛♣❛❛❧❛❝✉❛❧❡❧ ❡✐❞✉♦❝❛♠❜✐❛❞❡✐❣♥♦✳❊❧
❝♦♠♣♦❛♠✐❡♥♦❛❜❛❥❛❢❡❝✉❡♥❝✐❛❞❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞❝❡❝❡ ♣✐❞❛♠❡♥❡❛♠❡❞✐❞❛ ✉❡
❜❛❥❛♠♦ ❧❛❡♠♣❡❛✉❛✱② ❡❤❛❝❡❞✐✈❡❣❡♥❡❛T/Tc≈0,395✳▲❛♣❡❡♥❝✐❛❞❡❡❡♣♦❧♦
❡♥❧❛❝♦♥❞✉❝✐✈✐❞❛❞❡ ❡❧❛❝✐♦♥❛❞♦❝♦♥❧❛❛♣❛✐❝✐♥❞❡✉♥❛✐♥❡ ❛❜✐❧✐❞❛❞❡♥❡❧❡♣❡❝ ♦
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❋✐❣✉❛✹✳✶✻✿ ❛❡ ❡❛❧✭✐③✉✐❡❞❛✮❡✐♠❛❣✐♥❛✐❛✭❞❡❡❝❤❛✮❞❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞σ+− ♣❛❛
❡♠❡♣❛✉❛❡♥❡❧❛♥❣♦T/Tc≈0,91−0,41✱❞❡♦❥♦❛✈✐♦❧❡❛✳
✹✳✹✳✻✳ ▼♦❞♦ ✉❛✐♥♦♠❛❧❡
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rota es posible que los modos difusivos no solo desarrollen un gap, sino que se acplen entre
ellos y se muevan fuera del eje imaginario en la fase rota. Veremos que este es efectivamente
el caso.
El modo especial gapeado corresponde a un modo que es asociado al complejo conjugado
de la perturbación escalar en la fase normal. A k = 0 y µ = 0 el modo escalar y su complejo
conjugado están degenerados. A medida que bajamos la temperatura se separan en dos
modos diferentes. Cuando llegamos a T = Tc, el modo escalar más bajo se convierte en el
bosón de GOldstone tipo II mientras que el modo del complejo conjugado se convierte en su
compañero masivo. El gap de este modo se espera que esté dado por su resultado a tree-level
(4.13) [116].
El destino de los modos difusivos: Como ya fue mencionado, en el sector (1) − (2)
tenemso dos modos difusivos degenerados en la fase rota. Cuando atravesamos una transición
de fase estos modos pueden por lo tanto aparearse y moverse fuera del eje imaginario de
manera tal que sus frecuencias quasinormales desarrollen partes reales y queden paradas de
manera simétrica alrededor del eje imaginario. Esperamos entonces que en el límite de bajas
energías la relación de dispersión tome la forma
ω = Γ(T ) +M(T )k2 , (4.106)
donde los dos coeficientes son funciones compleja y el segundo modo está localizado a ω′ =
−ω∗. Además, esperamos que los QNMs sean continuos a través de la transición de fases, lo
que en particular significa que para T = Tc, nuestro modo pseudodifusivo se pegue con el
valor para el modo difusivo en la fase rota, i.e. Γ(Tc) = 0 yM(Tc) = −i.
Los modos a momento cero están graficados en la figura 4.20. Vemos que de hecho el gap
se anula a T → Tc, mientras que los modso se separan y desarrollan un parte real a medida
que disminuimos la temperatura. Esta última característica es exclusiva de un sistema no
abeliano y por lo tanto no ocurre en el superconductor holgráfico U(1) de toda la vida, donde
el gap es puramente imaginario (ver [100] y los comentarios hechos más arriba). Cerca de la
transición de fase, ellos presentan un comportamiento lineal en la temperatura,
Γ(T ) = (4,1− 0,8 i)
(
1− T
Tc
)
near Tc . (4.107)
La dependencia en temperatura del coeficiente en el momento de (4.106), M(T ), se
muestra en la figura 4.21. La parte real crece de manera brusca justo por debajo de la
transición de fase. La parte imaginaria se acerca al valor de la fase rota a la temperatura
crítica, i.e.M(Tc) = −i, como es de esperarse para que los modos pseudodifusivos se conecten
de manera continua con los modos de la fase normal a través de la transición de fase. Nótese
que ImM(T ) decrece a medida que bajamos la temperatura.
Otra forma de corroborar que los modos pseudodifusivos vienen del apareo de los modso
difusivos de la fase normal es que su relación de dispersión en la transición de fase se pega.
Por lo tanto los dos modos son continuos a través de la transición de fases, sin embargo, en
lugar de desarrollar un gap puramente imaginario desarrollan un gap complejo.
El hecho que Re(ω) no se anuela para estos modso implica que lo suficientemente cerca
de Tc y en el límite k = 0, la respuesta a tiempos tardíos de un estado perturbado va a
presentar un decaimiento oscilatorio de las perturbaciones, lo cual significa, a diferencia del
caso U(1), que no habrá una temperatura para la cual el comportamiento a tiempos grandes
cambie de manera cualitativa.
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teorema de Goldstone dan por garantizada su existencia. Por otro lado está casi garantizado
que uno puede escribir una teoría de campos efectiva, un modelo onda Landau-Ginzburg
simple, que capture la dinámica esencial de los modos livianos, i.e. los modos quasinormales
más bajos. Dicho modelo va a estar dado esencialmente por el introducido en la sicción 4.2
y esto garantiza la existencia de los modos de Goldstone tipo II. Sin embargo uno puede
esperar que dicho acercamiento a través de teorías de campso efectivas pueda sólo capturar
la física de los modos más bajos y no así la de los más altos. Esto es de hecho lo que
pasa: el modo compaero del Goldstone tipo II en el modelo ungauged no se comporta de la
manera supuestamente universal ω = qµ. En contraste el modo corresponiente del modelo
gaugeadosí obedece esta relación de manera aporximada y la desviación encontrada puede
ser perfectamente atribuida a las dificultades numéricas que emergen al estudiar QNMs más
altos.
Una perspectiva bastante interesante del modelo ungauge surge si variamos las masas de
los campos escalares en el interior de AdS. Si las masas son ligeramente diferentes, entonces
a la temperatura crítica sólo uno de los escalares va a tener un QNM no masivo (aquel que
tenga una masa más pequeña). el modo escalar más bajo del segundo va a ser todavía masivo
a la temperatura crítica. A medida que uno va a través de la transición de fase no esperamos
que este modo se vuelva no masivo a temperaturas más bajas. Debería convertirse en un
modo pseudo-Goldstone con un gap proporcional a la diferencia de masas. La aparición de
un Goldstone tipo II puede ser vista como un efecto del aumento de simetría en ese punto del
espacio de parámetros en el que las masas de los escalares se vuelven degeneradas. Como esta
simetría no es representada por campos de gauge en el bulk podemos llamarla una simetría
accidental. A este punto resulta difícil escapar a la tentación de dibujar un paralelo con el
aumento de simetría conjeturado para superconductores de alta Tc. En [122] fue sugerido
que el diagrama de fases de superconductores de alta Tc puede ser capturado mediante un
agrandamiento de la simetría SO(3)×U(1) de rotaciones y electromagnetismo a una simetría
SO(5). Como los superconductores de alta Tc son d-wave en lugar de s-wave queda por ser
visto cómo nuestro mecanismo de agrandamento de simetría y los modos de GOldstone tipo
II resultantes pueden ser combinados con modelos holográficos de superfluidos tipo d-wave
como por ejemplo [90, 91] 11.
El segundo modelo que estudiamos tiene campos de gauge en el bulk para toda la sime-
tría U(2). Hay varias diferencias importantes en comparación con el modelo no gaugeado.
La más evidente es que uno puede definir y estudiar el conjunto completo de conductivi-
dades correspondientes a la simetría U(2). Nada en especial ocurre en la fase normal, hay
simplemente cuatro conductividades asociadas a los cuatro campos de gauge. En la fase rota
sin embargo nuevos fenómenos aparecen. En particualar hay conductividades no diagonales
distintas de cero. Además hemos encontrado que las conductvidades deiagonales del sector
(1) − (2), aquelque contiene el bosón de Goldstone tipo II, tienen polos de función delta a
frecuencia cero. En ese sentido este sectro es superconductor. Más aun, ir a una base desaco-
plada en este sector lleva a un resultado muy sugestivo: la conductividad desarrolla un pico
tipo Drude característico de metales además de la delta. Pr otro lado, el criterio de landau
para superfluidez no se satisface en este sector. Recordad que el mismo dice que la super-
fluidez ocurre para velocidades v que son más pequeñas que la velocidad crítica vc donde
vc = miniωi(k)/k para todas las ramas de exitación i y para todo momento k [124, 125].
11La aparición de modos de Goldstone no masivos relacionados con un aumento de simetría en el contexto
de condensados de Bose fue encontrado en [123]
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Para un modo de Goldstone tipo II la velocidad crítica del fluido es claramente nula.
Una segunda diferencia concierne al destino de los modos difusivos. En la fase no rota hay
simplemente cuatro modos difusivos, uno para cada campo de gauge en el interior de AdS.
En la fase rota hay un modo imaginario puro masivo `pseudo-diffusivo' en el sector (0)− (3),
i.e. en el sector isomorfo al superfluido U(1) s-wave. Como todavía resta una simetría U(1)
no rota hay todavía un modo difusivo normal asociado a la simetría U(1) no rota. En el
sector (1) − (2) tenemos sin embargo dos modos difusivos en la fase no rota. Al atravesar
la transición de fase estos modos pueden aparearse y moverse fuera de los ejes imaginarios,
conviritiéndose en un par de modos quasinormales corrientes con partes real e imaginaria
en sus frecuencias. Genéricamente la parte imaginaria de este gap es más pequeña (i.e. yace
más cerca del eje real) que el gap del modo imaginario puro en el sector (0) − (3) . Una
perturbación grande y genérica va, a tiempos grandes, a exitar tanto el sector (0)− (3) como
el (1) − (2). La respuesta a tiempos grandes del parámetro de orden invairante frente U(2)√|O1|2 + |O2|2 va a estar dominada entonces por estos modos apareados y mostrará un
comportamiento oscilatorio en ocntraste con el patrón de respuesta del parámetro de orden
en el caso U(1) [102].
Otro QNM remarcable es el modo especial gapeado, i.e. el modo compañero del bosón de
Goldstone tipo II. A temperaturas muy altas este modo y aquel que a T = Tc se convierte
en un mado de sonido son degenerados. A medida que aumentamos la temperatura el gap de
estos modos se agranda, para T < Tc, es de esperarse que Re(ω(k = 0)) para el modo especial
gapeado sea proporcional a qµ [113, 116]. En particular hemos encontrado ω ∼ 1,1µ aunque
q = 1 en nuestras convienciones. Desafortunadamente, con el métdo numérico utilizado
encontramos muy difícil al estudio de este modo y la diferencia puede ser una consecuencia
de precisión numérica insuficinete. Probablemente valdría la pena estudiar este modo con
métodos alternativos como por ejemplo el método de relajación desarrollado en [126, 127].
Hay varias generalizaciones del modelo U(2) que parecen interesantes y que podrían ser
estudiadas en el funturo. Una inmediata sería analizar la inestabilidad tipo p-wave comentada
en la sección 4.4 y buscar un background estable a bajas temperaturas, como se hará en el
capítulo 5. Un escenario similar fue encontrado en [161, 129], en donde una versión gaugeada
del modelo teórico sigma sufre una transición de fase ocacionada por un condensado vectorial
anisotrópico.
Otra posible generalización será analizar el modelo cuando la respuesta de la métrica
es tenida en cuenta. Esto introduce al tensor de energía-momento como un operador en la
teoría de campos del borde y es de esperarse que los modos usuales de sonido y de cizayadura
aparezcan al fluctuar la métrica. Más aun, esto nos permitiría obtrener resultados confiables
auna temperaturas muy bajas y por ejemplo calcular la densidad de carga superconductora
a temperatura cero, así como B(T = 0).
Hemos ocnstruido acá un modelo simple con bosones de Goldstone tipo II usando una
estrategia bottom-up. Es sin embargo interesante preguntarse si dichos modelos pueden ser
realizados mediante una construcción top-down derivada de D-branas, teoría de cuerdas o
teoría M [130, 131, 132, 133, 134].
Otra posible dirección de investigación involucra usar la correspondencia Fluidos/Gravedad
[135] con el fin de derivar la expansión hidrodinámica de la corriente y mediante la inclusión
de backreaction también la relación constitutiva para le tensor de energía-momento. Esto
esclarecerá el comportamiento de superfluidos no relativistas y es particular debería resultar
en la formulación de la hidrodinámica de bosones tipo II rlativistas. Hasta donde sabemos
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esto no es sabido ni a orden dominante, i.e. orden cero en derivadas.
Otra dirección de investigación involucra el criterio de Landau. De acuerdo con este
criterio, la relación de dispersión (4.105) previene al sistema de ser apaz de acomodar un
superflujo. Más aun, aunque σ11 y σ22 son superconductoras, as soon ran pronto como una
supercorriente/superflujo se prende el sistema system el sistema debería ser llevado fuera
de la fase superfluida inmediatamente. Debe notarse sin embargo que en un superfluido
holográfico el condensado y su flujo no son nunca dominantes en una expansión a gran N
y el espectro de exitaciones, los QNMs, son subdominantes. Entonces no parece evidente
que el criterio de Landau pueda ser aplicado de manera inmediata. Es sabido sin embargo
que para un superfluido U(1) existe un superfluido crítico, o una supercorriente crítica, por
encima de la cual el condensado se anula [136, 137, 138]. Resulta interesante investigar si es
este el caso (a lo [138]) y también estudiar como el mecanismo ocurre. Dicha investigación
se presenta en el capítulo 6.
Finalmente resulta interesante preguntarse si modelos holográficos con modos de Golds-
tone con relaciones de dispersión más altas ω = ckn with n > 2 pueden ser construidos.
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Capítulo 5
Superconductores s+p holográficos
It's an important and popular fact that things are not always what they seem.
The Hitchhikers Guide to the Galaxy.
En este capítulo estudiamos el diagrama de fases del modelo holográfico con una simetría
U(2) global en el borde presentado en el capítulo 4 y mostramos que a bajas temperaturas
una fase con condensados tanto escalar s como vector p existen. Esta es la fase s+p-wave
donde la simetría global U(2) y también la simetría de rotaciones están rotas. Estudiando la
energía libre mostramos que esta fase es la preferida cuando existe. También consideramos
configuraciones desbalanceadas donde un segundo potencial químico es encendido. Éstas
presentan un diagrama de fases rico caracterizado por la competencia y la coexistencia de
parámetros de orden s y p. Los resultados presentados en este capítulo vieron la luz por vez
primera en [140].
5.1. Introducción
Un problema interesante en la arena de superfluidos y superconductores no convencionales
es aquel de la competencia y coexistencia de distintos parámetros de orden [122]. Un ejemplo
paradigmático en el reino de los superfluidos es el del 3He. A bajas temperaturas el 3He
presenta dos fases superfluidas distintas, Llamadas fases A y B [141] por motivos históricos.
3He-B es la fase a temperaturas bajas (y presiones bajas) y corresponde a superfluido p-
wave, donde el parámetro de orden transforma como un vector bajo rotaciones espaciales.
3He-A es la fase superfluida a temperaturas altas (y presiones altas). Es un superfluido chiral
p-wave cuyo parámetro de orden es un vector complejo, y las simetrías de reversión temporal
y paridad están rotas de manera espontánea. La figura 5.1 muestra el diagrama de fases para
el 3He. En el dominio de superconductores no convencionales has sido mostrado en [142]
semiconductores de gap angosto tridimensionales dopados como por ejemplo CuxBi2Se3 o
Sn1−xInxTe hay una competencia entre estados superconductores s y p-wave. Moviendo las
constantes de acoplamiento de los dos canales (correspondientes a apareamientos tipo s y p)
lleva a un diagrama de fases en el que tanto la fase p como s-wave existen. Más aun, donde las
dos fases se solapan un nuevo estado p+is aparece. El parámetro de orden para esta fase es la
combinación de un vector y de un pseudoescalar, y rompe las simetrías de reversión temporal
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Figura 5.1: Diagrama de fases de presión contra temperatura para el 3He.
y paridad haciendo de este estado un ejemplo interesante de superconductor topológico 1.
La correspondencia AdS/CFT fue exitosa en la construcción de versiones holográfica de
superconductividad [?, 27] (para mayor información [1, 92]). Más aun, modelos holográfi-
cos de estados superconductores s [28], p [29] y d-wave [144]; os cuales tienen parámetros
de orden escalar, vector y de spin-2 respectivamente, fueron desarrollados en los últimos
años. La coexistencia y competencia de varios parámetros de orden también fue estudiada
holográficamente en [145, 146, 147, 148, 149, 150, 151, 152].
En este capítulo, trabajando sobre el modelo construido en [89] y desarrollado en el
capítulo 4, desarrollamos el dual holográfico de un superconductor con condensados s-wave
y p-wave. Luego estudiamos el diagrama de fases de mezclas desbalanceadas (en las que
dos potenciales químicos fueron encendidos) encontrando una competencia entre las fases
superconductoras s, p, y s+p-wave.
En [89] el dual holográfico de un superfluido de dos componentes fue construido, usando
un doblete escalar conviviendo con un campo de gauge de U(2) en la geometría de un agujero
negro (BH) de Schwarzschild plano. Al prender un potencial químico en la componente
overall U(1) ⊂ U(2), el sistema se hace inestable hacia la condensación del doblete escalar.
La aparición del condensado escalar rompe de manera espontánea la simetría U(2) dejando
apenas un U(1), lo que señala una transición de fases a un superfluido s-wave. En esta fase
dos densidades de carga distintas están presentes, correspondientes a los dos U(1)s dentro
de U(2), por lo tanto llevando a cabo la realización holográfica de un superfluido de dos
componentes. Fue también encontrado que la fase superfluida s-wave es aún inestable hacia
la condensación de un modo vectorial, que rompe el U(1) restante y da lugar a una fase
con dos condensados: el superconductor holográfico s+p-wave. Acá estudiamos dicha fase
1Este es de hecho un ejemplo de un estado axiónico de la materia. Esta fase p+is pertenece a la clase
D en la clasificación [143] de superconductores topológicos tridimensionales. Posee fermiones de Majorana
gapeados como estados de borde lo cual da lugar a un efecto Hall termal de superficie anómalo. Sería
interesante realizar holográficamente este estado superconductor axiónico (ver [146] para un superconductor
holográfico con rotura de simetría de reversión temporal p+ip).
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y establecemos el diagrama de fases del superfluido de dos componentes. Si uno trabaja
en el ensamble gran canónico, en el que el potencial químico de la teoría del borde está
fijo, la temperatura del sistema viene dada por T ∝ 1/µ, donde µ es un potencial químico
adimensional relacionado con aquel de la teórica del borde mediante reescaleos. La imagen
final es la siguiente: a potencial químico µ lo suficientemente pequeño (temperaturas altas) el
sistema se encuentra en una fase normal en la que no hay ningún condensado encendido. Para
µ mayor que un cierto valor crítico µs el campo escalar adquiere un valor de expectación
y el sistema entra en la fase superfluida s-wave. Yendo a potenciales químicos aún más
grandes una nueva transición de fases ocurre: a µsp > µs un condensado vectorial aparece
para µ > µsp y el sistema está en una fase s+p-wave con parámetros de orden escalar y
vectorial no nulos.
También consideramos el caso en el que los dos potenciales químicos correspondientes a
los dos U(1)s ⊂ U(2) están prendidos. Este setup, donde el U(2) está explícitamente roto
en U(1) × U(1), realiza una mezcla desbalanceada, caracterizada por la existencia de dos
especies de carga caracterizadas por dos potenciales químicos. Ejemplos de dichos sistemas
son las mezclas de fermiones desbalanceadas [153], y QCD a potencial bariónico y de isospin
finito [154]. Más aún, superconductores desbalanceados son sistemas interesantes donde es
de esperarse la aparición de fases anisotrópicas e inhomogéneas [155, 156]. Realizaciones ho-
lográficas de superconductores desbalanceados fueron construidas en [157, 158]. Para nuestro
sistema determinamos el diagrama de fases como función de los dos potenciales químicos y
encontramos que existen fases s-wave, p-wave and s+p-wave.
5.2. El superfluido holográfico de dos componentes
Consideremos ahora el dual holográfico de un fluido multicomponente consistente en un
doblete escalar cargado bajo campos de gauge U(2) que vive en la geometría de brana negra
de Schwarzschild-AdS 3 + 1 dimensional construida en [160]2. La acción de dicho sistema es
S =
∫
d4x
√−g
(
−1
4
F µνc F
c
µν −m2Ψ†Ψ− (DµΨ)†DµΨ
)
, (5.1)
with
Ψ =
√
2
(
λ
ψ
)
, Dµ = ∂µ − iAµ , Aµ = AcµTc , (5.2)
T0 =
1
2
I , Ti =
1
2
σi . (5.3)
El sistema vive en un background de Schwarzschild-AdS
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2
(
dx2 + dy2
)
,
f(r) = r2
(
1− 1
r3
)
, (5.4)
2Un modelo similar fue introducido en [159] con el fin de describir superconductores holográficos multi-
banda.
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donde hemos fijado el radio de AdS y del horizonte a L = rh = 1, usando las simetrías de
escaleo del sistema. Trabajamos en el límite de desacoplo, en el cual la backreaction de los
campos de materia en la métrica es despreciada.
Consideramos el siguiente ansatz (consistente) para los campos en nuestro setup [89]
A
(0)
0 = Φ(r) , A
(3)
0 = Θ(r) , A
(1)
1 = w(r) , ψ = ψ(r) , (5.5)
donde todas las funciones son reales. Todos los otros campos en (5.1) son fijados a cero, en
particular fijamos λ = 0 sin pérdida de generalidad. Las ecuaciones de movimiento resultantes
son
ψ′′ +
(
f ′
f
+
2
r
)
ψ′ +
(
(Φ−Θ)2
4f 2
− m
2
f
− w
2
4r2f
)
ψ = 0 ,
(5.6)
Φ′′ +
2
r
Φ′ − ψ
2
f
(Φ−Θ) = 0 , (5.7)
Θ′′ +
2
r
Θ′ +
ψ2
f
(Φ−Θ)− w
2
r2f
Θ = 0 , (5.8)
w′′ +
f ′
f
w′ +
Θ2
f 2
w − ψ
2
f
w = 0 . (5.9)
En lo que sigue vamos a considerar que el escalar tiene m2 = −2 y que el operador dual
correspondiente tenga dimensión 2.
El comportamiento asintótico UV de los campos, correspondiente a soluciones de las
ecuaciones (5.6 - 5.9) en el límite r →∞, viene dado por
Φ = µ− ρ/r +O(r−2) , (5.10)
Θ = µ3 − ρ3/r +O(r−2) , (5.11)
w = w(0) + w(1)/r +O(r−2) , (5.12)
ψ = ψ(1)/r + ψ(2)/r2 +O(r−3) , (5.13)
donde, del lado dual, µ yρ son respectivamente el potencial químico y la densidad de carga
correspondientes al overall U(1) ⊂ U(2) generado por T0, mientras µ3 y ρ3 son el potencial
químico y la densidad de carga correspondientes al U(1) ⊂ SU(2) generado por T3. ψ(1) es
la fuente del operador escalar de dimensión 2, mientras que ψ(2) es su valor de expectación.
Finalmente w(0) y w(1) son la fuente y vev de un operador corriente J (1)x (recuérdese que
A
(1)
µ es dual a la corriente J
(1)
µ ). Nótese que en un background donde w(r) condensa el
SU(2) ⊂ U(2) es roto de manera espontánea, y más aún la simetría de rotaciones espaciales
está rota también.
5.3. El superconductor holográfico s+p-wave
Estamos buscando soluciones de las ecuaciones (5.6 - 5.9) donde ψ, w, o ambos adquieren
perfiles no triviales. Queremos que los mismos realicen una rotura espontánea de simetría
así que imponemos que las contribuciones dominantes en el UV (duales a las fuentes de los
operadores correspondientes) se anulen. Vamos a prender el potencial químico µ a lo largo
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del overall U(1), mientras que pediremos que el otro potencial químico µ3 permanezca nulo.
Por lo tanto nuestras condiciones de borde en el UV son
ψ(1) = 0 , w(0) = 0 , µ3 = 0 . (5.14)
En el IR, por regularidad debemos pedir que At se anule en el horizonte del BH.
Nótese que después de usar las simetrías de escaleo del sistema para fijar los parámetros
del agujero negro en (5.4), la única escala del problema viene dada por el potencial químico
µ. En el ensamble gran canónico, en el que el potencial químico es fijado, la temperatura
es inversamente proporcional al potencial químico reescaleado T ∝ 1/µ. Entonces, variar µ
es equivalente a cambiar la temperatura del sistema. Por ese motivo, los resultados de este
capítulo están presentados en términos de µ.
Hemos buscado soluciones numéricas con ψ y w no cero, integrando desde el IR hacia
el UV donde imponemos las condiciones de borde (5.14). Hemos encontrado las siguientes
soluciones:
Fase normal: para todos los valores de µ existe una solución analítica en la que ψ = w =
Θ = 0 y Φ = µ(1 − 1/r). Esta solución describe el estado normal del sistema, donde la
simetría U(2) vive ininmutable.
Fase s-wave: para µ ≥ µs ≈ 8,127 encontramos soluciones con ψ no nulo. Como fue
observado en [89] para estas soluciones las ecuaciones se desacoplan en dos sectores: uno
correspondiente al superconductor holográfico abeliano [27] y otro correspondiente a la si-
metría U(1) sin romper. Aunque µ3 es cero como fue requerido en (5.14), las dos densidades
de carga ρ y ρ3 son no nulas y por lo tanto un superfluido de dos componentes es realizado.
Fase s+p-wave: para µ ≥ µsp ≈ 20,56 hay soluciones que satisfacen (5.14) con ψ y w
no cero. En estas soluciones la simetría U(2) está completamente rota, y más aún, como
w(1) ∼ 〈J (1)x 〉 la simetría de rotaciones espaciales está rota también. De nuevo µ3 = 0 mien-
tras que ρ y ρ3 son distintas de cero, por lo que realizan una fase s+p-wave de un superfluido
con dos componentes. Usualmente la superconductividad tipo p-wave es disparada por un
potencial químico µ3 [29]. En nuestro caso la componente p del superfluido s+p es mantenida
por la densidad de carga espontáneamente inducida ρ3. Por ese motivo no vemos soluciones
donde sólo el condensado p esté presente en este sistema.
En la figura 5.2 graficamos los condensados 〈O2〉 ∼ ψ(2) y 〈J (1)x 〉 ∼ w(1) como función del
potencial químico. Nótese que la solución en la que ambos condensados coexisten se extiende
hasta el 1/µ más baja (o equivalentemente la temperatura más baja) para la cual podemos
confía en el límite de desacoplamiento y por lo tanto nos podemos permitir ignorar el efecto
en la métrica.
Para determinar le diagrama de fases de nuestro sistema computamos la energía libre
para las diferentes soluciones y establecemos cual es la preferida cuando más de una solución
existe. La densidad de energía libre viene dada por la acción on-shell, y para nuestro ansatz
es
F = −T
V
SE = −1
2
(µ ρ+ µ3 ρ3) + (5.15)
+
∫
dr
2f
(−f w2 ψ2 + r2 (Φ−Θ)2 ψ2 + f
r2
w2 Θ2 ) .
La energía libre para las distintas soluciones se muestra en la figura 5.3. A potencial químico
finito sólo la fase normal existe. A µ = µs ≈ 8,127 hay una transición de fases de segundo
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5.4. Superconductores desbalanceados
En esta sección relajamos la condición µ3 = 0 y estudiamos el diagrama de fases del
sistema como función de µ y µ3/µ. Nótese que prender un segundo potencial químico significa
romper explícitamente U(2)→ U(1)× U(1). El sistema puede ahora ser interpretado como
el dual holográfico de una mezcla desbalanceada [158, 157].
Ahora que el U(2) está roto de manera explícita, no podemos imponer genéricamente
que λ = 0 mediante el uso de las transformaciones de gauge. Entonces, en principio ambas
componentes del doblete escalar podrías condensar. En [159] fue estudiado que opción es
termodinámicamente favorable. Siguiendo su análisis, el elegir que el condensado ocurra para
la componente más baja nos fuerza a fijar µ3/µ < 0 para que las soluciones sean estables.
La condiciones de contorno en el UV serán ahora
ψ(1) = 0 , w(0) = 0 . (5.16)
Como antes, usamos métodos numéricos para integrar el sistema (5.6 - 5.9). Nos encontramos
en un escenario donde cuatro soluciones distintas existen:
Fase normal: una solución analítica tal que ψ = w = 0, Φ = µ(1− 1/r) y Θ = µ3(1− 1/r)
existe para cualquier valor de µ y µ3, y describe el estado normal del sistema.
Fase s-wave: para µ−µ3 ≥ 8,127 encontramos soluciones con ψ no nulon que nos recuerdan
a aquellas del caso balanceado.
Fase p-wave: para |µ3|/µ ≥ 3,65/µ existen soluciones que satisfacen ψ = 0, pero w 6= 0
y als condiciones de borde adecuadas (5.16). El condensado escalar 〈O2〉 es nulo mientras
que 〈J (1)x 〉 6= 0. Estas soluciones rompen U(1) × U(1) a U(1) y también rompen el SO(2)
correspondiente a rotaciones espaciales. Nótese que w(r) no está cargado bajo el overall
U(1) y por lo tanto esta solución es insensible al valor de µ. Esta situación cambiría si
la backreaction de lso campos de materia en la métrica fuese tomada en cuenta, como en
[157, 158].
Fase s+p-wave: para valores pequeños de µ3/µ encontramos la extensión de la solución
s+p-wave encontrada en la sección anterior a µ3 = 0. Sin embargo, mientras más grande sea
|µ3|/µ más grande será el µ al cual la fase aparezca. También encontramos soluciones con
dos condensados en una región intermedia en la cual µ3 es grande y µ está cera del valor
crítico µs. Sin embargo éstas son siempre energéticamente desfavorecidas en comparación a
soluciones s-wave (ver la figura 5.4).
Computando la energía libre (5.15) de diferentes soluciones determinamos el diagrama
de fases para el sistema como función de 1/µ y µ3/µ el cual graficamos en la figura 5.4.
Para valores pequeños de µ3/µ la situación es muy parecida a aquella encontrada en al
sección anterior para µ3 = 0. Como fue ya mencionado, a medida que |µ3|/µ se hace más
y más grande, la transición a la fase s+p-wave ocurre para valores más altos de µ. Podría
suceder que la fase eventualmente desaparezca a un valor finito de ese cociente, pero esto
ocurriría en una región en la que le límite de prueba no es válido, y la backreaction debería
se tenida en cuenta3. Para |µ3|/µ lo suficientemente grande, la fase p-wave es preferida a
valores intermedios de µ. Entonces, a medida que µ es incrementado por encima de un valor
3Nótese que si la fase s+p-wave sobreviviese hasta 1/µ = 0 para µ3/µ más bajo que cierto valor crítico
(como el diagrama de fases 5.4 parece implicar) estaríamos en presencia de un punto crítico cuántico en
el cual el sistema va de una fase s+p a una fase s-wave. Esto nos recuerda a lo que pasa en [142] para el
superconductor p+is.
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♥✉♥❝❛❡❡♥❡❣ ✐❝❛♠❡♥❡♣❡❢❡✐❞❛♣❛❛|µ3|/µ<0,815✳
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❡ ♥♣❡❡♥❡✳❊❛ ♦♥❧❛❢❛❡s✲✇❛✈❡❡ ♥❞❛ ❞♦♥❞❡✉♥❝♦♥❞❡♥❛❞♦❡❝❛❧❛ ♦♠♣❡❡❧
U(1)×U(1)❡♥U(1)❀✉♥❛❢❛❡p✲✇❛✈❡❞♦♥❞❡J(1)x =0✱U(1)×U(1)❡ ♦♦❛✉♥U(1)✭❞✐❢❡✲
❡♥❡✮✱②❛♠❜✐♥❧❛✐♠❡ ❛♦❛❝✐♦♥❛❧❡ ♦❛❀②✉♥❛❢❛❡s✰p✲✇❛✈❡❞♦♥❞❡U(1)×U(1)❡
❝♦♠♣❧❡❛♠❡♥❡♦♦②❝♦♥❞❡♥❛❞♦s②p✲✇❛✈❡❛♣❛❡❝❡♥✱②❞❡♥✉❡✈♦❧❛✐♠❡ ❛♦❛❝✐♦♥❛❧❡✲
♦❛✳◆♦❛❜❧❡♠❡♥❡✱♠✐❡♥❛❡❧✐❡♠❛✈❛❞❡❧❛❢❛❡♥♦♠❛❧❛❧❛ ❢❛❡s✲✇❛✈❡❛♥❞p✲✇❛✈❡
❛ ❛✈ ❞❡✉♥❛ ❛♥✐❝✐♥❞❡❢❛❡❞❡❡❣✉♥❞♦♦❞❡♥✱❧❛ ❛♥✐❝✐♥❞❡❢❛❡❡♥❡❧❛❢❛❡s②
p✲✇❛✈❡❡ ✐❡♠♣❡❞❡♣✐♠❡♦❞❡♥✳▲❛❡①✐ ❡♥❝✐❛❞❡❡❛ ❛♥✐❝✐♥❞❡❢❛❡❞❡♣✐♠❡♦❞❡♥
❡♥❡❡❛❞♦ ✉♣❡❝♦♥❞✉❝♦❡❡♥✉♥✐❡♠❛❞❡❜❛❧❛♥❝❡❛❞♦❡ ✉♥❛♣❡❞✐❝❝✐♥✐♥❡❡❛♥❡
❞❡♥✉❡ ♦♠♦❞❡❧♦❤♦❧♦❣ ✜❝♦✳❊ ❛❝♦♥❝❧✉✐♦♥❡♣♦❞❛♥❡ ❡♥✐❜❧❡❛❧❛❜❛❝❦❡❛❝✐♦♥②❛
✉❡✱❝♦♠♦❢✉❡♠❡♥❝✐♦♥❛❞♦✱❡❧♦❞❡♥❞❡❧❛ ❛♥✐❝✐♦♥❡❞❡❢❛❡♣✉❡❞❡❝❛♠❜✐❛❝✉❛♥❞♦❧❛
❞✐♥♠✐❝❛❞❡❧❛♠ ✐❝❛❡♥❛❡♥❥✉❡❣♦✳▼ ❛♥✱❡♥♦❞❡♥❞❡❛❡❣✉❛❡❧❛❡❛❜✐❧✐❞❛❞❞❡
❡❛❢❛❡❡✐♠♣♦❛♥❡❡✉❞✐❛❡❧❡♣❡❝ ♦❞❡♠♦❞♦ ✉❛✐♥♦♠❛❧❡ ❞❡❧✐❡♠❛✳❈♦♠♦❢✉❡
❡❛❧❛❞♦❡♥❬✶✻✵❪✱♣✉❡❞❡♦❝✉✐ ✉❡✐♥❡ ❛❜✐❧✐❞❛❞❡❤❛❝✐❛❢❛❡✐♥❤♦♠♦❣♥❡❛❛♣❛❡③❝❛♥✳
❊♥❬✶✻✶❪✉♥♠♦❞❡❧♦❞❡◗❋❚❝♦♥✉♥❛✐♠❡ ❛U(2)②❝♦♥✉♥❡ ✉❡♠❛❞❡♦✉❛❞❡✐♠❡ ❛
♣❛❡❝✐❞♦❛❧♥✉❡ ♦❡❡✉❞✐❛❞♦✳▲♦ ❛✉♦❡❡♥❝✉❡♥❛♥❡♥❡❧❡♣❡❝ ♦❞❡❡①❝✐❛❝✐♦♥❡✉♥
♦ ♥❡♥❧❛❞✐❡❝❝✐♥❞❡❧❝♦♥❞❡♥❛❞♦✈❡❝♦✐❛❧✳❙❡❛✐♥❡❡❛♥❡❡✉❞✐❛❡❧❡♣❡❝ ♦❞❡◗◆▼
❞❡❧❛❢❛❡s✰p✲✇❛✈❡②✈❡ ✐❛❧❣♦♣❛❡❝✐❞♦♦❝✉❡❡♥♥✉❡ ♦❝❛♦✳❉❡❥❛♠♦❡❡❛♣❡❝♦♣❛❛
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Capítulo 6
Superfluidos holográficos y el criterio de
Landau
Bravo furbo, la risposta è sottile, Maltese.
Il Monaco
En este capítulo vamos a abocarnos a la estabilidad de superfluidos holográficos a velo-
cidad finita. Nuestro método se basa en aplicar el criterio de Landau al espectro de modos
quasinormales (QNM). En particular estudiamos los modos quasinormales relacionados con
los modos de Goldstone asociados a la rotura de simetría con relaciones de dispersión lineales
y cuadráticas. En el caso lineal mostramos que la velocidad del sonido se hace cero para ve-
locidad del fluido lo suficientemente grande y que la parte imaginaria de modo quasinormal
se mueve para el semiplano superior. Como la inestabilidad tiene un pico a momento finito,
lo tomamos como indicación de una fase inhomogénea o con bandas para velocidades del
superfluido lo suficientemente grandes. En el caso con relación de dispersión cuadrática la
inestabilidad aparece para velocidades arbitrariamente pequeñas a todas temperaturas. Los
resultados de este capítulo fueron presentados en [160].
6.1. Introducción
La propiedad característica de un superfluido es su habilidad de fluir sin sufrir fricción
a través de capilares delgados. Es útil pensar a un superfluido como un líquido de dos
componentes. Una componente es el vacío con un número de ocupación macroscópico y la
otra es la componente normal, sujeta a fricción y viscosidad. A temperaturas muy bajas
la componente normal puede ser descrita como un gas de excitaciones quasipartículas por
encima de un estado de vacío ocupado macroscópicamente. Un famoso argumento de Landau
[124, 162, 163] fija un límite a la velocidad del fluido que el condensado puede desarrollar. La
esencia del argumento es la siguiente. A temperatura cero, la energía de una quasipartícula
con momento ~p es (~p) en el marco de referencia de reposo para el condensado. Si imaginamos
una situación en la que el condensado se mueve con velocidad constante ~v el costo de energía
para crear una quasipartícula es
′(~p) = (~p) + ~v · ~p . (6.1)
93
En particular si ~p es antiparalela a la velocidad del flujo ~v esta energía se ve disminuida y
eventualmente va a cero. Si ′ < 0 es energéticamente favorable para le sistema crear excita-
ciones elementales y poblar estados con esta energía efectiva negativa. Como la velocidad del
superfluido ~v es mantenida constante esto significa que el condensado eventualmente va a
quedar completamente saqueado y el superflujo se detiene. Se sigue que existe una velocidad
de flujo crítica por encima de la cual el superfluido deja de existir. El famoso criterio de
Landau para la existencia de superflujo es entonces
vmax = mı´n
(p)
p
, (6.2)
donde el mínimo sobre todas las ramas de excitaciones elementales debe ser tomado. Se sabe
por ejemplo que para el Helio superfluido que la componente normal a bajas temperaturas
puede ser descrita de manera precisa como un gas de fonones y rotones y que la velocidad
crítica no está determinada por el mínimo de las relaciones de dispersión de fonones y rotones
sino por excitaciones de vórtices, lo que resulta en una velocidad de superfluido máxima
mucho más baja.
A temperatura finita suele haber una componente de fluido normal presente y por lo
tanto la energía de una excitación de un superfluido con superflujo no puede ser contenido
simplemente mediante un boost (Galileano) como en la ecuación (6.1). Es sin embargo todavía
cierto que la energía va a depender de la velocidad del superfluido y que puede volverse
negativa si la velocidad del superfluido es lo suficientemente grande. A temperatura finita el
criterio es por lo tanto que el superfluido será estable siempre y cuando todas las excitaciones
de quasipartícula tengan energía positiva. Si en un superfluido las únicas excitaciones de
energía baja son los fonones este criterio implica básicamente que la velocidad del sonido,
que dependerá del superflujo, sea positiva en todas las direcciones.
En [136, 137] un superfluido s-wave en 2+1 dimensiones con superflujo fue construido
y fue señalado que hay de hecho una velocidad crítica por encima de la cual el estado
superfluido deja de existir. El diagrama de fases obtenido en estos trabajos está basado en
comparar la energía libre del superflujo con la energía libre de la fase normal. Resulta ser que
la transición de fases de la fase superfluida a la fase normal es de primer o segundo orden
dependiendo de la temperatura. Un hecho interesante es que en 3+1 dimensiones hay un
rango de masas para el condensado para las cuales la transición de fases es de segundo orden
[164]. Otra forma de establecer el diagrama de fases fue usada en [138]. Allí la supercorriente
fue mantenida fija y se argumenta que la transición de fases es siempre de primer orden.
El significado físico de comparar la energía libre de un estado con superflujo y un estado
normal no es del todo clara, ya que para todas las temperaturas por debajo de la crítica le
estado normal es inestable hacia la condensación de un superfluido sin superflujo. De hecho
el superflujo por sí mismo es un estados metaestable [163] como fue enfatizado ya en [136].
Vamos a proponer un método diferente para caracterizar el diagrama de fases de manera que
quede relacionado de manera más directa con el criterio de estabilidad (6.2).
El propósito de este capítulo es entonces estudiar cómo se realiza el criterio de estabilidad
(6.2) en superfluidos holográficos. Los modelos holográficos más simples de superfluidos son
obtenidos en el límite de desacoplamiento. En este límite se descartan las fluctuaciones de
la métrica y uno se queda solamente con la dinámica del escalar cargado y el campo de
gauge en un agujero negro asintóticamente AdS. El espectro de excitaciones de una teoría
de campos holográfica a temperatura y densidad de carga finitas viene dada por el espectro
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de modos quasinormales (QNMs) [96, 97, 98, 99]. Los QNMs del modelo holográfico más
simple con una simetría U(1) rota de manera espontánea fue obtenido en [100]. Este modelo
fue generalizado para una simetría U(2) [89] como vimos en el capítulo 41, lo que da lugar
al dual holográfico de un fluido multicomponente [103]. El espectro del modelo U(2) resulta
contener una copia del espectro usual de QNM del modelo U(1) pero también una nueva
característica, la aparición de un bosón de Goldstone tipo II.
Es dominio público que la rotura espontánea de una simetría global continua lleva a
la aparición de modos no masivos, los bosones de Goldstone. Esto es también respetado
por teorías holográficas. Los bosones de Goldstone aparecen como QNMs no masivos. Un
hecho un poco menos bien sabido es que los bosones de Goldstone no tienen necesariamente
relaciones de dispersión lineales, aún en teorías de campos relativistas. Dependiendo de si su
relación de dispersión es proporcional a una potencia par o impar del momento son llamados
de tipo I o de tipo II (ver [107] para más información). La aparición de bosones de Goldstone
de tipo II también está relacionada a otro hecho, que el número de bosones de Goldstone no
iguales al número de generadores rotos [105, 104, 111]2. De hecho en el modelo holográfico
la simetría U(2) se rompe a U(1) y consecuentemente hay tres generadores de simetría rotos
pero sólo dos bosones de Goldstone holográficos fueron encontrados. Uno de ellos puede ser
identificado con el modo de sonido usual con relación de dispersión
ω(k) = vsk + (b− iΓ)k2 , (6.3)
donde vs es la velocidad del sonido, b una corrección cuadrática en momento y Γ la constante
de atenuación del sonido. Los bosones de Goldstone tipo II por otro lado tienen una relación
de dispersión
ω(k) = (B − iC)k2 , (6.4)
sin parte lineal. Todas las constantes que aparecen en estas expresiones son dependientes de
la temperatura y satisfacen vs(Tc) = 0, b(Tc) = B(Tc) y C(Tc) = Γ(Tc).
Vamos a investigar la estabilidad del superfluido a través de un análisis de QNM del
modelo U(2). Esto va a dar de manera automática nueve y valiosa información sobre el
superfluido holográfico U(1) usual ya que un subsector de las fluctuaciones en el modelo
U(2) es isomorfo al U(1).
En la sección 6.3 vamos a seguir a [136, 137] y reproducir el diagrama de fases basándonos
en la comparación de las energías en las fases con superflujo y la fase normal. Entonces
estudiaremos el espectro de modos QNM en presencia del superflujo. En particular vamos a
estudiar la dependencia angular de la velocidad del sonido. Vamos a encontrar que a medida
que la velocidad del superflujo se incrementa la velocidad del sonido en la dirección opuesta
la superflujo disminuye y eventualmente desaparece a cierta velocidad crítica vc. Al aumentar
la velocidad del superfluido más aun esta velocidad del sonido esta velocidad del sonido se
hace negativa y esto debe ser interpretado como la aparición de un estado de energía negativa
en el espectro. En principio esto debería ser suficiente para argumentar una inestabilidad
pero básicamente gratis el análisis de modos QNM puede darnos una señal aun más claro
de esta inestabilidad. Es bien sabido que la parte imaginaria de los QNMs tiene que vivir en
el semiplano inferior. Si ellos fallan y migran al semiplano superior un modo creciente con
1Un modelo holográfico similar fue también introducido en [159].
2Resultados recientes en bosones Goldstone tipo II pueden ser encontrados en [113, 165, 116, 166]. En un
contexto holográfico modos de Goldstone tipo II fueron encontrados también en [106].
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amplitud φ ∝ exp(Γt) aparece en el espectro. No es necesario que este modo tenga momento
cero. De hecho veremos que si incrementamos la velocidad del superfluido más allá de su
valor crítico la parte imaginaria de la frecuencia quasinormal del modo de sonido se muda al
semiplano superior. Esto lo hace logrando un máximo para cierto momento finito. Veremos
que este comportamiento es necesario en orden de conectar con el diagrama de fases de la
fase normal. Luego, moviéndonos un poco a un costado, estudiamos las conductividades en la
fase con superflujo. Esto fue hecho antes pero sólo en el sector transverso y acá se presentan
resultados para el sector longitudinal.
Finalmente investigamos el destino de los bosones de Goldstone tipo dos en el modelo
U(2). Vamos a estudiar tanto el modelo gaugeado como no gaugeado de [89]. El criterio de
Landau sugiere que en estos setups no sean capaces de sostener un superflujo finito ya que
mı´n (p)
p
= 0 para relaciones de dispersión cuadráticas. De nuevo podemos estudiar también
la parte imaginaria. Vamos a encontrar una vez más polos en el semiplano superior para
todas las temperaturas y velocidades del superfluido para los dos modelos 3.
Vamos ahora a mencionar ciertos defectos de nuestro análisis. Trabajamos siempre en el
límite de desacoplamiento en el cual las fluctuaciones de la métrica estás suprimidas. Entonces
no vemos el patrón de primer y segundo (y cuarto) sonidos típicos para superfluidos. En el
límite de desacoplo sólo el cuarto sonido, las fluctuaciones del condensado, sobreviven. Otro
defecto es que aplicamos el criterio de Landau sólo a los QNMs. Como en el Helio superfluido
es probable que existan otras excitaciones, como vórtices, que podrían modificar el valor de la
velocidad crítica. La pregunta de cómo los solitones determinan la velocidad del superfluido
crítica fue estudiada en [167].
Resulta interesante comparar nuestros resultados con la dependencia angular de la ve-
locidad del sonido en un modelo a acoplamiento débil como el recientemente estudiado en
[168]. Más recientemente, en [169] el diagrama de fases de un superfluido a acoplamiento
débil fue estudiado, obteniéndose resultados cualitativamente muy similares a los nuestros.
6.2. Repaso sobre la teoría de Landau-Ginzburg
Para comenzar, repasemos rápidamente qué tienen Landau y Ginzburg que decirnos sobre
superfluidos, siguiendo los pasos de [168].
Empecemos por el lagrangiano
L = ∂µϕ∂µϕ∗ −m2|ϕ|2 − λ|ϕ|4 , (6.5)
donde ϕ es un campo escalar, m ≥ 0 su masa y la constante de acoplamiento λ > 0. El
lagrangiano es invariante frente a rotaciones de U(1) ϕ → eiαϕ lo que implica una carga
conservada. Nótese que la condición de tener una masa real implica que el término cuadrá-
tico del potencial sea positivo y una rotura espontánea de simetría puede ocurrir sólo si
introducimos un potencial químico asociado a la carga conservada. Si el potencial químico
es más grande que la masa m se forma un condensado de Bose-Einstein de partículas. En
este formalismo, vamos a introducir dicho potencial químico a través de una dependencia
temporal de la fase del parámetro de orden. Nótese que equivalentemente se podría hacer lo
3Modelos con un campo de gauge U(1) y dos complejos escalares similares a nuestro modelo no gaugeado
fueron estudiados antes en [145] y más recientemente en [148] (ver también [147]). En esos casos los dos
escalares tenían masas distintas y esto debería prevenir la aparición de modos de Goldstone tipo II.
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mismo introduciendo una fuente externa a través de un campo de gauge temporal constante,
como hacemos en los modelos holográficos.
Vamos a elegir un ansatz para el condensado de Bose-Einstein de la forma
ϕ(x) =
eiψ(x)√
2
ρ(x) . (6.6)
Acá, ρ(x) es el módulo y ψ(x) la fase del condensado. Insertando este ansatz obtenemos el
lagrangiano a nivel árbol
L = 1
2
∂µρ∂
µρ+
ρ2
2
(
∂µψ∂
µψ −m2)− λ
4
ρ4 . (6.7)
Al ignorar las fluctuaciones vamos a poder hacer una traducción a las ecuaciones y mag-
nitudes hidrodinámicas en el caso más simple allá [170].
Las ecuaciones clásicas de movimiento son
2ρ = ρ
(
σ2 −m2 − λρ2) , (6.8)
∂µ
(
ρ2∂µψ
)
= 0 , (6.9)
donde hemos abreviado
σ2 ≡ ∂µψ∂µψ . (6.10)
La expresión de teoría de campos para la corriente de carga conservada y el tensor de energía-
momento son
jµ =
∂L
∂(∂µψ)
= ρ2∂µψ , (6.11)
T µν =
2√−g
δ(
√−gL)
δgµν
= 2
∂L
∂gµν
− gµνL = ∂µρ∂νρ+ ρ2∂µψ∂νψ − gµνL . (6.12)
Para el tensor de energía-momento usamos la definición gravitacional mediante la introduc-
ción de una métrica general g la cual, después de tomar derivadas, fijamos de manera tal
que sea aquella del espacio de Minkowski. Esta definición garantiza que T µν es simétrico y
conservado. Como jµ también es conservada, tenemos
∂µj
µ = 0 , ∂µT
µν = 0 , (6.13)
que son las ecuaciones hidrodinámicas. Como esperamos del teorema de Noether, la ecuación
de conservación de la corriente y la ecuación para la fase ψ coinciden.
Una solución a las ecuaciones de movimiento es
ψ = pµx
µ , (6.14)
ρ =
√
p2 −m2
λ
. (6.15)
Este ansatz corresponde a un superfluido infinito fluyendo de manera uniforme. La densidad
y el flujo están determinados por las componentes de pµ, que son simples números y no
funciones de x y que no están restringidos por las ecuaciones de movimiento. El valor de pµ
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es determinado por las condiciones de borde, que especifican la topología de la configuración
de campos, o sea el número de veces que la fase gira alrededor a medida que atravesamos la
región espaciotemporal en la que reside el superfluido.
Metiendo esta solución en el lagrangiano tenemos
L = (σ
2 −m2)2
4λ
. (6.16)
El lagrangiano on-shell a nivel árbol nos da la presión.
Ahora exploramos la conexión entre las cantidades de teoría de campos y las hidrodinámi-
cas. El enfoque hidrodinámico incluye escribir una corriente y un tensor de energía momento
en términos de cantidades fluido-mecánicas
jµ = nsv
µ , (6.17)
T µν = (s + Ps) v
µvν − gµνPs , (6.18)
donde vµ es la velocidad del superfluido y por definición vµvµ = 1. Para identificar ns, s
y Ps tenemos que ir al marco de referencia en el que el superfluido está en reposo vµ =
(1, 0, 0, 0), donde no hay flujo de carga, energía o momento: ji = T 0i = 0. Entonces tenemos
sencillamente que j0 = ns, T 00 = s, T ij = δijPs, de manera que ns, s y Ps son la densidad
de carga, densidad de energía y presión en el marco de referencia en el que el superfluido
está en reposo. Estos pueden ser expresados de manera covariante usando las contracciones
correspondientes
ns =
√
jµjµ = v
µjµ ,  = vµvνT
µν , Ps = −1
3
(gµν − vµvν)T µν . (6.19)
Para relacionar estas cantidades hidrodinámicas con sus equivalente de campos podemos
usar las ecuaciones (6.11) y (6.12)
ns = σ
σ2 −m2
λ
, vµ =
∂µψ
σ
= γ(1,vs) , (6.20)
donde vs es la componente espacial de la velocidad del superfluido con un factor de Lorentz
γ = 1/
√
1− v2s .
Para s y Ps en cambio obtenemos
Ps =
(σ2 −m2)2
4λ
, s =
(3σ2 +m2)(σ2 −m2)
4λ
. (6.21)
Nótese que m es la única escala de masas de nuestro lagrangiano. La traza del tensor de
energía-momento T µµ = s +ρs− 3Ps = m2ρ2 se anula para m = 0. Este caso sería considerar
una CFT a potencial químico finito, lo cual se acerca aun más a nuestros estudios holográficos.
Finalmente la densidad de superfluido ρs se define a través de una expansión para vs
chico y resulta en
ρs = s + Ps = σ
2σ
2 −m2
λ
. (6.22)
Entonces, a temperatura nula se puede pegar perfectamente la teoría de Landau para
un campo escalar con la descripción hidrodinámica de un fluido perfecto. Como es un fluido
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único, siempre se puede mover uno al marco de referencia en el que el fluido está quieto y
eso mata mucha de la física interesante. Los autores de [168] mostraron que para el caso
de la teoría de Landau a temperatura finita el ansatz de fluido único ya no es válido y el
superfluido se convierte en un sistema de dos fluidos.
La manera más inmediata de añadir una segunda componente a la hidrodinámica de un
solo fluido parece ser
jµ = nnu
µ + ns
∂µψ
σ
, (6.23)
T µν = (n + Pn)u
µuν − gµνPn + (s + Ps)∂
µψ∂νψ
σ2
− gµνPs . (6.24)
Acá sólo añadimos los términos correspondientes a un fluido normal a los ya definidos para un
superfluido. En partícula, hemos introducido la velocidad del fluido normal uµ, con uµuµ = 1.
Como consecuencia, podemos definir el marco de referencia de reposo para el fluido normal
fijando uµ = (1, 0, 0, 0). Obviamente, si usamos este marco de referencia todavía vamos a
tener una corriente encendida para el superfluido. En otras palabras, en contraste con el caso
del superfluido a temperatura cero, no hay un marco de referencia para el cual la presión sea
isotrópica. Para ver como pegar los coeficientes hidrodinámicos con aquellos provenientes de
la teoría de campos, es necesario calcular la acción efectiva térmica a un loop. Dicha cuenta
puede ser encontrada en [168].
En nuestros superfluidos holográficos siempre tendremos en mente la imagen de un fluido
de dos componentes, una normal y una superfluida. El marco de referencia elegido será aquel
en el que el fluido normal está en reposo. No podemos hacer boost de Lorentz para cambiar
de marco de referencia ya que no estamos considerando la dinámica de la métrica.
6.3. El superfluido U(2) con superflujo
Consideremos el lagrangiano de bulk de un doblete escalar en la representación funda-
mental gaugeado con una simetría U(2) [89, 159]
S =
∫
d4x
√−gL =
∫
d4x
√−g
(
−1
4
F µνcF cµν −m2ψ†ψ − (Dµψ)†Dµψ
)
, (6.25)
donde
ψ =
√
2
(
λ
Ψ
)
, Aµ = A
c
µTc , Dµ = ∂µ − iAµ , (6.26)
donde hemos incluido un factor
√
2 en la definición del campo escalar para que las ecuaciones
estén de acuerdo con aquellas de [136]. Siguiendo [27] elegimos que la masa de escalar sea
m2 = −2/L2. Los generadores de U(2) serán
T0 =
1
2
I , Ti =
1
2
σi . (6.27)
Como vamos a trabajar en la aproximación de prueba no incluimos a la métrica entre los
grados de libertad dinámicos sino que simplemente consideramos (6.25) en el background de
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una brana negra de Schwarzschild-AdS
ds2 = −f(r)dt2 + dr
2
f(r)
+
r2
L2
(dx2 + dy2) ,
f(r) =
r2
L2
− M
r
. (6.28)
El horizonte se encuentra en rH = M1/3L2/3 y su temperatura de Hawking es T = 3rH/4piL2.
Mediante los reescaleos correspondientes podemos fijar L = rH = 1 y trabajar con coorde-
nadas adimensionales.
Si queremos encontrar soluciones correspondientes a un condensado con velocidad de su-
perfluido no nula debemos proceder como explicaremos. Primero nótese que el escalar λ(r)
puede ser fijado a cero mediante una trasformación de gauge de U(2). Para el escalar Ψ pe-
dimos que el comportamiento dominante en el borde se anule. Mediante una transformación
de gauge U(1) podemos pedir que Ψ sea real.
Ahora necesitamos definir que queremos decir con velocidad de superfluido. Discutamos
esto desde la perspectiva de una teoría de campos. En un superfluido multi-componente con
simetría U(2) podemos en principio definir cuatro supercorrientes
Jµa = Φ
†Ta∇µΦ− (∇µΦ)† TaΦ , (6.29)
donde ∇µ = ∂µ − iAµaTa es la derivada covariante y Φ es la función de onda del condensado
que transforma como un doblete frente a U(2). Su el condensado es tal que alguna de las
componentes espaciales de las corrientes no se anula podemos hablar de un estado con
superflujo no nulo. Mediante una transformación de gauge podemos siempre asumir que el
condensado va a tomar la forma estándar, e.g. Φ = (0, φ)T y representar el superflujo no nulo
en términos de campos de gauge externos. Como estamos interesados en romper la simetría
U(2) de manera espontánea a U(1) vamos solamente a permitir un campo de gauge no nulo
U(1) correspondiente al generador T0. Más aun mediante una rotación de SO(2) podemos
hacer que el campo de gauge apunte en la dirección x. De (6.29) es fácil ver que semejante
superflujo implica corrientes no nulas J (0)x y J
(3)
x . Para encontrar soluciones con una carga
no trivial también tenemos que buscar soluciones con un potencial químico no trivial. Una
vez más, con el fin de preservar la simetría U(2) vamos a permitir un potencial químico sólo
para la carga overall U(1).
Volviendo ahora a holografía, estas consideraciones determinan que el ansatz para los
campos de gauge sea de la forma
A(0) = A
(0)
t (r)dt+ A
(0)
x (r)dx , A
(3) = A
(3)
t (r)dt+ A
(3)
x (r)dx . (6.30)
Si bien introducimos fuentes sólo para A(0) el hecho de que también la corriente J (3)µ sea
no nula exige que A(3) 6= 0. La interpretación física de este hecho es que el sistema fuerza la
aparición de una densidad de carga ρ(3) 6= 0 (como fue explicado ya en [89]) y una corriente
J
(3)
x en el vacío con superflujo. Esto está de hecho relacionado íntimamente con la presencia
de bosones de Goldstone tipo en el espectro [109].
A esta altura es importante notar que la identificación de más arriba es sólo válida en la
fase superfluida, esto es, cuando Ψ 6= 0. Un valor de background constante para el campo de
gauge Ax en la fase normal no tiene sentido físico ya que no hay noción de superflujo.
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Por las razones señaladas más arriba, elegimos las condiciones de borde asintóticas para
los campos de gauge
A
(0)
t (r →∞) = 2µ¯ , A(3)t (r →∞) = 0 ,
A(0)x (r →∞) = 2S¯x , A(3)x (r →∞) = 0 , (6.31)
donde µ¯ debe ser identificado con el potencial químico de la teoría dual y S¯x está relacionada
con la velocidad del superflujo. Hemos incluido un factor dos en la definiciones de µ¯ y S¯x
por el siguiente motivo. Las ecuaciones de background pueden ser reescritas como aquellas
del modelo U(1) de [136, 137] utilizando las redefiniciones de los campos
A0 =
1
2
(A
(0)
t − A(3)t ) , ξ =
1
2
(A
(0)
t + A
(3)
t ) ,
Ax =
1
2
(A(0)x − A(3)x ) , ς =
1
2
(A(0)x + A
(3)
x ) , (6.32)
para los cuales las ecuaciones de background quedan
Ψ′′ +
(
f ′
f
+
2
r
)
Ψ′ +
(
A20
f 2
− A
2
x
r2f
− m
2
f
)
Ψ = 0 , (6.33)
A′′0 +
2
r
A′0 −
2Ψ2
f
A0 = 0 , (6.34)
A′′x +
f ′
f
A′x − Ax
2Ψ2
f
= 0 , (6.35)
ξ′′ +
2
r
ξ′ = 0 , (6.36)
ς ′′ +
f ′
f
ς ′ = 0 . (6.37)
Se puede corroborar que recuperamos el sistema U(1) que describe el superconductor holográ-
fico U(1)en presencia de velocidad para el superfluido (véase por ejemplo [164]). El potencial
químico µ¯ es por lo tanto el potencial químico correspondiente al campo A0 que actúa co-
mo la componente temporal del (único) campo de gauge, y Ax actúa como la componente
espacial del único campo de gauge [136, 137, 164]. Esto muestra de manera explícita que el
background del modelo U(2) es idéntico a aquel del superconductor U(1), aun a velocidad
del superfluido no nula.
Una consecuencia inmediata del hecho que las ecuaciones de fondo son aquellas del su-
perfluido holográfico U(1) es que, a primera vista, el sistema U(2) parece capaz de acomodar
un superflujo. Sin embargo, como ya fue argumentado, esto va en directa contradicción con
el criterio de Landau para superfluidez [163] debido a la presencia de un bosón de Goldstone
tipo II en el espectro. Por supuesto, el haber encontrado soluciones a las ecuaciones de mo-
vimiento no dice nada aun sobre la estabilidad. De hecho, como veremos explícitamente, los
Goldstone de tipo II van a convertirse en un modo inestable haciendo que la toda la solución
en el caso U(2) sea inestable.
Las ecuaciones (6.33)-(6.35) son no lineales y deben ser resueltas usando métodos nu-
méricos. Nótese que (6.36) y (6.37) están desacopladas. Corresponden a la simetría U(1)
preservada luego de la rotura U(2) → U(1). El comportamiento asintótico de los campos
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cerca del borde conforme es
A0 = µ¯− ρ¯
r
+ . . . ,
Ax = S¯x − J¯x
r
+ . . . , (6.38)
Ψ =
ψ1
r
+
ψ2
r2
+ . . . .
Las cantidades asintóticas están relacionadas con las físicas mediante
µ¯ =
3
4piT
µ , ρ¯ =
9
16pi2T 2
ρ ,
S¯x =
3
4piT
Sx , J¯x = 9
16pi2T 2
Jx , (6.39)
ψ1 =
3
4piT
〈O1〉 , ψ2 = 9
16pi2T 2
〈O2〉 .
Estamos trabajando en el ensamble gran canónico, por lo que fijamos el potencial químico
µ. La temperatura viene definida por T/µ ∝ 1/µ¯. Para estudiar la evolución del condensado
como función de la velocidad del superfluido, la manera natural de proceder es trabajando
con Sx/µ como nuestro parámetro libre además de la temperatura. Nótese que ambos modos
asintóticos del campo escalar son de hecho normalizables [117]. De ahora en adelante nos
vamos a quedar con la teoría O2 para la cual ψ1 = 0 y 〈O2〉 es el vev del operador escalar
de dimensión de masa dos en la teoría de campos dual. Nótese que los campos duales ξ y ζ
correspondientes al U(1) no roto vienen dados por
ξ = µ¯− ρ¯/r ,
ζ = S¯x , (6.40)
aun cuando el condensado es no nulo.
Los valores del condensado como función de la temperatura y la velocidad del superfluido
se muestran en la figura 6.1 que reproduce los resultados previos de [136, 137]. En el gráfico y
en lo que queda del capítulo la temperatura es medida con respecto a la temperatura crítica
de la transición de fases sin velocidad del superfluido, i.e. Tc ≈ 0,0587µ.
6.3.1. Energía libre
En esta sección vamos a calcular la energía libre de la fase condensada y compararla con
la energía libre de la fase no rota como fue hecho en [136, 137]. Después de la renormalización
correspondiente de la acción on-shell euclídea y de usar las condiciones de contorno (6.38),
la energía libre es
F = −TSren = −µ¯ρ¯+ S¯xJ¯x +
∫ ∞
1
dr
(
2r2A20
f
− 2A2x
)
Ψ2 . (6.41)
En la fase normal Ψ = 0, regularidad en el horizonte fuerza a el campo de gauge Ax a tener
un perfil trivial en la dirección radial en el bulk y por lo tanto a no contribuir a la energía
libre, i.e. J¯x = 0. Esto va en concordancia con el hecho de que en ausencia de campo escalar
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❧♦❝❛♠♣♦❞❡❜❛❝❦❣♦✉♥❞❞❡❧❛❢♦♠❛δφI=δφI(r)exp[−i(ωt−|k|xcos(γ)−|k|ysin(γ)]✳
❊♣❡❝✜❝❛♠❡♥❡❝♦♥✐❞❡❛♠♦❧❛✢✉❝✉❛❝✐♦♥❡
δˆΨT =(η(r),σ(r)),
δA(0) = a(0)t(r)dt+a(0)x(r)dx+a(0)y(r)dy, ✭✻✳✹✷✮
δA(3) = a(3)t(r)dt+a(3)x(r)dx+a(3)y(r)dy,
❞♦♥❞❡❡♥❡❧❝❛♦❞❡❧❛ ✢✉❝✉❛❝✐♦♥❡ ❞❡❣❛✉❣❡✈❛♠♦ ❛ ❛❜❛❥❛ ❝♦♥❧❛ ❝♦♠❜✐♥❛❝✐♦♥❡
❧✐♥❡❛❧❡②❛❞❡✜♥✐❞❛❡♥✭✻✳✸✷✮✱✐✳❡✳a(−)µ ≡12(a(0)µ −a(3)µ)②a(+)µ ≡12(a(0)µ +a(3)µ)✳▲❛❡❝✉❛❝✐♦♥❡❧✐♥❡❛❧✐③❛❞❛ ♦♥❥♦❞✐❛ ②❧❛ ❡❝✐❜✐♠♦❡♥❡❧❛♣♥❞✐❝❡❇✳✶✳▲❛ ❝♥✐❝❛ ✉✐❧✐③❛❞❛♣❛❛
❡♦❧✈❡❡❧✐❡♠❛❞❡❡❝✉❛❝✐♦♥❡ ♦♥❜✐❡♥❝♦♥♦❝✐❞❛✳◆♦✈❛♠♦❛❡❧❛❜♦❛❡♥❧❛♠✐♠❛ ②
❡❢❡✐❡♠♦❛❧❧❡❝♦✐♥❡❡❛❞♦❛❬✶✵✵❪✱❬✶✶✾❪♦❛❧❛♣♥❞✐❝❡✳
❊♥❧❛ ✜❣✉❛✻✳✸②✻✳✹❡♣❡❡♥❛♠♦❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦②❧❛❝♦♥❛♥❡❞❡❛❡♥✉❛❝✐♥
♣❛❛✉♥❜♦ ♥❞❡●♦❧❞ ♦♥❡ ✐♣♦■✳❙✉❡❧❛❝✐♥❞❡❞✐♣❡ ✐♥✈✐❡♥❡❞❛❞❛♣♦ ✭✻✳✸✮②❛
♠♦♠❡♥♦♣❡✉❡♦✱❝♦♥❧❛❡①❝❡♣❝✐♥❞❡ ✉❡❛❤♦❛❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦vs②❧❛❝♦♥❛♥❡
✶✵✹
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Γ
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❋✐❣✉❛✻✳✸✿❱❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦②❛♠♦✐❣✉❛❝✐♥♣❛❛T=0,7Tc②✈❛✐❛✈❡❧♦❝✐❞❛❞❡ ❞❡
✉♣❡✢✉✐❞♦②❡♥❞♦❞❡Sx/µ=0✭❛③✉❧✮❛Sx/µ=0,325✭✈❡❞❡✮✳❊❧❛❞✐♦❡♣❡❡♥❛❡❧✈❛❧♦
❛❜♦❧✉♦❞❡❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦✭✐③✉✐❡❞❛✮②❧❛❝♦♥ ❛♥❡❞❡❛❡♥✉❛❝✐♥✭❞❡❡❝❤❛✮❝♦♠♦
❢✉♥❝✐♥❞❡❧ ♥❣✉❧♦γ
0.5 0.5 vs
0.5
0.5
vs
Γ
❡♥❡❡❧♠♦♠❡♥♦②❧❛✈❡❧♦❝✐❞❛❞❞❡❧✉♣❡✢✉✐❞♦✳
0.2 0.1 0.1 0.2
0.2
0.1
0.1
0.2
Γ
❋✐❣✉❛✻✳✹✿❱❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦✭✐③✉✐❡❞❛✮②❝♦♥ ❛♥❡❞❡❛❡♥✉❛❝✐♥✭❞❡❡❝❤❛✮♣❛❛Sx/µ=
0,2❝♦♠♦❢✉♥❝✐♥❞❡❧ ♥❣✉❧♦γ②♣❛❛✉♥❛♥❣♦❞❡❡♠♣❡❛✉❛②❡♥❞♦❞❡❞❡T=0,85Tc
✭♦❥♦✮❤❛❛T=0,57Tc✭❛③✉❧✮✳
❞❡❛❡♥✉❛❝✐♥Γ❞❡♣❡♥❞❡♥❞❡❧ ♥❣✉❧♦γ✹✳▲❛✜❣✉❛✻✳✸♠✉❡ ❛❧❛❞❡♣❡♥❞❡♥❝✐❛❛♥❣✉❧❛❞❡
❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦②❧❛❝♦♥❛♥❡❞❡❞❡❝❛✐♠✐❡♥♦♣❛❛✉♥❛❡♠♣❡❛✉❛✜❥❛②✈❛✐♦
✈❛❧♦❡ ❞❡❧❛✈❡❧♦❝✐❞❛❞❞❡❧ ✉♣❡✢✉✐❞♦✳▲❛✜❣✉❛✻✳✹♠✉❡ ❛❧♦♠✐♠♦❛✈❡❧♦❝✐❞❛❞❞❡❧
✉♣❡✢✉✐❞♦✜❥❛②♣❛❛✈❛✐♦✈❛❧♦❡❞❡❧❛❡♠♣❡❛✉❛✳❈♦♠♦✉♥♦❡♣❡❛❛♣❛❛Sx/µ❝❤✐❝♦
②❡♠♣❡❛✉❛❧♦✉✜❝✐❡♥❡♠❡♥❡❜❛❥❛❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦②❧❛❝♦♥❛♥❡❞❡❞❡❝❛✐♠✐❡♥♦
♦♥❜ ✐❝❛♠❡♥❡✐♦ ♣✐❝❛✳❆♠❡❞✐❞❛✉❡❧❛✈❡❧♦❝✐❞❛❞❞❡❧✉♣❡✢✉✐❞♦❡❛✉♠❡♥❛❞❛✱♦❧❛
❡♠♣❡❛✉❛❡❛✉♠❡♥❛❞❛✱❧♦❣ ✜❝♦ ❡❤❛❝❡♥♠ ②♠ ❛✐♠ ✐❝♦✳▲❛❛♥✐♦♦♣❛❞❡❧
✹▲❛❝♦♥ ❛♥❡❡❛❧b♥♦❥✉❡❣❛♥✐♥❣♥♣❛♣❡❧♣❛❛♠♦♠❡♥♦❧♦✉✜❝✐❡♥❡♠❡♥❡♣❡✉❡♦②❛ ✉❡❧❛♣❛ ❡
❧✐♥❡❛❧♣♦♣♦❝✐♦♥❛❧❛vs❞♦♠✐♥❛✳
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✐❡♠❛❡ ❛❧ ✉❡✈❡♠♦ ✉♥❛✉♠❡♥♦❞❡❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦②✉♥❛❞✐♠✐♥✉❝✐ ♥❞❡❧❛
❝♦♥❛♥❡❞❡❞❡❝❛✐♠✐❡♥♦❡♥❞✐❡❝❝✐♥❞❡❧✉♣❡✢✉✐❞♦✳
0.2 0.4 0.6 0.8 1.0k
0.06
0.04
0.02
0.00
0.02ImΩ
❋✐❣✉❛✻✳✺✿ ❛❡ ❡❛❧✭✐③✉✐❡❞❛✮❡✐♠❛❣✐♥❛✐❛✭❞❡❡❝❤❛✮❞❡❧❛❢❡❝✉❡♥❝✐❛❞❡❧♦♠♦❞♦
❤✐❞♦❞✐♥♠✐❝♦ ♠ ❜❛❥♦✭♠♦❞♦❞❡●♦❧❞ ♦♥❡✐♣♦■✮✈❡✉❡❧♠♦♠❡♥♦❛Sx/µ=0,1②
γ=π♣❛❛❞✐❢❡❡♥❡ ❡♠♣❡❛✉❛②❡♥❞♦❞❡❞❡T=T˜=0,970Tc✭♦❥♦✮❤❛❛T=0,905Tc
✭❛③✉❧✮✳▲❛✐♥❡❛❜✐❧✐❞❛❞❛♣❛❡❝❡❛T∗=0,935Tc✳
▲❛♣♦♣✐❡❞❛❞❡♠ ✐♥❡❡❛♥❡❢✉❡♦♥❡♥❝♦♥❛❞❛ ✐♥❡♠❜❛❣♦❡♥❧❛❞✐❡❝❝✐♥♦♣✉❡ ❛
❛❧❛✈❡❧♦❝✐❞❛❞❞❡✉♣❡✢✉✐❞♦✳❈♦♠♦✉♥♦♣✉❡❞❡✈❡❡♥❛♠❜♦❣ ✜❝♦✱❛γ=π❧❛❡❞✉❝❝✐♥❡♥
❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦❡♠❛②♦ ②❡✈❡♥✉❛❧♠❡♥❡❛♥♦❧❛❛❡♥✉❛❝✐♥❝♦♠♦❧❛✈❡❧♦❝✐❞❛❞❞❡❧
♦♥✐❞♦❡✈❛♥❛❛♥✉❧❛ ✐♠✉❧♥❡❛♠❡♥❡✳❊✐♠♣♦❛♥❡❡♥❢❛✐③❛ ✉❡❡ ♦♦❝✉❡♣♦❞❡❜❛❥♦
❞❡❧❛ ❡♠♣❡❛✉❛T˜✳❙✐✉♥♦❝♦♥✐♥✉❛✐♥❝❡♠❡♥❛♥❞♦❧❛❡♠♣❡❛✉❛✭♦❡✉✐✈❛❧❡♥❡♠❡♥❡
✐♥❝❡♠❡♥❛♥❞♦❧❛✈❡❧♦❝✐❞❛❞❞❡❧✉♣❡✢✉✐❞♦❛❡♠♣❡❛✉❛✜❥❛✮✉♥♦❡♥❝✉❡♥❛ ✉❡❧❛♣❛ ❡
❡❛❧❡✐♠❛❣✐♥❛✐❛❞❡❧❛❡♠♣❡❛✉❛❝✉③❛♥❛❧ ❡♠✐♣❧❛♥♦✉♣❡✐♦✱❝♦♠♦❡♠✉❡ ❛❡♥❧❛
✜❣✉❛✻✳✺✳❊♦❡❛❧❛❧❛❛♣❛✐❝✐♥❞❡✉♥♠♦❞♦❛✉✐♥✐❝♦✳T∗❡❧❛❡♠♣❡❛✉❛❡♥✉❡❡ ❛
✐♥❡❛❜✐❧✐❞❛❞❛♣❛❡❝❡②❛❞❡♠ ❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦❡❤❛❝❡♥❡❣❛✐✈❛✳❊❛❡♠♣❡❛✉❛
❡❛❧❛❞❡❤❡❝❤♦❡❧✜♥❞❡❧❛❢❛❡✉♣❡✢✉✐❞❛❞❡❛❝✉❡❞♦❝♦♥❡❧❝✐❡✐♦②♣♦❧♦❛♥♦❧❛
✐♥❡♣❡❛♠♦❝♦♠♦❧❛❡♠♣❡❛✉❛❞❡ ❛♥✐❝✐♥❢✐❝❛✳
❊♥❧❛✜❣✉❛✻✳✻✭✐③✉✐❡❞❛✮♣❡❡♥❛♠♦ ❡❧❞✐❛❣❛♠❛❞❡❢❛❡ ✉❡❡♠❡❣❡❞❡❧❛♥❧✐✐
❞❡◗◆▼✳ ❛❛✐❧✉ ❛❧❛✐✉❛❝✐♥✱❡♥❡❧❣ ✜❝♦❞❡❧❛❞❡❡❝❤❛♠♦ ❛♠♦❧❛❡❧❛❝✐♥❞❡
❞✐♣❡ ✐♥❞❡❧♦◗◆▼ ❡❧❡✈❛♥❡✺❡♥ ❡♣✉♥♦❞✐❢❡❡♥❡❞❡❧❞✐❛❣❛♠❛❞❡❢❛❡✭❧♦♣✉♥♦
❢✉❡♦♥❡✐✉❡❛❞♦❝♦♥✶✱✷✱✸❡♥❡❧❣ ✜❝♦❞❡❧❛✐③✉✐❡❞❛✮✳❆T˜<T<Tc❡♥❧❛❢❛❡♥♦♠❛❧
✭❧♥❡❛3N✮✱❡❧♠♦❞♦✉❡❡❛❡♣♦♥❛❜❧❡❛❞❡❧❛ ❛♥✐❝✐♥❛❧❛❢❛❡✉♣❡✢✉✐❞❛❤♦♠♦❣♥❡❛
♣❤❛❡✐♥✈❡❧♦❝✐❞❛❞❞❡❧✉♣❡✢✉✐❞♦❡ ❝♦✐❞♦②❡❤❛❝❡✐♥❡❛❜❧❡❛♠♦♠❡♥♦✜♥✐♦✳❊❡
❝♦♠♣♦❛♠✐❡♥♦❡✢❡❥❛❡❧❤❡❝❤♦❞❡ ✉❡❡❧✉♣❡✢✉✐❞♦❡✐♥❡❛❜❧❡♣❛❛T≤Tc✱✐❡♥❞♦✉❡
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La velocidad crítica corresponde a la velocidad para la cual vs = 0, o equivalentemente al
valor de Sx/µ para el cual Re(ω) se hace negativa (ver la figura 6.5). El hecho que el criterio
se enunciado para Re(ω) refleja le hecho de que se mantenga aun a temperatura cero. A
temperatura finita la relación de dispersión del modo no masivo se ve alterada debido a
la velocidad del superfluido y la temperatura [163, 168], implicando que genéricamente el
valor critico de Sx/µ a temperatura fija no corresponde a la velocidad del sonido a dicha
temperatura y velocidad del superfluido nula.
Un comentario extra con respecto a la fase en la que se encuentra el sistema para
Tc > T > T˜ . El hecho de que en la fase no rota el QNM más bajo sea inestable en este
régimen (ver la línea 3N en la figura 6.6) por supuesto indica que la fase normal es inestable.
Comentemos un poco sobre esto. Como el condensado se anula en la fase normal, no existe
ninguna noción física de velocidad en esta fase; diferentes elecciones de Ax son simplemente
diferentes elecciones de sistema de referencia. En particular, un Ax constante actúa sim-
plemente corriendo el momento, como puede ser visto del hecho que el máximo del QNM
está centrado a un momento igual al valor del campo de gauge en el borde conforme. Por
lo tanto, la fase normal es inestable para temperaturas más bajas que la crítica Tc hacia
la formación de superfluido sin superflujo. Por otro lado, conocemos que la solución con
condensado homogéneo y velocidad finita no existe en esta región y peor aun es inestable
para T > T ∗. Vemos dos posibilidades para completar el diagrama de fases en esta región.
Primero, el sistema podría simplemente caer en el estado de vacío, que es el condensado
sin superflujo. A Sx/µ finita esto es todavía una solución que minimiza la energía aun que
con un condensado que no es real pero tiene una dependencia espacial en la fase tal que
~∇Φ = 0. Este es simplemente el estado homogéneo sin superflujo transformado de gauge.
Por otro lado, el hecho de que hayamos encontrado una inestabilidad a momento finito en el
rango de temperaturas T ∗ < T < T˜ podría indicar que hay una fase (metaestable) modulada
espacialmente aun en el rango T ∗ < T < Tc, es decir un superfluido con bandas. Debido a la
aparición suave del modo inestable a T ∗ esperamos que la transición de fases sea de segundo
orden, aunque esto debería ser estudiado en detalle mediante la construcción del background
inhomogéneo correcto. Dicha construcción está en proceso, pero por lo pronto diremos que
es heavy metal.
Antes de cambiar de tema, resulta reconfortante comparar nuestros resultados con aque-
llos obtenidos recientemente para el modelo λϕ4 presentado en 6.2. Resultados tomado de las
referencias [168] y [169] son presentados en la figura 6.7. Esto corresponde a un análisis en
el límite de acoplamiento débil del modelo de Landau, pero de todas maneras si esperamos
que nuestros agujeros negros tengan algunas propiedades en común, si confiamos ciegamente
en la conjetura. En el gráfico de la izquierda se muestra la velocidad del primer y segundo
sonido del modelo para distintas velocidades y temperaturas. Se ve que el primer sonido
tiene un comportamiento cualitativo muy parecido al encontrado en nuestra figura 6.3. El
gráfico de la derecha es un diagrama de fases, teniendo en cuenta el criterio de Landau. El
mismo muestra una gran similitud con nuestra figura 6.6.
6.4.1. Conductividades longitudinales en el sector U(1)
En esta sección vamos a computar las conductividades del sector (0) − (3) en presencia
de velocidad para el superfluido. Por lo que tenemos entendido, sólo las conductividades
transversas fueron computadas hasta el momento (ver por ejemplo [164, 138]). Nosotros por
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Figura 6.7: (Izquierda, [168]) Velocidades del primer y segundo sonido u1, u2 para distintas
velocidades |vs| entre 0 y 1/
√
3. Todas las velocidades son medidas en el sistema de referencia
en el que el fluido normal está en reposo. Se usaron las temperaturas T = 0 (negro), T/µ =
0,02 (azul) y T/µ = 0,04 (rojo). (Derecha, [169]) Diagrama de fases del modelo. Dentro
de un ansatz homogéneo no hay una fase estable en la región sombreada. Nótese que la
inestabilidad a T = 0 ocurre justo a |vs| = 1/
√
3, donde la velocidad del sonido se hace
negativa según puede verse en el gráfico de la izquierda.
el contrario, nos vamos a concentrar en la conductividades longitudinales. Las mismas son
calculadas mediante la fórmula de Kubo
σ =
i
ω
〈JxJx〉 , (6.43)
de la función de dos puntos
GIJ = l´ım
Λ→∞
(AIMFMkJ (Λ)′) , (6.44)
donde la matriz A puede ser leída de la acción on-shell. F es el propagador matricial bulk-to-
boundary normalizado para se la matriz unidad en el borde. Como estamos sólo interesados
en las entradas de la matriz correspondientes a 〈JxJx〉 y la matrizA es diagonal, sólo tenemos
que leer un elemento, i.e. Axx = −f(r)2 . Con la intención de construir el propagador bulk-to-
boundary uno necesita un conjunto completo de soluciones linealmente independientes para
las perturbaciones del escalar y del campo de gauge. Esto implica resolver las ecuaciones
dadas en el apéndice B.1 a momento cero. El método sigue de cerca a aquel detallado en
[119]. Nótese que hay un acoplamiento sobreviviente entre el sector escalar y los campos de
gauge mediado por Ax. Esto hace que el cálculo de conductividades sea más complicado que
en el caso sin superflujo.
Nuestros resultados muestran una pequeña desviación con respecto a lo encontrado para
velocidad de superfluido cero. La característica mas interesante es un pico a frecuencias
pequeñas que aparece debido al acoplamiento del campo de gauge y los escalares inducido
por la velocidad del superfluido. En las figuras 6.8 y 6.9 presentamos los resultados para
diferentes valores de Sx/µ. Como es de esperarse, cuando la velocidad del superfluido es
pequeña y estamos lejos de la temperatura crítica la dependencia en la frecuencia es la
misma que la encontrada en [27]. Cerca de T ∗ un salto aparece para ω ≈ 0. Esto indica
la presencia de un modo con un gap imaginario pequeño. El modo responsable de este
comportamiento es precisamente el modo pseudo difusivo descripto en [100]. Debido a la
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✐♠❡ ❛❝♦♥❡✈❛❞❛U(1)❞❡❧❛❢❛❡♥♦♦❛✱❡①✐❡✉♥♠♦❞♦❞✐❢✉✐✈♦✭❞❡♠❛❛❝❡♦✮❡♥
❡❧❡♣❡❝ ♦❞❡◗◆▼❞❡❧❛ ❡♦❛✳❯♥❛✈❡③ ✉❡❧❛ ✐♠❡ ❛❡ ❡♣♦♥ ♥❡❛♠❡♥❡♦❛✱❡❡
♠♦❞♦❞❡❛♦❧❛✉♥❣❛♣♣✉❛♠❡♥❡✐♠❛❣✐♥❛✐♦✉❡❝❡❝❡❛♠❡❞✐❞❛ ✉❡✐♥❝❡♠❡♥❛♠♦❧❛
❡♠♣❡❛✉❛✳ ♦ ❧♦❛♥♦✱♣❛❛ ❡♠♣❡❛✉❛ ❧♦✉✜❝✐❡♥❡♠❡♥❡❛❧❛ ♣♦ ❞❡❜❛❥♦❞❡❧❛
❝ ✐❝❛✱❡❧❣❛♣❞❡❧♠♦❞♦♣❡✉❞♦❞✐❢✉✐✈♦❛k=0❡♠✉②♣❡ ✉❡♦②❡♦✐♠♣❧✐❝❛❧❛❛♣❛✐❝✐♥
❞❡✉♥♣✐❝♦❡♥❧❛❝♦♥❞✉❝✐✈✐❞❛❞❝♦♠♦♣♦❞❡♠♦✈❡❡♥❧❛✜❣✉❛✳❙✐❜❛❥❛♠♦❧❛❡♠♣❡❛✉❛✱❡❧
❛❧♦❡♠♣✐❡③❛❛❞❡❛♣❛❡❝❡ ✐♠♣❧❡♠❡♥❡♣♦ ✉❡❡❧❣❛♣❞❡❧♠♦❞♦♣❡✉❞♦❞✐❢✉✐✈♦❡❤❛❝❡♠
❣❛♥❞❡✳❆✉♥✉❡❡ ❡♠♦❞♦②❛❢✉❡♣❡❡♥❛❞♦❡♥❡❧❛♥❧✐✐❞❡❝♦♥❞✉❝✐✈✐❞❛❞❡ ✐♥✉♣❡✢✉❥♦✱
❡ ❧♦❡♥♥✉❡ ♦❝❛♦ ✉❡❛❢❡❝❛❧❛❝♦♥❞✉❝✐✈✐❞❛❞✱②❛✉❡❡❧❛❝♦♣❧❛♠✐❡♥♦❛♠♦♠❡♥♦❝❡♦
❡♥❡❡❧❡❝♦❡❝❛❧❛②❡❧❞❡❝❛♠♣♦❞❡❣❛✉❣❡♦❝✉❡♠❡❞✐❛♥❡Ax✳❊❧❛♠❛♦❞❡❧♣✐❝♦❡
♣♦♣♦❝✐♦♥❛❧❛❧❛♠❛♦❞❡❧❛❝♦♣❧❛♠✐❡♥♦✱✐✳❡✳❝❡❝❡❝♦♥Sx/µ✳
✻✳✺✳ ❈✐❡✐♦❞❡▲❛♥❞❛✉♣❛❛❜♦♦♥❡ ❞❡●♦❧❞ ♦♥❡ ✐♣♦
■■
❊♥❧❛ ❡❝❝✐♥❛♥❡✐♦❡✉❞✐❛♠♦❡❧❡♣❡❝ ♦❞❡◗◆▼♠ ❜❛❥♦❝♦♥❡♥✐❞♦❡♥❡❧❡❝♦
(0)−(3)♦U(1)❞❡❧❛❡♦❛♣❛❛✈❛✐♦✈❛❧♦❡❞❡❧❛✈❡❧♦❝✐❞❛❞❞❡✉♣❡✢✉✐❞♦②✉♥ ♥❣✉❧♦
❛❜✐ ❛✐♦❡♥❡❡❧♠♦♠❡♥♦②❧❛❞✐❡❝❝✐♥❞❡❧✉♣❡✢✉❥♦✳❊♥❡ ❛❡❝❝✐♥✈❛♠♦❛❡①❡♥❞❡
❡❧❛♥❧✐✐❛❧❡❝♦(1)−(2)✱✉❡❡♣❛ ✐❝✉❧❛❞❡❧♠♦❞❡❧♦U(2)❞❡❬✽✾❪②❝♦♥✐❡♥❡♠♦❞♦❞❡
●♦❧❞ ♦♥❡✐♣♦■■❡♥❡❧❡♣❡❝ ♦✱❝✉②❛❡❧❛❝✐♥❞❡❞✐♣❡ ✐♥✈✐❡♥❡❞❛❞❛♣♦✭✻✳✹✮❡♥❡❧❧♠✐❡
❤✐❞♦❞✐♥♠✐❝♦✳
▲❛ ❡❝✉❛❝✐♦♥❡ ✉❡❞❡❝✐❜❡♥❡❧✐❡♠❛♣✉❡❞❡♥❡♥❝♦♥❛❡❡♥❡❧❛♣♥❞✐❝❡❇✳✷✳❊♥❡ ❡
❝❛♦❤❡♠♦❡❧❡❣✐❞♦✐❡♠♣❡❛❧♠♦♠❡♥♦❡♥❧❛❞✐❡❝❝✐♥♦♣✉❡ ❛❛❧✉♣❡✢✉✐❞♦✱♣♦ ✉❡❝♦♠♦
✈❡❡♠♦❡❡♠♦❞♦❡ ✐❡♠♣❡✐♥❡❛❜❧❡✳❏✉♥♦❝♦♥❧❛♣❡ ✉❜❛❝✐♦♥❡❡❝❛❧❛❡❞❡❝✐❛
✶✶✵
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❋✐❣✉❛✻✳✾✿● ✜❝♦♣❛❛❧❛♣❛❡❡❛❧✭✐③✉✐❡❞❛✮❡✐♠❛❣✐♥❛✐❛✭❞❡❡❝❤❛✮❞❡❧❛❝♦♥❞✉❝✐✈✐❞❛❞
♣❛❛Sx/µ=0,4✜❥❛✳❉✐❢❡❡♥❡❧♥❡❛ ❝♦❡♣♦♥❞❡♥❛❞✐❢❡❡♥❡ ❡♠♣❡❛✉❛❡♥❡❧❛♥❣♦
T=0,35Tc✭❛③✉❧✮−0,65Tc✭♦❥♦✮✳
♣♦✭✻✳✹✷✮❡♥❡♠♦ ✉❡❝♦♥✐❞❡❛❧❛✐❣✉✐❡♥❡♣❡ ✉❜❛❝✐♦♥❡❞❡❣❛✉❣❡❡♥❡❧❡❝♦(1)−(2)
A(1)=a(1)t(t,r,x)dt+a(1)x(t,r,x)dx,
A(2)=a(2)t(t,r,x)dt+a(2)x(t,r,x)dx. ✭✻✳✹✺✮
❯♥❛✈❡③♠ ✉❛♠♦❡❧♠♦❞♦❞❡❧❞❡❡♠✐♥❛♥❡❞❡❬✶✶✾❪♣❛❛❡♥❝♦♥❛❧♦◗◆▼ ❡♥
❡❡❡❝♦✳◆✉❡ ♦ ❡✉❧❛❞♦❛♣❛❡❝❡♥❡✉♠✐❞♦ ❡♥❧❛✜❣✉❛✻✳✶✵✱❞♦♥❞❡❧❛❡❧❛❝✐♥❞❡
❞✐♣❡ ✐♥❞❡❧♦◗◆▼♠ ❜❛❥♦ ❡♠✉❡ ❛❛✉♥❛❞❡❡♠✐♥❛❞❛✈❡❧♦❝✐❞❛❞❞❡ ✉♣❡✢✉✐❞♦✳
❍❡♠♦ ❝♦♦❜♦❛❞♦ ✉❡❡ ❡❡✉❧❛❞♦❡❝✉❛❧✐❛✐✈❛♠❡♥❡❡❧♠✐♠♦♣❛❛✈❛✐♦✈❛❧♦❡❞❡
Sx/µ✳
▲♦ ♠♦❞♦ ❞❡●♦❧❞ ♦♥❡ ✐♣♦■■❡❤❛❝❡♥✐♥❡❛❜❧❡ ♣❛❛✈❡❧♦❝✐❞❛❞❡ ❞❡ ✉♣❡✢✉✐❞♦
❛❜✐ ❛✐❛♠❡♥❡♣❡✉❡❛ ② ❡♠♣❡❛✉❛ ♣♦ ❞❡❜❛❥♦❞❡T˜✳❙✐♥❡♠❜❛❣♦✱✉♥❛❞✐❢❡❡♥❝✐❛
✐♠♣♦❛♥❡❛♣❛❡❝❡❝♦♥❡♣❡❝♦❛❧❡❝♦U(1)✳❊❧♠♦❞♦❛✉✐♥✐❝♦♥♦ ❡❤❛❝❡❡❛❜❧❡❛
♥✐♥❣✉♥❛❡♠♣❡❛✉❛♣♦❞❡❜❛❥♦❞❡T˜✱❛❞✐❢❡❡♥❝✐❛❝♦♥❡❧❡❝♦(0)−(3)✱♥♦❤❛②✉♥❛♥❧♦❣♦
❞❡❧❛❡♠♣❡❛✉❛T∗❡♥❡❡❡❝♦✳❊❡❝♦♠♣♦❛♠✐❡♥♦♣✉❡❞❡❡❢❝✐❧♠❡♥❡✐♥❡♣❡❛❞♦
❝♦♠♦✉♥❡✢❡❥♦❞❡❧❝✐❡✐♦❞❡▲❛♥❞❛✉♣❛❛❧❛ ✉♣❡✢✉✐❞❡③❡♥♥✉❡ ♦ ❡✉♣❤♦❧♦❣ ✜❝♦✿
❞❡❛❝✉❡❞♦❝♦♥✭✻✳✷✮✱❧❛✈❡❧♦❝✐❞❛❞❝ ✐❝❛❞❡❜❡❡♥✉❧❛♣❛❛✐❡♠❛❡♥❧♦ ✉❡❡♣✉❡❞❡♥
❡♥❝♦♥❛♠♦❞♦ ❞❡●♦❧❞ ♦♥❡✐♣♦■■✱♣♦❧♦❛♥♦♣❛❛❝✉❛❧✉✐❡T<T˜❧❛❢❛❡✉♣❡✢✉✐❞❛
♥♦❡❡❛❜❧❡❛✈❡❧♦❝✐❞❛❞❞❡❧✉♣❡✢✉✐❞♦✜♥✐❛✳❆❞❡♠ ♥ ❡❡✉❡❡❧♣✐❝♦♦❝✉ ❡❛♠♦♠❡♥♦
♠ ❛❧♦❛♠❡❞✐❞❛ ✉❡❜❛❥❛♠♦❧❛❡♠♣❡❛✉❛✳❉❡❤❡❝❤♦✱❝♦♠♦✉♥♦♣✉❡❞❡✈❡❞❡❧❛✜❣✉❛
✻✳✶✵✱❛❧❜❛❥❛❧❛❡♠♣❡❛✉❛♣♦❞❡❜❛❥♦❞❡T˜❡❧♠①✐♠♦❡♥Im(ω)♣✐♠❡♦❡✐♥❝❡♠❡♥❛
♣❡♦❧✉❡❣♦❡♠♣✐❡③❛❛❜❛❥❛❛♠❡❞✐❞❛ ✉❡❧❛ ❡♠♣❡❛✉❛❞✐♠✐♥✉②❡✳❆❧♠✐♠♦ ✐❡♠♣♦✱❡
♠✉❡✈❡♣❛❛✈❛❧♦❡♠ ❣❛♥❞❡❞❡❧♠♦♠❡♥♦✳
◆ ❡❡✉❡❣ ✜❝♦❛♥❧♦❣♦❛❧♦❞❡❧❛✜❣✉❛✻✳✸②✻✳✹♥♦✐❡♥❡♥❡♥✐❞♦❡♥❡❧♠♦❞❡❧♦
U(2)✱②❛✉❡❡❧❡❝♦(1)−(2)❡✐♥❡❛❜❧❡❛♦❞❛❡♠♣❡❛✉❛❛❧❛ ✉❡❢✉✐♠♦❝❛♣❛❝❡❞❡
❝♦♦❜♦❛✳
✶✶✶
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❋✐❣✉❛✻✳✶✵✿ ❛❡ ❡❛❧✭✐③✉✐❡❞❛✮❡✐♠❛❣✐♥❛✐❛✭❞❡❡❝❤❛✮❞❡❧❛❡❧❛❝✐♥❞❡❞✐♣❡ ✐♥❞❡
❧♦◗◆▼♠ ❜❛❥♦❞❡❧❡❝♦(1)−(2)❡♥❡❧♠♦❞❡❧♦❣❛✉❣❡❛❞♦✜❥❛♥❞♦Sx/µ=0,15②♣❛❛
✉♥ ❛♥❣♦❞❡❡♠♣❡❛✉❛②❡♥❞♦❞❡❞❡T=T˜=0,95Tc✭♦❥♦✮❤❛❛T=0,45Tc✭❛③✉❧✮②
♠♦♠❡♥♦❡♥❧❛❞✐❡❝❝✐♥❛♥✐♣❛❛❧❡❧❛❛❧✉♣❡✢✉❥♦✳
✻✳✺✳✶✳ ❊❧♠♦❞❡❧♦❇✐✈✐♦
❊♥❡❧❝❛♣ ✉❧♦✹✱❞❡✜♥✐♠♦✉♥♠♦❞❡❧♦♥♦❣❛✉❣❡❛❞♦❡♥❡❧❝✉❛❧♥♦❤❛②❝❛♠♣♦❞❡❣❛✉❣❡
❞❡SU(2)❞✐♥♠✐❝♦ ❡♥❡❧❜✉❧❦✳❊❡♠♦❞❡❧♦❡♥✉❡✉♥❛✐♠❡ ❛❣❧♦❜❛❧SU(2)②✉♥❛✐♠❡ ❛
❧♦❝❛❧U(1)❡♥❡❧❜✉❧❦✳▲❛❡♦❛❞❡❝❛♠♣♦❞✉❛❧♥♦✐❡♥❡♣♦❧♦❛♥♦❧♦❣❡♥❡❛❞♦❡❞❡❧❛
✐♠❡ ❛SU(2)❡♥✉❡♣❡❝ ♦❞❡♦♣❡❛❞♦❡✳❙✐♥❡♠❜❛❣♦✱❝♦♠♦❤❡♠♦✈✐♦✉♥♠♦❞♦❞❡
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❊❧♠♦❞❡❧♦❇✐✈✐♦✈✐❡♥❡❞❛❞♦❜ ✐❝❛♠❡♥❡♣♦❧❛♠✐♠❛❛❝❝✐ ♥✭✻✳✷✺✮✐♥♦ ✉❡❞❛♠♦ ❛♥
❧♦❝♦♥❡❧❝❛♠♣♦❞❡❣❛✉❣❡U(1)♦✈❡❛❧✳❉❡❤❡❝❤♦❡♦❝♦❡♣♦♥❞❡❛❧✐♠♣❧❡♠♦❞❡❧♦U(1)
❝♦♥❞♦❝❛♠♣♦❡❝❛❧❛❡❝♦♥❧❛♠❛❛❞❡❣❡♥❡❛❞❛②♣♦❧♦❛♥♦✉♥❛✐♠❡ ❛❣❧♦❜❛❧SU(2)
❛❝❝✐❞❡♥❛❧✳
▲❛ ♦❧✉❝✐♥❞❡❜❛❝❦❣♦✉♥❞❡❞❡♥✉❡✈♦❛✉❡❧❛❞❡❧ ✉♣❡✢✉✐❞♦U(1)✱♣♦❧♦❛♥♦❧❛
♦❧✉❝✐♥❝♦♥✉♣❡✢✉❥♦♣✉❡❞❡❡❛❝♦♠♦❞❛❞❛❛♠❜✐♥❡♥❡❧♠♦❞❡❧♦♥♦❣❛✉❣❡❛❞♦✳▲❛❞✐❢❡❡♥❝✐❛
❡ ✉❡❧♦♠♦❞♦ ❞❡●♦❧❞ ♦♥❡✐♣♦■■❛♣❛❡❝❡♥❛❤♦❛❡♥❧❛✢✉❝✉❛❝✐♦♥❡❞❡❧❛❝♦♠♣♦♥❡♥❡
✉♣❡✐♦❞❡❧❝❛♠♣♦❡❝❛❧❛η✱❝✉❛❧❡❝✉❛❝✐♥❞❡❛✈❡♥✐♠✐❡♥♦❡
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r2 −m
2 η=0, ✭✻✳✹✻✮
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❘❡✉❧❛❡♠❛❝❛❜❧❡✉❡❧♦♠♦❞♦ ❞❡●♦❧❞ ♦♥❡✐♣♦■■❡❛♦❞❛✈❛✐♥❡❛❜❧❡❛❝✉❛❧✉✐❡
❡♠♣❡❛✉❛♣♦❞❡❜❛❥♦❞❡T˜♣❛❛❝✉❛❧✉✐❡✈❛❧♦✜♥✐♦❞❡✈❡❧♦❝✐❞❛❞❞❡❧✉♣❡✢✉✐❞♦✳◆ ❡❡
✉❡❛❧♥♦✐♥❝❧✉✐❧❛❝❛❣❛❝♦♥❡✈❛❞❛♣❛❛❧❛✐♠❡ ❛SU(2)✱❡❧♠♦❞❡❧♦♥♦❛✐❢❛❝❡♦❞♦
❧♦ ❡♦❡♠❛❝♦♥❡♣❡❝♦❛❧❛❡①✐❡♥❝✐❛❞❡♠♦❞♦❞❡●♦❧❞ ♦♥❡❬✽✾❪✳❙✐♥❡♠❜❛❣♦✱❡❧❝✐❡✐♦
❞❡▲❛♥❞❛✉♣❛❛❡❛❜✐❧✐❞❛❞❡ ♦❞❛✈❛✈❧✐❞♦✳
❊❧♠♦❞❡❧♦♥♦❣❛✉❣❡❛❞♦♣❡❡♥❛✉♥❛❝❛❛❝❡ ✐❝❛❞✐✐♥✐✈❛❝♦♥❡♣❡❝♦❛❧♠♦❞❡❧♦
❣❛✉❣❡❛❞♦✳❊❧✈❛❧♦ ❞❡❧♠♦♠❡♥♦❡♥❡❧♠①✐♠♦❛❤♦❛❞❡❝❡❝❡❛♠❡❞✐❞❛ ✉❡❜❛❥❛♠♦ ❧❛
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❧♦◗◆▼♠ ❜❛❥♦❡♥❡❧❡❝♦(1)−(2)❞❡❧♠♦❞❡❧♦❇✐✈✐♦✜❥❛♥❞♦Sx/µ=0,25②♣❛❛✉♥
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✉♣❡✢✉✐❞♦❛❜✐ ❛✐❛♠❡♥❡♣❡✉❡❛✳
❙❛❝❛♥❞♦✈❡♥❛❥❛❞❡❧❤❡❝❤♦ ✉❡❡❧✉♣❡❝♦♥❞✉❝♦ ✲✇❛✈❡❤♦❧♦❣✜❝♦U(1)❡ ❝♦♥❡♥✐❞♦
❡♥✭✻✳✷✺✮✱✈❛♠♦❛♣♦❢✉♥❞✐③❛❡❧❝✐❡✐♦❞❡▲❛♥❞❛✉♣❛❛❜♦♦♥❡❞❡●♦❧❞ ♦♥❡✐♣♦■✳❙✐
✐♥❡♥❛♠♦ ❡♣♦♥❞❡ ♦❜❡❧❛❡❛❜✐❧✐❞❛❞❞❡❧❛❢❛❡❝♦♥❞❡♥❛❞❛❛✈❡❧♦❝✐❞❛❞❞❡✉♣❡✢✉✐❞♦
✜♥✐❛❡❧❛♥❧✐✐❞❡❧❛❡♥❡❣❛❧✐❜❡♥♦♥♦❞❛❧❛ ❡♣✉❡ ❛❝♦❡❝❛✳❊❧❡♣❡❝ ♦❞❡◗◆▼
❝♦♥✐❡♥❡✉♥♠♦❞♦❛✉✐♥✐❝♦❛♠♦♠❡♥♦✜♥✐♦♣❛❛❡♠♣❡❛✉❛T∗<T<T˜✳❙❡❣♥ ✉
❞❡✜♥✐❝✐♥✱T˜❡❧❛❡♠♣❡❛✉❛❛❧❛❝✉❛❧❧❛❡♥❡❣❛❧✐❜❡❞❡❧❛❢❛❡❝♦♥❝♦♥❞❡♥❛❞♦❝♦✐♥❝✐❞❡❝♦♥
❧❛❡♥❡❣❛❧✐❜❡❞❡❧❛❢❛❡♥♦♠❛❧✳❊♥❝♦♥ ❛❡✱T∗❡❧❛❡♠♣❡❛✉❛❛❧❛❝✉❛❧❧❛✐♥❡❛❜✐❧✐❞❛❞
❛✉✐♥✐❝❛❛♣❛❡❝❡✳❊♥♦♥❝❡✱❡❧✉♣❡✢✉✐❞♦❤♦♠♦❣♥❡♦❡❡❛❜❧❡ ❧♦♣❛❛T<T∗✱❝♦♠♦❡
♠✉❡ ❛❡♥❧❛✜❣✉❛✻✳✻✳▲♦ ❡✉❧❛❞♦♣❛❛❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦❝♦♠♦❢✉♥❝✐♥❞❡❧ ♥❣✉❧♦
γ❡♥❡❧❛❞✐❡❝❝✐♥❞❡♣♦♣❛❣❛❝✐♥②❧❛❞✐❡❝❝✐♥❞❡✈❡❧♦❝✐❞❛❞❞❡❧ ✉♣❡✢✉✐❞♦✱ ❡✉♠✐❞♦
❡♥❧❛✜❣✉❛✻✳✸②✻✳✹✱♦♥♣❡❢❡❝❛♠❡♥❡❝♦♥✐❡♥❡❝♦♥❧♦ ❡✉❧❛❞♦❞❡❡ ❛❜✐❧✐❞❛❞✿❛
T=T∗②γ=π❧❛✈❡❧♦❝✐❞❛❞❞❡❧♦♥✐❞♦❡❤❛❝❡❝❡♦✳❊❛❝♦♥❞✐❝✐♥♣✉❡❞❡❝♦♥✐❞❡❛❡
❡✉✐✈❛❧❡♥❡❛❧❝✐❡✐♦❞❡▲❛♥❞❛✉②❡❛❧❛❧❛❡①✐❡♥❝✐❛❞❡✉♥❛✈❡❧♦❝✐❞❛❞❝ ✐❝❛♣♦❡♥❝✐♠❛
❞❡❧❛❝✉❛❧❡❧✉♣❡✢✉✐❞♦❞❡❥❛❞❡❡❡❛❜❧❡✳
✶✶✸
Como el máximo de la parte imaginaria del modo inestable tiene un tiene un número de
onda no nulo resulta natural sugerir que habrá otra fase, espacialmente modulada, para T >
T ∗. La naturaleza de esta nueva fase es sin embargo desconocida y dejamos su construcción
explicara para futuras investigaciones .
También hemos calculado la conductividad longitudinal para varias velocidades del su-
perfluido. Hasta donde sabemos, no fueron calculadas anteriormente. Vemos un pico a ω = 0,
debido al acoplamiento con la componente espacial del campo de gauge Ax. El pico disminuye
a medida que bajamos la temperatura hasta quedar completamente suprimido (ver la figura
6.8). Creemos que este aumento de la conductividad DC es causado por el gap del modo
pseudodifusivo [100, 89] que en presencia de velocidad del superfluido comienza a tener un
papel protagónico debido al acoplamiento entre los sectores de gauge y escalares que ocurre
aun para k = 0.
Moviéndonos para el sector (1)− (2), resolvimos el impacto del superflujo en los bosones
de Goldstone tipo II. Encontramos que el criterio de Landau es efectivo para velocidades
arbitrariamente pequeñas como se muestra en la figura 6.10. El taquión persiste en todo
el rango de temperaturas y para cualquier valor (finito) de velocidades de superfluido que
fuimos capaces de estudiar. Por lo tanto, que la velocidad del superfluido crítica para este
sector se anula, en completo acuerdo con el criterio de Landau para modos con relación de
dispersión ω ∝ k2. Un resultado análogo vale para los modos de Goldstone tipo II en el
modelo Bivio.
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Capítulo 7
Palabras finales
Then he waited, marshalling his thoughts and brooding over his still untested
powers. For though he was master of the world, he was not quite sure what to do
next.
But he would think of something.
Arthur C. Clarke
La aplicación de métodos holográficos a fenómenos de materia condensada está recién en
pañales. En esta tesis se mostraron algunos de los últimos avances en este campo, todos ellos
en el contexto de superfluidez holográfica
En el capítulo 2 se resumió el trabajo original [27] para luego considerar cómo el ruido
altera algunas de las propiedades del sistema. En el capítulo 3 se trabajó en cambio con el
modelo p-wave [26], obteniendo soluciones con backreaction, lo que nos permitió estudiar la
entropía de entrelazamiento.
Luego, se combinaron los contenidos de materia de los superconsuctores tipo s y p, para
dar origen a un superconductor U(2) cuyas características se estudiaron durante el resto de
esta tesis. Este modelo resultó contener varias características interesantes, como la realización
de bosones de Goldstone tipo II, conductividades muy similares a la del grafeno y transi-
ciones de fases entre distintos órdenes superconductores. Por último también estudiamos la
capacidad de estos superfluidos para acomodar un superflujo.
Hasta ahora, los resultados vienen mostrando una satisfactoria similitud con lo esperado
para sistemas físicos, lo cual es reconfortante e incrementa el entusiasmo y optimismo en
esta rama paralela del estudio de sistemas de materia condensada. Sin embargo, hay que
reconocer que las limitaciones y obstáculos que aun quedan por sortear son grandes.
Para comenzar, teorías gravitatorias débilmente acopladas hasta donde se sabe son duales
a teorías de campos en el límite de N grande. Este tipo de sistemas por lo pronto parecen
alejados de aquellos que se estudian en materia condensada. Otra limitación parece ser
que los métodos holográficos sólo tratan con descripciones efectivas de bajas energías del
sistema real. Siendo este el caso, no parece posible obtener detalles de la física microscópica
subyacente, a escalas en las que la red pasa a ser importante.
Sin embargo, la esperanza es que las teorías con duales holográficos tengan características
exóticas universales, provenientes del acoplamiento fuerte. De ser este el caso, la holografía
podría dar ejemplos sencillos donde los cálculos sean seguibles sobre estas características
universales, siendo de utilidad para una mejor comprensión del problema subyacente. Otro
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aspecto prometedor es que la holografía sería capaz de proveer ejemplos sencillos de sistemas
sin descripción de quasipartículas.
En fin, teorías con duales gravitatorios son teorías exóticas bien definidas contra las cuales
los conceptos de materia condensada pueden evaluarse. Esto debe ser hecho sin ninguno
de los recursos propios de teorías débilmente acopladas: uno puede responder preguntas
sobre cargas, corrientes y parámetros de orden pero no sobre electrones o fonones. Con un
poco de suerte, además puedan ser capaces de arrojar un poco de luz sobre la física de
superconductores no convencionales.
L.I.F.E.G.O.E.S.O.N.
Durante la escritura y reescritura de esta tesis, algunas de las promesas proyectadas
para el futuro comenzaron a realizarse. Para el lector interesado esta tesis continua en las
referencias [175, 176, 177].
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Apéndice A
Sobre bosones de Goldstone tipo II
A.1. Relaciones de Kramers-Kronig matriciales
La función espectral matricial genérica viene definida por
ρij(x) = 〈[Oi(x),Oj(0)]〉 , (A.1)
donde Oi son operadores hermíticos. Su comportamiento bajo conjugación hermítica es
ρ(x)† = ρ(−x) = −ρ(x)t . (A.2)
Correspondientemente, la transformada de Fourier ρ˜(k) =
∫
d4x e−ikxρ(x) también satisface
el conjunto de identidades
ρ˜(k)† = ρ˜(k) = −ρ˜(−k)t . (A.3)
En particular esto significa que los componentes de la diagonal son reales y antisimétricos
frente a k → −k. Uno puede estar también interesado en el comportamiento frente a ω → −ω.
Tomemos ahora k = (ω,q). Para teorías con invariancia rotacional la función espectral puede
depender sólo de q2. Por lo tanto las componentes de la diagonal serán reales e impares en
ω
ρii(ω,q
2) = ρii(ω,q
2)∗ = −ρii(−ω,q2) . (A.4)
Para las componentes fuera de la diagonal sin embargo, sólo si uno impone simetría de
paridad o de reversión temporal puede uno probar que los términos fuera de la diagonal
deben ser funciones pares o impares de la frecuencia. En nuestro caso reversión temporal viene
rota por la presencia de un potencial químico. Mayores restricciones pueden sin embargo ser
obtenidas si se supone que la teoría es invariante frente a x → −x. Para un número impar
de dimensiones espaciales podríamos usar los operadores de paridad P para tomar x→ −x.
En el caso de dos dimensiones espaciales que estudiamos podemos tomar a P como una
rotación en pi (para un número arbitrario de dimensiones pares D = 2n podríamos tomar el
ángulo pi para todas las rotaciones en el plano i, i+ 1-ésimo para todo i ≤ n). Este operados
P actúa como POi(t,x)P−1 = σiOi(t,−x) con σi = ±1. En dimensión espacial impar σi es
la paridad del operador. En dimensión espacial par σi = −1 si Oi es al componente de un
vector espacial. Por lo tanto
P [ρij(t,x)] = σiσjρij(t,−x) . (A.5)
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invariancia frente a P implica ρij(t,x) = σiσjρij(t,−x), lo cual implica para las transforma-
das de Fourier que
ρ˜ij(ω,q) = −σiσj ρ˜ij(−ω,q)∗ . (A.6)
De manera tal que las entradas fuera de al diagonal son funciones pares o impares de ω
dependiendo en los signos de σi. En el caso en que los operadores transforman de la mis-
ma manera frente al operador paridad esto significa que la parte real (imaginaria) de las
componentes fuera de la diagonal es una función impar (par) de la frecuencia.
Desde la función espectral, como definida en (A.1) podemos definir dos propagadores
causales, las funciones de Green avanzadas y retardadas
GR(x) =− iΘ(t)ρ(x) , (A.7)
GA(x) = iΘ(−t)ρ(x) , (A.8)
donde x = (t,x). Usando (A.3), uno puede probar la siguiente relación entre las transforma-
das de Fourier de estos
G˜R(k) = G˜R(−k)∗ = G˜A(k)† . (A.9)
De acá, vemos que la parte real (imaginaria), Re(GR) (Im(GR)), es par (impar) bajo k → −k.
Podemos calcular la transformada de Fourier of de la función de Green retardada, la cual
viene dada por la convolución de la transformadas e Fourier de la función escalón Heaviside
Θ˜(ω) con la transformada de Fourier de la función espectral ρ˜(k),
G˜R(ω,q) = −i
∫ ∞
−∞
Θ˜(ω − µ)ρ˜(µ,q)dµ
2pi
. (A.10)
Usando la transformada de Fourier de la función escalón
Θ˜(ω) =
i
ω + i
,
y el teorema de Sokhatsky-Weierstrass obtenemos
G˜R(ω,q) = P
∫ ∞
−∞
ρ˜(ω′,q)
ω − ω′
dω′
2pi
− i
2
ρ˜(ω,q) , (A.11)
donde P denota el valor principal. De la hermiticidad de ρ˜(k) vemos que podemos considerar
a (A.11) como la separación de G˜R(k) en sus partes hermíticas y antihermíticas, y encontrar
que la función espectral puede ser calculada de la parte anti-hermítica de la transformada
de Fourier de la función de Green retardada
ρ˜(k) = i[G˜R(k)− G˜R(k)†] ≡ 2iG˜(A)R (k) , (A.12)
donde la (A) significa antihermítico1. Metiendo este resultado en (A.11) y tomando la parte
hermítica (H) a ambos lados llegamos a que
G˜
(H)
R (ω) =
i
pi
P
∫ ∞
−∞
G
(A)
R (ω
′)
ω − ω′ dω
′ , (A.13)
1Usando (A.9) siempre podemos trabajar con las funciones de Green retardadas GR.
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que no es nada más que al relación de Kramers-Krönig para funciones de Green matriciales.
Ésta es complementada por la relación conjugada que intercambia las partes hermíticas y
antihermíticas. Imponiendo invariancia frente a P y usando (A.6) y (A.11) se sigue que la
función de Green satisface
G˜Rij(ω,q) = σiσjG˜
R
ij(−ω,q)∗ . (A.14)
Esto restringe el espectro de QNMs. Tomando por ejemplo una función de Green diagonal
con i = j y escribiéndola como una suma sobre todos las frecuencias quasinormales [118, 139]
uno puede ver que las frecuencias quasinormales deben venir ya sea en pares que obedezcan
ωn y ω˜n = −ω∗n o confinadas a yacer en el eje imaginario. Los residuos de los pares están
relacionados mediante conjugación compleja y los puramente imaginarios tienen que tener
un residuo puramente imaginario.
A.2. Resolviendo las ecuaciones para las fluctuaciones
El sector (1)−(2) del modelo gaugeado en al fase rota consiste de un sistema de ecuaciones
acopladas (4.83)-(4.90). Con el fin de extraer el espectro de modos quasinormales hicimos
uso de las técnicas detalladas en [100, 119], don de un método para calcular los polos de las
funciones de Green en términos de campos que no son invariantes de gauge fue desarrollado.
Las frecuencias quasinormales vienen dadas por el determinante de la matriz de campos
generada por el conjunto mínimo de soluciones linealmente independientes que satisfacen
condiciones de borde entrantes en el horizonte.
Al imponer condiciones de contorno entrantes, el comportamiento cerca del horizonte de
los campos es
α = (ρ− 1)κ (α(0) + α(1)(ρ− 1) + . . . ) , (A.15)
β = (ρ− 1)κ (β(0) + β(1)(ρ− 1) + . . . ) , (A.16)
a
(i)
t = (ρ− 1)κ+1
(
a
(i)
t (0) + a
(i)
t (1)(ρ− 1) + . . .
)
, (A.17)
a(i)x = (ρ− 1)κ
(
a
(i)
x (0) + a
(i)
x (1)(ρ− 1) + . . .
)
, (A.18)
donde κ = −iω/3 y i = 1, 2. Como el sistema está sujeto a dos restricciones, sólo tenemos
libertad para elegir cuatro de los seis parámetros en el horizonte. Sin pérdida de generalidad,
las soluciones pueden ser parametrizadas por {α(0), β(0), a(i)x (0)}. De esta manera es posible
construir cuatro soluciones distintas a las ecuaciones de movimiento que podemos etiquetar
con los números I, II, III, IV .
Dos soluciones más, V, V I, pueden ser obtenidas haciendo transformaciones de gauge
sobre la solución trivial,
α→ 0, β → iλ1Ψ
2
, a(1)x → −kλ1, a(2)x → 0, a(1)t → ωλ1, a(2)t → iΘλ1 , (A.19)
α→ iλ2Ψ
2
, β → 0, a(1)x → 0, a(2)x → −kλ2, a(1)t → −iΘλ2, a(2)t → ωλ2 , (A.20)
donde λi son constantes arbitrarias. Nótese que estas coordenadas puramente de gauge no
son sólo algebraicas ya que tienen una dependencia no trivial en la coordenada del bulk ρ.
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La solución más general para cada campo ϕi = {α˜, β˜, a(i)t , a(i)x } viene dada por una
combinación lineal de las soluciones de más arriba, incluyendo los modos puramente de
gauge,
ϕi = cIϕ
I
i + cIIϕ
II
i + cIIIϕ
III
i + cIV ϕ
IV
i + cV ϕ
V
i + cV Iϕ
V I
i , (A.21)
donde hemos definido {α˜(ρ), β˜(ρ)} = {ρα(ρ), ρβ(ρ)}. Esta elección conveniente nos permite
identificar los valores asintóticos de borde ϕi con las fuentes de los operadores en la teoría
de campos dual.
Como fue mostrado en [100], los polos de la función de Green retardada van a estar dados
por los valores de la frecuencia para los cuales el determinante de la matriz generada por ϕNi
se anule asintóticamente. Expandiendo el determinante y evaluándolo en un cutoff ρ = Λ,
0 =
1
λ1λ2
det

ϕα
I ϕα
II ϕα
III ϕα
IV ϕα
V ϕα
V I
ϕβ
I ϕβ
II ϕβ
III ϕβ
IV ϕβ
V ϕβ
V I
ϕt(1)
I ϕt(1)
II ϕt(1)
III ϕt(1)
IV ϕt(1)
V ϕt(1)
V I
ϕt(2)
I ϕt(2)
II ϕt(2)
III ϕt(2)
IV ϕt(2)
V ϕt(2)
V I
ϕx(1)
I ϕx(1)
II ϕx(1)
III ϕx(1)
IV ϕx(1)
V ϕx(1)
V I
ϕx(2)
I ϕx(2)
II ϕx(2)
III ϕx(2)
IV ϕx(2)
V ϕx(2)
V I
 (A.22)
= ω2 det

ϕIα ϕ
II
α ϕ
III
α ϕ
IV
α
ϕIβ ϕ
II
β ϕ
III
β ϕ
IV
β
ϕIx(1) ϕ
II
x(1) ϕ
III
x(1) ϕ
IV
x(1)
ϕIx(2) ϕ
II
x(2) ϕ
III
x(2) ϕ
IV
x(2)
+ ωk det

ϕIα ϕ
II
α ϕ
III
α ϕ
IV
α
ϕIβ ϕ
II
β ϕ
III
β ϕ
IV
β
ϕIt(1) ϕ
II
t(1) ϕ
III
t(1) ϕ
IV
t(1)
ϕIx(2) ϕ
II
x(2) ϕ
III
x(2) ϕ
IV
x(2)

−ωk det

ϕIα ϕ
II
α ϕ
III
α ϕ
IV
α
ϕIβ ϕ
II
β ϕ
III
β ϕ
IV
β
ϕIt(2) ϕ
II
t(2) ϕ
III
t(2) ϕ
IV
t(2)
ϕIx(1) ϕ
II
x(1) ϕ
III
x(1) ϕ
IV
x(1)
+ k2 det

ϕIα ϕ
II
α ϕ
III
α ϕ
IV
α
ϕIβ ϕ
II
β ϕ
III
β ϕ
IV
β
ϕIt(1) ϕ
II
t(1) ϕ
III
t(1) ϕ
IV
t(1)
ϕIt(2) ϕ
II
t(2) ϕ
III
t(2) ϕ
IV
t(2)
 ,
donde las condiciones de borde del background Θ(Λ) = 0 y ΛΨ = 0 ya fueron impuestas.
Esta ausencia de fuentes del background para los operadores correspondientes hacen que el
punto (ω, k) = (0, 0) sea una solución trivial para la condición de que el determinante se
anule, lo cual asegura la existencia de un modo hidrodinámico. Nótese también que el punto
(ω, k) = (0, 0) es una solución doble del determinante anterior.
Soluciones a las ecuaciones de movimiento y a la condición para el determinante (A.22)
fueron calculadas numéricamente. Se ha corroborado que la elección de bases para la solución,
i.e. de los valores iniciales de los parámetros libres, no afecta el resultado.
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Apéndice B
Sobre el criterio de Landau
B.1. Ecuaciones para las fluctuaciones del sector (0)− (3)
Las fluctuaciones de la teoría U(1) o del sector (0)− (3) contienen al sector cero y tres de
los campos de gauge y a la componente inferior del doblete escalar σ = ρ+ iδ. La ecuaciones
de movimiento para fluctuaciones con una dirección arbitraria del momento entonces son
0 =fρ′′ +
(
f ′ +
2f
r
)
ρ′ +
(
ω2
f
+
A20
f
− A
2
x
r2
− |k|
2
r2
−m2
)
ρ+
2iωA0
f
δ + 2a
(−)
t Ψ
A0
f
− 2a
(−)
x
r2
ΨAx + |k| cos(γ)2i
r2
Axδ , (B.1)
0 =fδ′′ +
(
f ′ +
2f
r
)
δ′ +
(
ω2
f
+
A20
f
− A
2
x
r2
− |k|
2
r2
−m2
)
δ − 2iωA0
f
ρ− iΨωa
(−)
t
f
− |k| cos(γ)2i
r2
Axρ− |k| cos(γ) i
r2
Ψa(−)x − |k| sin(γ)
i
r2
Ψa(−)y , (B.2)
0 =fa
′′(−)
t +
2f
r
a
′(−)
t −
( |k|2
r2
+ 2Ψ2
)
a
(−)
t −
ω|k|
r2
cos(γ)a(−)x −
ω|k|
r2
sin(γ)a(−)y
− 4ΨA0ρ− 2iωΨδ , (B.3)
0 =fa′′(−)x + f
′a′(−)x +
(
ω2
f
− 2Ψ2
)
a(−)x +
ω|k|
f
cos(γ)a
(−)
t + 2i|k| cos(γ)Ψδ
− 4ΨρAx − |k|
2 sin2(γ)
r2
a(−)x +
|k|2 cos(γ) sin(γ)
r2
a(−)y , (B.4)
0 =fa′′(−)y + f
′a′(−)y +
(
ω2
f
− 2Ψ2
)
a(−)y +
ω|k|
f
sin(γ)a
(−)
t + 2i|k| sin(γ)Ψδ
− |k|
2 cos2(γ)
r2
a(−)y +
|k|2 cos(γ) sin(γ)
r2
a(−)x , (B.5)
and the constraint
0 =
iω
f
a
′(−)
t +
i|k|
r2
cos(γ)a′(−)x +
i|k|
r2
sin(γ)a′(−)y + 2Ψ
′δ − 2Ψδ′ , (B.6)
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where we have used kx = |k| cos(γ), ky = |k| sin(γ) . The general pure gauge solution in this
sector is
δ = iλΨ; ρ = 0; a
(−)
t = λω; a
(−)
x = −λ|k| cos(γ); a(−)y = −λ|k| sin(γ) , (B.7)
donde λ es una constante arbitraria.
B.2. Ecuaciones para las fluctuaciones en el sector (1)−(2)
Las perturbaciones en el sector (1) − (2) de la teoría U(2) incluyen las fluctuaciones
para la componente superior del doblete escalar, η = α+ iβ, junto con los correspondientes
campos de gauge. Para momento en la dirección opuesta a la velocidad de superfluido, las
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ecuaciones de movimiento son
0 = fa′′(1)x + f
′a′(1)x +
ω2
f
−Ψ2 +
(
A
(3)
t
)2
f
 a(1)x − 2iA(3)t ωf a(2)x + iωA
(3)
x
f
a
(2)
t
− A
(3)
t A
(3)
x
f
a
(1)
t − 2A(0)x Ψα + 2ikΨβ −
ikA
(3)
t
f
a
(2)
t +
ωk
f
a
(1)
t , (B.8)
0 = fa′′(2)x + f
′a′(2)x +
ω2
f
−Ψ2 +
(
A
(3)
t
)2
f
 a(2)x + 2iA(3)t ωf a(1)x − iωA
(3)
x
f
a
(1)
t
− A
(3)
t A
(3)
x
f
a
(2)
t + 2ΨA
(0)
x β + 2ikΨα +
ikA
(3)
t
f
a
(1)
t +
ωk
f
a
(2)
t , (B.9)
0 = fa
′′(1)
t +
2f
r
a
′(1)
t −

(
A
(3)
x
)2
r2
+ Ψ2 +
k2
r2
 a(1)t + A(3)t A(3)xr2 a(1)x − iωA
(3)
x
r2
a(2)x − 2iωβΨ
− 2φΨα + ikA
(3)
t
r2
a(2)x −
2ikA
(3)
x
r2
a
(2)
t −
ωk
r2
a(1)x , (B.10)
0 = fa
′′(2)
t +
2f
r
a
′(2)
t −

(
A
(3)
x
)2
r2
+ Ψ2 +
k2
r2
 a(2)t + A(3)t A(3)xr2 a(2)x + iωA
(3)
x
r2
a(1)x
− ikA
(3)
t
r2
a(1)x +
2ikA
(3)
x
r2
a
(1)
t −
ωk
r2
a(2)x − 2iωαΨ + 2A(0)t Ψβ , (B.11)
0 = fα′′ +
(
f ′ +
2f
r
)
α′ +
ω2
f
+
(
A
(0)
t + A
(3)
t
)2
4f
−
(
A
(0)
x + A
(3)
x
)2
4r2
− k
2
r2
−m2
α
+
(
iω
(
A
(0)
t + A
(3)
t
f
)
+
ik
r2
(
A(0)x + A
(3)
x
))
β +
A
(0)
t Ψ
2f
a
(1)
t − iω
Ψ
2f
a
(2)
t
− A
(0)
x Ψ
2r2
a(1)x −
ikΨ
2r2
a(2)x , (B.12)
0 = fβ′′ +
(
f ′ +
2f
r
)
β′ +
ω2
f
+
(
A
(0)
t + A
(3)
t
)2
4f
−
(
A
(0)
x + A
(3)
x
)2
4r2
− k
2
r2
−m2
 β
−
(
iω
(
A
(0)
t + A
(3)
t
f
)
+
ik
r2
(
A(0)x + A
(3)
x
))
α− A
(0)
t Ψ
2f
a
(2)
t − iω
Ψ
2f
a
(1)
t
+
A
(0)
x Ψ
2r2
a(2)x −
ikΨ
2r2
a(1)x , (B.13)
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sujetas a las restricciones
0 = 2f (Ψβ′ −Ψ′β) + a(2)t A′(3)t − a′(2)t A(3)t +
f
r2
(
A(3)x a
′(2)
x − a(2)x A′(3)x
)− iωa′(1)t − ikfr2 a′(1)x ,
(B.14)
0 = 2f (Ψα′ −Ψ′α) + a′(1)t A(3)t − a(1)t A′(3)t +
f
r2
(
a(1)x A
′(3)
x − A(3)x a′(1)x
)− iωa′(2)t − ikfr2 a′(2)x ,
(B.15)
Hay dos soluciones puramente de gauge en este sector,
α = 0 , β = iλ1Ψ/2 , a
(1)
t = λ1ω , a
(2)
t = iλ1A
(3)
t , a
(1)
x = −λ1k , a(2)x = iλ1A(3)x ,
(B.16)
α = iλ2Ψ/2 , β = 0 , a
(1)
t = −iλ2A(3)t , a(2)t = λ2ω , a(1)x = −iλ2A(3)x , a(2)x = −λ2k ,
(B.17)
donde λ1 y λ2 son constantes arbitrarias.
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