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Scalable Adaptive Networking for the Internet of
Underwater Things
Nils Morozs∗, Member, IEEE, Paul D. Mitchell∗, Senior Member, IEEE,
and Roee Diamant†, Senior Member, IEEE
Abstract—Internet of Underwater Things (IoUT) systems
comprising tens or hundreds of underwater acoustic commu-
nication nodes will become feasible in the near future. The
development of scalable networking protocols is a key enabling
technology for such IoUT systems, but this task is challeng-
ing due to the fundamental limitations of the underwater
acoustic communication channel: extremely slow propagation
and limited bandwidth. The aim of this paper is to propose
the JOIN protocol to enable the integration of new nodes
into an existing IoUT network without the control overhead
of typical state-of-the-art solutions. The proposed solution is
based on the capability of a joining node to incorporate local
topology and schedule information into a probabilistic model
that allows it to choose when to join the network to minimize
the expected number of collisions. The proposed approach is
tested in numerical simulations and validated in two sea trials.
The simulations show that the JOIN protocol achieves fast
convergence to a collision-free solution, fast network adaptation
to new nodes, and negligible network disruption due to collisions
caused by a joining node. The sea trials demonstrate the
practical feasibility of this protocol in real UAN deployments
and provide valuable insight for future work on the trade-off
between control overhead and reliability of the JOIN protocol
in a harsh acoustic communication environment.
Keywords—Adaptive Network, Internet of Things, Medium
Access Control, Node Integration, Underwater Acoustic Network
I. INTRODUCTION
Modern developments in underwater acoustic modem ca-
pabilities will make large scale underwater acoustic networks
(UANs) of the order of tens to hundreds of nodes feasible
in the near future. Such large scale UAN deployments will
enable the extension of Internet of Things (IoT) technologies
to the ocean environment. This new emerging IoT application
is referred to as the Internet of Underwater Things (IoUT)
[1]. The IoUT will have a wide range of applications, e.g.
water quality monitoring [2], seismic monitoring [3], marine
animal tracking [4], off-shore oil & gas asset monitoring
[5], and ocean exploration using autonomous underwater
vehicles (AUVs) [6]. Fig. 1 depicts several examples of
UANs used for these IoUT applications, all of which will
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require networks comprising multiple underwater acoustic
nodes communicating among themselves, e.g. to deliver the
data to a surface buoy with a radio link to the control centre
on shore. In this paper the focus is on the adaptive formation
of such IoUT networks, where nodes may independently join
or leave the network.
To allow efficient integration of new nodes into an op-
erating IoT network, typical solutions proposed for terres-
trial radio involve a proportion of the communication re-
sources reserved for control signalling, e.g. periodic bea-
cons and association request/response packets [7], [8] or
regular broadcast messages for neighbour discovery [9]–[11].
Such protocols are not feasible for implementation in UANs
due to the extremely long propagation delays of acoustic
waves (the sound speed is approximately 1500 m/s) and low
available bandwidth (typically in the order of several kHz
[12]). More specifically, the signalling overhead of these
protocols would consume most of the network throughput
capacity by introducing long idle times, while nodes wait
for the roundtrip delay of the control packet exchanges [13].
Therefore, transferring such terrestrial network solutions to
the underwater environment may provide scalability, but at
the expense of significantly reducing the network capacity.
A class of Medium Access Control (MAC) protocols most
suitable for providing high network capacity via efficient
channel utilization is based on packet scheduling, e.g. Time
Division Multiple Access (TDMA) [13], where the nodes
are scheduled to transmit their data packets at particular
times such that the packets arrive at the intended receivers
without collisions. Such contention-free MAC protocols do
not involve control signalling in order to establish collision-
free links, e.g. Request-to-Send (RTS), Clear-to-Send (CTS).
Therefore, they are capable of achieving high throughput by
timing the transmissions in a way that results in a stream
of data packets separated by guard intervals at the intended
receivers. However, the typical scheduling protocols that
focus on providing high capacity in UANs are limited to fixed
network sizes or particular connectivity patterns, allowing
these protocols to exploit the knowledge of long propagation
delays and topology sparsity to increase the throughput,
e.g. [14]–[17]. Therefore, despite reducing the signalling
overhead and providing higher capacity, these solutions are
not sufficiently scalable to large scale IoUT applications,
where nodes may independently join or leave the network.
The main challenge of this work is to develop a MAC pro-
tocol that provides scalability without trading it off with the
network throughput. In particular, the focus is on the problem
of integrating new nodes into an already operating network,
taking into account the limited communication resources and
long propagation delays in IoUT, while minimizing network
disruption and the delay the new node will experience. Since
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Fig. 1. Possible applications of the IoUT. Left panel shows fixed sensors reporting information to a common sink; Middle panel illustrates a fleet of AUVs
communicating during a joint survey; Right panel shows sensor acoustic tags attached to marine animals for migration and behavioral exploration.
large scale IoUT applications are targeted in this paper, a
hard constraint placed in this work is that only the core
communication resources are used, i.e. the new node cannot
rely on reserved time slots, frequencies or spreading codes
to join the network. Therefore, the approach proposed in this
paper is scalable and applicable to any network topology,
as the new node does not require any prior knowledge
of the network size, topology or packet schedule. Instead,
the network setup assumes only knowledge of the basic
communication properties, e.g. the ability to receive and
decode the packets sent by other nodes in the network. As a
test case, communication using TDMA is considered, which
is widely used in UANs [13]. However, the approach here can
also be extended to other types of protocols. In particular, the
only limitation of the protocol proposed in this paper is that
the basic structure of the medium access protocol should be
known to the new node joining the network. This does not
refer to the per-node resource allocation, but rather to the
structure of the communication frame. That is, the proposed
approach fits the family of contention-free MAC protocols.
To join an IoUT network with minimal disruption, a the
new node starts with a promiscuous listening phase during
which it learns who its one hop neighbour nodes are, and,
by the content of their packet headers, who their neighbours
are. Using this information, the new node builds a local
connectivity map and, by solving an optimization problem,
determines the best time to transmit a packet to minimize
the likelihood of causing a collision. Then, relying on the
notifications from its immediate neighbours that may detect
and report collisions as part of the core MAC protocol, the
new node iteratively acquires more information about the
network until it converges to the best solution. The proposed
protocol is taken one step further, and offer a fast means
for the network to distribute the information about the new
node, by detecting cases where the new node will not find
any solution and proactively triggering a network update.
To the best of our knowledge, the proposed protocol is
the first to suggest a solution for scalable network adaptation
in IoUT that does not require any reserved resources. The
contribution in this work is two-fold:
1) An optimization framework for new nodes to join
existing IoUT networks based on the information they
gather locally.
2) A network joining (JOIN) protocol that incorporates
this optimization framework to enable efficient node
integration and network adaptation.
The proposed approach is tested in numerical simulations
and validated in two sea trials. The results show that the
JOIN protocol achieves significantly faster and less disruptive
node integration than random opportunistic access, and that
it is scalable with the network size. Successful sea trials also
show that JOIN is a feasible solution in real-world UAN
deployments with different network topologies.
The rest of this paper is organized as follows: Section II
gives a brief overview of the state-of-the-art in scalable
network protocols; Section III describes the system model
considered in this study; Section IV presents the JOIN node
integration protocol; Sections V and VI describe the results
of numerical simulations and sea trials, respectively; finally,
Section VII concludes the paper.
II. STATE-OF-THE-ART OVERVIEW
There is a large body of literature on protocols that enable
the integration of new nodes into terrestrial radio networks.
As resources in terrestrial networks are much less constrained
than in UANs, most available solutions rely on dedicated
beacons to provide potential new nodes with the information
required to join the network. For example, in 4G LTE [7]
networks, the base stations transmit regular beacons including
the information necessary for any potential new node to
synchronize to the network and use the appropriate time-
frequency resources to send its association request. Similarly,
in IEEE 802.11 Wi-Fi [18] networks, the access points
transmit regular beacons that allow the new nodes to discover
them and use appropriate transmission parameters to send
their association request frame. There are also many beacon-
based solutions proposed for ad hoc networks. For example,
Ronai and Kail [9] propose the SND protocol for Bluetooth
ad hoc networks, where the nodes send beacon messages in
pseudo-random time slots to enable neighbour discovery. The
S-MAC [10] and PMAC [11] protocols proposed for wireless
sensor networks involve all nodes sending periodic beacons
to announce their sleep/wake-up timing, thus enabling both
network discovery and adaptive scheduling. Similarly, the
PISTONSv2 [19] protocol was designed to adjust the interval
between the neighbour discovery probes to conserve energy;
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however, it still relies on the use of dedicated probes to
achieve network scalability.
An alternative approach that eliminates the need for broad-
casting beacons is reserving a part of the communication
resources that are kept unused to allow any new nodes to
join the network. Such is the adaptive TDMA approach
where the frame length is varied to accommodate changes
in the network size, e.g. [20], [21]. For example, the E-
ASAP protocol [20] adaptively varies the number of slots per
frame, while the first slot in each frame is kept free to enable
any new node to join the network. Similarly, in the adaptive
frame structure of the A-ADHOC protocol [21] some slots
in a frame are marked as ”available” to allow a new node to
contend for access. The drawback of using reserved time slots
for new node integration is the underutizalition of the channel
airtime, since most of the time these slots remain unused.
Furthermore, the significant limitation of distributed frame
adaptation at each node, such as that used in E-ASAP and
A-ADHOC protocols, is that only mutually compatible frame
lengths can be used, with the options typically restricted to
powers of two (2, 4, 8, 16... slot frames). In the context of
UANs, this approach is highly inefficient, since, due to the
long propagation delays, the typical slot duration in UANs is
significantly longer than the packet duration. Therefore, any
redundancy in the frame structure, i.e. unused time slots, has
a large negative impact on the network throughput.
Another adaptive scheduling solution is based on the
hybrid TDMA/CSMA principle [22], e.g. the TDMA-ASAP
protocol [23], whereby unused slots are detected by other
nodes and opportunistically ”stolen” for their own transmis-
sions if needed. This approach is not feasible in UANs due
to the carrier sensing delay caused by the slow propagation
of acoustic waves. It is highly unlikely that a free slot can be
detected and simultaneously reused, unless the slot duration is
artificially extended to allow this, which would significantly
reduce the network throughput, similarly to the adaptive
TDMA protocols described above.
Little research on scalable networking protocols with node
discovery and integration has been done specifically in the
UAN domain. Most proposed protocols require a separate
network discovery stage, where the nodes exchange broadcast
messages to discover their neighbours and adapt to topology
changes, e.g. [17], [24]–[26]. The capability to adapt to
new node arrivals is either not addressed, or is achieved by
disrupting the network operation and repeating the neighbour
discovery process. For example, in DQA-MAC [17] any
significant changes in the network topology would require a
partial or full repeat of the network setup stage that involves
the measurement of propagation delays and the assignment of
a new packet schedule. Similarly, in the DIVE protocol [26] if
a ”Hello” packet is received from a new node, the other nodes
restart the neighbour discovery process to update the network
topology. Guo et al. [27] propose an adaptive routing protocol
that circumvents this problem by ”piggy-backing” the ac-
knowledgement (ACK) packets to send the ”Hello” messages
for neighbour discovery. However, this protocol involves the
”epidemic ACK” feature, which significantly increases the
number of ACK packets in the network, thus still introducing
a large signalling overhead to enable network adaptability.
Another alternative solution to a dedicated network discovery
stage is UWAN-MAC [28], where every node listens for
”Hello” messages from potentially incoming new nodes for
the remainder of the slot after its own transmission. However,
this feature significantly extends the slot duration to include
an idle listening time, which dramatically limits the network
throughput. Therefore, UWAN-MAC is only applicable to
low duty cycle networks, e.g. it is evaluated in [28] for a
0.2-0.6% duty cycle range.
To address the scalability and adaptability of future IoUT
networks, a gap in the available literature is identified.
In particular, since the communication resources in UANs
are highly limited, the solutions that use dedicated fre-
quency/time/code resources introduce an overhead that is not
scalable for large networks, e.g. they typically involve long
idle times on the channel to allow the new nodes to transmit
their ”Hello” packets without collisions. Furthermore, the
protocols that involve a separate network discovery phase to
enable network adaptability, where nodes broadcast beacons
in order to rediscover the topology, are too disruptive to nor-
mal network operation. A new protocol that enables network
adaptability using only the core communication resources and
without disrupting the normal network operation is therefore
required.
III. SYSTEM MODEL
A decentralized UAN that is already up and running is
considered, where every node is aware of the current network
topology and transmits its packets according to a mutually
agreed schedule. As mentioned above, the general case of a
TDMA schedule is presented, where each node is assigned
at least one time slot to transmit, and it may or may not
reuse time slots with other, spatially separated nodes. In
the illustrative example given in Fig. 2, there are six nodes
running a Spatial-Reuse TDMA (SR-TDMA) protocol [29],
such that in a 4-slot frame N1 and N5 use slot 1, N2 and
N6 use slot 2, N3 uses slot 3 and N4 uses slot 4. The new
node, also referred to as the joining node, is connected to
N1 and N2, and is not aware of the above schedule, nor
of the existence of other nodes in the network. The frame
size is not revealed to this node, and only a common time
reference and the method to decode the packets are globally
known. Similarly, the current network nodes, referred to as
the incumbent nodes, are not aware of the existence of the
new node. In the proposed setup, no dedicated time slots
or control packet exchanges to accommodate joining node
access requests are allowed. This constraint is to avoid the
idle time on the channel, e.g. due to unused time slots or
round trip delays of control packet exchanges, the dura-
tion of which would be significantly extended by the long
propagation delays of acoustic signals. To further reduce
the overheads, the schedule information is not broadcasted
at any stage. Instead, every node, including the new nodes
that may be deployed in the future, has an identical copy
of a deterministic computer function that generates a packet
schedule given a particular network topology, e.g. [30]. In this
way, if the nodes keep track of the network topology updates
locally, they are able to update their schedules independently
without any communication overhead.
The solution proposed here is set by learning the one-
and two-hop connections of the joining node. Therefore,
as in any contention-free protocol with topology dependent
resource allocation, the underlying assumption is that the
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Fig. 2. Example of a network using the Spatial Reuse TDMA (SR-TDMA)
protocol from [29]. Some nodes (N1 and N5, N2 and N6) can reuse the same
slot without interference. The problem investigated in this paper is how to
integrate new nodes into the network with minimal overhead and disruption.
communication links between the network nodes do not
change during the joining procedure. Since the link con-
nectivity in underwater networks is usually robust to small
node displacements (other than in extreme cases, e.g. within
harbours), slow mobility of the incumbent network nodes
and the joining node is allowed. However, since the joining
node is assumed to be aware of the structure of the resource
allocation protocol, such mobility does restrict the use of
range-dependent resources. For example, while spatial reuse
of the TDMA slots is allowed, the duration of the time slots
should remain fixed.
The aim of JOIN is to enable a new node to join this
network either by finding a collision-free slot in the current
schedule, or, if no such slot is available, by triggering a net-
work update, allowing it to join without causing interference.
The following performance measures are considered:
• Number of collisions, which quantifies the degree of
disruption caused by the new node joining the network.
• Time until convergence, which is measured as the
number of slots until the joining node converges to
a collision-free solution. This metric indicates how
quickly the new node is able to become integrated into
the network.
• Network adaptation time, measured as the number of
slots from the initial transmission by the joining node
until every node in the network knows of its existence.
This metric indicates how quickly the network can
grow.
In this paper, the focus is on the network growth and
not on the scenario of nodes leaving the network. This is
because the solution to the latter problem is much simpler
than integrating new nodes. Specifically, it would involve
the same network adaptation protocol as that proposed in
Subsection IV-H, but instead of accommodating a new node
into an updated schedule, the absence of a node is detected
by its immediate neighbours and reported via the ”network
update” packets in the same way as the detected presence of
the new node is reported.
IV. THE JOIN PROTOCOL
In this section, the details of the JOIN protocol designed
for integrating new nodes into an active UAN with an
unknown topology and packet schedule are described. The
protocol is described using the top-down approach: starting
by formulating the optimization problem solved by the join-
ing node to choose a slot for its transmission; followed by
the description of the proposed iterative algorithm to solve
this problem, taking into account the limited computational
capacity of the joining node; followed by a description of
the protocol implementation at the joining node and the
incumbent nodes; ending with a discussion of the practical
considerations of the JOIN protocol.
A. Slot selection problem
The joining node chooses a slot for transmission by mini-
mizing the expected number of collisions. This optimization
problem is formulated as follows:
arg min
s ∈ {1..Nslots}
E
[
nc[s]
]
(1a)
s.t. pfree[s] > 0, (1b)
where E
[
nc[s]
]
is the expected number of collisions the
joining node will cause if it transmits in slot s; Nslots is
the number of slots in the TDMA frame; and pfree[s] is
the probability that slot s is free, i.e. if the joining node
transmits in it, it would not cause any collisions. Note,
the term probability in this section is used to describe the
probabilities estimated by the joining node based on its
incomplete information, rather the true probabilities of events
according to the global system model. This is a global non-
convex optimization problem that can be solved using the
branch-and-bound method, since E
[
nc[s]
]
is a non-linear
discontinuous function with the values varying between 0 and
Nmax depending on the global network topology unknown to
the joining node. Nmax is the maximum possible number of
collisions that is equal to the number of the joining node’s 1-
hop neighbours N1-hop. Assuming that every node is assigned
a finite number of slots in the TDMA frame, the worst
case time complexity of iterating over all elements in E
[
nc
]
and choosing the optimal slot is O(kmax × n) ≈ O(n), i.e.
linear time, where kmax is the maximum number of slots that
can be assigned to a single node. However, the linear time
complexity of solving the optimization problem (1a), given
the knowledge of E
[
nc
]
and pfree, is negligible compared
with the time complexity of computing the values in E
[
nc
]
and pfree in the first place, as described in the rest of this
subsection.
The expected number of collisions for a given slot s can
be calculated as a weighted sum of all possible numbers of
collisions that could occur:
E
[
nc[s]
]
=
Nmax∑
n=0
(
p(n collisions)× n
)
, (2)
where p(n collisions) is the probability of causing exactly n
collisions by transmitting in the given slot s. The expected
number of collisions in every slot can be calculated using a
single matrix calculation as follows:
E
[
nc
]
=
(
0, 1 ... N1-hop
)
P nc, (3)
where E
[
nc
]
is a vector stating the expected number of
collisions in every slot;
(
0, 1 ... N1-hop
)
is a horizontal vector
of possible numbers of collisions (ranging from zero to
N1-hop); and P nc is a matrix where every element Pnc[n, s] is
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defined as the probability of causing exactly n−1 collisions in
slot s. Furthermore, the probability of causing zero collisions
in a given slot is obtained by extracting the first row of P nc:
∀s ∈ {1..Nslots}, pfree[s] = Pnc[1, s]. (4)
Therefore, to solve the optimization problem (1a), the new
node needs to estimate P nc based on limited information it
can gather about the network topology and schedule. The
proposed method to estimate P nc is described below.
B. Estimating the number of collisions
In order to compute the elements of the P nc matrix to
enable the joining node to solve the optimization problem
(1a), it needs to obtain some information about the network
topology and schedule.
To incorporate the uncertainty caused by the likely incom-
plete knowledge available to the joining node, the slot usage
probability matrix P su is defined, where Psu[i, s] ∈ [0, 1] is
the probability of the ith node using slot s in the schedule.
The dimensions of P su are Nnodes×Nslots, where Nnodes is the
number of nodes detectable by the joining node. Assume that
the joining node is able to detect at most its own immediate
1-hop neighbours and, by decoding the destination addresses
of their packets, their 1-hop neighbours, hereafter referred to
as the joining node’s 2-hop neighbourhood. For example, in
the scenario in Fig. 2 Nnodes = 4, i.e. the joining node can
detect at most Nodes 1, 2, 3 and 4. Note that the incumbent
nodes are indexed by the joining node as {1..Nnodes}, and not
by their global network addresses. In the illustrative example
in Fig. 2, nodes N1, N2, N3 and N4 are detected by the
joining node, therefore their indices from the viewpoint of
the joining node, i ∈ {1, 2, 3, 4}, coincide with their global
addresses {N1, N2, N3, N4} . However, if the joining node
had detected a different subset of the incumbent nodes, e.g.
N3, N4, N5 and N6, then these nodes would still be indexed
by the joining node as i ∈ {1, 2, 3, 4}, respectively.
To keep track of its local topology, i.e. which nodes are
connected within its 2-hop neighbourhood, a connectivity
matrix C of dimensions Nnodes × Nnodes is maintained by
the joining node. C is a binary matrix whose elements are
defined as: C[i, j] = 1 if there is a link between nodes i and
j, and C[i, j] = 0, otherwise. For example, if the joining
node correctly estimates its local topology in Fig. 2, the
connectivity matrix is:
C =


1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

 , (5)
where the rows and columns of C correspond to Nodes 1,
2, 3 and 4, respectively; and the diagonal ”self-connectivity”
elements are defined as 1. Let M1-hop be the set of nodes
within the connection range of the joining node, represented
by their corresponding indices in C. In the example in Fig. 2,
the joining node is connected to Nodes 1 and 2, therefore,
M1-hop = {1, 2}.
Given P su and C, the joining node can estimate Pcol[n, s] -
the probability of collision with a particular 1-hop neighbour
n in slot s:
∀n ∈M1-hop, ∀s ∈ {1..Nslots},
Pcol[n, s] = 1−
Nnodes∏
i=1
(
1− C[i, n]Psu[i, s]
)
,
(6)
i.e. one minus the probability of no transmissions in slot s,
the latter calculated as the joint probability of node n and all
of its neighbours not transmitting in slot s.
Finally, having established P col, the joining node can
calculate P nc. First, the probability of causing zero collisions
(i.e. the first row of P nc) is calculated as the joint probability
of not colliding with any 1-hop neighbours:
∀s ∈ {1..Nslots}, Pnc[1, s] =
N1-hop∏
n=1
(
1− Pcol[n, s]
)
. (7)
Next, the probability of causing the maximum number of
collisions Nmax, i.e. the last row of P nc, is calculated as the
joint probability of colliding with all 1-hop neighbours:
∀s ∈ {1..Nslots}, Pnc[N1-hop+1, s] =
N1-hop∏
n=1
Pcol[n, s]. (8)
To calculate the intermediate rows of P nc, the probabilities
of colliding with every subset of the joining node’s 1-hop
neighbour set M1-hop needs to be considered.
A set of all possible k-subsets of M1-hop is defined as
follows:
[M ]k :=
{
M
∣∣ M ⊂M1-hop, |M | = k}. (9)
where | · | is the cardinality of a set.
The probability of collision with exactly k neighbours in
slot s, i.e. (k+1)th row of P nc, can be calculated as the sum
of probabilities of collision with every possible k-subset of
M1-hop:
∀k ∈ {1 .. N1-hop − 1}, ∀s ∈ {1..Nslots},
Pnc[k+1, s] =
∑
M∈[M ]k
( ∏
n∈M
Pcol[n, s]
∏
n∈M
(
1− Pcol[n, s]
))
,
(10)
where M = {M1-hop−M} is the set of nodes excluded from
the subset M .
Note that the calculation of the P nc matrix defined in
(10) involves iterating over all k-subsets of M1-hop, thus
giving the proposed algorithm exponential time complexity.
Since the set of all subsets, i.e. the powerset of M1-hop has
2N1-hop elements [31], the number of k-subsets of M1-hop for
k ∈ {1 .. N1-hop − 1} grows exponentially with the number
of 1-hop neighbours of the joining node. Furthermore, the
computation of P nc in (10) also involves nested iteration over
all time slots in the frame and all nodes within a k-subset
of M1-hop. Therefore, given that both N1-hop and Nslots are
bounded by the total number of nodes in the network, the
worst case time complexity of the proposed optimization al-
gorithm can be described as O(2nn2). However, for realistic
scenarios with a limited number of 1-hop neighbours and
a limited number of slots in a frame, this exponential time
complexity has negligible effect on the computational load of
the joining node. Furthermore, considering that in realistic
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sparsely connected ad hoc networks the number of 1-hop
neighbours of the joining node is likely to be limited (e.g.
in the order of 5-10 nodes), regardless how big the rest of
the network is, the time complexity reduces to linear time:
O(2N1-hop × n × N1-hop) ≈ O(n) (assuming that N1-hop is a
fixed number), showing that the proposed algorithm can also
be highly computationally efficient, depending on the number
of 1-hop neighbours within communication range of the new
node joining the network.
C. Estimating the slot usage probabilities
The key prerequisite for the joining node to calculate P nc,
as described in the subsection above, is its ability to estimate
the slot usage probability matrix P su given incomplete infor-
mation. Assume that the joining node is only able to observe
the activity of its immediate 1-hop neighbours. For example,
in the scenario in Fig. 2, the joining node can only interact
with Nodes 1 and 2, and has no way of directly obtaining any
slot usage information from Nodes 3 and 4. Therefore, the
slot usage probability matrix estimated by the joining node
in Fig. 2 could have the following structure:
P su =


1 0 0 0
0 1 0 0
0 0 p3,3 p3,4
0 0 p4,3 p4,4

 , (11)
where it was able to detect that Node 1 is using slot 1, Node
2 is using slot 2, and given the topology constraints, Nodes
3 and 4 cannot reuse slot 1 or 2 without collisions. However,
this leaves P su with unknown elements caused by the partial
observability of the network. The job of the joining node is to
assign values to the unknown slot usage probabilities denoted
by pn,s.
The simplest approach is to assign uniform probabilities
to the unknown elements of P su, e.g. replacing the unknown
elements in (11) with 0.5, meaning that the joining node has
no additional information that could inform the unknown slot
usage probability distribution:
∀n ∈M2-hop, ∀s ∈ S
n
avail, Psu[n, s] =
1∣∣Snavail∣∣ (12)
whereM2-hop =
{
{1..Nnodes}−M1-hop
}
is the set of indices of
the joining node’s 2nd hop neighbours, e.g. M2-hop = {3, 4}
in the scenario in Fig. 2; Snavail is the set of slots available to
node n, i.e. the slots with unknown usage probabilities in the
nth row of P su.
D. Biased slot usage probabilities
To leverage the joining node’s knowledge of how TDMA
schedules are generated, a method of introducing a bias into
the slot usage probabilities is proposed here. A copy of a
deterministic computer function that generates TDMA sched-
ules is stored at every incumbent node and at any new node
joining the network, such that all nodes can independently
generate new schedules if needed, as explained in Section III.
The input to this function is a complete network topology
represented by the connectivity matrix C full as an input; and
the output is a conflict-free slot assignment for every node
that minimizes the number of slots per frame.
The nodes corresponding to the rows and columns of C full
are ordered by their numerical addresses, from lowest to
highest. For example, in the network from Fig. 2 C full has
6 rows and 6 columns representing Nodes 1, 2, 3, 4, 5 and
6, respectively. As a result, the slot assignment tends to be
correlated with the node addresses. Fig. 2 gives an example
of this behaviour where Nodes 1, 2, 3 and 4 are assigned
slots 1, 2, 3 and 4, respectively, because the deterministic slot
assignment function iterates over the nodes in the ascending
order of their addresses.
The new node joining the network can use its knowledge of
this deterministic slot assignment procedure to skew the slot
usage probabilities, predicting the likely correlation between
the node addresses and their assigned slots. For example,
while deriving the unknown values of slot usage probabilities
in (11), the joining node could predict that Node 3 is more
likely to use slot 3 and Node 4 - slot 4, than the other way
around.
To predict the slot usage of its 2-hop neighbours, first, the
joining node determines which slot is most likely used by
each of them based on their relative numerical addresses:
∀n ∈M2-hop, sˆn = max
{
1,
⌊∣∣∣Snavail
∣∣∣ n
Nnodes
⌋}
(13)
where sˆn is the index of a slot in S
n
avail most likely used
by node n, and ⌊ · ⌋ rounds down the number to the nearest
integer. Next, the non-uniform slot usage probability distri-
bution is chosen such that sˆn is the mode, and the other slots
are assigned decreasing probabilities of usage, the further
away they are from sˆn. The normal probability distribution is
adopted, although other unimodal distributions could also be
used, e.g. triangular. The relative likelihood of node n using
a particular slot is calculated as follows:
∀s ∈ Snavail, p
*
n[is] = fn
(
is |µn, σn
)
, (14)
where is is the index of slot s in S
n
avail; p
*
n[is] is the
unnormalized probability of node n using slot s; fn
(
x |µ, σ
)
is the normal probability density function with the mean µ
and standard deviation σ evaluated at x; µn = sˆn is the
mean (and mode) of the distribution; and σn is the standard
deviation calculated for the nth row of P su as follows:
σn =
1
2
max
{
1, sˆn − 1,
∣∣Snavail∣∣− sˆn
}
. (15)
This method was empirically validated to provide an appro-
priate spread of probability values between the most likely
and the least likely slot used by a particular node.
Finally, the discrete probability distribution values are
normalized and saved in the overall slot usage probability
matrix:
∀n ∈M2-hop, ∀s ∈ S
n
avail,
Psu[n, s] =
p*n[is]∑
j
p*n[j]
(16)
E. Local topology uncertainty
The method of estimating the number of collisions pro-
posed in Subsection IV-B assumes knowledge of the joining
node’s 2-hop neighbourhood connectivity matrix C in (6).
However, as established in the system model in Section III,
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the network will only be partially observable to the joining
node via its direct 1-hop neighbours. Therefore, in many
cases, the connectivity matrix estimated by the joining node
will contain a mixture of known and unknown elements,
similar to the uncertainty in the slot usage probabilities
in (11). For example, by observing its immediate 1-hop
neighbours in the scenario from Fig. 2, the joining node could
estimate the following connectivity matrix:
C =


1 1 0 1
1 1 1 0
0 1 1 c3,4
1 0 c4,3 1

 , (17)
where the link between Nodes 3 and 4 is unknown.
To incorporate this topology uncertainty into the prob-
abilistic analysis proposed in Subsection IV-B, we define
T - the set of possible network topologies that assigns all
combinations of binary values to the unknown links:
T =
{
C1,C2, ...,CN
}
, (18)
where N is the total number of possible network topologies
which is a function of Nul - the number of unknown links in
the joining node’s 2-hop neighbourhood:
N = 2Nul . (19)
For example, the topology uncertainty in (17) only includes
one unknown link; therefore, it would be covered by a set of
two possible topologies T =
{
C1,C2
}
, one topology where
Nodes 3 and 4 connected, and the other where there is no
link between them.
In this way, the expected number of collisions can be esti-
mated by averaging P nc over all possible network topologies:
∀k, s, Pnc[k, s] =
1
N
∑
C∈T
PCnc [k, s] (20)
where PCnc [k, s] is the probability of causing k− 1 collisions
in slot s, given the network topology C.
The complexity of this approach grows exponentially with
the number of unknown links, as shown in (19), thus in-
troducing another exponential term into the time complexity
of the proposed optimization algorithm. Since the number
of unknown links Nul =
N2-hop(N2-hop−1)
2 is proportional
to N22-hop, and the number of 2-hop neighbours N2-hop is
bounded by the total number of nodes, the overall worst
case complexity of the algorithm, taking into account the
topology uncertainty, is O(2n
2
2nn2) = O(2n
2+nn2), or
O(2n
2
n) if the number of 1-hop neighbours is limited (as
described in Subsection—IV-B). This is significantly less
computationally feasible for large networks. Therefore, to
ensure low computation requirements at the joining node,
an approximation is required, where a random subset of
possible topologies T ′ ⊂ T is used to estimate the number
of collisions in (20), in cases where the number of unknown
links is too large to iterate over all possible topologies in
T . For example, in this paper, the number of analyzed
topologies is limited to |T ′| = 212, without any visible effect
on the joining node’s performance. This reduces the time
complexity of the algorithm for large network sizes back to
O(2122nn2) ≈ O(2nn2), or O(212n) ≈ O(n) if the number
of 1-hop neighbours is limited, and was empirically found to
keep the computation time low for network sizes up to 100
nodes.
F. Initial listening phase
In order to produce initial estimates of C and P su when
the new node joins the network, it starts with a promiscuous
listening phase, observing other nodes’ packets and recording
the following information:
• as - packet source addresses,
• ad - packet destination addresses,
• srx - slot counter values at the time of reception,
i.e. how many slots have passed between the start of
recording and receiving each packet.
First, the joining node detects the set of its 1-hop neigh-
bour addresses A1-hop by parsing the unique packet source
addresses:
A1-hop = As, As =
{
as[i]
}
i∈{1..Np}
, (21)
where As is the set of unique source addresses in as sorted
from lowest to highest, as[i] is the source address of the
ith recorded packet, and Np is the total number of recorded
packets.
Next, it creates the set of addresses of all detected nodes,
parsing the unique source and destination addresses from all
recorded packets:
Afull = As ∪Ad, Ad =
{
ad[i]
}
i∈{1..Np}
, (22)
where Afull is the full set of detected node addresses sorted
from lowest to highest, and Ad is the set of detected desti-
nation addresses.
Based on this information, the joining node initializes the
topology related variables required for the probabilistic slot
selection approach proposed in this section:
• Nnodes - the number of elements in Afull,
• N1-hop - the number of elements in A1-hop,
• M1-hop - the set of indices stating which of the node
addresses in Afull are its 1-hop neighbours.
It also creates the connectivity matrix C as follows:
• Initialize all elements to 0,
• Set all diagonal ”self-connectivity” elements as 1,
• For every recorded packet i ∈ {1..Np}, mark the links
between the source as[i] and destination ad[i] address
and vice-versa with 1,
• Mark the links between every pair of detected nodes
whose address is not in A1-hop (i.e. the 2
nd hop neigh-
bours) as unknown.
For example, following the above steps, the connectivity
matrix initialized by the joining node in the scenario Fig. 2
is given in (17).
In addition to estimating the local topology from the
recorded packets, the joining node can also extract valuable
schedule information from them. Firstly, it can establish the
current frame length (number of slots per frame) by detecting
the minimum interval between any two packets received from
the same source address:
Nslots = min
{
srx[i]− srx[j]
∣∣∣ i, j ∈ {1..Np},
i > j, as[i] = as[j]
}
.
(23)
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where srx[i] is the value of the slot counter when the i
th packet
was received.
Having established the current frame length, the joining
node can detect the slot usage pattern of its 1-hop neighbours:
∀i ∈ {1..Np}, stx[ni] =
((
srx[i]− 1
)
mod Nslots
)
+ 1 (24)
where ni is the index of the source address of packet i in
Afull, equal to the source node’s index in the P su matrix, and
stx[ni] ∈ {1..Nslots} is the slot in which this packet arrived,
i.e. the slot used by Node ni. This knowledge can be used
to initialize P su as follows:
∀n ∈M1-hop, ∀s ∈ {1..Nslots},
Psu[n, s] =
{
1, stx[n] = s
0, stx[n] 6= s
(25)
i.e. using the direct observations from the listening phase to
set the slot usage probabilities to 1 or 0 depending on whether
the joining node received any transmissions from its 1-hop
neighbours in a given slot.
Furthermore, the joining node can eliminate the possibility
of other nodes reusing the slots of its 1-hop neighbours, if
they are within 2-hop connectivity of each other:
∀n ∈M2-hop, ∀m ∈
{
j ∈M1-hop
∣∣C2-hop[n, j] = 1},
Psu
[
n, stx[m]
]
= 0,
(26)
where C2-hop[n, j] is a binary flag indicating whether the hop
distance between nodes n and j is ≤ 2, e.g. calculated using
Dijsktra’s algorithm [32].
The remaining slot usage probabilities are unknown and
are estimated as explained in Subsection IV-D. For example,
the slot usage probability matrix derived by the joining node
after recording the packets transmitted by Nodes 1 and 2 in
Fig. 2 is given in (11).
G. Updates based on collision notifications
After the joining node completes the initial listening phase
and creates the local topology and schedule estimates as
described in Subsection IV-F, it selects the time slot for
its initial transmission by solving the optimisation problem
defined in (1a). It then waits until the chosen slot and
broadcasts a predefined ”new node” message that contains its
detected 1-hop neighbour list. For example, in the scenario
in Fig. 2, the joining node would broadcast a message stating
that its 1-hop neighbours are Nodes 1 and 2.
Afterwards, the joining node waits for the next packet
transmitted by each of its 1-hop neighbours, which is one
of the following:
• Collision notification - the neighbour node detected a
collision (or a scheduling clash) with another node, and
broadcasted ”Collision with Node X”, where X is the
address of the node scheduled to transmit in that slot.
• No response - the neighbour node continues its normal
operation, if the packet was successfully received and
no collision or scheduling conflict was detected.
The information gained from observing the reaction of its
neighbours to the joining node’s transmission is incorporated
into its local topology and schedule estimates, reducing the
uncertainty in estimating the expected number of collisions
for the next transmission. The new information is incorpo-
rated into C and P su as follows.
Let Mcol be the set of nodes with which a collision
was detected based on the notifications sent by its 1-hop
neighbours. The joining node can then update the slot usage
probabilities for the nodes that collided with it (if any) as
follows:
∀m ∈Mcol, ∀s ∈
{
1..Nslots
}
, Psu[m, s] =
{
1, s = sˆ
0, s 6= sˆ
(27)
and for the remaining 2nd hop neighbours that did not clash
with the joining node:
∀m ∈
{
M2-hop −Mcol
}
, Psu[m, sˆ] = 0, (28)
where sˆ is the slot used by the joining node to transmit its
last packet.
These updates reduce the number of uncertain elements in
P su, i.e. where 0 < Psu < 1, which can be further reduced by
eliminating the possibility of slot reuse between any 2-hop
neighbours, similarly to (26):
∀n ∈M2-hop, ∀m ∈
{
j ∈Mcertain
∣∣C2-hop[n, j] = 1},
Psu
[
n, stx[m]
]
= 0,
(29)
where:
Mcertain =
{
n ∈ {1..Nnodes}
∣∣ ∃s, Psu[n, s] = 1
}
, (30)
i.e. Mcertain is the set of nodes whose scheduled slot is
known for certain. The remaining uncertain elements of
P su are assigned new values using the method described in
Subsection IV-D.
In some cases, when a collision with more than one 2nd
hop neighbour was detected, the joining node can also reduce
uncertainty in its local topology estimate by eliminating the
possibility of a link between those nodes, since they would
not be able to use the same slot without collisions if they
were connected:
∀m ∈Mcol, ∀n ∈
{
j ∈Mcol
∣∣ j 6= m}, C[m,n] = 0, (31)
After updating P su and C as described above, the joining
node repeats the slot selection procedure by solving the opti-
mization problem in (1a) using the refined local information,
if it has not found a collision free slot yet, i.e. if Mcol 6= ∅.
Otherwise, if a transmission in slot sˆ has not caused
any collisions or scheduling conflicts, updating the expected
number of collisions as described in Subsection IV-B will
yield:
Pnc[1, sˆ] = 1, E
[
nc[sˆ]
]
= 0, (32)
which means that sˆ is a collision-free slot and that the slot
selection procedure at the joining node has converged.
H. Network adaptation to a new node
When an incumbent node receives the ”new node” packet
containing its detected 1-hop neighbour list, it reconstructs
the local topology of the joining node consisting of theM1-hop
and M2-hop node sets. It then checks if it is possible for
the joining node to find a collision-free slot, or if there are
no slots available to reuse (due to topology constraints). A
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collision-free solution is possible if the following condition
is met:
∃s, ∀n ∈
{
M1-hop ∪M2-hop
}
, s∗tx[n] 6= s, (33)
where s∗tx[n] is the slot allocated to node n according to
the TDMA schedule (ground truth). If such a slot exists,
the incumbent node proceeds with the normal operation,
responding to the joining node’s packet as described in the
previous subsection.
If the incumbent node detects a collision and responds
with the collision notification broadcast, the use of the quiet
frame feature is proposed, whereby the incumbent nodes that
received this collision notification back off for one frame.
This ensures that the ”new node” packet will be received in
the next frame, thus reducing the probability of collision and
speeding up the node integration process.
However, if there is no collision-free slot available ac-
cording to (33), the network will have to adapt its schedule
to accommodate the new node. In this case, the incumbent
node waits until its scheduled slot and broadcasts a ”network
update” packet containing the address of the joining node
and its 1-hop neighbour list, thus triggering a network-wide
update. The other incumbent nodes receiving this packet,
rebroadcast it to their neighbours, until all nodes in the
network have received the update.
Once the update is received, every incumbent node has
the complete topology information, including the 1-hop
neighbour list of the joining node. Therefore, it can track
which nodes have already received the topology update,
and which nodes are yet to receive it. Furthermore, since
every incumbent node knows the network schedule, it can
accurately estimate when the update will propagate across the
entire network, i.e. after how many slots it will reach the last
incumbent node. Afterwards, having access to an identical
copy of the deterministic computer function that produces
a packet schedule, every incumbent node generates it locally
and switches to the new schedule after the calculated number
of slots.
When the joining node receives the ”network update”
packet from one of its neighbours, it learns that there is
no solution to the slot selection problem, stops its oppor-
tunistic transmissions, and waits for a packet from one of
its neighbour nodes containing the full network topology and
the slot in which the new schedule starts, thus completing
the integration of the new node into the network.
I. Protocol Details
Fig. 3a summarizes the JOIN protocol proposed in this
section. The key input/output variables and the subsections
explaining the corresponding steps of the slot search proce-
dure are annotated in the flowchart. Fig. 3a describes the key
protocol steps at the incumbent nodes, including the collision
feedback, quiet frame feature and the network adaptation
process proposed in Subsections IV-G and IV-H.
J. Discussion
It was shown in Subsection IV-B that the time complexity
of the optimization algorithm performed by the joining node
varies between linear time and exponential time, depending
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Fig. 3. The JOIN protocol.
on the local topology of the joining node. If the number of 1-
hop neighbours of the joining node grew indefinitely with the
network size, then the time complexity of the optimization al-
gorithm would indeed be exponential, and further research on
the JOIN protocol is required to reduce this time complexity
to apply it to large densely connected UANs (e.g. hundreds
of nodes covering a small geographical area). However, if
sparsely connected ad hoc networks are considered, such
as that shown Fig. 2, where the size of the joining node’s
local topology remains relatively small (e.g. in the order of
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5-10 direct connections), then the exponential term in the
worst case time complexity of the algorithm is reduced to a
constant, because the number of 1-hop neighbours remains
limited to a realistic number, even for large network sizes.
The simulations reported in this paper have shown that the
proposed protocol is computationally feasible for networks
up to 100 nodes.
Another important consideration of the JOIN protocol is
that the joining node builds its knowledge based on data
gathering from received packets, thus making JOIN sensitive
to packet loss due to channel distortion or strong ambient
noise. In such cases, the loss of packets at the joining node
will generate false decisions leading to an increased delay
until convergence. On the other hand, loss of packets at
the incumbent nodes would yield an increase in the delay
until the network adapts to the change. However, since the
protocol followed by the incumbent nodes is assumed to be
collision-free, it is possible for the loss of packets due to
collisions to actually speed up the convergence of the joining
node by extending its local topology knowledge based on
the extra collision notifications it receives. The effects of
packet loss on the performance of the JOIN protocol in real
underwater acoustic environments are analyzed in Section VI
where we test JOIN in two separate sea trials. Another
source of load on the network is the overhead caused by
the distribution of the topology update across the network,
which is necessary in cases where the schedule adaptation
is required. The information content of this update in most
cases is small (a list of 1-hop neighbour addresses), and can
be “piggybacked” onto the regular packets of the network
nodes, thus significantly reducing the effect of this overhead
on the system performance, and making it comparable to any
other form of topology change.
V. SIMULATION RESULTS
In this section, the JOIN protocol is evaluated in a series
of Monte Carlo simulations implemented in MATLAB, and
its performance is quantified using the metrics described
in Section III: time until convergence of the joining node,
network adaptation speed, and the number of collisions
caused by the joining node.
A. Simulation Setup
Networks comprising between 10 and 100 nodes are con-
sidered, with 50,000 randomly generated topologies simu-
lated for every network size, thus providing sufficient data
to draw statistically valid conclusions about the network per-
formance. To generate a random network topology, the nodes
with a fixed 1 km connection range were randomly distributed
within a square coverage area with the average node density
D = 2 nodes per km2. Without loss of generality, this
approach was empirically tested to produce realistic, sparse
network connectivity patterns with opportunities for spatial
TDMA slot reuse, such as that shown in Fig. 2, regardless
of the overall network size. The average node density D was
achieved by setting the square coverage area to A = Ntotal/D
km2, where Ntotal is the total number of nodes in the network.
All simulated topologies were fully connected (no isolated
nodes).
Since one of the key motivations of this study is to maintain
high throughput capacity in UANs, JOIN is evaluated under
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Fig. 4. The joining node’s convergence speed.
the full buffer traffic load - the worst case scenario for the
new node joining the network. The performance of JOIN
is compared with ”opportunistic random access”, where the
joining node gathers the same initial information about the
slot usage as described in Subsection IV-F, i.e. the frame
length and the slots used by its immediate neighbours, and
chooses randomly among the unoccupied slots in the frame,
similarly to the random access cognitive radio approach
in terrestrial networks [33]. This is a good benchmark for
comparison because it isolates and quantifies the benefits of
the intelligent probabilistic slot selection approach, compared
with treating the uncertainty in the network as uniform
random. Furthermore, the state-of-the-art solutions for node
integration into existing networks, reviewed in Section II, do
not meet the control signalling constraints of the assumed
system model in Section III, and, therefore, could not be
used for a direct benchmark comparison.
B. Joining node convergence time
Fig. 4 shows the plots of the joining node’s convergence
time, measured as the number of slots between the joining
node’s initial opportunistic transmission until it found a
collision-free slot. Out of the 50,000 simulations for every
network size, the scenarios without a collision-free slot
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available were filtered out, and the results of the remaining
simulations were used for the plots, where every data point
represents the mean, and the error bars show the 10th and
90th percentiles.
Fig. 4a demonstrates the scalability of JOIN, since the
average time it takes the joining node to converge on a
solution is relatively insensitive to the network size. This
is because any nodes outside of the joining node’s 2-hop
neighbourhood have no effect on this process, thus reducing
the effective network size to the joining node’s local topology.
The slight increase in the convergence time with the network
size is due to the number of slots per frame being statistically
higher for larger networks, resulting in longer gaps between
the joining node’s attempts to find a slot. The figure also
shows that the intelligent slot selection approach in JOIN
achieves significantly faster convergence, compared with ran-
dom opportunistic access, aided by the probabilistic analysis
of all available local topology and slot usage information.
Fig. 4b shows that the key parameter affecting the speed of
convergence of the joining node to a solution is the number of
2nd hop neighbours. This is because the 2nd hop neighbours
are within the joining node’s local network topology, yet they
cannot be directly observed by it. Therefore, they introduce
uncertainty into the joining node’s probabilistic analysis,
increasing the complexity of the slot selection problem as de-
scribed in Subsection IV-E. Nevertheless, Fig. 4b shows that
JOIN scales significantly better than random opportunistic
access, with an increasing benefit gained from the proposed
intelligent slot selection method as the number of 2nd hop
neighbours increases.
C. Network adaptation speed
Fig. 5 shows how quickly the network distributes the
topology update to all nodes in the scenarios without a
collision-free solution, where the job of the joining node
is to trigger a network-wide topology update such that the
nodes can derive a new schedule and switch to it as soon as
possible. This network adaptation speed is quantified as the
number of slots from the joining node’s initial transmission
until the last node in the network receives the update about
it. The plot shows that the proposed protocol achieves a fast
network-wide distribution of the topology update, especially
for smaller network sizes, increasing for larger networks
due to the increase in the maximum number of hops, and,
therefore, in the number of frames it takes to distribute the
topology update to every node in the network. Nevertheless,
the network adaptation process takes a comparable number
of slots to that required by the joining node to iteratively
learn a collision-free solution (see Fig. 4a). In these scenarios,
the benefit of intelligent slot selection is less pronounced,
especially for larger network sizes, because the job of the
joining node is reduced to delivering a single ”new node”
packet to at least one of its neighbours, with the rest of
the network subsequently propagating this information to all
other nodes.
D. Interference caused by the joining node
Fig. 6 shows the number of collisions caused by the joining
node in all simulations (both with and without a collision-free
solution possible). Firstly, the JOIN protocol consistently re-
duces the average number of collisions by approximately 50%
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Fig. 5. The speed of network adaptation to a new node arrival.
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Fig. 6. Number of collisions caused by the joining node.
compared with the opportunistic random access approach,
which directly shows the effect of the proposed intelligent slot
selection method based on minimizing the expected number
of collisions, as formulated in Subsection IV-A. Secondly,
the number of collisions caused by the joining node is on
average between 1 and 2, and in the vast majority of cases
less than 4. It is claimed that it constitutes a negligible level
of network disruption, considering the signalling overhead
savings provided by JOIN. Lastly, Fig. 6 once again demon-
strates the scalability of JOIN, since the number of collisions
does not grow with the number of nodes. In fact, in these
simulations, the number of collisions slightly decreased with
the network size. This is due to an increased likelihood of
longer TDMA frames with potential collision-free slots in
larger networks, thus making these scenarios slightly more
favourable compared with smaller networks with fewer slots
to choose from for the joining node.
VI. SEA TRIALS
In addition to evaluating JOIN in simulation, the protocol
was implemented in hardware and tested in two separate
sea trials with different network topologies and spatial reuse
schedules. This demonstrated the successful operation of
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JOIN in a real UAN, thus validating its key assumptions,
such as the ability of the joining node to detect its local 2-
hop topology and establish the TDMA frame structure from
listening and recording the packets sent by its neighbours,
and the convergence of the iterative slot selection algorithm
based on collision notifications.
A. Experimental Setup
Fig. 7 shows pictures of the hardware used in the sea trials.
Eight underwater acoustic nodes were built in total:
• 3 tube nodes - Raspberry Pi 3B+ with a 5V power
supply inside a 3” BlueRobotics watertight enclosure,
connected to an acoustic modem via a potted cable
penetrator (Fig. 7a),
• 3 buoy nodes - Raspberry Pi 3B+ with a 5V power
supply inside a custom-built buoy connected to an
acoustic modem via an 8-way Birns Aquamate con-
nector (Fig. 7b),
• 2 laptop nodes - a laptop directly connected to an
acoustic modem with a 10m cable (Fig. 7c).
All nodes were equipped with the NMv3 acoustic modems
built at Newcastle University, UK. The NMv3 modems
are the next generation of the modems used in [34], with
640 b/s raw data rate, 168 dB re µPa2m2 source level, 24-
32 kHz frequency range and 2-64 byte data payloads. They
were controlled using the serial interface via RS232-USB
converters, and powered either from 5V and GND pins on the
Raspberry Pi or using a separate 6V supply (4×AA battery
pack) as shown in Fig. 7c.
JOIN was tested in 12 different scenarios over two sea
trials shown in Fig. 8. In the Sea of Galilee trial on 15 Sep
2019 a network of 7 nodes in total was deployed (N196
got damaged and was not operational), with one of the
laptop nodes deployed from a pier as a static incumbent
node (N200), and the other laptop, used as the joining node,
deployed from the boat in 7 different locations shown in
Fig. 8a. In the Mediterranean Sea trial on 24 Sep 2019 a
network of 6 nodes was used (N195 malfunctioned), without
the static laptop node, since the shallow depth, large rocks
and breaking waves near the shore did not allow acoustic
communication with any other node. The other laptop node
was deployed using the boat in 5 different locations shown
in Fig. 8b as the joining node. In both trials, the sea state
was calm. Sound speed measurements gathered in the Sea of
Galilee showed an approximately constant water temperature
of 30oC and sound speed of 1509 m/s (it is a sweet water
lake). The sound speed in the Mediterranean Sea trial was
approximately 1530 m/s with the water temperature of 27oC.
The packet schedules and network topologies shown in
Fig. 8 were uploaded to all incumbent nodes before deploy-
ment. In every frame, with a probability of 90% (nearly full-
buffer traffic load), every node generated a packet addressed
to one of its neighbours chosen at random, and transmitted it
in its assigned slot. The format of the packet payload was the
following: "DaaaFxxSy", where "aaa" is the destination
address of the packet, "xx" is the frame counter value, and
"y" is the slot index. The frame and slot index in the packet
payload were not used in the protocol, but were used only
to include some content in the packets. The structure of the
other types of packets transmitted by the nodes in the sea
experiments was the following:
$FRXVWLF
PRGHP
5DVSEHUU\
3L%
%OXH5RERWLFV
¶¶HQFORVXUH
(a) Static 3” tube nodes
%XR\ZLWK
5DVSEHUU\3L
%LQVLGH
$FRXVWLF
PRGHP
(b) Static buoy nodes
/DSWRS
$FRXVWLFPRGHP
5686%
FRQYHUWHU
୛$$SRZHU
VXSSO\
(c) Joining node (modem connected to laptop on boat)
$FRXVWLFPRGHP
(d) Deployed buoy
Fig. 7. Hardware used in the sea trials. All nodes were equipped with
NMv3 acoustic modems developed at Newcastle University [34].
• "NEW_aaa_bbb_..." - the ”new node” packet,
where "aaa_bbb_..." is the list of 1-hop neighbour
addresses detected by the joining node.
• "COL_aaa" - the collision notification packet, where
"aaa" is the address of the incumbent node with
which a collision occurred.
• "TOP_nnn_aaa_bbb_..." - the ”topology update”
packet, where "nnn" is the joining node’s address
and "aaa_bbb_..." is the list of 1-hop neighbour
addresses detected by the joining node.
The nodes were synchronized using the NTP protocol
before deployment and subsequently used their local system
time during the experiments to keep track of slots and frames.
Implementing a synchronization protocol using acoustic com-
munications is a challenging task that was beyond the scope
of these trials. Therefore, the slot duration was extended to
6 seconds to take into account loose synchronization with a
potentially large clock drift of the Raspberry Pi based nodes.
However, since a time slot was used as the basic unit of
time in this study, the results from these trials are generally
applicable to any TDMA frame/slot specification, e.g. if tight
synchronization is provided to the nodes, the slot duration
could be much shorter, while the results from the experiments
would be the same.
When the joining node was deployed in each position
shown in Fig. 8, it started with the listening phase that lasted
30 or 20 slots, in the Sea of Galilee and Mediterranean
Sea trials, respectively. As a result, in every experiment
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TABLE I. OUTCOMES OF THE SEA EXPERIMENTS. SG - SEA OF GALILEE; MS - MEDITERRANEAN SEA. THE RESULTS ARE COMPARED WITH
SIMULATIONS OF THE BASELINE RANDOM ACCESS SCHEME (MEAN AND 10TH - 90TH PERCENTILE RANGE)
Exp. Outcome
Performance Baseline rand. access sim.
Slots Col-ns Slots Col-ns
SG(1) Network top. update completed 3 6 1 8.2 [4 - 15] 2.1 [1 - 5]
SG(2) Joining node found slot 5 3 3 0 13 [3 - 29] 3.0 [0 - 8]
SG(3) Network top. update completed 3 5 1 7.2 [4 - 14] 2.1 [1 - 5]
SG(4) Network top. update completed 3 6 1 6.0 [4 - 8] 1.0 [1 - 1]
SG(5) Joining node found slot 3 3 7 2 7.4 [1 - 17] 1.0 [0 - 3]
SG(6) Joining node found slot 2 7 7 1 7.2 [4 - 15] 2.1 [1 - 5]
SG(7) Network top. update completed 3 10 1 7.2 [4 - 15] 2.1 [1 - 5]
MS(1) Joining node found slot 4 3 4 2 6.5 [2 - 15] 2.0 [0 - 6]
MS(2) Joining node found slot 4 3 7 1 13 [1 - 32] 2.0 [0 - 5]
MS(3) Network top. update completed 3 4 1 9.0 [4 - 18] 3.0 [1 - 7]
MS(4) Network top. update completed 3 7 2 6.5 [6 - 7] 2.0 [2 - 2]
MS(5) Network top. update did not reach all nodes 7 - 1 9.0 [8 - 10] 1.5 [1 - 2]
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Fig. 8. Network topologies, joining node positions and SR-TDMA
schedules from the sea trials. The numbers in brackets show the sea depth.
the joining node successfully recorded enough packets to
establish the frame length and the slot usage of its 1-hop
neighbours (listed in Fig. 8a and Fig. 8b), and to detect all
of its 2nd hop neighbours by reading the destination addresses
of the packets. Afterwards, it executed the slot selection
algorithm proposed in this paper, in some cases converging
on a collision-free slot and in others - triggering a network-
wide topology update. In the latter case, the incumbent nodes
distributed this update across the entire network as described
in Subsection IV-I. All experiments lasted between 2.5 and 4
minutes, with 2 to 3 minutes for the initial listening phase and
approx. 30 seconds to 1.5 minutes to complete the new node
integration afterwards. The outcomes of the sea experiments
are described in more detail below.
B. Results
Table I shows the results of the 12 sea experiments
described in the previous subsection - 7 in the Sea of
Galilee (Fig. 8a) and 5 in the Mediterranean Sea (Fig. 8b).
The ”Outcome” column describes the final outcome of the
experiment, i.e. either the joining node found a particular
collision-free slot or it triggered a network-wide topology
update, with the green tick and red cross symbols indicating
whether these outcomes matched the theoretical expectation.
The ”Slots” column states how many slots it took the joining
node to converge on a solution or, in scenarios with no
solution, how many slots it took for the topology update to
propagate across the entire network. The next column shows
the number of collisions caused by the joining node in each
experiment. The last two columns show the simulation results
of the baseline random opportunistic access scheme applied
to every sea experiment scenario. These simulation results
are shown in the format ”mean [10th - 90th percentile]” from
1,000 simulations with different random seeds.
In 10 out of 12 experiments the outcome matched the
theoretical expectation, and in most cases the number of slots
it took to complete the new node integration was smaller
than the average baseline random access scheme, which is
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consistent with the simulation results in Section V. The
number of collisions caused by the joining node was between
0 and 2, validating the consistently low level of network
disruption observed in the simulations, and in most cases
outperforming the simulated random access protocol. The two
experiments that failed to produce the expected final outcome
were the SG(6) and MS(5) experiments, although the number
of collisions and the speed of convergence at the joining
node were still consistent with the theoretical expectations
and the simulation results. The expected outcome for both
of them was the network-wide topology update. However, in
the SG(6) experiment, having transmitted its packet in slot
2, the joining node failed to receive the ”topology update”
packets broadcasted by N200, and later by N194, due to an
unreliable acoustic communication channel for those links,
and therefore concluded that slot 2 is collision-free. In the
subsequent experiment SG(7), the joining node was moved
to a different location and depth to improve the link quality,
and the same scenario resulted in the expected outcome.
Similarly, the failed outcome of the MS(5) experiment was
due to the loss of the ”topology update” packet from N196
to N194 because of strong interference from N006 reusing
the same slot. Since in this topology N194 was the only node
connecting two parts of the network, the packet loss at this
node blocked the distribution of the topology update to the
rest of the network.
Both of these experiments highlight that there is scope
for future work on increasing the reliability of JOIN, e.g.
by slightly increasing the control overhead and occasionally
using ACKs/retransmissions for crucial tasks such as the
network topology update. However, overall the sea experi-
ments have demonstrated the good performance and practical
feasibility of the JOIN protocol, while also validating the
simulation results from Section V.
VII. CONCLUSION
In this paper, the JOIN protocol was presented to allow
the integration of new nodes into an existing IoUT network
without the control signalling overhead of typical state-of-
the-art methods, and without reducing the network throughput
capacity by using dedicated communication resources for this
task. In the JOIN solution, a new node can join an active
network by gathering the local topology and packet schedule
information via an initial listening phase, and incorporating
it into a probabilistic model that allows it to choose when to
communicate with the nearby nodes such that the expected
number of collisions is minimized. A large set of Monte
Carlo simulations showed that the proposed intelligent slot
selection approach converges to a collision-free solution more
quickly and significantly reduces the number of collisions
caused by the joining node, compared with the baseline
opportunistic random access protocol. Crucially, the protocol
performance is insensitive to the network size, demonstrating
its scalability, which is as a key feature of IoUT networks.
Furthermore, the proactive network topology updates carried
out by the incumbent network nodes, upon predicting the no-
solution outcome at the joining node, considerably streamline
the network adaptation process. The empirical evaluation of
the JOIN protocol was completed with full scale trials in the
Sea of Galilee and the Mediterranean Sea, thus demonstrating
its practical feasibility in real UAN deployments. The trial
outcomes were consistent with the simulation results, and
highlighted the need for future work on the trade-off between
control overhead and reliability of the protocol in a harsh
acoustic communication environment. For example, useful
future work on the JOIN protocol is to quantify the reliability
benefits of increasing the amount of control information
shared by the one-hop neighbours with the joining node and
the throughput cost of such communications.
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