This work discusses the efficacy of different drag penalty estimation techniques in predicting the percentage change in the average skin friction coefficient due to ship hull roughness. This includes comparing the traditional predictive method from ITTC that is currently used by the shipping industry with the recently developed estimation technique that incorporate average roughness height k a and effective slope ES s . Here the two methods are tested using a biofouling roughness case from experiments that utilize the well-known classical log-law from mean velocity profiles and the integral formulation of evolving turbulent boundary layers. The results show that the traditional estimation method from the industry can differ by approximately 15% compared to the experiment, while the more recent estimation technique differs by around 2% with respect to the experimental result. The result demonstrates that the k a and ES x based empirical technique may have potential for estimating realistic ship-hull roughness such as biofouling.
I. INTRODUCTION
Ship-hull roughness (both from hull mechanical defect and biofouling) is one of the primary sources of increased ship drag penalty that leads to an increase in throttling requirement. This condition translates to an increase in energy cost and emissions [1] [2] [3] [4] . Recent reports show that even a recently cleaned shiphull may already suffer from a substantial increase of drag compared to a hydrodynamically smooth wall [5, 6] . Such drag penalty is caused by the combination of hull imperfection (due to repeated cleaning process such as sand or water blasting) and biofouling heterogeneity. The heterogeneity is typically caused by the patches of biofouling that remain from the previous cycle of dry-docking that are covered by docking blocks (which hold the ship-hull during the dry dock cleaning procedure). Such practice is common in the shipping industry due to the high cost of an additional dry-docking process. These conditions show the sobering and difficult issues faced by the shipping industry. Considering that for a large bulk carrier 80%-90% of the total drag experienced by ship could be due to skin-friction drag [7] , and the costly economic and energy ramification of ship-hull roughness, it is imperative for hydrodynamicists to characterize such surface imperfection.
Characterizing ship-hull roughness properly is notoriously challenging. An important step in assessing surface roughness is obtaining the equivalent sand-grain roughness k s [8, 9, 10] . The equivalent sand-grain roughness is a measure of the effect of wall roughness on the boundary layer flow, hence it can only be obtained by applying fluid flow over a certain rough surface. This can be done experimentally using facilities such as wind or water tunnel, channel flow, or pipe flow. By exposing a certain roughness profile to fluid flow, one could estimate the skin friction velocity t U and the coefficient of friction C f . This process needs to be repeated over a range of Reynolds number Re until C f becomes invariant with Re (or the surface becomes what is termed "fully rough"). Determining k s would allow one to estimate the increase of full-scale ship-hull drag penalty due to increased hull roughness. However, obtaining k s experimentally is costly, particularly in terms of time and experimental apparatus (see [11] for recent reviews of various experimental techniques in estimating rough-hull drag penalty ). Some may argue that computational fluid dynamics (CFD) techniques such as Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) could bypass the experimental technique. Indeed there have been numerical studies that attempt to directly simulate realistic rough surface (i.e [12] ). However, in term of computational power and time required, such techniques are still costly.
Due to those issues, there have been many efforts to develop a mathematical model or empirical prediction to estimate skin friction drag that arises from turbulent boundary layer flow over rough surface. In essence these models attempt, in some way, to estimate the equivalent sand-grain roughness k s from directly topographical measures of the hull roughness.
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These models range from simple roughness height to more complex relationship such as shape parameters, density, etc [13] . For ship operators, the empirical correlation would permit an estimation of ship-hull drag penalty with a rapid turnaround, directly from a hull observation, allowing an immediate assessment of their energy expenses. Unfortunately, many of the available methods are difficult to apply in heterogeneous and highly irregular three-dimensional roughness [13] , which is common in typical ship-hull roughness.
In the last few decades, the authority in ship design, the International Towing Tank Conference (ITTC) has endorsed an empirical estimation that is based on the maximum peak and minimum trough height over a 50 mm interval [14] . The method is often termed as Townsin estimation, and it is based on the work of [16] and [17] . It is currently the industry standard in drag penalty estimation due to hull roughness. This empirical technique however, has been the subject of various critiques. Many believe that the uses of simple roughness peak and valley measurement that form the basis of the Townsin formulae are not accurate enough in characterizing hullroughness [18] [19] [20] .
In this report, we will analyze the accuracy of Townsin estimation by comparing it with the experimental data of [10] and the recently developed empirical estimation of [22] . All three methods are tested using an identical roughness surface topography, which is a tubeworm biofouling surface. Such roughness type is commonly found in sea-going ship-hull. TABLE 1 Biofouling surface roughness parameters from [10] The surface roughness pattern is similar to that used by [10] . It is in the form of tubeworm biofouling that comprises of Hydroides sp., Galeolaria sp. and Spirorbis sp. The biofouling was grown on an acrylic coupon and then scanned using Keyence LK-031 laser triangulation sensor attached to a twoaxis computer controlled positioning system. Fig 1 shows the resulting scanning and table 1 lists the important scanned biofouling parameters. The digital data is later scaled and replicated in the form of tiles. The replicas are manufactured via moulding and casting technique, similar to that of [23] . These replicas are laid inside wind tunnel and measured using hot-wire anemometer (see [10] for further experiment details) 
II. SURFACE ROUGHNESS PATTERN

III. BOUNDARY LAYER OVER ROUGHNESS EXPERIMENT
To assess the rough-wall turbulent boundary layer, [10] measured the velocity profile above the biofouling pattern at several Reynolds numbers. The skin friction velocities t U are estimated via the well-established modified log-law [24] [25] [26] , which can be expressed as
Here z is wall normal position, U is velocity, k and A are log law constant with value 0.4 and 4.17 respectively. W is wake function, and P is wake strength with value 0.65. The + superscript indicates viscous scaling where u t / zU z = + and u is kinematic viscosity. + DU is Hama Roughness function [27] and in the fully rough limit can be defined as:
Here B is typically 8.5, taken from [8] . The Hama roughness function represents the increase of skin friction velocity in mean velocity profile. This condition is indicated by the vertical downward shifts of the mean velocity profile with Reynolds number when it is compared to the canonical smooth wall profile. The resulting k s value can be used to estimate the dragpenalty of full scale ship by implementing mean momentum integral equation [30, 31] . The integral equations are solved numerically, allowing a simple calculation for various type of roughness along flat-plate. For this report, we use ship data from [3] , a US Navy Oliver Hazard Perry class frigate (FFG-7) with cruise speed of 7.7 m/s and length of 124.4 m. Average skin friction coefficient versus Reynolds number for the smooth surface (black line) and biofouling rough surface (blue line) from [10] . The vertical dashed black line is the Reynolds number of FFG-7 at cruise speed from [3] .
Although estimating drag penalty via experiment is already well-established, it is costly, both in term of facility and time. For illustration, a standard wall-normal direction mean velocity profile measurement using hot-wire Anemometer or Laser Doppler Anemometer will take 3-5 hours to perform. Furthermore, as previously mentioned, in order to obtain sufficient Hama-Roughness function for estimating k s , one would need to perform many measurements at different Reynolds number. This is in addition to the cost of scanning, scaling and replicating the rough surface (5 m 2 of the tubeworm surface was manufactured for the study of [10] )
IV. TOWNSIN DRAG PENALTY ESTIMATION
To bypass the expensive experiment method, it is desirable to have an empirical estimation that can predict the drag penalty caused by a rough surface. This is particularly important for the shipping industry. Since 1970's there has been plenty of efforts by the authority, International Towing Tank Conference (ITTC), to come up with an accurate empirical prediction. Currently, the accepted industry standard estimation method is the Towsin formulae 
Here AHR is the average of a number of hull roughness measurements of Rt50, which is the maximum peak to minimum valley of roughness height over 50 mm length recorded by a hull roughness sensor, and L is ship hull length.
The issue with equation 3 is the use of maximum peak and trough height as the sole roughness characteristics. Many laboratory and numerical works have shown that there is a wide range of surface roughness properties that can contribute to the dynamic of the flow. These include solidity, average roughness height, effective slope, etc [13, 21, 22, 26, 32] . This limitation can be seen from applying the roughness sample of [10] onto the Townsin estimation. Here the AHR of the biofouling sample is 0.607 mm and we apply it on the same FFG-7 ship of [3] at cruise speed. Using these parameters, equation (3) would yield a percentage change in C f : 30%, which is around 16% lower than that of the experiment by [10] . Fig 5: Average skin friction coefficient versus Reynolds number for the smooth surface (black line), biofouling rough surface estimation from [10] experiment (blue line), biofouling rough surface estimation from [21] (red line). The vertical dashed black line is the Reynolds number of FFG-7 at cruise speed from [3] .
V. AVERAGE ROUGHNESS HEIGHT AND EFFECTIVE SLOPE BASED
DRAG-PENALTY EMPIRICAL ESTIMATION
Recent report by [21] shows that in order to properly estimate the increase of drag penalty due to surface roughness, one would need a minimum of two roughness parameters. Here they propose that average roughness height and effective slope are sufficient parameters, that can be easily obtained from surface scanning or imprint. The empirical estimation proposed by [21] is in the form of:
Here b and g are constants with value 1.12 and 1.47 respectively, and ES s is effective slope. This empirical estimation can be combined with the integral formulation of evolving turbulent boundary layers from [10] to estimate the drag penalty of full scale ship. Fig 5 shows the comparison of increased ship drag penalty between the laboratory experiment by [10] (blue line) and empirical estimation by [21] (red line), using the same biofouling roughness. At similar Reynolds number of FFG-7 cruise speed, the increase of drag penalty estimated via this new empirical method is around 48%, which is only 2% difference from the experiment result. 
VI. CONCLUSION
A comparison between an industry standard drag penalty estimation method (Townsin estimation) and a more recent estimation technique that is based on roughness height and effective slope is discussed. The result shows that the Townsin estimation is unable to match the laboratory result. The result differs by 15%. On the other hand, the new empirical estimation only has 2% differences with the laboratory result (see table 2 ). Note that the new empirical approximation is still under development and only serves as a preliminary estimation. Further experimental studies and numerical simulations using different surface patterns are needed to confirm the efficacy of the new estimation technique. However, recent results do seem to suggest that in relating topography to equivalent sand-grain roughness, as a bare minimum some measure of effective slope or solidity will also need to be considered in addition to a roughness height measure (such as Rt50 or k a ). 
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