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Representing integers by multilinear polynomials
Albrecht Bo¨ttcher and Lenny Fukshansky
Let F (x) be a homogeneous polynomial in n ≥ 1 variables of degree 1 ≤ d ≤ n with
integer coefficients so that its degree in every variable is equal to 1. We give some
sufficient conditions on F to ensure that for every integer b there exists an integer vector
a such that F (a) = b. The conditions provided also guarantee that the vector a can be
found in a finite number of steps.
1 Introduction and main result
The problem of finding solutions to a given polynomial equation with integer coefficients
goes back to the work of Diophantus, resulting in these equations being called the
Diophantine equations. While the linear case likely dates back to Diophantus himself,
the quadratic equations have been systematically studied by Gauss and famously led
to his composition law for the binary quadratic forms. More generally, Hilbert’s 10th
problem, in its contemporary formulation, asks whether there exists an algorithm to
decide if a given polynomial equation with integer coefficients has a (nontrivial) integer
solution. Matiyasevich’s famous theorem [9] of 1970 (building on previous work of
others) gives a negative answer to this problem. In fact, J. P. Jones [7] proved in 1980
that the question whether a general Diophantine equation of degree four or larger has
a solution in positive integers is already undecidable, and not much else is known for
polynomials of degree ≥ 4.
One possible approach to Hilbert’s 10th problem is through search bounds. Suppose
we can prove that if a polynomial F (x1, . . . , xn) with integer coefficients has an integer
zero a ∈ Zn \ {0}, then it has one with |a| ≤ C(n, F ), where | · | stands for, say, the
sup-norm and C(n, F ) is some explicitly given function depending on n and F . Since
the set of integer points a ∈ Zn satisfying this condition is finite, we can simply search
through all of them checking whether any one of these vectors is a zero of F (x1, . . . , xn).
This approach will either produce a solution or prove that one does not exist. A survey
of known results on search bounds can be found in [8]. While Matiyasevich’s theorem
guarantees that search bounds are not possible in general, an overview of results of this
type in the quadratic case can be found in [5], and the current state of the art for the
cubic case is in [2], as well as the references therein.
In this note we study a special class of polynomials of arbitrary degree. Let n ≥ 1 be
an integer and let us define [n] := {1, . . . , n}. Given an integer d with 1 ≤ d ≤ n, we
put Id(n) := {I ⊆ [n] : |I| = d}. For each indexing set I = {i1, . . . , id} ∈ Id(n) with
1 ≤ i1 < · · · < id ≤ n, we define the monomial xI in the variables xi1 , . . . , xid out of
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x1, . . . , xn as xI := xi1 · · ·xid . An integer multilinear (n, d)-form is a polynomial of the
form
F (x1, . . . , xn) =
∑
I∈Id(n)
fIxI ,
where the coefficients fI are integers for all I ∈ Id(n). Such an F is a homogeneous
polynomial in n variables of degree d which has degree 1 in each of the variables
x1, . . . , xn. We will say that F represents an integer b it there exists an integer vector
a ∈ Zn such that F (a) = b. Under what conditions on F does such a polynomial
represent all integers? The first observation is that the coefficients fI of F must be
relatively prime: if g = gcd(fI)I∈Id(n) > 1, then g must divide F (a) for every a ∈ Z
n,
and hence an integer b that is not a multiple of g is not represented by F . We will say
that our form is coprime if gcd(fI)I∈Id(n) = 1.
We will provide some sufficient conditions for a multilinear (n, d)-form F to represent all
integers. Further, our results are effective in the sense that we provide algorithms that
yield an integer solution a of the equation F (a) = b (theoretically but not necessarily
practically) in a finite number of steps. Here is our main result.
Theorem 1.1 Let F (x) be a coprime integer multilinear (n, d)-form. Suppose in ad-
dition that at least one of the following two conditions holds:
(a) The nonzero coefficients of F are pairwise coprime,
(b) n = d+ 1 and F has a pair of coprime coefficients.
Then F represents all integers. Further, for each b ∈ Z there exists an a ∈ Zn such
that F (a) = b and
|a| ≤ |b| (2|F |)d! e ,
where |a| = max1≤i≤n |ai|, |F | = maxI∈Id(n) |fI |, and e = 2.71828 . . ..
We will prove the theorem with an exponent νd that is slightly sharper than d!e. We
neither know what the sharpest exponent could be like nor do we have a lower bound
for it. We also remark that neither (a) nor (b) is a necessary condition. For example, it
is well known (see [11] and the references therein) that a coprime integer linear (n, 1)-
form F (x) = f1x1 + · · · + fnxn represents all integers even if no pair of coefficients
is coprime, and there are a ∈ Zn such that F (a) = b and |a| ≤ |b|. To give another
example, the coprime (3, 2)-form F (x, y, z) = 6xy+10xz+15yz represents every integer
although the gcd of each pair of coefficients is greater than 1. This is the case p = 5 of
the following observation.
Proposition 1.2 If p ≥ 5 is an integer and neither 2 nor 3 divides p, then the poly-
nomial F (x, y, z) = 6xy + 2pxz + 3pyz represents every integer.
Next we turn to a special class of multilinear forms, one for which it is easy to establish
an “if and only if” result. The following observation is closely related to Lemma 2 on
page 15 of [3], which is also recorded in [10] (Lemma 2), where it is referred to as the
PID version of Quillen-Suslin’s theorem. We derive it from a more general result by
Xingzhi Zhan [12] (Theorem 1).
2
Theorem 1.3 Let A = (aij) ∈ Z
n×s with 1 ≤ s < n and consider the integer multilin-
ear (n(n− s), n− s)-form
F (y) = det


a11 . . . a1s y11 . . . y1(n−s)
...
...
...
...
an1 . . . ans yn1 . . . yn(n−s)

 .
This polynomial represents all integers if and only if the minors of order s of A are
coprime. If this is the case, there is a finite algorithm to find an integer solution of
F (y) = b for all b ∈ Z simultaneously.
The algorithm mentioned in the previous theorem is basically the algorithm for con-
structing the Smith normal form A = USV of the matrix A; here U and V are uni-
modular integer matrices, that is, integer matrices with determinant ±1, while S is the
diagonal matrix given by the invariant factors of A. We can also produce explicit search
bounds as follows. Suppose the minors of order s of A are coprime and denote by D
the minimum of the absolute values of the nonzero minors. Let α be the maximum of
the absolute values of the entries of A and put β = (n − 1)!Dn + 1. Then there is a
y ∈ Zn(n−s) such that F (y) = b and
|y| ≤ n2|b|αβ(β + 1)n−2.
This bound can be obtained by employing careful basis change arguments as on pages
10 – 15 of Cassels’ book [3]. However, as the algorithms for getting the Smith normal
form of A are more efficient than the search based on this bound, we will omit the
proof of this bound here.
We end this introductory section with an open problem.
Question. Does there exist a coprime integer multilinear (n, d)-form that does not
represent all integers?
2 Proofs and further results
Proof of Theorem 1.1(a). By the remark after Theorem 1.1, we may assume that
d ≥ 2. We define
νd =
d∑
k=0
d!
k!
(1)
and will show the theorem with the bound
|a| ≤ |b| (2|F |)νd . (2)
As νd < d! e, this is actually sharper than the bound given in Theorem 1.1.
Since F (x) := F (x1, . . . , xn) is homogeneous, F (0) = 0. Hence from here on we assume
that b 6= 0. First suppose that F (x) has only one monomial, i.e.,
F (x) = fI
∏
i∈I
xi
3
for some I ⊆ [n] and fI ∈ Z. Since the gcd of the coefficients of F is 1, we must have
fI = ±1. Take some j ∈ I and put aj = ±b and ai = 1 for i ∈ I \ {j}. We so obtain
a vector a ∈ Zn such that F (a) = b and |a| = max{1, |b|} = |b|, which is smaller than
the bound (2).
Next assume that F (x) has exactly two monomials, i.e.,
F (x) = fI1
∏
i∈I1
xi + fI2
∏
i∈I2
xi
for some I1, I2 ⊆ [n] and coprime fI1 , fI2 ∈ Z. Then the index sets I1 and I2 must be
distinct (since otherwise there would be only one monomial) of the same cardinality d,
and so there must exist some k ∈ I1 \ I2 and m ∈ I2 \ I1. Let a
′
k, a
′
m ∈ Z be such that
a′kfI1 + a
′
mfI2 = 1.
The Euclidean algorithm allows us to find such a′k, a
′
m with
|a′k|, |a
′
m| ≤ max{|fI1|, |fI2|}.
Letting ak = ba
′
k, am = ba
′
m, and ai = 1 for i 6= k,m, we get
F (a) = akfI1 + amfI2 = b
with |a| ≤ |b||F |, which is again smaller than the bound (2).
We now argue by induction on ℓ ≥ 1, the number of monomials of F . Since the base
of induction is already established, we assume that ℓ ≥ 3 and that the result is proved
for polynomials with no more than ℓ− 1 monomials. First notice that we can assume
without loss of generality that F depends on all variables (if not, then F is a polynomial
in < n variables) and that no variable is present in all monomials (if it is, then just set
it equal to 1). Let d ≥ 2 be the degree of F . Every monomial is indexed by a subset I
of [n] = {1, . . . , n} of cardinality d.
Suppose first that the variable x1 is present in ℓ− 1 monomials. We then may write
F (x) = x1G(x2, . . . , xn) + fI
∏
i∈I
xi, (3)
where I ⊂ {2, . . . , n} with |I| = d and G is a homogeneous polynomial of degree d− 1
that is linear in each of the n − 1 variables with pairwise coprime integer coefficients.
By the induction hypothesis, there exists a vector a′ = (a2, . . . , an) ∈ Z
n−1 such that
G(a′) = 1 and
|a′| ≤ |1|(2|G|)νd−1 ≤ (2|F |)νd−1.
Put a1 = b− fI
∏
i∈I ai. Then
F (a1, a
′) =
(
b− fI
∏
i∈I
ai
)
G(a′) + fI
∏
i∈I
ai = b, (4)
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that is, F (a) = b for a = (a1, a2, . . . , an). Furthermore,
|a| ≤ |b|+ |fI ||a
′|d ≤ 2|b||F ||a′|d
since |b|, |fI ||a
′|d are positive integers and fI is a coefficient of F . Therefore
|a| ≤ 2|b||F | (2|F |)νd−1d = (2|F |)1+dνd−1 |b|,
and because, by (1),
1 + dνd−1 = 1 + d
d−1∑
k=0
(d− 1)!
k!
=
d∑
k=0
d!
k!
= νd,
we obtain the bound (2).
On the other hand, assume that x1 is not present in at least two different monomials.
Then set x1 = 0 and apply the induction hypothesis to the resulting polynomial
P (x2, . . . , xn) := F (0, x2, . . . , xn) (5)
in n − 1 variables. This polynomial has no more than ℓ − 1 and no fewer than two
monomials and satisfies all the other conditions of the theorem. Take a′ ∈ Zn−1 to be
the point guaranteed by the induction hypothesis, so that P (a′) = b and
|a′| ≤ (2|P |)νd |b| ≤ (2|F |)νd |b|. (6)
Setting a to be a′ with inserted 0 in the first coordinate, we obtain the necessary
solution F (a) = b with |a| = |a′| bounded as in (6), which gives the bound (2). 
Proof of Theorem 1.1(b). We argue by induction on d ≥ 1. As said, if d = 1, then
n = 2 and F (x1, x2) = f1x1 + f2x2 with gcd(f1, f2) = 1. Thus, the result follows from
the Euclidean algorithm.
Suppose now d ≥ 2. Since n = d + 1 ≥ 3, the set Id(n) consists of the indexing sets
I(k) = [n] \ {k} with 1 ≤ k ≤ n, and so
F (x1, . . . , xn) =
n∑
k=1
fI(k)xI(k).
Since F has a pair of coprime coefficients, there must exist 1 ≤ j < m ≤ n such that
gcd(fI(j), fI(m)) = 1. Assume without loss of generality that j = n − 1, m = n, and
notice that each monomial xI(k) for k 6= 1 is divisible by x1. Thus, writing I
′(k) =
I(k) \ {1} we obtain
F (x1, . . . , xn) = x1G(x2, . . . , xn) + fI(1)xI(1) = x1G(x2, . . . , xn) + fI(1)
n∏
i=2
xi
with
G(x2, . . . , xn) =
n∑
k=2
fI(k)xI′(k).
The polynomial G is a coprime integer multilinear (n − 1, d − 1)-form with n − 1 =
(d − 1) + 1 and G still has the same pair of coprime coefficients fI(n−1), fI(n). We can
therefore apply the induction hypothesis to G and can argue in the same way as in the
proof of Theorem 1.1(a) to get the desired result. 
Proof of Proposition 1.2. For z ∈ {±1}, the equation 6xy + 2pxz + 3pyz = b is
equivalent to the equation
(2x+ pz)(3y + pz) = b+ p2.
Let b+ p2 = 2αm with an integer α ≥ 0 and an odd integer m. If p ≡ 1 mod 3, then
3y+p = 2α has an integer solution y1 for α even and 3y−p = 2
α has an integer solution
y2 for α odd. The equations 2x± p = m always have an integer solution x0. It follows
that F (x0, y1, 1) = b for α even and F (x0, y2,−1) = b for α odd. If p ≡ −1 mod 3,
then 3y + p = 2α has an integer solution y1 for α odd and 3y − p = 2
α has an integer
solution y2 for α even. The equations 2x± p = m again have an integer solution x0. It
follows that F (x0, y1, 1) = b for α odd and F (x0, y2,−1) = b for α even. 
In the specific case when F is a quadratic form, the investigation of bounds for the size
of solutions to equations like F (x) = b has a long history: see [5] for a survey of this
area. In particular, Theorem 1 of [4] gives a bound of the size |a| of a solution vector a
in case the quadratic form F is nonsingular: the exponent on |F | and |b| in that bound
is linear in n. For d = 2, the bound (2) becomes |a| ≤ |b|(2|F |)ν2 = |b|(2|F |)5. This
bound can be slightly improved.
Proposition 2.1 Let F be a quadratic form in n ≥ 2 variables which is linear in each
of the variables, i.e., it contains no diagonal terms. Assume also that the coefficients
of F are pairwise coprime. Then for every b ∈ Z there exists an a ∈ Zn such that
F (a) = b and
|a| ≤ |b|+ |F |3.
Proof. Suppose F contains exactly ℓ ≥ 2 monomials and x1 occurs in exactly ℓ − 1
monomials. We then have (3) with a linear form G and a set I ⊆ {2, . . . , n} of
cardinality 2. There is a vector a′ = (a2, . . . , an) ∈ Z
n−1 such that G(a′) = 1 and
|a′| ≤ |G| ≤ |F |. With a1 = b− fI
∏
i∈I ai we get F (a1, a
′) = b as in (4) and clearly,
|(a1, a
′)| ≤ |b|+ |fI ||a
′|2 ≤ |b|+ |F | |F |2 = |b|+ |F |3.
If there are two monomials in which x1 is not present, we put x1 = 0 and repeat the
argument for the polynomial (5). 
Theorem 1.3 is the r = n case of the following more general result.
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Theorem 2.2 Let A = (aij) ∈ Z
r×s with 1 ≤ s ≤ r ≤ n and s < n. Consider the
polynomial
F (x,y) = det


a11 . . . a1s y11 . . . y1(n−s)
...
...
...
...
ar1 . . . ars yr1 . . . yr(n−s)
x11 . . . x1s y(r+1)1 . . . y(r+1)(n−s)
...
...
...
...
x(n−r)1 . . . x(n−r)s yn1 . . . yn(n−s)


.
This polynomial represents all integers if and only if one of the following two conditions
is satisfied:
(i) r + s ≤ n,
(ii) r + s > n and the minors of order r + s− n of A are coprime.
If (i) or (ii) holds, there is a finite algorithm to find an integer solution of F (x,y) = m
for all b ∈ Z simultaneously.
Proof. Zhan [12] showed that the equation F (x,y) = 1 has an integer solution if and
only if either (i) is satisfied or if (ii) holds and A has at least r+ s−n invariant factors
equal to 1. Let k := r+ s−n ≥ 1. For j = 1, . . . , s, denote by dj the greatest common
divisor of the j × j minors of a. Put d0 = 1 and let q = rankA. We then have
d0 | d1 | . . . |dq,
and the invariant factors of A are
s1 =
d1
d0
, s2 =
d2
d1
, . . . , sq =
dq
dq−1
.
If the minors of order k are coprime, then then dk = 1, so d1 = . . . = dk−1 = 1, and
hence q ≥ k and s1 = . . . = sk = 1, that is, A has k invariant factors equal to 1.
Conversely, suppose k invariant factors of A equal 1. Since also
s1 | s2 | . . . |sq,
it follows that s1 = . . . = sk = 1, implying that q ≥ k and dk = 1, i.e., the minors of
order k are coprime. Thus, if k = r + s − n ≥ 1, then the coprimeness of the k × k
minors is equivalent to the existence of k invariant factors of magnitude 1.
Zhan [12] constructed integer vectors x,y with F (x,y) = 1 explicitly in terms of the
Smith normal form A = USV . As the Smith normal form can be computed with
finitely many steps in integer arithmetic, an integer solution of F (x,y) = 1 can be
found in this way. Having a solution with F (x,y) = 1, replacement of the first column
y1 of y by by1 yields an integer solution of F (x,y) = b. 
Here is one more simple observation about polynomials representing all integers and
being related to unimodular matrices.
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Theorem 2.3 Let L1(x), . . . , Lm(x) ∈ Z[x1, . . . , xn] be integer linear forms in n vari-
ables and let n > m. Denote by A ∈ Zm×n the matrix whose rows are the coefficient
vectors of L1, . . . , Lm. Suppose the m×m minors of A are coprime. Then the polyno-
mial
F (x) =
m∏
i=1
Li(x)
represents all integers. Furthermore, for b ∈ Z, put b = (b, 1, . . . , 1)⊤ ∈ Zm and define
µ(A, b) as the maximum of the absolute values of the m×m minors of the augmented
matrix (A b). Then there exists an a ∈ Zn such that F (a) = b and |a| ≤ µ(A, b).
Proof. Define gcd(A) and gcd(A, b) to be the greatest common divisors of the m ×m
minors of A and (Ab), respectively. Consider the linear system Ax = b. A theorem of
Ignaz Heger [6] (see also [11]) states that this system has an integer solution if and only
if gcd(A) = gcd(A, b). This is clearly the case if the m ×m minors of A are coprime:
in this case gcd(A) = 1, and so 1 ≤ gcd(A, b) ≤ gcd(A) = 1. The main theorem of [1]
therefore guarantees the existence of a solution vector a ∈ Zm to this system with
|a| ≤ µ(A, b). It follows that
F (a) =
m∏
i=1
Li(a) = b× 1× · · · × 1 = b,
as desired. 
We remark that if the m×m minors of A are not coprime, then the polynomial F (x)
may not be representing all integers. Indeed, consider for example
F (x, y, z) = (x+ y + z)(−x+ y + z).
The matrix A equals
A =
(
1 1 1
−1 1 1
)
,
and thus gcd(A) = 2. Although each of the linear forms in the product represents all
integers, it is easy to check that, for instance, F (x, y, z) does not represent 6.
Acknowledgement: We thank Levent Alpoge and the anonymous referees for some
very helpful remarks.
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