Introduction
This chapter exposes an OCR (Optical Character Recognition) procedure able to work with very high speeds.
The architecture of the pattern recognition algorithm we present here includes certain concepts and results which are developed in previous publications [3, 4] . We consider a production line of a beverage canning industry where cans with faulty imprinted use date or serial number have immediately to be discharged from the line. The problem is well-known in the industrial scene. A code or a set of characters is registered on the surfaces (can bottoms) to very high speed. The registration can fail, can take place only partially, or can print wrong something. It is important to know with certainty what has happened. The most general solution is to read what has been printed immediately after print itself. Surfaces are metallic (tinplate/aluminium) can bottoms for our particular case and the code denotes the limit of the use of the product (beer or similar). Our goal is to build a capable application to process 120,000 cans per hour (35 cans per second). Nowadays, there is not application on the market which is able to manage this speed. Therefore, our purpose has to do with an OCR that is confronted to two challenges: 1. Extraction of characters registered on a difficult surface. 2. Processing to very high speed.
Our keys to approach the problem have been: 1. Capable hardware 2. Domain restrictions 3. Intensive calibration 4. Parallel architecture 5. A progressive and aggressive reduction process of the interest area 6. Simple operations in integer arithmetic 7. Two independent tasks: Validation and Traineeship Here is a brief explanation of these keys. 1. Capable hardware: The critical requirements are that the system is in fact invariant from its position during the text analysis of nearly 30.000 cans per minute in real time. The system has to be reliable and it relies on specific hardware. Thus, a high speed acquisition camera, an efficient acquisition board, a strong multiprocessing system and a considerable bandwidth for main memory load are the basic requirements. 2. Domain restrictions: A specialized environment which is very well known and restricted diminishes the number of contingencies to consider and allows therefore making presumptions easily. View section [1] and section [2]. 3. Intensive calibration: There are two types of calibration of the system. The first type is to focus you on guaranteeing an enough quality of image for the treatment. It affects mainly physical parameters of the system. The second type has to do with the training of the system. The system should be trained with expected shapes for comparison. 4. Parallel architecture: Use intensive of multithread at several architecture layers in strong multiprocessing system. 5. A progressive and aggressive reduction process of the interest area: Reducing the input domain contributes to reduce the time of processing. 6. Simple operations in integer arithmetic: Sum, subtraction, multiplication of integers, and integer division are the absolutely dominant operations. In computers of general purpose, the integer arithmetic unit is faster than the float arithmetic unit. All procedures described in this chapter disregard float arithmetic for validation computation. The real essential operations are out side of the continuous cycle of validation. 7. Two independent tasks: Validation and Traineeship. Only The Validation Stage is described in this paper. However there is another stage in where the knowledge base is built.
Visual Scenario
We will work at an industrially dedicated environment; therefore the scene of events should be restricted. The reality will be mapped to two-dimensional matrixes with values between 0 -255 representing different levels of grey. The possible states can be anticipated and listed: They are not too numerous neither very complex.
1. There can be nothing but cans and "background" in our field of vision. 2. The "background" has fixed and unchangeable visual characteristics [very dark colour].
3. There is NO background inside the border of a can. 4. Outside the border of a can there can only be background or other cans, but nothing else. We are only interested in processing a single can within the frame of our camera. Therefore the physical acquisition platform will reinforce the presence of a single clean can in each capture. On the other hand, the hardware/software system will have to guarantee that no can will be lost during acquisition: all can processed by the installation will be processed too by our system. 
System Preconditions
The code is associated to a single orientation and processing direction. In order to compare the expected code with the acquired code during validation both codes must have the same orientation and processing direction. The question is: How do we know the orientation and processing direction of the acquired code?
We have the following facts in our favour: 1. Once the print head and the acquisition source camera are fixed, orientation and processing direction are fixed for all cans. 2. The print head and the camera can be freely rotated if it is more convenient to our purposes. There are no other factors to consider except our own satisfaction. 3. Due to the previous fact, we can force to have an orientation and processing direction for the code. Therefore, these are known from the beginning before processing starts. It is not necessary to make a specific computation to get them. As we will see soon, trying to have the orientation parallel to the natural vertical and horizontal axes will make the computation easier. This is what we are trying to get.
Elliptical Histograms Algorithm
The basis of algorithm of the elliptical histograms is analogous to the biological receptive field concept. The computation input field has a specialized shape that maximizes its perceptiveness to certain stimuli. A purposeful task can be the simple stimulus presence detection. The stimulus is the can. The task is to determine if a can is in the vision field or not. If so, estimate the position of its centre within the vision field. The facts which support our procedure are: 1. The cans always are shown up at the vision field like can bottoms. 2. The can bottoms are always brighter than the background. 3. The can bottoms are nearly circular. 4. The can bottoms run a restricted and predictable trajectory inside the vision field. The idea is to look for any measure that has maximum or minimum values according to fact that the can is present or absent. Arbitrary noise in the image should not provoke false positives or false negative easily. On the other hand, the measure should be computed fast. The histogram is a classification and count of levels of grey steps. Provide the distribution of colour of a collection of points. It is a very fast operation because only it implies queries, comparisons and sums. The fact 2) establishes that the presence/absence of a can modifies the distribution of color. Therefore, the fact 2) determines the sensibility to histograms. We should look for an optimal collection of points that provides very different histograms according to the fact that the can is present or not. The collection of points should be efficient and avoiding unnecessary queries. The circular shape is suitable like the collection of points of search. The receptive field is defined as a circle (i.e a circular line or circumference). A sufficiently "bright" histogram for a particular receptive field can give only a hint that there is a can whose centre is also close to the centre of the histogram circle. So, it is an ON/OFF receptive field. Besides, it is established in the section [2] that the unique objects that would invade the vision field are cans. Only the noise would be able to cause troubles. The shape circular is sufficient complex to distinguish between cans and shapes of luminous noise for the majority of cases. The procedure would be: 1. A circle which has not been processed yet is chosen. If there is no not-processed circumference then it is declared that there are no cans in the image and we jump to step 5. 2. The histogram for that circular line is computed. 3. If the histogram is enough bright then it is declared that a can has been found and we jump to step 5.
4. Otherwise the circle is marked like processed and we return to step 1. 5. Status of the image declared! Discussing the general idea, it gives us some hints to optimize making good use of the restrictions of the environment: Figure 4 . A can could be located at any position sweeping the image with the described receptive fields Figure 5 . The nature of the chain of can filling imposes that cans move around in a restricted line so the search can be restricted to exploration of that axis of line A new principle is: Once the previous location of a circumference in a previous frame is known we can determine which is the next more-probable-position for relocating the can. The search stops immediately when the can is found. Therefore it will be tracked those circumferences that correspond to those positions in decreasing probability order. Figure 8 . This gradual flattening is contemplated by the procedure turning the circumferences in ellipses. An additional advantage is that fewer points are processed
Can Counter
The can count is made using ellipse activation. There are three important facts: 1. The motion direction of the cans is previously well known (from left to right, or else, from right to left). 2. The ellipse activation order should correspond to that motion direction. 3. When a new can comes into scene, the ellipse activation order breaks the pattern of motion.
The can counter counts the breakings of fact 3). The normal can movement follows the motion sequence [1, 2, 3, 4, 5] . A mistake in the motion sequence (For example, [1, 2, 3, 5, 4] ) means that a new can has come in the vision field of the camera completely.
Thickening
The pre-process of thickening improves the general quality of the image with a cheaply computer cost. It simplifies superfluous details of the image without harming the readability of the code.
Its main advantage is that it provides a code with less fragmented and more consistent characters.
Its main disadvantage is that characters can stick erroneously among themselves. The procedure involves applying a limited convolution the winning ellipse of the algorithm of elliptical histograms. Figure 10 . Image after thickening and image before thickening Figure 11 . This is the convolution mask. Thence there are no complex implicated operations
Segmentation by flooding
The reduction of the number of queries is the reason that justifies the application of this technique. A query is the reading/writing of a pixel of the actual image. It is possible to go through every pixel of the image checking if they are part of the code. A systematic tour will give us the best results. However, it's very important to avoid unnecessary operations/queries. The Flooding Techniques are one of the possible solutions to use. The mechanism of the flooding technique main goal (also known as Pixel Progressive Addition Method) is to obtain which is result as the systematic tour, but with less operations/queries. It's use should be success full because it depends on two easily contrastable principles: 1. The majority of queries will give a negative result concerning their belonging to the code. 2. The queries results with positive code are those positions which have only a shortdistance from each other positions. The flooding as well as the segregation of points that are part of the code from those points that are not, groups the located points of code in useful sets. The pixels that form the main semantic object scene (the code) can be grouped in sub-semantic objects (characters). Therefore, this is the decisive step of transforming pixels into abstract entities (characters of code).
Here is the procedure: 1. Select a set of flooding seeds. The flooding seeds are driven queries with a higher probability of finding a code pixel. The selections of seeds are based on some heuristic knowledge. • It has too many collected points (too big to be a character, so it is just noise).
• it is too small to be a character (it is noise too) . Go to step 2. 
Grouping
The main goal of Grouping is to distribute the flooded zones got in the previous stage between the real characters of the code. It is composed of three steps.
Division in Bands
This technique tries to separate the lines of printed code. Besides this, you can get additional useful information for noise suppression. The requirement is that the orientation of the expected code has to be known previously. This condition be comes true because it was established in the section [2] . The purpose of this technique is to divide the image in bands. A band is a longitudinal section of an image which is parallel to the code orientation axis. This technique tries to contain each of the different processed code lines in bands. Therefore, a band can be empty (or filled with noise) or contains a code line. Bands are described by their boundaries. Ideally, the band boundaries are straight lines. However, a band boundary can not cut flooding zones. So it has to surround the flooding zones in an optimal way. Band boundaries have their starting points separated at a certain distance from each other, and should not cross between them. The speciality of the technique consists of taking advantage of the interlineations code space. It is hope that the interlineations code space could be easily perceived by a band boundary. The band boundaries are generated by the following procedure: 1. Assume an origin: The beginning of the boundary, and the direction of movement. 2. Check whether the end of the image has been reached or if there has been a cross between boundaries (a band boundary can never cross another boundary). If the check is positive, exit. 3. Apply a collision direction test with a flooded zone.
3.1. If the test is negative, advance a step in a straight line (direction of movement)
3.2. If the test is positive we surrounded the flooded zone, choosing the direction of movement with less resistance. If there are several options of movement with equal resistance, we choose one randomly. 4. Return to step 2.
Splitting Flooded Zones
The use of the term "super-zone" is used to designate an oversized flooded zone. The oversize is exposed according to a criteria related the maximal size of the expected character. A super-zone indicates an anomaly. Here is the list of probable anomalies whose symptom causes the final identification of a super-zone: 1. Noise. 2. Two or more characters have merged among themselves in an error. 3. One or more characters have been merged to noise. 4. A severely deformed character. In those cases the super-zone should be decomposed in sub-zones. Decomposition of superzone is made by applying the same flooding algorithm described in chapter [5] but the input field is much more restrictive. The new input field will be the same image but with an inferior level of thickening. The thickening defragment the image hiding their details [4] . Generally this is fine because the excess of details penalizes the general processing. Therefore, ignoring them normally is advantageous. Unfortunately some details that are inadvertently suppressed are critical at times. It is possible to recover the lost details making use of images with inferior levels of thickening.
Here is the procedure: 1. Only the points of coordinates that constitute the located super-zone will be processed.
The grey levels will be recovered from a less-thickened image. 2. The segmentation by flooding will be applied like if is described in section [5] (Segmentation by Flooding). As a result, one or more flooded zones will be created. 3. The points of the super-zone which are not yet assigned by the previous step will be associated to the new zones according to some criteria like nearest neighbourhood. 4. If the criterion of step 3 is unable to reassign some points to a new specific flooded zone, these points will not be assigned evermore. The point will be labelled as background. 5. This set of new flooded zones (composed by one or more zones) will finally replace the previous super-zone. 6. If any of these new flooded zones comes out to be a new super-zone, it will be labelled as noise. So the procedure will not be applied recursively.
Merging flooded zones
In general two flooded zones can be merged if they overlap them self. Let us define the rules of the overlay algorithm: 1. Our domain will be discrete because the flooded zones that are defined as finite set of point with coordinates in a discrete space. The point coordinates of the flooded zones are expressed like Cartesian pair in the plane.
2. The overlapping dimension of a flooded zone is equal to the greatest distance between the projected points of the flooded zone on the perpendicular axis of the overlapped axis. 3. The traced segment between the borderline points of the overlap dimension is denoted as overlap segment of flooded zone. 4. Two flooded zones are overlapped in relation to a suitable axis of overlay when it is possible to draw at least one parallel line to this axis that cuts its two overlap segments. 5. The overlay property is applied equally to all implicated flooded zones. 6. The overlay among flooded zones from different bands is always zero. 7. A flooded zone can overlap with multiple flooded zones. 8. The number of not-coincidental parallel lines of overlap is the dimensions of the overlay between two flooded zones. Even though the dimension of the overlay is equal for the two flooded zones, the degree of overlay of each flooded zone is the quotient among the fore mentioned dimension and the dimension of its overlapped axis. 9. A flooded zone is included by another one that is overlapped by the first, if all its points are intersected by the overlapped rays. Two or more flooded zones can include themselves mutually. 10. The distance among the overlap segment midpoints should not exceed a certain distance in order that the overlay will be accepted. Here is the procedure description: 1. A table of overlay with the flooded zones is built.
The overlay table is a collection of all degree of overlay between the existent flooded zones. It is calculated confronting all the zones among themselves applying the described rules. The table construction require to establish the overlay axis perpendicular to the code orientation axis. The intersection of row II and column III supply the degree of overlay of the zone II on zone III. 2. The merging couples are recovered from table in strictly decreasing order of degree of overlay. 3. A merging is valid if the maximum size of the merged zone does not exceed the maximum size for a character. And the two most distant points of the merged zone do not exceed the limit of size for a character. Once a successful merging was made the overlay table is recalculated for this new zone. On the other hand, the two zones that have been merged are suppressed. The procedure is iterated. If no new fusions are possible, the procedure stops.
Zone

Validation
The steps of validation are: 1. Labels of Character It is possible to find the coordinates of the flooded codes in terms of the expected codes because it is known that the orientation and processing direction of the printing signs. We will label each flooded zone with the pair: (Line index, position of the character inside the line ). In this way (1, 4) means second line (Zero is the first), fourth character.
Retrieval of expected character
It is possible to recover the family of morphologies of the expected character of our base of morphologies of those characters learned by means of the described pair. If not coincidences/similarities occurs then it is applied a merging among the acquired character with the following should be made. Perhaps code dispersion has happened. Repeat steps 3-4 with the new acquired character. If it is not possible we must go to the next obtained character but we should persist with the expected actual character.
Policy of alerts
If one or more expected characters are NOT found then they are NOT valid and we will declare NOT VALID. The policy of alerts, not described in this document, will make a decision how to act. You must note: Templates are morphologic representations of the characters. The templates are processed and stored like rectangular bitmaps. The one bit marks presence of ink and the zero bit marks absence ink. A character has a set of associated morphologic templates called morphologies family.
Conclusions and future work
In this paper we studied a series of algorithms based on simple operations performed with fast arithmetic. The restriction on the used operations is due to the stress-producing requests of speed. Unfortunately, the obtained results prove that the series of algorithms mentioned IS NOT SUFFICIENT for the requirements. The problem results in that the processing time for each can is variable and sometimes it is excessive. This is due to the fact that each can can offer different challenges of process complexity. For example cans with a lot of noise generate more flooded zones, and the number of flooded zones enlarges the load of the process. Therefore, some cans are validated more slowly than other cans. It is not possible to delay the processing of every can. There can be no queues of processes of cans. It is important to manage of that the maximum time of processing per can does not exceed the safety time.[i.e. The time interval between the begin of recording a can and the begin of recording the next can]. The immediate future work will be implement multithreading versions of the series of algorithms. On the other hand, the algorithms could run simultaneously. This is possible if consecutive beers are processed at same time. In the following scheme, a biologically inspired architecture for this application is presented. The basic ideas of multichanneling in the visual tract are present. On the input image, a multiprocess task is first triggered to extract the area of interest where first text is to be located. Thus, a second multichannel analysis analysis the possible singularities in the text. The final validation consists of determining the coherence and plausibility of text syntactically and semantically. All these processes are independent and are separately operated. Thus, the labels {1}, {2}, {3} and {4} denote different stages within the same visual tract. 
