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I. INTRODUCTION
ONE of the important issues in radar rainfall estimation is to first determine if there is rain on the ground. Many modern weather radar systems are equipped with high power transmitters and high sensitivity receivers, so that even weak electromagnetic waves reflected by few hydrometeors can be detected. Significant radar reflectivity observations can be obtained from precipitation particles aloft even if there is no precipitation on the ground. However, these reflectivity values may be erroneously converted to precipitation on the ground based on some radar rainfall algorithm. Therefore, it is important to have a detection/decision scheme to determine if there is precipitation on the ground prior to computing rainfall using radar measurements. It would be useful to develop an automatic classification scheme that can detect the presence and absence of rain on the ground. The goal of this paper is to develop a neural network-based technique to determine presence and absence of rain from three-dimensional (3-D) radar reflectivity structure. Several factors such as rain evaporation, nonprecipitating echo, and very light rain that is below the observing capability of raingauges can result in a radar-observed echo, with zero rainfall observation on a ground instrument such as raingauge. This may also happpen due to anomalous propagation. This paper presents a technique to infer the presence/absence of rain on the ground from radar observations and does not consider anomalous propagation effects. This paper is organized as follows. The development of a radial basis function (RBF) neural network for determination of rain/no-rain condition on ground is discussed in Section II, and the performance evaluation of the network for data collected by the WSR-88D radar system are provided in Section III. Finally, important conclusions are summarized in Section IV.
II. CLASSIFICATION OF VERTICAL REFLECTIVITY PROFILES WITH NEURAL NETWORK
The 3-D structure of reflectivity aloft is strongly correlated to the conditions of presence and absence of rain on the ground. In order to reduce the amount of data that is input to the network, the reflectivity measurements on a horizontal grid of 3 km 2 3 km area are averaged to obtain an averaged vertical profile of reflectivity, which is then used as input to a neural network. Fig. 1 shows the schematic describing the computation of average vertical profile. In this paper, average vertical profile in rain region (up to the melting layer) is used as input to the neural network. Let Z h (1); 11 1;Z h (4) be the average reflectivity measurements at altitudes 1.5 km, 2.5 km, 3.5 km, and 4.5 km, respectively. These four reflectivities are used as input to determine the presence and absence of rain on the ground. The data set used in this study was collected by the WSR-88D radar at Melbourne, FL, and several raingauge networks located in the vicinity of the radar. Data from a total of 59 raingauges are used in this study. Data from radar scans were used to construct averaged vertical reflectivity profiles. Determination of the presence of rainfall on the ground based on radar data can be viewed as a simplified pattern recognition problem. An RBF neural network is well suited for the the problem of determinating rain/no-rain on the ground [1] . The structure of RBF neural network developed for this problem and its learning algorithm are introduced next, followed by the application of the network for rain/no-rain determination from radar data.
A. Architecture of the RBF Network
A typical RBF network (shown in Fig. 2 ) has three layers, namely: 1) input layer, consisting input variables x 1 , x 2 ; 111; x p ; 2) hidden layer, consisting of neurons with radial basis function as transfer function; and 3) output layer, consisting output variables. The inputs are fully connected to the hidden layer neurons without any weighting. The hidden layer performs nonlinear transformation of the inputs, where the transfer function is the nonlinear function of the Euclidean distance between input vector and the "center vector" of the neuron. This function is called RBF, which can be in the form of a Gaussian function. The Gaussian radial basis function (h j (x)) for neuron j of the hidden layer can be written as where m is the number of neurons in the hidden-layer, and wj is the weight from neuron j to the output.
There are three types of parameters in a RBF neural network: 1) the center vector of all the neurons in the hidden layercj ; 2) the size vector of all the neurons in the hidden layerr j ; and 3) weights from the hidden layer to the output (w 1 1 1 1 w j 1 1 1 w m ) . Once all these parameters are determined, the network construction is complete and it can be used for application. The technique for determining the parameters of the network are described in Xiao et al. [2] .
B. Development of RBF Network for Rain/No-Rain Classification from Radar Data
To develop a RBF network for rain/no-rain classification, two basic issues need to be addressed, namely, the choice of the right size of the neural network and finding the optimum parameters for the corresponding network by using a representative training data set. The input layer consists of the four averaged reflectivities, namely, Z h1 , Z h2 , Z h3 , and Z h4 . In this paper, we use average vertical profile in rain region (up to the melting layer) as input to the neural network. Mean reflectivies above the raingauge at the altitudes of 1.5, 2.5, 3.5, and 4.5 km are used as input to determine the presence and absence of rain on the ground. There is only one output Y for the network, which represents the rain/no-rain condition. Specifically, "0" is used for representing no-rain and "1" is for rain. The output of an RBF network is not binary. Therefore, a decision threshold 0.5 is used to convert the output Y to the binary format C (shown in Fig. 3) .
The data set used in this study was collected by the WSR-88D radar at Melbourne, FL, and several raingauge networks are located in the vicinity of the radar. Data from radar scans were used to construct averaged vertical reflectivity profiles. Five minute accumulations of raingauge data are used to determine the rain/no-rain condition. To get the optimum size of hidden layer and its parameters, a representative training data set is needed for training the network. The data set that is used in the training process was collected during July 1993. This data has a total 17 023 averaged vertical reflectivity profiles, out of those, 15 671 vertical profiles were associated with no precipitation on the ground (zero gauge measurements) and 1352 vertical reflectivity profiles were associated with nonzero rainfall on the ground. A small portion of this data were used for purpose of training the network, and the rest was used as testing data set. Fig. 4 shows the location of these tipping-bucket raingauges (total 59) relative to the radar. Note that the distances from the raingauges to the radar range from less than 10 km Training is the most important process in the setup of the neural network, which critically influences the performance of the network. 1000 data samples were chosen from the rain data set and the no-rain data set to form the training data. The averaged radar reflectivity vertical profiles in the training data set are applied to the RBF network sequentially. Orthogonal least square (OLS) supervised learning method is used to train the network [3] , and the generalized cross-validation (GCV) is used as the convergence criterion. To obtain the classification performance of the RBF network with respect to July 1993 data set, the original data set (17 023 data) with 1352 "rain cases" and 15 671 no-rain cases were applied to the trained network. 85% of the rain cases and 82% of the no-rain cases were classified correctly. The classification results of July 1993 data are listed in Table I .
III. PERFORMANCE EVALUATION OF THE RBF NETWORK FOR RAIN/NO-RAIN CLASSIFICATION
To evaluate the classification performance of the RBF networks developed above by using the data set of 1993, two evaluation data sets are used to test the network, one set was collected in August 1995, and the other one in September 1995. These two data sets were applied to the RBF network obtained in Section II, separately. Table II shows the performance of the test results for the RBF network. It can be seen that the correct classification rate for rain cases are 70% and 74% for the August and September data set, respectively, and the correct classification rate for no-rain cases are 87% and 95%, respectively. To investigate the impact of the classification scheme on the application of rainfall estimation, the rainfall accumulation was computed by using the best R-Z algorithm under the conditions of applying or not-applying the classification scheme. The rainfall accumulation for the months of August and September 1995 over the 19 gages were obtained. The gauge data over the 19 gauges resulted in an accumulation of 2059 mm, whereas the corresponding accumulation from radar over the gauge sites yielded an accumulation of 2571 mm. However, if the rain/no-rain classification neural network was applied prior to rainfall estimation, it yielded an accumulation of 2199 mm, resulting 18% improvement with the gauge data as reference. This evaluation demonstrates the practical use of the rain/no-rain classification scheme developed.
The procedure developed in this paper was compared against other classification methods, namely, simple classification using a reflectivity threshold and the combined learned vector quantization (LVQ) network and self-organization mapping (SOM) [4] . The combined LVQ and SOM method did not perform as well as the RBF network, especially for the rain cases. A reflectivity threshold-based decision for rain/no-rain classification is attractive because it is very simple. However, the optimum threshold that minimized the probablity of erroneous decisions kept changing with the data set. In addition, the optimum threshold based on one data set yielded substantially higher errors in rainfall accumulation for other data sets.
The RBF network for rain/no-rain classification are constructed by using data collected in July 1993. This neural network classifier was tested on the data collected two years later, i.e., August/September 1995. During these two years, many factors related to radar may have changed, such as the radar calibration. To evaluate this, we developed a rain/no-rain classification neural network based on the data collected in August 1995 and tested it on the data collected in September 1995. The classification results are presented in Table III. A comparison of  classification results for September 1995 data in Tables II and III shows a very slight improvement of training based on the data from the same AUGUST 1995 year. Perhaps the radar characteristics did not change much. In addition, this test demonstrates the robustness of the procedure. The corresponding improvement in rainfall estimation was also similar (about 18%). It should be noted that this procedure does not account for other factors that may create a radar echo in the absence of rain on the ground, such as anomalous propagation [5] IV. SUMMARY AND CONCLUSION An RBF neural network-based scheme for the determination of presence/absence of precipitation (rain/no-rain) on the ground is presented in this paper. The RBF network is set up by using the radar data and associated raingauge data collected in the vicinity of the radar. Data collected during July 1993 was used to train and test the RBF network. Data collected in August and September of 1995 is used to evaluate the performance of the RBF network for rain/no-rain detection on ground. The average correct classification rate for the evaulation data is about 84%. By using the classification scheme before applying the best R-Z algorithm, the rainfall estimation accuracy is improved by 18%. The performance was also compared with other classification methods, namely, learned vector quantization. The result shows that the RBF network performs better than the learned vector quantization method. The RBF network developed in this paper can be used in automated computation of precipitation on the ground from radar measurements.
