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A FEW REMARKS ON QUADRATIC HARNESSES
PAWE L J. SZAB LOWSKI
Abstract. We analyze and partially solve system of recurrences that can be
derived from the properties of martingale orthogonal polynomials that charac-
terize quadratic harnesses (QH). We also specify conditions for the existence
of moments of one dimensional distribution for large classes of quadratic har-
nesses that are also Markov processes complementing earlier results.
1. Introduction
In the series of papers [2], [4], [5], [3], [6], [7], [8] Bryc and Weso lowski supported
from time to time by Matysiak have defined and analyzed a wide class of stochastic
processes that they have called Quadratic Harnesses (briefly QH). While performing
this analysis they have obtained a system of 5 recurrence equations depending on
5 parameters.
In this paper we derive some general properties of this system of equations as
well as partially solve it. More precisely we are able to find solutions of these
recurrences mostly when 2 out of 5 parameters are set to zero.
In order to make paper complete we present the origins and interpretation of
these recurrences. We have placed them in the appendix. We also pose some open
problems that may encourage more gifted researches to continue our investigations.
The paper is organized as follows.
In the next Section 2 we study these equations partially solving them or at least
providing conditions for the existence of one dimensional measure that is identifiable
by moments. On the way we use results of the special auxiliary Section 4 that we
have placed at the end of the paper. Section 2 contains our main results concerning
integrability and existence of sequence of OMP for a given QH characterized by 5
parameters.
Next short Section 3 contains some remarks concerning the results and presents
some open problem that appeared while writing the paper. Final, fifth Section 5
contains lengthy proofs.
At the end we present an appendix A. We give there a definition and basic
properties of quadratic harnesses. That is we recollect results of works of Bryc and
others. We sketch an alternative derivation of the system of 5 iterative equations
that must be satisfied if sequence of OMP is to exist for a given QH. This derivation
is believed to be simpler than the original one given in [5].
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Throughout the paper we use traditional notation used in q−series theory. q is
a parameter and we assume q ∈ (−1, 1]. In particular we denote:
[0]q = 0; [n]q = 1+ q + . . .+ q
n−1, [n]q! =
n∏
j=1
[j]q ,
with [0]q! = 1, and [
n
k
]
q
=
{
[n]
q
!
[n−k]
q
![k]
q
! , n ≥ k ≥ 0,
0 , otherwise.
The system of recurrences that we are going to study is the following:
ταnαn+1 + qαnβn+1 + σβnβn+1 = αn+1βn,(1.1)
τεn−1εn + qεnϕn−1 + σϕnϕn−1 = εn−1ϕn,(1.2)
θαn + ηβn + ταn(γn + γn+1) + σβn(δn + δn+1) + q(αnδn+1 + βnγn) = βnγn+1 + αnδn,
(1.3)
θεn + ηϕn + τεn(γn + γn−1) + σϕn(δn−1 + δn) + q(ϕnγn + δn−1εn) = εnδn + ϕnγn−1,
(1.4)
1 + θγn + ηδn + τγ
2
n + σδ
2
n + τ (αn−1εn + αnεn+1) + σ(ϕnβn−1 + βnϕn+1)(1.5)
+q(γnδn + βn−1εn + αnϕn+1) = γnδn + βnεn+1 + ϕnαn−1.(1.6)
for n ≥ 1 with initial conditions α0 = γ0 = δ0 = ϕ1 = 0 and β0 = ε1 = 1.
The general task is to examine existence of solutions of this system of recur-
rences for all values of parameters, since these recurrences may be interesting on its
own. However from the point of view of the theory of quadratic harness the most
important are those ranges of parameters that lead to sets of orthogonal polyno-
mials more specifically mostly to the polynomials from the so called Askey–Wilson
scheme of polynomials.
The meaning of real sequences {αn} , {βn} , {γn} , {δn} , {εn} , {ϕn} is the
following. Using these sequences we define 3 sequences of linear functions an(t)
= αnt + βn, bn(t) = γnt + δn, cn(t) = εnt + ϕn, for t ≥ 0 so that these function
sequences define a system of orthogonal polynomials defined by the following 3-term
recurrence:
(1.7) xpn(x; t) = an(t)pn+1(x; t) + bn(t)pn(x; t) + cn(t)pn−1(x; t),
for all t ≥ 0, n ≥ 0. It is convenient to interpret parameter t as time. Functions
an, bn and cn are real and must depend on t and on five parameters σ, τ , η, θ and
q only.
Now let us recall from the general theory of orthogonal polynomials that the
3-term recurrence (1.7) defines the system of polynomials orthogonal with respect
to a nonnegative measure with the support consisting of infinitely many points iff
for all n ≥ 1 and t ≥ 0 :
(1.8) an−1(t)cn(t) > 0.
For more details on the theory of orthogonal polynomials we refer the reader for
example to [1] or to [11]. Hence from this point of view the most interesting range
of parameters is the one that guaranties fulfilment of this requirement. Further
task is to solve recurrences and then having solutions find polynomials {pn} solving
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above mentioned 3-term recurrence and finally find positive measures that make
these polynomials orthogonal.
In the next section we will define the some ranges of parameters q, τ , σ, θ, η
that assure that condition (1.8) is satisfied.
2. Analysis and integrability
We have the following two observations concerning the first and the second pair
of the system of equations (1.1)-(1.6). The first one concerns equations (1.1) and
(1.2). Both these observations are the base of the following simple remark. Notice
that if the OMP sequence is to exist coefficients an(t) 6= 0 for all n and t. That
is sequences {αn} and {βn} cannot vanish simultaneously. Similarly cn(t) cannot
vanish for all n and t.
In the sequel the crucial roˆle will be played by the following sequence {λn}n≥0
defined by the following recursion:
(2.1) λn+1 =
1 + qλn
1− στλn
with λ0 = 0.
Below we present two general properties of our system of recurrences that are true
provided parameters are chosen in such a way that sequence of reals {λn} defined
by (2.1) and sequence of matrices defined by (2.2) do exist. These properties will
lead to certain equivalent reformulation of recurrences simplifying imposition of the
condition (1.8). Then we will formulate appropriate ranges for parameters q, τ , σ,
θ, η.
Hence for the moment let us assume that parameters στ and q are chosen in
such away that ∀n ≥ 1 λn 6= 0. Lemma 1, below provides necessary conditions for
this to happen.
Theorem 1. ∀n ≥ 0 : αn = σλnβn and ϕn = τλn−1εn.
Proof. Firstly assume that σ = 0 and let us consider equation (1.1). Put n = 0.
Then we see that α1 = 0. But this means that β1 6= 0. Now let us put n = 1 in
(1.1). We have 0 = α2β1. Hence we deduce that α2 = 0 and β2 6= 0. And so on
by induction we deduce that in this case αn = 0 and βn 6= 0. In the similar way
we show that if τ = 0 then ϕn = 0 and εn 6= 0. Now assume that σ 6= 0 and
consider equation (1.1). Notice that for n = 0 this equation yields α1 = σβ1. Since
α21 + β
2
1 6= 0 we see that β1 6= 0. We will now deduce by induction. Assume that
αn = σλnβn and βn 6= 0. Considering equation (1.1) we have
αn+1(1− στλn)βn = (1 + qλn)σβnβn+1.
Since βn 6= 0 we deduce that αn+1 = σλn+1βn+1 and βn+1 6= 0 if λn+1 6= 0. We
reason similarly in the case of equation (1.2) and sequences ϕn and εn. 
Further let us consider equations (1.3) and (1.4).
Again for the moment let us assume that the parameters σ, τ , q are chosen in
such a way that matrices defined by (2.2) are non-singular. Lemma 1, below will
present necessary conditions for this to happen. We have the following result.
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Theorem 2. Let us define the following sequence of 2× 2 matrices for n ≥ 1:
An =
[
1− τσλn −σ(1 + qλn)
−τ(1 + qλn) 1− στλn
]
,(2.2)
Bn =
[
q + στλn σ(1− λn)
τ(1 − λn) q + στλn
]
,(2.3)
Cn =
[
σλn 1
1 τλn
]
.(2.4)
Then sequences {γn} and {δn} are given by the following formulae for n ≥ 0:
(2.5)
[
γn+1
δn+1
]
=
n∑
k=0
(
n∏
j=k+1
Ξj)wk,
where we denoted wk = A
−1
k Ck
[
θ
η
]
, Ξk = A
−1
k Bk for k > 0. In (2.5) we set∏n
k=n+1 Ξk = I and
[
γ1
δ1
]
= w0.
Let us denote χn = βn−1εn. Then sequence χn satisfies the following recursion :
(2.6)
(q+στ−στ(1−λn−1)2)χn+1+θγn+τγ2n+ηδn+σδ2n−(1−q)γnδn = (1−στ (2λn+qλ2n))χn+1,
with χ1 = 1.
Proof. Dividing both sides of (1.3) by βn and keeping in mind that
αn
β
n
= σλn we
get:
γn+1(1− τσλn)− σ(1 + qλn)δn+1 = (τσλn + q)γn + σ(1− λn)δn + θσλn + η.
Dividing both sides of (1.4) by εn and keeping in mind that
ϕ
n
εn
= τλn−1 we get
after shifting indices by 1:
δn+1(1− στλn)− τ(1 + qλn)γn+1 = τ (1 + qλn)γn + (στλn − 1)δn + θ + τλnη.
As the result we obtain the following new vector form of equations (1.3) and (1.4):
(2.7)
[
γn+1
δn+1
]
= A−1n Bn
[
γn
δn
]
+A−1n Cn
[
θ
η
]
,
with
[
γ0
δ0
]
=
[
0
0
]
for n ≥ 0. Proof of (2.5) is by induction. We have on
the left hand side:
[
γn+1
δn+1
]
=
∑n
k=0(
∏n
j=k+1 Ξj)wk, while right hand side is
Ξn
∑n−1
k=0 (
∏n−1
j=k+1 Ξj)wk+wn =
∑n−1
k=0 (
∏n
j=k+1 Ξj)wk+wn =
∑n
k=0(
∏n
j=k+1 Ξj)wk.
Finally let us consider equation given by (1.5) and (1.6). Taking αn = σλnβn and
ϕn+1 = τλnεn+1 and denoting χn = βn−1εn we get (2.6) with χ1 = 1. 
As a corollary we have the following observation.
Corollary 1.
1 + θγn + τγ
2
n + ηδn + σδ
2
n − (1 − q)γnδn = µT ((Dn +DTn )/2 +DTn∆Dn)µ,
where we denoted µ = (θ, η)T , Dn =
∑n
k=0(
∏n
j=k+1 Ξj)A
−1
k Ck and
∆ =
[
τ −(1− q)/2
−(1− q)/2 σ
]
.
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Proof. Notice that from (2.5) it follows that vector (γn, δn)
T is a linear form of
parameters θ and η more precisely that (γn, δn)
T = Dnµ. The final form follows
the fact that µTAµ = µT (A+AT )µ/2 for any matrix A. 
Let us now redefine orthogonal polynomials pn originally defined by (1.7). Namely
let us consider new polynomials Mn (y|t, σ, τ , θ, η, q) briefly denoted Mn (y) related
to polynomials pn in the following way:
(2.8) Mn (y) =
∏n−1
j=0 aj(t)
tn/2
pn
(
y
√
t; t
)
.
Polynomials Mn (y) although have less straightforward probabilistic interpretation
are easier to analyze. We have the following simple observation.
Proposition 1. Polynomials {Mn} satisfy the following 3-term recurrence:
(2.9)
yMn (y) = Mn+1 (y)+
(
γn
√
t+ δn/
√
t
)
Mn (y)+χn(1+σλn−1t+τλn−1/t+στλ
2
n−1)Mn−1 (y) ,
with M−1 (y) = 0, M0 (y) = 1.
Proof. Multiplying both sides of (1.7) by
∏n−1
j=0 aj (t) /t
(n+1)/2 we get
n−1∏
j=0
aj (t)
x√
t
pn (x; t)
tn/2
=
n∏
j=0
aj (t)
pn+1 (x; t)
t(n+1)/2
+
n−1∏
j=0
aj (t)
1
t(n+1)/2
bn(t)pn(x, t)
+an−1 (t)
cn (t)
t
n−2∏
j=0
aj (t)
pn−1 (x; t)
t(n−1)/2
.
Now it remains to change variable x −→ y√t, use Theorem 1 and multiply (σλn−1t+
1)(1 + τλn−1/t). 
Now let us recall Favard’s Theorem that assures that the infinitely supported
measure that makes polynomials Mn orthogonal is positive iff ∀t > 0, n ≥ 0 :
χn(1 + σλn−1t+ τλn−1/t+ στλ
2
n−1) > 0.
First observation is that both ∀n ≥ 0 : σχnλn−1 ≥ 0 and τχnλn−1 ≥ 0 from which it
immediately follows that στ ≥ 0. However for the function (1+σλn−1t+τλn−1/t+
στλ2n−1) not to change sign for t > 0 one needs that both of its roots be non-
positive which implies that both σλn−1 and τλn−1 be non-negative. Notice further
also that following properties of the sequence {λn} we deduce that the sequence{
(1 + σλn−1t+ τλn−1/t+ στλ2n−1)
}
is bounded and positive for every t > 0. Hence
if this measure has to be nonnegative the sequence {χn} has to be additionally
positive. Taking into account the fact that from assertion iv) of Proposition 3 it
follows that if q > 1− 2√στ then the sequence λn changes sign infinitely often we
deduce that then the sequence {χn(1 + σλn−1t+ τλn−1/t+ στλn−1λn)} cannot be
non-negative for all t > 0. Hence we will consider only the case q ≤ 1− 2√στ.
Remark 1. Notice that redefining variables x −→ y√t allows to see additional
symmetries of the distribution that makes polynomials pn orthogonal. Namely from
formula (2.9) it follows that if σ = τ and η = θ then the we have γn = δn for
all n ≥ 0 and consequently that the change of time t −→ 1/t does not change
polynomials Mn(y, t).
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To clear the situation concerning existence of the sequence {λn}n≥0 , and invert-
ibility of matrices {An}n≥0 we have the following lemma being a direct consequence
of Proposition 3 presented below in Section 4.
Lemma 1. i) If 1 ≥ στ ≥ 0 and −1 < q ≤ 1− 2√στ then ∀n ≥ 0 : λn ≥ 0 and
λn −→ y(q, στ ) ≤ 2
1− q ≤
1√
σt
,
as n −→∞, where y(q, στ) is given by (4.1). Moreover if −1 < q < 1− 2√στ then
this convergence is exponential i.e. |λn − y(q, στ )| < Cn (q, στ ) where C ∈ [0, 1).
ii) Matrices An defined by (2.2) are non-singular.
iii) ∀n ≥ 1 :
(1− στ(2λn + qλ2n)) > 0.
If q + στ ≥ 0 then
(q + στ − στ(1 − λn−1)2) ≥ 0,
for all n ≥ 1 and if q + στ < 0 then
(q + στ − στ(1 − λn−1)2) < 0,
for all n ≥ 1.
iv) If −1 < q ≤ 1 − 2√στ then (q+στ−στ(1−λn−1)2)
(1−στ(2λn+qλ2n)) −→ D(q, στ), as n −→ ∞,
where
D(q, στ) =
4(q + στ )(
1 + q +
√
(1 − q)2 − 4στ
)2 .
For −1 < q < 1− 2√στ we have |D(q, στ )| < 1.
v) −1 < q < 1− 2√στ and θ = η = 0 then sequence χn −→
(
1−q+
√
(1−q)2−4στ
)
2
√
(1−q)2−4στ
as n −→∞. Moreover if q + στ ≥ 0 then ∀n ≥ 1 : χn ≥ 0.
Proof. Proved is moved to Section 5. 
Let us recall also Theorem 2.5.5 of [9] assuring that the measure that makes
polynomials {Mn} orthogonal is unique and compactly supported if for every t > 0
sequences {(γnt+ δn)} and
{
χn(1 + σλn−1t+ τλn−1/t+ στλ
2
n−1)
}
are bounded.
Hence the mentioned above theorem requires in fact only that sequences {γn, δn, χn}
are bounded and sequence {χn} be positive (to make the measure positive).
Proposition below lists several easy cases when almost full solution is possible.
The other more complicated cases require separate analysis and treatment.
Proposition 2. i) If τ = θ = 0, then λn = [n]q, γn = [n]qη, δn = 0, , χn = [n]q
for n ≥ 0 or if σ = η = 0, then λn = [n]q, γn = 0, δn = [n]qθ, χn = [n]q for
n ≥ 0.
ii) If τ = η = 0 then λn = [n]q, γn = [n]q([n]q + [n − 1]q)θσ, δn = [n]qθ, χn =
[n]q + [n− 1]2q[n]qθ2σ or if θ = σ = 0, then γn = [n]qη, δn = [n]q([n− 1]q + [n]q)ητ,
χn = [n]q + [n− 1]2q[n]qη2τ, for n ≥ 0.
iii) If σ = τ = 0, then: λn = [n]q, γn = [n]qη, δn = [n]qθ and χn = [n]q + [n −
1]q[n− 2]θη, for n ≥ 0.
iv) If q = σ = 0 then λn = 1, γn = η, δn = θ+2ητ , χn = 1+ ηθ+ η
2τ for n > 1,
or if q = τ = 0 then λn = 1, γn = η + 2σθ, δn = θ, χn = 1 + ηθ + θ
2σ, for n ≥ 0.
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v) If q = −στ, then λn = 1, γn = η+2θσ+ηστ(1−στ)2 , δn = θ+2ητ+θστ(1−στ)2 and χ1 = 1(1−στ)2
and χn =
1
(1−στ)2 +
(η+θσ)(θ+ητ)
(1−στ)4 , for n ≥ 0.
vi) If q = 1 − 2√στ, then λn = n1+(n−1)√στ . Assuming that θ = η = 0 sequence
{χn} is given by the formula:
(2.10) χn =
n(1 + (n− 2)√στ)2(1 + (n− 3)√στ )
(1−√στ )2(1 + 2(n− 1)√στ )(1 + 2(n− 2)√στ ) ,
for n ≥ 1.
Proof. Lengthy proof is shifted to Section 5. 
From the above considerations follows the following Lemma that contains obser-
vations concerning polynomials Mn and the distribution that makes these polyno-
mials orthogonal.
Lemma 2. i) If −1 < q < 1 − 2√στ and either q + στ ≥ 0 and ∀n ≥ 1 :
1 + θγn + τγ
2
n + ηδn + σδ
2
n − (1 − q)γnδn ≥ 0 or q + στ < 0 and ∀n > 0 : χn ≥ 0
then distribution of Xt is compactly supported for t > 0.
ii) If θ = η = 0 and −στ ≤ q ≤ 1 − 2√στ, then for every t > 0 the distribution
of Xt is symmetric and positive. Moreover if additionally q < 1− 2
√
στ, then it is
also compactly supported.
iii) If τ = θ = 0, then the polynomials Mn defined by (2.8) satisfy the following
3-term recurrence:
yMn (y) =Mn+1 (y) +
√
tη[n]qMn (y) + [n]q(1 + σt[n]q)Mn−1 (y) ,
with M−1 (y) = 0, M0 (y) = 1 and if σ = 0 and η = 0, then the polynomials Mn
defined by (2.8) satisfy the following 3-term recurrence:
yMn (y) = Mn+1 (y) + θ[n]qMn (y) /
√
t+ [n]q(1 + τ [n]q/t)Mn−1 (y) ,
with M−1 (y) = 0, M0 (y) = 1.
For |q| < 1 the measures that make these polynomials orthogonal is compactly
supported.
iv) If η = τ = 0, then the polynomials Mn defined by (2.8) satisfy the following
3-term recurrence:
yMn (y) = Mn+1 (y) + [n]qθ(t([n]q + [n− 1]q)σ + 1/
√
t)Mn (y)(2.11)
+ [n]q
(
1 + θ2σ [n− 1]2q
)
(1 + [n]q σt)(Mn−1 (y) ,
with M−1 (y) = 0, M0 (y) = 1 while if σ = θ = 0 then the polynomials Mn defined
by (2.8) satisfy the following 3-term recurrence:
yMn (y) = Mn+1 (y) + [n]qη(
√
t+ ([n]q + [n− 1]q)τ/
√
t)Mn (y)(2.12)
+ [n]q
(
1 + η2τ [n− 1]2q
)
(1 + [n]q τ/t)(Mn−1 (y) .
For |q| < 1 the measures that make these polynomials orthogonal are compactly
supported. If q = 1 and σ > 0 in case of (2.11) or
τ > 0 in case (2.12) measures that make polynomials orthogonal might not be
indentifiable by moments. It requires special investigation.
v) If σ = τ = 0, then the polynomials Mn defined by (2.8) satisfy the following
3-term recurrence:
yMn(y) = Mn+1(y)+ [n]q(θ/
√
t+ η
√
t)Mn(y)+ ([n]q + [n− 1]q[n− 2]qθη)Mn−1(y),
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Again the measure that makes these polynomials orthogonal is positive if 1 ≥ −θη
and is compactly supported for |q| < 1.
vi) If q = σ = 0 then the polynomials Mn defined by (2.8) satisfy the following
3-term recurrence:
yMn(y) = Mn+1(y)+(η
√
t+(θ+2ητ )/
√
t)Mn(y)+
(
1 + ηθ + η2τ
)
(1+τ/t)Mn−1(y),
with M−1 (y) = 0, M0 (y) = 1 while if q = τ = 0 then the polynomials Mn defined
by (2.8) satisfy the following 3-term recurrence:
yMn(y) = Mn+1(y)+((η+2σθ)
√
t+θ/
√
t)Mn(y)+
(
1 + ηθ + θ2σ
)
(1+σt)Mn−1(y),
Again these measures is positive if either
(
1 + ηθ + η2τ
)
> 0 in the first case and(
1 + ηθ + θ2σ
)
> 0 in the second.
vii) If q = −στ , then the polynomials Mn defined by (2.8) satisfy the following
3-term recurrence:
yMn(y) = Mn+1(y) +
1
(1 − στ )2 ((η + 2θσ + ηστ)
√
t+ (θ + 2ητ + θστ )/
√
t)Mn(y)
+
1
(1− στ )2
(
1 +
(η + θσ)(θ + ητ )
(1 − στ )2
)
(1 + στ + σt+ τ/t)Mn−1(y),
for n > 1 with M0(y) = 1 and
M1(y) = y − 1
(1− στ )2 ((η + 2θσ + ηστ )
√
t+ (θ + 2ητ + θστ )/
√
t).
Measure that makes polynomials Mn orthogonal is positive and compactly supported
provided (η+θσ)(θ+ητ)(1−στ)2 > −1.
Proof. ii)-vii) follow directly from Proposition 2 and conditions for the measure
orthogonalizing polynomialsMn to be positive, while i) follows Lemma 1,ii) iv) & v).
One has to keep in mind that in order to assure that χn ≥ 0 and (q+στ−στ(1−λn−1)
2)
(1−στ(2λn+qλ2n))
we do have to have 1 + θγn + τγ
2
n + ηδn + σδ
2
n − (1− q)γnδn ≥ 0 
Remark 2. i) If σ = τ = θ = η = 0 then QH with these parameters (defined e.g.
by polynomials pn given by (1.7)) is q−Wiener process as described in [12] and [5].
ii) If σ = τ = η = 0, and q = θ = 1 then QH with these parameters (defined e.g.
by polynomials pn given by (1.7)) is centered Poisson process as described in [5].
This statement is easier to verify if one returns to variable x −→ y√t which would
result in the following 3-term recurrence:
xM˜n(x) = M˜n+1(x) + nM˜n(x) + nM˜n−1(x),
where we denoted M˜n(x) = Mn(y
√
t).
iii) If we define generalized Chebyshev polynomials by Cn(x) = Tn((x − a)/b)
then we see that polynomials Cn satisfy the following 3-term recurrence:
xCn(x) = Cn+1(x) + aCn(x) + b
2Cn−1(x).
Comparing this formula with the ones given in assertions vi) and vii) of Lemma
2 we deduce that respective processes are compactly supported and we are able to
describe completely their 1−dimensional distributions.
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3. Remarks and open problems
(1) We have solved system of recurrences (1.1)-(1.6) for some special values
of parameters. Of course it would be interesting to find general solution
i.e. for all sensible values of parameters. By sensible values we mean those
assuring non-negativity of the sequence χn since then the measure that
makes polynomials Mn orthogonal is positive i.e. probabilistic. Sensible
might mean also that sequences γn, δn and χn are bounded since then the
probability measure would be compactly supported.
(2) First of all notice that the set of allowed values of parameters σ, τ, θ,
η, q is such that σ, τ ≥ 0, θ, η ∈ R and q ≤ 1 + 2√στ as pointed out
in [5]. As it follows from the assertion iv) of Proposition 3, below if q ∈
(1−2√στ, 1+2√στ ] the sequence {λn} changes sign infinitely often. Hence
it is rather unlikely that a set of OMP defining positive 1− dimensional
measure exists. Is it really so? Do there exist QH that are not Markovian
and q > 1− 2√στ?
(3) It is not sure if parameters satisfying σ, τ ≥ 0, θ, η ∈ R and q ≤ 1 + 2√στ
or even q ≤ 1 − 2√στ can guarantee that the sequence {χn} defined by
(2.6) is non-negative. It might not be true in general since expression
1 + θγn + τγ
2
n + ηδn + σδ
2
n − (1 − q)γnδn
can be written as a quadratic form in (θ, η) as pointed out in Corollary 1.
However matrix of this form might not be positive definite. This is so since
matrix ∆ defined there is non-positive definite hence, at least theoretically
the values of this expression can be negative and this may result in negative
values of some elements of the sequence {χn} . Relatively simple case occurs
when θ = η = 0. Then as we have shown if q + στ ≥ 0 then sequence {χn}
is positive and bounded. If q + στ < 0 many numerical simulations show
that also in this case the sequence {χn} is positive. But proving it we leave
to more gifted researchers.
(4) The set of OMP of a given QH supplies knowledge about 1−dimensional dis-
tributions. But in fact knowing polynomials of OMP {pj} we can also state
something about transitional probability distribution. Namely from the re-
lationship (A.7) we can also deduce that orthogonal polynomials {Wn} of
the transitional probability must be of the form :
Wn(Xt, t;Xs, s) =
n∑
j=0
Vn,j (Xs, s) (pj(Xt, t)− pj(Xs, s)) ,
for s ≤ t and some polynomials Vn,j(Xs, s) of order at most n − j. This
is so since we have ExWn(Xt, t;x, s) = 0 for all n ≥ 1. Thus it remains
to prove that these polynomials satisfy some 3-term recurrence to be able
to identify them as polynomials orthogonal with respect to the transitional
measure. It would be be interesting to find this 3-term recurrence. The
examples known so far suggest to seek polynomials Vn,j(Xs, s) among such
polynomials that :
n∑
j=0
Vn−j(x; s)pj(x, s) = 0,
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for a set of polynomials that are of order n− j and indexed only one integer
index. Can it be true in the general case?
(5) Finally notice that in Proposition 2 we did not consider cases (η, θ) = (q, η)
= (q, θ) = (0, 0). Together with 7 cases considered in assertions i)-iv) of
this Proposition these 3 cases would make 10 =
(
5
2
)
cases of 2 out of 5
parameters (σ, τ , θ, η, q) that are set to zero. The cases (η, θ) = (q, η) =
(q, θ) = (0, 0) were not considered because they are too complicated and
seem to require deeper, more detailed analysis. We leave them to more
talented researchers.
4. Auxiliary results
In this section we will analyze properties of the sequence {λn} that appear
when examining properties of marginal distributions of MQH. As the considerations
presented above show it plays a crucial roˆle in the whole analysis.
One can easily observe that right hand side of (2.1) defines a transformation of
λn which is known under the name of Mo¨bius transform. Much is known about
its properties. However we need only those properties of it that fit to our special
setting. Thus it seems to be easier and more logical to prove these needed properties
once more than to dig in the literature and reduce general cases to our setting. All
the more the proofs in these special cases are elementary although not quite simple.
Proposition 3. Let us denote f(x|q, z) = 1+qx1−zx and assume z ≥ 0.
i) If q+z ≥ 0 and x < 1/z then f(x|q, z) ≥ x ≥ 0. In particular if q+z = 0 then
f(x|q, z) = 1, if q + z < 0 then for 0 ≤ x ≤ −1q , 0 ≤ f(x|q, z) ≤ x. In particular if
q = −1 we have f(0|q, z) = 1 and f(1|q, z) = 0.
ii) If z ∈ [0, 1) and q ∈ [−1, 1−2√z] then for x ∈ [0, 1√
z
) implies that f(x|q, z) ∈
[0, 1√
z
).
iii) Let f (n) denote n− fold composition of function f. If q ≤ 1 − 2√z or q ≥
1 + 2
√
z then for every n there exists a number yn such that yn = f
(n)(yn|q, z).
Otherwise such number does not exist. Moreover if they do exist all numbers yn,
are identical and equal to
(4.1) y(q, z) =
2
1− q +
√
(1 − q)2 − 4z .
iv) If z ∈ [0, 1) and q ∈ [−1, 1−2√z) and x ∈ [0, 1√
z
) if q+z ≥ 0 and x ∈ [0, 1|q| )
when q + z < 0 we have:
|f(x|q, z)− y(q, z)| < C(q, z)|x− y(q, z)|,
with C (q, z) < 1.
v) If q > 1− 2√z then sequence {λn} changes sign infinitely many times.
Proof. First of all notice that f(x|q, z) = 1 + (q+z)x1−zx and f ′(x|q, z) = q+z(1−zx)2 . i) If
q + z ≥ 0 then the derivative of the function f(x) is nonnegative. If q + z = 0 we
see that f(x|q, z) − 1 = 0. If q + z < 0 analyzing polynomial (1 + qx)(1 − zx) we
see that function f(x|q, z) is decreasing and nonnegative on 0 ≤ x ≤ −1q hence the
first assertion is true.
ii) If q+z < 0 then we have for 1√
z
> x ≥ 0 we have f(x) = 1+ (q+z)x(1−xz) < 1 ≤ 1√z .
If q + z = 0 then f(x) = 1 < 1√
z
. If q + z > 0 which is equivalent in this case to
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0 < (q + z) ≤ (1−√z)2 then f(x) is increasing and we have f(x) < f
(
1√
z
)
= 1+
(q+z)√
z(1−√z) ≤ 1 +
1−√z√
z
= 1√
z
.
iii) If z = 0 then f (x) = 1 + qx, hence f (n) (x) = [n − 1]q + qnx, consequently
yn =
1
1−q . Assume that z 6= 0. Let us notice that
f (n)(x) =
An +Bnx
Cn −Dnx ,
for some depending on q and z functions An, Bn, Cn, Dn. Notice that the solution
of the equation f (n)(yn) = yn satisfies the quadratic equation:
Dny
2 + (Bn − Cn)y +An = 0.
Since f
(
f (n) (x)
)
= f (n) (f (x)) for every x we deduce that:
An +Bn = qAn + Cn,
−zAn + qBn = qBn −Dn
Cn −Dn = Cn − zAn,
Cnz + qDn = Dn + zBn,
and consequently that Bn−Cn = (1−q)An andDn = zAn. Since An 6= 0 (otherwise
we would have f (n)(x) ≡ x ) we deduce that for all n number yn satisfies equation
zy2 + (1− q)y + 1 = 0.
Moreover real solution of this equation exists if (1 − q)2 ≥ 4z or equivalently if
q ≤ 1− 2√z or q ≥ 1 + 2√z. Now let us consider the case q ∈ (1− 2√z, 1 + 2√z).
Then as the above analysis shows there is no solution of the equation f (n)(x) = x
for any n > 0.
iv) First of all recall −1 + z ≤ q + z ≤ (1 − √z)2 and that y(q, z) = 1+qy(q,z)1−zy(q,z) .
Now assume that q + z > 0 then
|f(x|q, z)− y(q, z)| = |x− y(q, z)|| q + z|
(1 − zx)(1− zy(q, z)| ≤ C(q, z)|x− y(q, z)|,
where C(q, z) = |q+z)|
(1−√z)2 < 1 since y(q, z) ≤ 21−q ≤ 1√z . If q + z = 0 then f(x|q, z)
= y(−z, z) = 1. So it remains to consider the case 0 > q + z > z − 1. Recall that
function f is now decreasing and thus for 0 ≤ x ≤ −1q we have:
|f(x|q, z)− y(q, z)| = |x− y(q, z)|| q + z|
(1− zx)(1 − zy(q, z)) ≤
|x− y(q, z)|| q + z|∣∣∣ q+zq ∣∣∣ (1− zy(q, z))
≤ |x− y(q, z)|C(q, z).
where C(q, z) = |q|(1−zy(q,z)) = |q| 1+qy(q,z)y(q,z) = |q|
∣∣∣ 1y(q,z) + q∣∣∣ =
|q|
∣∣∣q + 12 − 12q − 12√(1− q)2 − 4z∣∣∣ ≤ |q|max(∣∣ 1+q2 ∣∣ , (1−q)2 | < 1.
v) If q > 1− 2√z, then as it follows from assertion iii) of Proposition 3 there is
no condensation point of the sequence {λn} . Since in this case we have q + z ≥ 0
then the sequence {λn} is increasing and consequently will will reach value more
that 1z . But then the next iterate will be negative and again the sequence will be
increasing and so on. 
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5. Proofs
Proof of Lemma 1. i) We base on Lemma 3 with z = στ and q ∈ (−1, 1− 2√στ ).
For q = 1− 2√στ see the assertion vi) of Proposition 2.
ii) Notice that detAn = (1−στλn)2−στ (1+qλn)2. If detAn = 0 then we would
have λ2n+1 =
1
στ which cannot happen since assertion ii) of Proposition 2 states
that if λn ∈ [0, 1√στ ) then also λn+1 ∈ [0, 1√στ ) and we start from λ0 = 0.
iii) We have (1 − στ (2λn + qλ2n)) = (1 − στλn)2 − στ(στ + q)λ2n. hence (1 −
στ (2λn + qλ
2
n)) ≥ 0 is equivalent to 1 ≥ (
√
στ +
√
q + στ )
√
στλn. Now keeping in
mind that
√
στλn ≤ 1 and
√
στ +
√
q + στ ≤ 1 for q ≤ 1 − 2√στ we see that
it is true. Now if q + στ ≥ 0 then (q + στ − στ (1 − λn−1)2) ≥ 0 is equivalent to√
q + στ ≥ √στ(λn − 1). But λn − 1 = (q+στ)λn−11−στλn−1 . So the last inequality is true if
1− στλn−1 ≥
√
στ
√
q + στλn−1 which is true by the previous argument.
iv) Denote στ as z for simplicity. We will write y instead of y(q, z) for simplicity.
First of all notice that we have: y − y2z = 1 + qy, so zy2 = y(1 − q) − 1. Next
we have q + 2zλn − zλ2n −→ q + 2zy − y(q − 1) + 1 = 1 + q + 2zy − y(1 − q) and
(1−z(2λn+qλ2n)) −→ 1−2zy−q(y(1−q)−1) = 1+q−2zy−qy(1−q) by assertion
iv) of Lemma 3. Now keeping in mind that 1y(q,z) = (1− q+
√
(1− q)2 − 4z)/2 we
get:
D (q, στ) =
1 + q + 2zy − y(1− q)
1 + q − 2zy − qy(1− q)
=
(1 + q)
√
(1− q)2 − 4z + 4z + 2q − 2 + 1− q2
(1 + q)
√
(1− q)2 − 4z + 1− q2 − 4z − 2q + 2q2
=
1 + q −
√
(1− q)2 − 4z
1 + q +
√
(1− q)2 − 4z .
Then we have on one side: 1 + q −
√
(1− q)2 − 4z < 1 + q +
√
(1− q)2 − 4z for
4z < (1−q)2 and on the other side 1+q−
√
(1− q)2 − 4z > −(1+q+
√
(1− q)2 − 4z)
which is also true for q > −1.
v) Obviously sequence {χn} is defined by the recursion
(5.1) χn+1 = κnχn +
1
(1− στ(2λn + qλ2n))
,
where we denoted κn =
(q+στ−στ(1−λn−1)2)
(1−στ(2λn+qλ2n)) . Next we notice that: (a) (5.1) is a
inhomogeneous linear recursive equation of the first degree, (b) as shown above
sequences {κn}n≥1 ,
{
1
(1−στ(2λn+qλ2n))
}
n≥1
have limits and moreover the limit of
{κn} has absolute value less than 1. Now by standard argument used in the case of
linear recursions we deduce that χn has a limit ξ and moreover this limit satisfies
equation
ξ = D(q, στ)ξ +
1− q +
√
(1− q)2 − 4z√
(1− q)2 − 4z((1 + q) +
√
(1− q)2 − 4z) .
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So
ξ =
1− q +√(1 − q)2 − 4z√
(1− q)2 − 4z((1 + q) +
√
(1− q)2 − 4z)/(1−D(q, στ ))
=
1− q +
√
(1− q)2 − 4z√
(1− q)2 − 4z((1 + q) +
√
(1− q)2 − 4z)
1 + q +
√
(1 − q)2 − 4στ
2
√
(1− q)2 − 4στ
=
(
1− q +
√
(1− q)2 − 4στ
)
2
√
(1− q)2 − 4στ .
To see that χn ≥ 0 for all n ≥ 1 we note that above we have shown that if q+στ ≥ 0
the κn ≥ 0. 
Proof of Proposition 2. First of all notice that if στ = 0 then λn = [n]q since then
equation (2.1) reduces to λn+1 = qλn + 1, with λ0 = 0.
i) τ = θ = 0 Under our assumptions we get An =
[
1 −σ[n+ 1]q
0 1
]
, Bn =[
q −σq[n− 1]q
0 q
]
and Cn =
[
σ[n]q 1
1 0
]
since 1+q[n]q = [n+1]q and 1− [n]q =
−q[n−1]q. So A−1n Bn =
[
q σ(1 + q)qn
0 q
]
and A−1n Cn
[
0
η
]
=
[
η
0
]
. Hence vec-
tor
[
γn
δn
]
satisfies the following recursion:
[
γn+1
δn+1
]
=
[
q σ(1 + q)qn
0 q
] [
γn
δn
]
+
[
η
0
]
. So δn = 0, while γn = [n]qη. Further we have
1 + θγn + τγ
2
n + ηδn + σδ
2
n − (1− q)γnδn
∣∣
τ=0,θ=0,γ
n
=η[n]q,δn=0
= 1, so recursion
(2.6) reduces to
qχn + 1 = χn+1,
with χ1 = 1. Thus indeed χn = [n]q. If σ = η = 0 we have symmetric situation.
ii) τ = η = 0.We get then An =
[
1 −σq[n+ 1]q
0 1
]
, Bn =
[
q −σq[n− 1]q
0 q
]
and Cn =
[
σ[n]q 1
1 0
]
. Hence A−1n Bn =
[
q σ(1 + q)qn
0 q
]
and A−1n Cn
[
θ
0
]
=[
σθ(qn + 2[n]q)
0
]
. Hence vector
[
γn
δn
]
satisfies the following recursion:
[
γn+1
δn+1
]
=
[
q σ(1 + q)qn
0 q
] [
γn
δn
]
+
[
σθ(qn + 2[n]q)
θ
]
. So δn = [n]qθ and sequence γn
satisfies recursion:
γn+1 = qγn + σθ(1 + q)q
n[n]q + σθ(q
n + 2[n]q).
One can easily check that
[n+ 1]q(q
n + 2[n]q)− q[n]q(qn−1 + 2[n− 1]q)
= qn(1 + q)[n]q + q
n + 2[n]q,
since we have [n + 1]q(q
n + 2[n]q) − q[n]q(−qn−1 + 2[n]q) = 2[n]q([n + 1]q − q[n]q)
+ qn[n + 1]q + q
n[n]q = 2[n]q + q
n + qn[n]q + q
n([n + 1]q − 1] = [n]q + [n + 1]q +
qn(1+ q)[n]q. Hence we deduce that γn = [n]q([n]q + [n− 1]q)θσ by direct checking
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and uniqueness of the solution. Using these results we can write recursion to be
satisfied by sequence χn:
χn+1 = qχn + 1 + θ
2σ[n]q([n]q + [n− 1]q) + σθ2[n]2q − (1− q)θ2σ[n]2q([n]q + [n− 1]q)
= qχn + 1 + θ
2σ[n]q(2[n]q + [n− 1]q − (1− qn)([n]q + [n− 1]q))
= qχn + 1 + θ
2σ[n]q([n]q + q
n([n]q + [n− 1]q)).
Let us denote ζn = χn − [n]q. We see that sequence ζn satisfies the following
recursion:
ζn+1 = qζn + θ
2σ[n]q([n]q + q
n([n]q + [n− 1]q)).
Let us notice that
[n+ 1]q[n]
2
q − q[n]q[n− 1]2q
= [n]q([n]q + qq
n−1([n]q + [n− 1]q),
since [n]q([n+1]q[n]q− q[n− 1]2q) = [n]q([n]q+ q[n]2q − q[n− 1]2q). Hence we see that
ζn = [n]q[n− 1]2qθ2σ. Similarly we show the other statement of this assertion.
iii) Under our assumptions we have An = I, Bn =
[
q 0
0 q
]
, Cn =
[
0 1
1 0
]
.
Vector
[
γn
δn
]
in fact satisfies two separate equations : γn+1 = qγn + η which
results in γn = η[n]q and δn+1 = qδn + θ. Which results in [n]qθ. Now Inserting
these quantities to equation (2.6) yields the following recursion:
χn+1 = qχn + 1 + θη[n]q(1 + q
n).
Again we have
[n+ 1]q[n]q − q[n]q[n− 1]q
= [n]q(1 + q
n).
Thus we deduce that χn = [n]q + θη[n]q[n− 1]q.
iv) Assumption that σ = 0 implies that λn = 1. Thus we have An =
[
1 0
−τ 1
]
,
Bn =
[
0 0
0 0
]
, Cn =
[
0 1
1 τ
]
. Hence γn and δn do not depend on n and it is
elementary that they are equal to η and θ + 2ητ respectively. Further we have
(q + στ − στ (1− λn)2)
∣∣
σ=0,q=0
= 0 and (1− στ (2λn + qλ2n))
∣∣
σ=0,q=0
= 1 and θγn
+ ηδn + τγ
2
n + σδ
2
n − (1 − q)γnδn + 1 = 1 + θη + τη2. In case τ = q = 1 we argue
in the similar way.
v) Under this assumption equation (2.1) reduces to
λn+1 =
1− στλn
1− στλn = 1.
Besides we have for n ≥ 1 : An =
[
1− τσ −σ(1 − στ )
−τ (1− στ ) 1− στ
]
, Bn =
[
0 0
0 0
]
,
Cn = Cn =
[
σ 1
1 τ
]
, so Ξn = A
−1
n Bn =
[
0 0
0 0
]
df
= Ξ. Further
∏n
k=1 Ξk = 0, wn
= 1
(1−στ)2
[
2θσ + η(1 + στ )
2ητ + θ(1 + στ)
]
. So
[
γn
δn
]
= 1
(1−στ)2
[
2θσ + η(1 + στ )
2ητ + θ(1 + στ)
]
for n ≥
0. Besides (q + στ − στ(1 − λn)2)
∣∣
q+στ=0
= 0 and (1− στ (2λn + qλ2n))
∣∣
q+στ=0
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= (1 − στ )2. Since γn and δn do not depend on n and we have: θγn + ηδn =
2(θ+τη)(η+θσ)
(1−στ)2 and τγ
2
n + σδ
2
n − (1 − q)γnδn = −(θ+τη)(η+θσ)(1−στ)2 . Hence we deduce we
deduce that βn−1εn also does not depend on n. By direct calculation we have χ1
= 1
(1−στ)2 , while for n > 1 we have: 1 + θγn + ηδn + τγ
2
n + σδn − (1− q)γnδn = 1
+ (θ+τη)(η+θσ)
(1−στ)2 .
vi) First of all notice that under our assumptions we have q+ στ = (1−√στ )2.
Next notice that if n = 1 then λ1 = 1 =
n
1+(n−1)√στ
∣∣∣
n=1
. Hence by induction we
have 1+(1−2√στ)n/(1+(n−1)√στ )) = (1−
√
στ)(n+1)
1+(n−1)√στ and 1−στn/(1+(n−1)
√
στ )
= (1−
√
στ)(1+n
√
στ)
(1+(n−1)√στ) . Thus
λn+1 = (1 + qλn)/(1− στλn)|λn=n/(1+(n−1)√στ) =
n+ 1
1 + n
√
στ
.
Now notice that q + στ − στ (1− λn−1)2
∣∣
q=1−2√στ = (1−
√
στ )2−στ(1− n−1
1+(n−2)√στ )
2
= (1−
√
στ)2(1+2(n−2)√στ)
(1+(n−2)√στ)2 and (1 − στ (2λn + qλ2n))
∣∣
q=1−2√στ =
(1−√στ)2(1+2n√στ)
(1+(n−1)√στ)2 .
So sequence {χn} satisfies the following recursion:
(5.2) χn+1 =
(1 + 2(n− 2)√στ )(1 + (n− 1)√στ)2
(1 + 2n
√
στ)(1 + (n− 2)√στ )2 χn+
(1 + (n− 1)√στ )2
(1−√στ )2(1 + 2n√στ ) .
The proof is now by induction setting n = 1 in (2.10) we get 1. Further by direct
calculation we have:
n(1 + (n− 2)√στ)2(1 + (n− 3)√στ )
(1−√στ )2(1 + 2(n− 1)√στ )(1 + 2(n− 2)√στ ) ×
(1 + 2(n− 2)√στ )(1 + (n− 1)√στ)2
(1 + 2n
√
στ)(1 + (n− 2)√στ)2
+
(1 + (n− 1)√στ )2
(1−√στ)2(1 + 2n√στ ) =
(n+ 1)(1 + (n− 1)√στ )2(1 + (n− 2)√στ)
(1−√στ )2(1 + 2n√στ)(1 + 2(n− 1)√στ ) .

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Appendix A. Quadratic Harnesses
Let us recall, following [5] that QH is a stochastic process {Xt}t≥0 defined for
t ≥ 0 on a certain probability space (Ω,F , P ) satisfying the following definition:
Definition 1. A stochastic process {Xt}t≥0 will be called quadratic harness if the
following 4 conditions are satisfied:
1. X0 = 0, ∀t ≥ 0, EXt = 0,
2. ∀ s, t ≥ 0, EXsXt = min(s, t),
3. ∀ 0 ≤ s < t < u : E (Xt|Fs,u) = u−tu−sXs + t−su−sXu, a.s.
4. ∀ 0 ≤ s < t < u : E (X2t |Fs,u) = Qs,t,u (Xs, Xu) ,
where Qs,t,u (x, y) is a certain quadratic form determined by 6 coefficients and
Fs,u = σ(Xt : t ∈ (0, s] ∪ [u,∞)).
Bryc , Matysiak, Weso lowski showed in [5] that there exist 5 parameters which
they denoted by τ , σ, θ, η, q such that the quadratic form Q is completely deter-
mined i.e. respective coefficients are defined by the known functions of s, t, u and
τ, σ, θ, η, q. Bryc, Matysiak, Weso lowski deduced that σ, τ ≥ 0, q ≤ 1 + 2√στ and
η, θ ∈ R. More precisely they showed that
Qs,t,u (x, y) = A (s, t, u)x
2+B (s, t, u)xy+C (s, t, u) y2+D (s, t, u)x+E (s, t, u) y+F (s, t, u) ,
where
A (s, t, u) =
(u− t)(u(1 + σt) + τ − qt)
(u− s)(u(1 + σs) + τ − qs) ,(A.1)
B (s, t, u) =
(u− t)(t− s)(1 + q)
(u− s)(u(1 + σs) + τ − qs) ,(A.2)
C (s, t, u) =
(t− s)(t(1 + σs) + τ − qs)
(u− s)(u(1 + σs) + τ − qs) ,(A.3)
D (s, t, u) =
(u− t)(t− s)(uη − θ)
(u− s)(u(1 + σs) + τ − qs) ,(A.4)
E (s, t, u) =
(u− t)(t− s)(−sη + θ)
(u− s)(u(1 + σs) + τ − qs) ,(A.5)
F (s, t, u) =
(u− t)(t− s)
(u(1 + σs) + τ − qs) .(A.6)
The authors were seeking quadratic harnesses that are also Markov processes
and assuming the existence of all moments they were trying to find a family of
orthogonal polynomials {pn (x; t)}t≥0,n≥−1 such that
(A.7) ∀n ≥ 0, t > s ≥ 0 : E (pn (Xt; t) |F≤s) = pn (Xs; s) , a.s.
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Such family of QH that are also Markov will be called MQH and obviously they
constitute a subset of all QH.
Family of orthogonal polynomials of MQH will be called orthogonal martingale
polynomials (briefly OM family of polynomials of the MQH {Xt}).
Obviously we have p−1 (x, t) = 0, p0 (x; t) = 1. Moreover the authors show in
[5] that p1 (x; t) = x. Now recall that following general theory of orthogonal poly-
nomials presented e.g. in [9] or in [10] that every family of orthogonal polynomials
{rn (x)} satisfies the so called 3-term recurrence (1.7), i.e. the product xrn (x) is a
linear combination of rk for k = n+ 1, n, n− 1.
Note that if (1.7) and (A.7) are to make sense we must have an (t) > 0 for
all t and n > −1. Moreover from the general theory of orthogonal polynomials
it follows that if an−1 (t) cn (t) ≥ 0 for all n then the measure with respect to
which polynomials pn are to be orthogonal is nonnegative i.e. polynomials have
probabilistic interpretation. Hence it is reasonable to consider only such QH for
which this condition is satisfied for all n > −1 and t ≥ 0.
Bryc, Matysiak, Weso lowski showed also in the same paper that coefficients an,
bn, cn must be linear functions of t. This an easy conclusion of the condition 3. of
the Definition 1. For the sake of completeness we will prove this fact.
Proposition 4. Let {Xt}t≥0 be MQH with parameters σ, τ , θ, η, q such that ∀t > 0 :
suppXt contains infinite number of points. Let {pn (x; t)}n≥0 denote its family of
OM polynomials. Then
i) ∀n > 0 pn(0, 0) = 0 consequently ∀n > 0 : E(pn(Xt; t)) = 0 thus polynomials
pn constitute the family of orthogonal polynomials of the marginal distribution i.e.
distribution of Xt.
ii) There must exist six number sequences {αn} , {βn} , {γn} , {δn} , {εn} , {ϕn}
such that:
an (t) = αnt+ βn, bn (t) = γnt+ δn, cn (t) = εnt+ ϕn,
with α0 = 0, β0 = 1, γ0 = 0, δ0 = 0, ε1 = 1, ϕ1 = 0.
Proof of Proposition 4. i) First of all notice that from (A.7) it follows that ∀n > −1
Epn(Xt, t) = Epn (0, 0) = ξn a constant that does not depend on t. Secondly notice
that an(0) = βn, bn(0) = δn, cn(0) = ϕn. Further notice that following (1.7) these
constants satisfy the following second order recursion:
ξn+1 = −
δn
βn
ξn −
ϕn
βn
ξn−1,
with ξ−1 = 0, ξ0 = 1. Besides we also have 0 = β0p1 (0; 0)+δ0p0 (0; 0)+ϕ0p−1 (0; 0).
Hence we deduce that p1(0, 0) = 0, that is ξ1 = 0. Now notice that if we chose
ϕ1 = 0 then we would have ξ2 = 0 that is two successive constants ξn being equal
to zero consequently all must be equal to zero. Thus the choice ϕ1 = 0 enables to
select sequence {pn} to be both OM and have the property that Epn(Xt, t) = 0.
On the other hand since EX2t = t we take n = 1 in (1.7) and use the fact that
Epn(Xt, t) = 0 and deducing that ε1 = 1. Sequence {pn} is thus a sequence of
orthogonal polynomials that for some measure µ satisfy
∫
pndµ = 0 for all n > 0.
Since we have also 3-term recurrence satisfied by polynomials pn we deduce that
also
∫
xpndµ = 0 for all n > 1. Similarly we deduce that
∫
xkpndµ = 0 for all
n > k. Hence polynomials must constitute family of orthogonal polynomials of
measure µ.
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ii) On one hand we have: E(Xtpn(Xt; t)|B≤s) = an(t)pn+1(Xs; s)+bn(t)pn(Xs; s)
+ cn(t)pn−1(Xs; s). On the other:
E(Xtpn(Xt; t)|B≤s) = E(Xtpn(Xu;u)|B≤s) = E(E(Xt|B≤s,≥u)pn(Xu;u)|B≤s) =
(u− t)
u− s Xspn(Xs; s) +
t− s
u− sE(Xupn(Xu;u)|B≤s)
=
(u− t)
u− s (an(s)pn+1(Xs; s) + bn(s)pn(Xs; s) + cn(s)pn−1(Xs; s))
+
t− s
u− s (an(u)pn+1(Xs; s) + bn(u)pn(Xs; s) + cn(u)pn−1(Xs; s)).
Comparing appropriate coefficients we get:
(A.8) an(t) =
(u− t)
u− s an(s) +
t− s
u− san(u)
and similarly for bn(t) and cn (t). Now set s = 0 in (A.8). Remembering that we
had an(0) = β0 and subtracting from both sides β0 we get
an(t)− β0
t
=
an(u)− β0
u
,
from which we deduce that an(t) must be linear function of t. We argue similarly
for other coefficients bn(t) and cn(t). 
Hence these coefficients are defined in fact by 6 families of sequences. More
precisely we will seek relationships between families of numbers that are implied by
the conditions that MQH’s must satisfy.
We have the following theorem that is a version of the result of [5]. More precisely
since our definitions of the numbers parameters {αn} , {βn} , {γn} , {δn} , {εn} ,
{ϕn} is other than that the ones from [5] the resulting equations differ slightly but
are basically the same. We believe that our notation is more logical but as usually it
is in fact a matter of taste. Besides the proof that we are presenting is much simpler
both conceptually and mathematically than the result of in [5]. Nevertheless it is
relatively long.
Theorem 3. Assuming that process {Xt}t≥0 is a MQH with parameters σ, τ, θ, η, q
and family of polynomials {pn} constitute its family of OM polynomials. Then
families of numbers {αn} , {βn} , {γn} , {δn} , {εn} , {ϕn} satisfy the following
system of 5 recurrences given by (1.1)-(1.6).
Proof of Theorem 3. First of all notice that starting from : xpn(x; t) = (αnt +
βn)pn+1(x; t) + (γnt+ δn)pn(x; t) + (εnt+ ϕn)pn−1(x; t). Iterating it we get:
x2pn(x; t) =
(αnt+ βn)(αn+1t+ βn+1)pn+2(x; t) + ((αnt+ βn)(γn+1t+ δn+1)
+(γnt+ δn)(αnt+ βn))pn+1(x; t)
+((αnt+ βn)(εn+1t+ ϕn+1) + (γnt+ δn)(γnt+ δn)
+(εnt+ ϕn)(αn−1t+ βn−1))pn(x; t)
+((γnt+ δn)(εnt+ ϕn) + (εnt+ ϕn)(γn−1t+ δn−1))pn−1(x; t)
+(εnt+ ϕn)(εn−1t+ ϕn−1)pn−2 (x; t) .
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On one hand we get:
E(X2t pn(Xt; t)|B≤s) = (αnt+ βn)(αn+1t+ βn+1)pn+2(Xs; s)
((αnt+ βn)(γn+1t+ δn+1) + (γnt+ δn)(αnt+ βn))pn+1(Xs; s)
+((αnt+ βn)(εn+1t+ ϕn+1) + (γnt+ δn)(γnt+ δn) + (εnt+ ϕn)(αn−1t+ βn−1))pn(Xs; s)
+((γnt+ δn)(εnt+ ϕn) + (εnt+ ϕn)(γn−1t+ δn−1))pn−1(Xs; s)
+(εnt+ ϕn)(εn−1t+ ϕn−1)pn−2 (Xs; s) ,
while on the other we get:
E(X2t pn(Xt; t)|B≤s) = E(X2t pn(Xu;u)|B≤s) = E(E(X2t |B≤s,≥u)pn(Xu;u)|B≤s)
= A(s, t, u)X2s pn(Xs; s) +B(s, t, u)Xs((αnu+ βn)pn+1(Xs; s)
+(γnu+ δn)pn(Xs; s) + (εnu+ ϕn)pn−1(Xs; s))
+C(s, t, u)((αnu+ βn)(αn+1u+ βn+1)pn+2(Xs; s)
+((αnu+ βn)(γn+1u+ δn+1) + (γnu+ δn)(αnu+ βn))pn+1(Xs; s)
+((αnu+ βn)(εn+1u+ ϕn+1) + (γnu+ δn)(γnu+ δn)
+(εnu+ ϕn)(αn−1u+ βn−1))pn(Xs; s)
+((γnu+ δn)(εnu+ ϕn) + (εnu+ ϕn)(γn−1u+ δn−1))pn−1(Xs; s)
+(εnu+ ϕn)(εn−1u+ ϕn−1)pn−2 (Xs; s))
+D(s, t, u)Xspn(Xs; s) + E(s, t, u)((αnu+ βn)pn+1(Xs; s)
+(γnu+ δn)pn(Xs; s) + (εnu+ ϕn)pn−1(Xs; s) + F (s, t, u)pn(Xs; s).
Comparing coefficients by respectively pn+i(Xs; s), i = 2,−2, 1,−1, 0 we get:
0 = (αnt+ βn)(αn+1t+ βn+1)−A(s, t, u)(αns+ βn)(αn+1s+ βn+1)
−B(s, t, u)(αnu+ βn)(αn+1s+ βn)− C(s, t, u)(αnu+ βn)(αn+1u+ βn+1)
from which it follows that (by Mathematica):
ταnαn+1 − αn+1βn + qαnβn+1 + σβnβn+1 = 0.
Similarly we get the remaining equations. 
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