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ENSEMBLE KALMAN SAMPLER: MEAN-FIELD LIMIT AND CONVERGENCE
ANALYSIS
ZHIYAN DING AND QIN LI
Abstract. Ensemble Kalman Sampler (EKS) is a method introduced in [28] to find approximately i.i.d.
samples from a target distribution. As of today, why the algorithm works and how it converges is mostly
unknown. The continuous version of the algorithm is a set of coupled stochastic differential equations
(SDEs). In this paper, we prove the well-posedness of the SDE system, justify its mean-field limit is a
Fokker-Planck equation, whose long time equilibrium is the target distribution. We further demonstrate
that the convergence rate is near-optimal (J−1/2, with J being the number of particles). These results,
combined with the in-time convergence of the Fokker-Planck equation to its equilibrium [9], justify the
validity of EKS, and provide the convergence rate as a sampling method.
1. Introduction
Sampling from a target distribution is a core problem in Bayesian statistics, machine learning and data
assimilation. It has wide applications in atmospheric science, petroleum engineering, remote sensing and
epidemiology in the form of volume computation, and bandit optimization [26, 48, 63, 57]
A large number of sampling methods have been proposed, and many have shown to be successful un-
der certain circumstances. This includes the traditional methods such as Markov chain Monte Carlo
(MCMC) [54, 56], Langevin dynamics based methods (including both the overdamped Langevin Monte
Carlo [51, 56, 15, 16] and underdamped Langevin Monte Carlo [11, 43, 12, 23]) and the newly developed
Stein Variational Gradient Descent (SVGD) [40], Hamiltonian Monte Carlo methods [49, 44, 45], and their
different levels of combination (such as MALA) [56, 55, 22, 6]. Weighted particles are also considered, and
this leads to importance sampling [29, 20, 21] and the birth-death Langevin sampler [42]. In the recent
years, there has been a boost in designing and analyzing ensemble methods. This means a large number of
particles are sampled first according to an easy-to-sample distribution (such as Gaussian or uniform), and
moved around according to certain dynamics, hoping in finite time, they reconstruct the target distribution.
Some famous methods in this direction include the Ensemble Kalman Inversion (EKI) [25, 33](derived from
Ensemble Kalman filter [24, 25]) and Kalman-Bucy filter [2, 1, 18]. They have attracted a large amount of
numerical and analytical studies [58, 59, 3, 19]. Also see a very insightful review [53].
In [28], the authors, inspired by the idea from PDE gradient flow and the ensemble structure of EKI,
proposed a new method, termed Ensemble Kalman Sampler (EKS). The method works rather well in com-
putation and the intuition is clear. But to today, the rigorous theoretical justification is mostly unknown.
In particular, the method runs J number of particles for a certain amount of time T , but due to the lack of
error analysis, we do now know to achieve a preset accuracy, how many particles are needed to run for how
long.
The main goal of the current paper is to give a sharp estimate of the error of the algorithm EKS in the
linear setting. To do so, we first characterize the continuous version of the algorithm using a coupled SDE
system. From there, we use the following tools: 1. the Lyapunov theory for showing the wellposedness of the
SDE system; 2. the mean-field limit argument to transfer the analysis of the SDE system to a Fokker-Planck
PDE; 3. the convergence analysis of Fokker-Planck equation. The second tool explains the convergence in
J and the third tool explains the convergence in T .
We emphasize that in [28] the authors have already proved the exponential convergence in T , and our con-
tribution is mainly in 1, showing the wellposedness, and 2, showing the mean-field limit. The wellposedness
of the SDE is an interesting topic by itself, and it also serves as a crucial component in the carrying out the
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mean-field limit, deeming this part of analysis necessary. We also emphasize that it is not yet our interest
to compare different sampling methods in this article. We would rather focus on one particular method
(EKS) and give a sharp error estimate. Hopefully this serves as a building block for future investigations in
comparing methods.
Showing the wellposedness using the Lyapunov theory is a standard practice. Upon which we also obtain
the boundedness of high moments. Proving the mean-field limit, however, becomes significantly more difficult
for the particular set of SDEs we are investigating that arises from EKS. Indeed, there are many models
whose mean-field limit have been rigorously established in literature, but we find the techniques are not
entirely adaptable to our situation. As will be presented in Section 5, to show the mean-field limit, we
mainly adopt coupling method [62], by first represent the PDE with its intrinsic SDE system, and then
compare the two SDE systems (the one arise from the limiting PDE, and the original one derived from
EKS). Different systems have different regularity of the transport and Brownian motion coefficients, leading
to different levels of technical difficulties.
The most straightforward situation is when the Brownian motion coefficient is a constant, and the trans-
port coefficient satisfies some kind of Lipschitz condition. In this situation, by subtracting the two SDE
systems, the Brownian motion terms vanish, and the transport term is bounded directly by the disparity of
the SDEs, prompting the use of the Gro¨nwall inequality for the error bound. This situation is seen in [7].
If the transport term is nonlinear, or even a functional of the SDE itself, as is the case in most practical
settings, the Lipschitz condition is hard to obtain. One then manually draws a large domain to have the
Lipschitz condition to hold true inside the domain, and compensate the rest of the proof by demonstrating
that the probability for the particles to go outside the domain is small [4, 32, 39, 36]. In particular, in [4], one
bounds the exponential moment of particle (E(e|u|) <∞), and in [32, 39], the singularities of the interaction
kernel induced by the Poisson equation gives the guidance for the domain cut. However, for these methods
to be used, it is crucial to have the coefficient for the Brownian motion being constants, so that when one
compares the two systems, the Brownian motion effect vanishes. In the case when Brownian motion coeffi-
cient is non-constant, as seen in the Mckean-Vlasov case [62, 46] and neuron models [5], to the best of our
knowledge, some kind of Lipschitz condition is used.
The SDE we encounter is different from the ones in the previous studies: it has functional coefficients
for both the transport and the Brownian motion terms. This makes most available previous approaches not
applicable to our setting. To overcome the difficulty, we employ a bootstrapping argument on L2 norm. To
a large extent, we first assume the error decays with certain rate in J , and show that such decay rate can be
tightened, till we reach the threshold −1/2 + ǫ. In this tightening process, we apply the Ho¨lder inequality,
and move some of the weights to Lq with q > 2. To bound these terms, one needs the control of the high
moments of the SDE and show it is independent of J . This part of the preparation work is done in the
section 4 where we show the wellposedness for the SDE system.
The rest of the paper is organized as the following. In Section 2 we describe the algorithm and present
its continuum limit. It is a set of coupled SDEs, and is the model that we will study. In Section 3 we
present the main results along with the roadmap of the proof. We divide the proof into three steps, and we
summarize the results in each step. Technical proofs are collected in Section 4-5 and the flowchart of the
relation between lemmas and propositions is presented at the end of Section 3 after we present the roadmap.
2. Ensemble Kalman Sampler and the continuum limit
Ensemble Kalman Sampler (EKS) is an algorithm proposed in [28] to find approximately i.i.d. samples
from a target distribution. It is a core problem in Bayesian inverse problem and machine learning, in which
the target distribution is usually the posterior distribution formulated through an inverse problem setup.
In inverse problems, measurements are taken to infer the unknown parameters in the physical system.
Let u ∈ RL be the to-be-reconstructed parameter and y ∈ RK be the measurements, then a typically setup
is to denote G, a forward map, or the parameter-to-observable map, that maps u to y:
y = G(u) + η .
Here η denotes the noise in the measurement-taking. While the forward problem amounts to finding y for
any given u, the inverse problem amounts to reconstructing u from y with some assumed knowledge on η.
A typical assumption is to set η ∼ N (0,Γ), a Gaussian noise independent of u, then the loss functional
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Φ(·; y) : RK → R becomes:
Φ(u; y) =
1
2
|y − G(u)|2Γ , where | · |Γ :=
∣∣∣Γ− 12 · ∣∣∣ .
The Bayes’ theorem states that the posterior density is the (normalized) product of the prior density and
the likelihood function:
ρpos(u) =
1
Z
exp (−Φ(u; y))ρ0(u) , with Z :=
∫
RL
exp (−Φ(u; y))ρ0(u)du .
Here Z serves as the normalization factor, exp (−Φ(u; y)) serves as the likelihood function and ρ0 serves
the prior density function that collects people’s prior knowledge about the distribution of u. This posterior
distribution represents the probability measure of the to-be-reconstructed parameter u, blending the prior
knowledge and the collected data y, taking η, the measurement error into account. More details on Bayesian
inversion can be found in [17, 61].
When the prior distribution is a Gaussian, and the forward map is linear, the posterior distribution can
be explicitly written down. Suppose the prior distribution is a Gaussian distribution with mean u0 and
covariance Γ0:
ρprior(u) ∝ exp
(
−1
2
(u− u0)⊤ Γ−10 (u− u0)
)
, (1)
and that G is linear, meaning: there exists a matrix A so that
G(·) = A· , with A ∈ L(RL,RK) , (2)
then the cost function is:
ΦR(u; y) =
1
2
|y −Au|2Γ +
1
2
|u− u0|2Γ0 . (3)
and the covariance and the mean of the posterior distribution are
Cov−1ρpos = B = A
⊤Γ−1A+ Γ−10 , Eρpos = u
∗ = B−1
(
A⊤Γ−1Au† + Γ−10 u0
)
, (4)
which makes
ρpos(u) ∝ exp
(
−1
2
|u− u∗|2B−1
)
.
2.1. Algorithm description. The EKS is an algorithm for finding approximately i.i.d. samples for the
target distribution ρpos. Unlike the traditional methods such as MCMC and LMC in which particles are
sequentially proposed, in ensemble type sampling methods, a large number of particles are drawn from
potentially arbitrary distribution at the initial time, and are moved around by some kind of actions along
time evolution. After certain time, it looks like the particles are drawn from the target distribution. Different
ensemble methods use different strategies to introduce these physical actions. EKI, for example, introduces
a linear line that connects the prior and the posterior distribution in the function space on the log scale,
and in EKS, the authors design a gradient flow on the function space that drives any given function (with
certain regularity) to the target one.
In theory, if the gradient flow is followed exactly, the target distribution can be found perfectly. However,
the coefficients in the gradient flow depends on the underlying solution itself, which is not available numer-
ically. So numerically one replaces it by its ensemble version, hoping such replacement does not cause too
much error. Showing the mean-field limit essentially comes down to justifying that this error brought by the
replacement is indeed small.
The method is summarized in Algorithm 1.
There are a few parameters in the algorithm:
1. T = Nh is the stopping time, with h being the stepsize, and N being the number of iterations. The
hope is to show the convergence to the target distribution is exponentially fast in T .
2. J is the number of particles fixed ahead of time. The hope is to show that when J ≫ 1, the ensemble
distribution of the particles converges to the target distribution at the order of 1/
√
J for any finite
T . This is the optimal rate one can hope for in the framework of Monte Carlo.
3. ρ0 is the initial density function. It is not necessarily required that ρ0 being equivalent to ρprior. As
will be shown in the later sections, the mean-field limit argument holds true as long as ρ0 is smooth
and have bounded high moments.
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Algorithm 1 Ensemble Kalman sampler
Preparation:
1. Input: J (number of particles); h (stepsize); N (stopping index); Γ; Γ0; and y (data).
2. Initial: {uj0} sampled from a initial distribution induced by a density function ρ0.
Run: Set time step n = 0;
While n < N :
1. Define empirical means and covariance:
un =
1
J
J∑
j=1
ujn , and Gn =
1
J
J∑
j=1
G(ujn) ,
Covun,un =
1
J
J∑
j=1
(
ujn − un
)⊗ (ujn − un) , and Covun,Gn = 1J
J∑
j=1
(
ujn − un
)⊗ (G(ujn)− Gn) . (5)
2. Update ensemble particles (∀1 ≤ j ≤ J)
uj∗,n+1 = u
j
n − hCovun,GnΓ−1
(G(ujn)− y)− hCovun,unΓ−10 (uj∗,n+1 − u0) ,
ujn+1 = u
j
∗,n+1 +
√
2hCovun,unξ
j
n , with ξ
j
n+1 ∼ N (0, I) .
(6)
3. Set n→ n+ 1.
end
Output: Ensemble particles {ujN}.
2.2. Continuum limit of Ensemble Kalman sampler. The algorithm is discrete in time. As h → 0,
one achieves its continuum limit. In particular, setting h→ 0 in (6), one has, for all j:
dujt = −Covut,GtΓ−1(G(ut)− y)dt− Covut,utΓ−10 (ut − u0)dt+
√
2Covut,utdW
j
t , (7)
where Covut,Gt , Covut,ut are empirical variances similarly defined as in (5).
In the linear setting, assuming (1) and (2), with the ΦR definition in (3), equation (7) is reduced to:
dujt = −Covut,ut∇ΦR(ujt)dt+
√
2Covut,utdW
j
t . (8)
We further define Mut(du) to be the ensemble distribution:
Mut =
1
J
J∑
j=1
δujt
. (9)
The goal of this paper is to give a quantitative estimate of how this empirical distribution, with the particles
guided in (8) converges to the target distribution in both time T and the number of particles J , in the
Wasserstein distance.
Remark 2.1. Some remarks are in order:
• It has been a tradition to design sampling method that converges as J → ∞, namely as J → ∞ in
long time the ensemble distribution becomes the invariant measure (the target distribution). In a
five-page small note [50], the authors provide a very insightful adjustment to the “flux” term so that
the invariant measure can be achieved by any finite number of samples in long time as well.
• The thorough numerical analysis should also include h dependence. Namely, one should prove Mut
converges to ρpos when h → 0, T → ∞ and J → ∞. The h → 0 amounts to give a rigorous
justification of the Euler-Maruyama method for the SDE (8). We regard this part of the work detached
from the current setting, both in the terms of the goal, and in them of the required technicality, and
do not pursue the direction.
• In the original paper [28] the authors arrived at (7) using the approximation
Covut,GtΓ
−1(G(ut)− y) ≈ Covut∇u
[
1
2
|G(ut)− y|2Γ
]
.
This approximation holds true only if G is completely linear. This is one main reason we limit
ourselves to the linear setup. Potentially when G is weakly nonlinear the approximation could be
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rather accurate, validating the algorithm. There has not been any justification in literature in this
direction. Furthermore, we do not see a quick way of making our proof applicable to the nonlinear
setting, and will leave that to the future research.
3. Main results and strategy of our proof
We now present our main results and the roadmap of proof in this section. In the end the goals can be
split into the following three sub-goals:
No. 1: The SDE system (8) derived directly from the algorithm EKS is a wellposed system. The precise
statement of this result is in Theorem 3.2.
No. 2: The mean-field limit of the SDE system (8) is the Fokker-Planck equation:{
∂tρ = ∇ · (ρCovρ(t)∇ΦR(u)) + Tr
(
Covρ(t)D
2ρ
)
ρ(u, 0) = ρ0
, (10)
where ΦR(u; y) is defined in (3). This means Mut converges to ρ as J →∞. The precise statement
of this result is in Theorem 3.3.
No. 3: The solution to the Fokker-Planck equation converges to the target distribution, meaning ρ(t)→ ρpos
as t→∞. The precise statement of this result is in Theorem 3.4.
Finally we combine Theorem 3.3 and 3.4 and obtain the theorem that justifies the J, T convergence of the
EKS in its continuum setting. The statement is found in Theorem 3.1.
We emphasize that the goal No. 3 is a direct result of [28, 10]. The main contribution of the paper is to
provide the proof for goal No. 1 and 2.
Before presenting the results, we first unify the notations. Throughout the paper we denote
Covm,n =
1
J
J∑
j=1
(
mjt −mt
)
⊗
(
njt − nt
)
,
the covariance of any vectors {mj}Jj=1 and {nj}Jj=1, and abbreviate Covm = Covm,m. Here ⊗ means the
first argument is viewed as a column vector while the second is viewed as the row vector. Similarly, for any
probability density function ρ and function g, we denote
Eρ =
∫
RL
uρ(u)du, Eg,ρ =
∫
RL
g(u)ρ(u)du ,
and
Covρ =
∫
RL
(u− Eρ)⊗ (u− Eρ) ρ(u)du , Covρ,g =
∫
RL
(u− Eρ)⊗ (g(u)− Eg,ρ) ρ(u)du .
Apparently Covg,ρ = Cov
⊤
ρ,g. Set Ω to be the sample space and F0 = σ
(
uj(t = 0), 1 ≤ j ≤ J), then the
filtration introduced by (8) is:
Ft = σ
(
uj(t = 0),W js , 1 ≤ j ≤ J, s ≤ t
)
.
The quantity we use to measure the distance between two probability measures is the Wasserstein distance:
Definition 1. Let υ1, υ2 be two probability measures in
(
R
L,BRL
)
, then theW2-Wasserstein distance between
υ1, υ2 is defined as
W2(υ1, υ2) :=
(
inf
γ∈Γ(υ1,υ2)
∫
RL×RL
|x− y|2dγ(x, y)
) 1
2
,
where Γ(υ1, υ2) denotes the collection of all measures on R
L × RL with marginals υ1 and υ2 for x and y
respectively. Here υi can be either general probability measures or the measures induced by probability density
functions υi.
Now we present the main result.
Theorem 3.1 (Main result). Let ρ(t, u) solve (10) with initial data ρ0 and {ujt} solve (8) with uj0 i.i.d.
drawn from the distribution induced by ρ0. Define MuT (u) to be the ensemble distribution of {ujT} as in (9).
Assume
λmin(B)λmin
(
Covρ(t)
) ≥ 1, ∀0 ≤ t ≤ T , (11)
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then for any 0 < δ ≪ 1, there exists Tδ > 0 and JTδ > 0 so that
E(W2(MuTδ , ρpos)) ≤ δ .
The introduction of the requirement 11 is a technical one. Essentially it comes from the application of the
Ando-Hemmen inequality that studies the differences between two matrices after square roots are taken, see
details in the proof of Lemma 5.4. This condition does not seem to be necessary, as long as some reasonable
estimates can be found to control the square roots of matrices sensitivity that avoids the application of the
Ando-Hemmen inequality. We leave the improvement to future research.
To prove it, we divide the procedure into three steps:
Step 1 In this step we justify the wellposedness of the SDE system (8). We mainly follow the stochastic
Lyapunov theory:
Theorem 3.2. If
{
uj0 : Ω→ X
}J
j=1
is independent almost surely, then for all t ≥ 0, there exists a
unique strong solution (ujt )
J
j=1 (up to P-indistinguishability) of the set of coupled SDEs (8).
Step 2 In this step we show the mean-field limit of the SDE system (7) is the Fokker-Planck equation (10).
Theorem 3.3. Under the same condition as in Theorem 3.1, for any T > 0 and 0 < ǫ < 1/2, there
exits C, depending on T and ǫ, but independent of J such that
E (W2(Mu, ρ(T, u))) ≤ C
{
J−1/2+ǫ, L ≤ 4
J−2/L, L > 4
.
Step 3 According to [28, 10], we have the following theorem:
Theorem 3.4. Let ρ(t, u) solve (10) with initial density function ρ0 ∈ C2. Suppose W2(ρ(0), ρpos) <
∞, then W2(ρ(t), ρpos) converge to zero exponentially fast.
The proof is rather straightforward. According to [10] (Proposition 3.3), if ρ1 and ρ2 are two
solutions to (10) the Wasserstein distance between W2(ρ1(t), ρ2(t)) exponentially decay in t. We
obtain this theorem by merely taking ρ2 = ρpos.
The proof for the main result is a direct corollary of Theorem 3.3 and Theorem 3.4:
Proof of Theorem 3.1. For all 0 < δ ≪ 1, according to Theorem 3.4, there exists a time Tǫ > 0 so that:
W2(ρ(Tδ, u), ρpos) ≤ δ/2 .
For this fixed Tδ, pick any ǫ < 1/2, we apply Theorem 3.3, there is a JTδ,ǫ > 0, such that for any J > JTδ,ǫ
E
(
W2
(
ρ(Tδ, u),MuTδ
))
≤ δ/2 .
The statement of the theorem is immediate with the triangle inequality. In the statement we drop the ǫ
dependence in JTδ,ǫ. 
We comment that Theorem 3.3 provides the convergence rate. It shows that we have the optimal conver-
gence rate J−1/2 in relatively low dimension when L ≤ 4. In higher dimensional cases, the convergence rate
depends on the dimensionality of u. We will see in Section 5 that this is the best possible rate one can get
using the approach of the trajectorial propagation of chaos.
The later two sections are designated to show Theorem 3.2 and Theorem 3.3. In particular, we show the
wellposedness of the SDE system in Section 4. We furthermore utilize the results to give some estimates to
control the moments of the particle system. In Section 5, we show the mean-field limit, Theorem 3.3. We
follow the classical trajectorial propagation of chaos approach by inventing a new SDE system, termed {vjt},
as a bridge to connect {ujt} system and the PDE ρ. This section is subsequently divided into two subsections,
in which we show the closeness of {vjt} and ρ, and the closeness of the two SDE systems respectively. These
two results are Proposition 5.1 and Proposition 5.2.
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4. Wellposedness of Noisy Ensemble Kalman Flow
In this section, we study the wellposedness of the SDE system (8). Considering each uj is a vector of
L-length, we stack them up to have a coupled SDE:
dUt = F (Ut)dt+G(Ut)dWt ,
where Ut =
(
ujt
)J
j=1
∈ RLJ×1, Wt =
(
W jt
)J
j=1
∈ RLJ×1 and
F (Ut) =
(
−CovutB
(
ujt − u∗
))J
j=1
∈ RLJ×1 , G(Ut) = diag
(√
2Covut
)J
j=1
,
where Covu is the empirical covariance and diag(Dj)
J
j=1 is a diagonal block matrix with matrices (Dj)
J
j=1
on the diagonal and B is defined in (4).
We first show the wellposedness of the SDE system (8) by following the standard Lyapunov theory.
Proof of Theorem 3.2. According to the stochastic Lyapunov theory (See for example Theorem 4.1 [38]),
strong solution exists if one finds local Lipschitz property of the drift F and the diffusion G, namely we need
to find a function V ∈ C2 (RLJ ;R+) so that:
• there is a c > 0 so that for all U :
LV (U) := ∇V (U) · F (U) + 1
2
Tr
(
G⊤(U)Hess[V ](U)G(U)
) ≤ cV (U) , (12)
• the function blows up at infinity:
inf
|U|>R
V (U)→∞ as R→∞ . (13)
We define the following Lyapunov function and will justify this function satisfy (12) and (13):
V (U) = V1(U) + V2(U) =
1
J
J∑
j=1
|uj − u¯|2 + |u¯− u∗|2B = V1 + V2 .
To justify (12), we first notice that
∇V1(U) · F (U) = − 2
J
J∑
j=1
〈
uj − u¯,CovuB(uj − u∗)
〉
= − 2
J
J∑
j=1
〈
uj − u¯,CovuB(uj − u¯)
〉 ≤ 0 ,
∇V2(U) · F (U) = − 2
J
J∑
j=1
〈
B (u¯− u∗) ,CovuB(uj − u∗)
〉
= −2 〈B (u¯− u∗) ,CovuB(u¯− u∗)〉 ≤ 0 ,
where we used the facts that Covu and B are positive definite, and
1
2
Tr
(
G⊤(U)Hess[V1](U)G(U)
)
=
J∑
j=1
2
J
(
1− 1
J
)(
uj − u¯)⊤ (uj − u¯) ≤ 2V1(U) ,
1
2
Tr
(
G⊤(U)Hess[V2](U)G(U)
)
=
J∑
j=1
2
J2
(
uj − u¯)⊤B (uj − u¯) ≤ 2‖B‖2V1(U) .
Therefore we have
LV (U) = ∇V (U) · F (U) + 1
2
Tr
(
G⊤(U)Hess[V ](U)G(U)
) ≤ 2(1 + ‖B‖2)V1(U) ≤ 2(1 + ‖B‖2)V (U) .
showing (12). To show (13), we run the argument of contradiction. Assume there exists M > 0 and a
sequence {Un}∞n=1 such that
lim
n→∞
|Un| =∞, V1(Un) + V2(Un) < M , (14)
then
|ujn − u¯n| <
√
MJ, |u∗ − u¯n| <
√
M ,
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meaning:
|Un| =

 J∑
j=1
|ujn|2


1/2
<

 J∑
j=1
(
|u∗|+
√
M(
√
J + 1)
)2
1/2
,
contradicting (14). 
We now move to show the boundedness of high moments of the SDE system. In particular, we would like
to show that at any finite time T , the high moments of {ujt}Jj=1 is bounded:
Proposition 4.1. For the solution (ujt )
J
j=1 of (8), if initial condition has finite higher moments, meaning
there exists M > 0 independent of J such that(
E
∣∣∣uj0∣∣∣p)1/p < M, ∀1 ≤ j ≤ J
for p ≥ 2, then the boundedness still holds true for any t ≥ 0 and 1 ≤ j ≤ J , namely:
1. (
E
∣∣∣ujt − u¯t∣∣∣p)1/p ≤ CeCt , and (E ‖Covut‖p2)1/p ≤ CeCt , (15)
2. (
E|ujt |p
)1/p
≤ CeCeCt , (16)
with C > 0 is independent of J, t.
To show this proposition, we firstly define
ejt = u
j
t − u¯t . (17)
Naturally (
E
∣∣∣ujt − u¯t∣∣∣p)1/p = (E ∣∣∣ejt ∣∣∣p)1/p , Covut = Covet .
The proof for the boundedness of high moment of {ujt} now comes down to that for ejt , as will be shown in
the following lemma.
Lemma 4.1. If initial p-th moment is finite, meaning there is a constant M > 0 independent of J so that(
E
∣∣∣uj0∣∣∣p)1/p < M, ∀1 ≤ j ≤ J , (18)
for some p ≥ 2, then the boundedness also holds true for E|ejt |p, namely there is C > 0 depending on p only
so that: for any t ≥ 0 and 1 ≤ j ≤ J(
E|ejt |p
)1/p
< 2(κ(B))1/2M exp(Ct) ,
where B is defined in (4) and κ(B) = ‖B‖2/λmin(B) is the condition number of B and λmin means the
smallest eigenvalue.
Proof of Lemma 4.1. For convenience, we prove this Lemma for 2p with p ≥ 1. We first define
e
j
t =
√
Bejt , Vp(e) =
1
J
J∑
j=1
〈
e
j
t , e
j
t
〉p
,
and
hp(t) = E

 1
J
J∑
j=1
〈
e
j
t , e
j
t
〉p = EVp .
Because λmin(B) > 0, it suffices to prove hp(t) is bounded.
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First, at t = 0, we have
h1/(2p)p (0) = E

 1
J
J∑
j=1
〈
e
j
0, e
j
0
〉p
1
2p
≤ 1
J
J∑
j=1
E
(
|ej0|2p
) 1
2p ≤ ‖B‖2E
(|e10|2p) 12p
≤ ‖B‖1/22
(
E
(|u10|2p) 12p + E (|u0|2p) 12p) ≤ 2‖B‖1/22 M ,
where we use triangle inequality in the first inequality, symmetry in the second inequality and (18) in the
last inequality.
According to Itoˆ’s formula, it holds that
dVp(et) =
J∑
j=1
∂Vp(et)
∂ej
dejt +
1
2
J∑
i,j=1
(
deit
)⊤ ∂2Vp(et)
∂ej∂ei
dejt ,
which implies
dVp(et) =− 2p
J
J∑
j=1
〈
e
j
t , e
j
t
〉p−1 〈
e
j
t ,Covete
j
t
〉
dt+
2p
J
J∑
j=1
〈
e
j
t , e
j
t
〉p−1 〈
e
j
t ,
√
B
√
2Covetd
(
W jt −W t
)〉
+
4(J − 1)p(p− 1)
J2
J∑
j=1
〈
e
j
t , e
j
t
〉p−2
Tr
{(
e
j
t ⊗ ejt
)
Covet
}
dt+
2(J − 1)p
J2
J∑
j=1
〈
e
j
t , e
j
t
〉p−1
Tr {Covet} dt .
Then taking the expectation and eliminate the nonpositive first term:
hp(t)− hp(0) ≤4(J − 1)p(p− 1)
J3
∫ t
0
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−2 〈
ejs, e
k
s
〉2
ds+
2(J − 1)p
J3
∫ t
0
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−1 〈
eks , e
k
s
〉
ds
≤4(J − 1)p(p− 1)
J3
∫ t
0
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−2 〈ejs, ejs〉2 + 〈eks , eks〉2
2
ds
+
2(J − 1)p
J3
∫ t
0
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−1 〈
eks , e
k
s
〉
ds
≤2(J − 1)p(p− 1)
J
∫ t
0
hp(s)ds+
2(J − 1)p(p− 1)
J3
∫ t
0
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−2 〈
eks , e
k
s
〉2
ds
+
2(J − 1)p
J3
∫ t
0
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−1 〈
eks , e
k
s
〉
ds .
(19)
Using the Ho¨lder’s inequality we can control the second and third term, namely:
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−2 〈
eks , e
k
s
〉2
= E

 J∑
j=1
〈
ejs, e
j
s
〉p−2[ J∑
k=1
〈
eks , e
k
s
〉2]
≤ JE

 J∑
j=1
〈
ejs, e
j
s
〉p
(p−2)/p [
J∑
k=1
〈
eks , e
k
s
〉p]2/p
= JE

 J∑
j=1
〈
ejs, e
j
s
〉p = J2hp(t) ,
(20)
and
J∑
j,k=1
E
〈
ejs, e
j
s
〉p−1 〈
eks , e
k
s
〉
= E

 J∑
j=1
〈
ejs, e
j
s
〉p−1[ J∑
k=1
〈
eks , e
k
s
〉] ≤ JE

 J∑
j=1
〈
ejs, e
j
s
〉p = J2hp(t) . (21)
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Plug (20)-(21) into (19), we finally have hp(t)−hp(0) ≤ (J−1)p(2p−1)J
∫ t
0 hp(s)ds, which leads to the conclusion
using the Gro¨nwall inequality:
hp(t) ≤ hp(0)e
(J−1)p(2p−1)
J
t ≤ (2M‖B‖1/22 )2pe
(J−1)p(2p−1)
J
t ,
to conclude. 
Now we show Proposition 4.1.
Proof of Proposition 4.1. The first inequality of equation (15) is already shown in Lemma 4.1. The second
inequality is a direct consequence:
(E ‖Covut‖p2)1/p ≤
1
J
J∑
j=1
E
(∥∥∥(ujt − ut)⊗ (ujt − ut)∥∥∥p
2
)1/p
≤ 1
J
J∑
j=1
(
E
∣∣∣ujt − ut∣∣∣2p
)1/p
≤ CeCt .
To show (16), define:
u
j
t =
√
Bujt , u
∗ =
√
Bu∗, Kp(u) =
1
J
J∑
j=1
〈
u
j
t ,u
j
t
〉p
,
and
gp(t) = E

 1
J
J∑
j=1
〈
u
j
t ,u
j
t
〉p = E (Kp(ut)) .
Then it’s suffices to control the growth of g(t) because λmin(B) > 0. We first multiply
√
B onto both sides
of (7) to obtain
dujt = −Covut(ujt − u∗) +
√
B
√
2CovutdW
j
t . (22)
Using Itoˆ’s lemma to have:
dKp(u) =
J∑
j=1
∂Kp(u)
∂uj
duj +
1
2
J∑
i,j=1
dui
∂2Kp(u)
∂ui∂uj
duj ,
which implies
dKp(ut) =− 2p
J
J∑
j=1
〈
u
j
t ,u
j
t
〉p−1 〈
u
j
t ,Covut
(
u
j
t − u∗
)〉
dt+
2p
J
J∑
j=1
〈
u
j
t ,u
j
t
〉p−1 〈
u
j
t ,
√
B
√
2CovutdW
j
t
〉
+
4p(p− 1)
J
J∑
j=1
〈
u
j
t ,u
j
t
〉p−2
Tr
{(
u
j
t ⊗ ujt
)
Covut
}
dt+
2p
J
J∑
j=1
〈
u
j
t ,u
j
t
〉p−1
Tr {Covut} dt .
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The expectation of the second term vanishes, and to control the first term, we note:
− 2p
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p−1 〈
u
j
t ,Covut
(
u
j
t − u∗
)〉
=− 2p
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p−1 〈
u
j
t ,Covutu
j
t
〉
+
2p
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p−1 〈
u
j
t ,Covutu
∗
〉
≤ 2p
J2
J∑
j,k=1
E
{〈
u
j
t ,u
j
t
〉p−1 〈
u
j
t , e
k
t
〉 〈
ekt ,u
∗
〉}
≤ 2p
J2
J∑
j,k=1
E
{〈
u
j
t ,u
j
t
〉p−1 ∣∣∣ujt ∣∣∣ ∣∣ekt ∣∣ ∣∣ekt ∣∣ |u∗|
}
=2p |u∗|E



 1
J
J∑
j=1
〈
u
j
t ,u
j
t
〉p−1/2
(
1
J
J∑
k=1
〈
ekt , e
k
t
〉)
≤ 2p |u∗|

 1
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p
(p−1/2)/p(
1
J
J∑
k=1
E
〈
ekt , e
k
t
〉2p)1/(2p)
≤CeCt

 1
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p
(p−1/2)/p
= CeCtg(p−1/2)/pp (t) ,
where the second last inequality comes from Ho¨lder’s inequality, and we used the estimate from Lemma 4.1.
To control the third and fourth term, we have:
4p(p− 1)
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p−2
Tr
{(
u
j
t ⊗ ujt
)
Covut
}
=
4p(p− 1)
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p−2( 1
J
J∑
k=1
〈
u
j
t , e
k
t
〉2)
≤ 4p(p− 1)
J2
J∑
j,k=1
E
〈
u
j
t ,u
j
t
〉p−1 〈
ekt , e
k
t
〉
≤ 4p(p− 1)
(
1
J
J∑
k=1
E
〈
u
j
t ,u
j
t
〉p)(p−1)/p( 1
J
J∑
k=1
E
〈
ekt , e
k
t
〉p)1/p
≤ CeCt
(
1
J
J∑
k=1
E
〈
u
j
t ,u
j
t
〉p)(p−1)/p
= CeCtg(p−1)/pp (t) ,
and
2p
J
J∑
j=1
E
〈
u
j
t ,u
j
t
〉p−1
Tr {Covut} ≤
2p
J2
J∑
j,k=1
E
〈
u
j
t ,u
j
t
〉p−1 〈
ekt , e
k
t
〉
≤ 2p
(
1
J
J∑
k=1
E
〈
u
j
t ,u
j
t
〉p)(p−1)/p( 1
J
J∑
k=1
E
〈
ekt , e
k
t
〉p)1/p
≤ CeCt
(
1
J
J∑
k=1
E
〈
u
j
t ,u
j
t
〉p)(p−1)/p
= CeCtg(p−1)/pp (t) .
In conclusion, we obtain
dg
dt
≤ CeCt
[
g(p−1)/pp (t) + g
(p−1/2)/p
p (t)
]
⇒ gp(t) ≤ gp(t = 0)CeCeCt .

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5. Mean-field limit of (8)
In this section we show that the mean-field limit of (8) is the Fokker-Planck equation (10), and prove
Theorem 3.3. As discussed in the Introduction, the approach we utilize is the classical method termed the
trajectorial propagation of chaos. With this approach: one builds a completely new SDE system according
to the limiting PDE (10) by utilizing exactly the same coefficients, and compare the newly build SDE with
the given SDE (8). Since the newly built SDE follows exactly the same flow as the PDE, its ensemble
distribution is expected to be close to the PDE solution. And by inventing a new SDE system, it makes it
easier analytically for the comparison.
More specifically, for the case studied in this paper, derived from (10), we develop the SDE system {vjt}
that satisfy:
dvjt = −Covρ(t)∇ΦR(vjt )dt+
√
2Covρ(t)dW
j
t , 1 ≤ j ≤ J , (23)
with vj0 = u
j
0 drawn from the distribution induced by ρ0. The corresponding ensemble distribution is:
Mvt(u) =
1
J
J∑
j=1
δvjt
(u) . (24)
In the following two subsections respectively, we first study the closeness of ρ withMvt , and then compare
the two SDE systems, (8) v.s. (23) and justify the smallness between Mvt and Mut . The two results are
stated in the following two Propositions respectively.
Proposition 5.1. Let ρ is the solution to the Fokker-Planck equation (10), and let {vj} solve (23), with
initial data {vjt=0} drawn i.i.d. from the distribution induced by ρ0. Suppose ρ0 is a C2 function and has
finite higher moments, then for any t > 0 and 0 < ǫ < 1/2, there exists a constant C, depending on t,
dimension L and ǫ but not on J such that
E (W2(Mvt , ρ(t, u))) ≤ C
{
J−1/2+ǫ, L ≤ 4
J−2/L, L > 4
. (25)
Proposition 5.2. Let {ujt} solve (8) and {vjt } solve (23), with its coefficient defined by ρ, the solution
to (10). Suppose (11) holds true, and uj0 = v
j
0 are i.i.d. drawn from the distribution induced by ρ0 (C2 and
has finite high moments), then for any 0 < ǫ < 1/2, there exists a constant C depending only on L, T and ǫ
such that
E (W2(MvT ,MuT )) ≤

 1
J
J∑
j=1
E|ujT − vjT |2


1/2
≤ CJ−1/2+ǫ . (26)
The proof for Theorem 3.3 is then natural:
Proof of Theorem 3.3. Considering (25) and (26) and, by triangle inequality, one has: for any 0 < ǫ < 1/2
E (W2(Mu, ρ(T, u))) ≤ E (W2(Mu,Mv)) + E (W2(Mv, ρ(T, u)))
≤ C
{
J−1/2+ǫ, L ≤ 4
J−2/L, L > 4
.
with C independent of J . Setting this less than ǫ gives Jǫ which concludes. 
5.1. ρ(t, u) v.s. Mvt. In this section, we study the closeness of the limiting PDE (10) with its i.i.d. samples,
the {vj} system. The goal is to prove Proposition 5.1.
To show this proposition, we first cite a classical result that states that the ensemble distribution of i.i.d.
samples approximates the original measure is indeed close:
Theorem 5.1 (Theorem 1 in [27]). Let ρ(u) be a probability density function on RL and let p > 0. Assume
that
Mq(ρ) :=
∫
Rd
|x|qρ(dx) <∞ (27)
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for some q > p. Consider an i.i.d. sequence (Xk)k≥1 sampled from distribution induced by ρ(u) and, for
J ≥ 1, define the empirical measure
ρJ :=
1
J
J∑
k=1
δXk .
Then for all N ≥ 1 and 0 < ǫ≪ 1, there exists a constant C depending only on p, L, q, ǫ such that
E (Wp(ρJ , ρ)) ≤ CMp/qq (ρ)
{
J−1/2+ǫ + J−(q−p)/q, if p ≥ L/2 and q 6= 2p
J−p/L + J−(q−p)/q, p ∈ (0, L/2), if p ∈ (0, L/2) and q 6= L/(L− p)
.
Our Proposition 5.1 can be viewed as a direct corollary of this theorem if one can show the boundedness
of the moment (27) for a large enough q (setting p = 2). This makes the second term in Theorem 5.1 vanish
and we get a simpler version as shown in (25). The rest of the subsection is dedicated to the boundedness
of the moments.
We first cite results from [28] and [10]:
Lemma 5.1 (Proposition 4 from [28] and (2.2) from [10]). Under the assumption of (1) and (2), let ρ(t, u)
solve (10) with initial density ρ0 that is a C2 function and has finite second moments, then the mean m and
the covariance C of the solution to (10) is governed by
d
dt
m(t) = −C(t)(Bm(t)− r) , d
dt
C(t) = −2C(t)BC(t) + 2C(t) . (28)
Furthermore, we have
C(t) =
(
(1− e−2σt)B + e−2σtC−1(0))−1 , (29)
where B is defined in (4) and m(t)→ Eρpos , C(t)→ Covρpos exponentially as t→∞ .
Then, since the covariance of solution to the PDE is known, we can easily obtain upper bounds for higher
moments:
Lemma 5.2. If ρ0 ∈ C2 and has finite high moments, then for any p ≥ 2, t > 0, there exists a constant C
depending on p and t such that∫
|u|pρ(t, u)du ≤ C(p, t) <∞, and ‖Covρ(t)‖p2 ≤ C(p, t) <∞ , (30)
Proof. According to Lemma 5.1 (29), the covariance of ρ(t, u) is uniformly bound, namely:
‖Covρ(t)‖F ≤M, ∀t > 0 ,
for a constant M independent of t. This means the transport coefficient of (10) is Lipschitz and Hessian
coefficient of (10) is uniformly bounded, considering the formula in (3):
‖Covρ(t)∇uΦR(u)‖2 = ‖2Covρ(t) [B(u − u∗)] ‖2 = 2‖Covρ(t)B‖2|u− u∗| ≤ 2‖B‖2M |u− u∗| ,
for all t > 0 and this implies, using (10), that high moments of ρ(t) are also finite for any time t <∞. 
Naturally one can prove Proposition 5.1
Proof of Proposition 5.1. Since (27) holds true according to (31), we conclude the proof by choosing p = 2
and q large enough in Theorem 5.1. 
For later convenience we also provide the boundedness of the moments for Mvt .
Proposition 5.3. Let ρ solve (10) with the initial data ρ0 ∈ C2 and has finite high moments, and let vjt
solve the SDE system (23), then for any J , the bound holds true for all finite time t, namely there is C > 0
depending on p,M, t so that for all 1 ≤ j ≤ J :(
E|vjt |p
)1/p
≤ C , (E ‖Covv(t)‖p2)1/p ≤ C ,
(
E
∣∣∣vjt − v¯t∣∣∣p)1/p ≤ C . (31)
Furthermore we have (
E
∥∥Covvt − Covρ(t)∥∥p2)1/p ≤ CJ−1/2 . (32)
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and
(
E
∥∥v − Eρ(t)∥∥p2)1/p ≤ CJ−1/2 ,

E
∥∥∥∥∥∥
1
J
J∑
j=1
|qj |2 −Varρ(t)
∥∥∥∥∥∥
p
2


1/p
≤ CJ−1/2 , (33)
where Varρ(t) = Tr
(
Covρ(t)
)
.
The proof is rather tedious but not very insightful. We leave it to Appendix A.
5.2. Comparing {vjt } and {ujt} systems. In this section we show that the two particle systems are
asymptotically equivalent, namely Proposition 5.2. More specifically, {uj} system is governed by a coupled
SDE (8), while {vj} comes from i.i.d. sampling of the Fokker-Planck equation (10) and is governed by (23).
We will show the W2-Wasserstein distance of the ensemble distribution of {vj} and {uj} converge in J for all
t > 0. This kind of techniques are widely used in many applications such as [4, 8, 19, 41, 47, 62, 36, 35, 34, 60]
and particle method for PDE [52, 30, 13, 14].
This proposition is a consequence of a few lemmas. We firstly define the distance of the two particle
systems:
xjt = u
j
t − vjt , pjt = xjt − xt , qjt = vjt − vt , (34)
then we have
Covut = Covxt+vt = Covpt+qt , Covvt = Covqt , Covxt = Covpt . (35)
We will show in Lemma 5.3 that the moment of xjt is bounded for all time. Then in Lemma 5.5 we will
show that if the second moment of xjt decays with a certain rate J
−α, where 0 ≤ α < 1/2, the decay rate
can be tightened to J−1/2−α/2+ǫ. According to Lemma 5.3, this α is at least 0, and then we use Lemma 5.5
to iterate till we obtain the optimal convergence rate J−1/2+ǫ.
As discussed in the Introduction, this bootstrapping argument is not seen often in the mean-field proofs,
mostly because in previous systems some kind of Lipschitz condition is imposed on the coefficient, which
immediately prompts the Gro¨nwall inequality to loop back the bound. When nonlinearity presents, such
as in [32, 39], one draws a large domain for the Lipschitz condition to hold true inside and separate the
discussions. All these are done assuming the coefficients in the Brownian motion are constants, and can be
canceled out when two SDE systems are compared. This allows L∞ type boundedness. When the Brownian
motion coefficients are also functionals of u, a comparison cannot eliminate the Brownian motion, and L∞
estimate has to be replaced by other norms. This difficulty has been encountered in Mckean-Vlasov system
as studied in [62, 46]. But to the best of our knowledge, Lipschitz continuity is used.
Now we state the first lemma.
Lemma 5.3. Let {ujt} solve (8) and {vjt } solve (23) with same initial condition. The coefficient for vjt are
determined by ρ, the solution to (10) with the initial data ρ0 ∈ C2 that has finite high moments. Let xjt
be defined as in (34), then under condition (11), for all 2 ≤ p < ∞ and T > 0, we have a constant Cp
independent of J, t such that:
E|xjt |p = E|x1t |p ≤ Cp , E|pjt |p = E|p1t |p ≤ Cp . (36)
for all 1 ≤ j ≤ J and 0 ≤ t ≤ T .
Proof. The first inequality is a direct result from the fact that(
E|xjt |p
)1/p
≤
(
E|ujt |p
)1/p
+
(
E|vjt |p
)1/p
and then applying Proposition 4.1 (16) and Proposition 5.3 (31). Then the second inequality comes from
(
E|pj |p)1/p ≤ (E|xjt |p)1/p + (E|xt|p)1/p ≤ (E|xjt |p)1/p + 1J
J∑
j=1
(
E|xjt |p
)1/p
≤ 2 (E|x1|p)1/p .

The iterative lemma is now presented. Firstly:
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Lemma 5.4. Let {ujt} solve (8) and {vjt } solve (23) with same initial condition. The coefficient for vjt are
determined by ρ, the solution to (10) with the initial data ρ0 ∈ C2 that has finite high moments. Let xjt
be defined as in (34), then under condition (11), for any 0 ≤ α < 1 and T > 0, if there is a constant C
independent of J, t so that
E|xjt |2 ≤ CJ−α , (37)
for all 1 ≤ j ≤ J and 0 ≤ t ≤ T , then we can tighten the decay rate, namely: for any 0 < ǫ < 1/2 and
1 ≤ j ≤ J , there is a constant C˜ independent of J, t so that
E
∣∣∣pjt ∣∣∣2 = E
∣∣∣∣∣∣xjt −
1
J
J∑
j=1
xkt
∣∣∣∣∣∣
2
≤ C˜J−1/2−α/2+ǫ . (38)
for all 1 ≤ j ≤ J and 0 ≤ t ≤ T .
Then we have:
Lemma 5.5. Under the same condition as in Lemma 5.4, we have for any 0 < ǫ < 1/2 and T > 0, there is
a constant C˜ independent of J, t so that
E|xjt |2 ≤ C˜J−1/2−α/2+ǫ . (39)
for all 1 ≤ j ≤ J and 0 ≤ t ≤ T .
This lemma, when combined with Lemma 5.3 immediately allows us to show Proposition 5.2.
Proof of Proposition 5.2. First, by Corollary 5.3, we have the condition (37) holds true for α0 = 0. Then
Lemma 5.5 implies (37) is true for α1 = 1/2− ǫ for any small ǫ > 0. Recursively:
αn = 1/2 + αn−1/2− ǫ .
Since limn→∞ αn = 1− 2ǫ, (37) holds true with α = 1− 2ǫ for any ǫ > 0, and this completes the proof. 
Now we prove the two lemmas.
Proof of Lemma 5.4. First of all, due to the symmetry of the particle system, for all 1 ≤ j ≤ J and 0 ≤ t ≤ 1:
E|pjt |2 = E|p1t |2 , E|xjt |2 = E|x1t |2 .
Then condition (37) implies(
E|pjt |2
)1/2
≤
(
E|xjt |2
)1/2
+
(
E|xt|2
)1/2 ≤ 2 (E|x1t |2)1/2 ≤ 2CJ−α/2 . (40)
Subtracting the SDEs (8) and (23), we have
dxjt =
(
−Covxt+vtB(xjt + vjt ) + Covρ(t)Bvjt
)
dt+
(
Covxt+vt − Covρ(t)
)
Bu∗dt
+
(√
2Covxt+vt −
√
2Covρ(t)
)
dW jt .
(41)
Using Ito’s formula, this becomes
d|xjt |2 =− 2
〈
xjt ,Covxt+vtBx
j
t
〉
dt− 2
〈
xjt ,
(
Covxt+vt − Covρ(t)
)
Bvjt
〉
dt
+ 2
〈
xjt ,
(
Covxt+vt − Covρ(t)
)
Bu∗
〉
dt+ 2Tr
(√
Covxt+vt −
√
Covρ(t)
)2
dt
+ 2
〈
xjt ,
(√
2Covxt+vt −
√
2Covρ(t)
)
dW jt
〉
.
Replace Covρ(t) with Covvt in second and third terms, we obtain
d|xjt |2 =− 2
〈
xjt ,Covxt+vtBx
j
t
〉
dt− 2
〈
xjt , (Covxt+vt − Covvt)Bvjt
〉
dt
+ 2
〈
xjt , (Covxt+vt − Covvt)Bu∗
〉
dt+ 2Tr
(√
Covxt+vt −
√
Covρ(t)
)2
dt
+ 2
〈
xjt ,
(√
2Covxt+vt −
√
2Covρ(t)
)
dW jt
〉
+Rjtdt ,
(42)
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where the remainder Rjt is introduced to account for the replacement:
Rjt = 2
〈
xjt ,
(
Covρ(t) − Covvt
)
Bvjt
〉
− 2
〈
xjt ,
(
Covρ(t) − Covvt
)
Bu∗
〉
.
We then take average of (41) in j to obtain
dxt =
(−Covxt+vtB(xt + vt) + Covρ(t)Bvt) dt+ (Covxt+vt − Covρ(t))Bu∗dt
+
(√
2Covxt+vt −
√
2Covρ(t)
)
dW t ,
so that according to Ito’s formula:
d|xt|2 =− 2 〈xt,Covxt+vtBxt〉 dt− 2 〈xt, (Covxt+vt − Covvt)Bvt〉 dt
+ 2 〈xt, (Covxt+vt − Covvt)Bu∗〉 dt+
2
J
Tr
(√
Covxt+vt −
√
Covρ(t)
)2
dt
+ 2
〈
xt,
(√
2Covxt+vt −
√
2Covρ(t)
)
dW t
〉
+Rtdt,
(43)
where the remainder term:
Rt = 2
〈
xt,
(
Covρ(t) − Covvt
)
Bvt
〉− 2 〈xt, (Covρ(t) − Covvt)Bu∗〉 .
Combine (42) and (43), it is a straightforward calculation that:
d

 1
J
J∑
j=1
|xjt |2 − |xt|2

 =− 2
J
J∑
j=1
〈
pjt ,Covpt+qtBp
j
t
〉
dt− 2
J
J∑
j=1
〈
pjt , (Covpt+qt − Covqt)Bqjt
〉
dt
+ 2
(
1− 1
J
)
Tr
(√
Covxt+vt −
√
Covρ(t)
)2
dt+

 1
J
J∑
j=1
Rjt −Rt

 dt
+
2
J
J∑
j=1
〈(
xjt − xt
)
,
(√
2Covxt+vt −
√
2Covρ(t)
)
d
(
W jt −W t
)〉
.
(44)
According to the definition of pjt , taking the expectation of (44) we have dE
∣∣∣pjt ∣∣∣2.
The expectation of the last term is 0 due to the property of the Brownian motion. Since Rjt involves
the difference between Covρ and Covv, it is expected that the second last term can be controlled using the
central limit theorem. Indeed:
E

 1
J
J∑
j=1
Rjt −Rt

 = 2E 1
J
J∑
j=1
〈
pjt ,
(
Covρ(t) − Covvt
)
Bqjt
〉
= 2E
〈
p1t ,
(
Covρ(t) − Covvt
)
Bq1t
〉
≤ 2 (E‖Covρ(t) − Covvt‖22)1/2 (E‖p1t‖2‖Bq1t ‖2)1/2
≤ 2 (E‖Covρ(t) − Covvt‖22)1/2 (E‖p1t‖2−ǫ‖p1t‖ǫ‖Bq1t ‖2)1/2
≤ 2 (E‖Covρ(t) − Covvt‖22)1/2 (E‖p1t‖2)(2−ǫ)/4 (E‖p1t‖2‖Bq1t ‖4/ǫ)ǫ/4
≤ 2 (E‖Covρ(t) − Covvt‖22)1/2 (E‖p1t‖2)(2−ǫ)/4 (E‖p1t‖4)ǫ/8 (E‖Bq1t ‖8/ǫ)ǫ/8
≤ C
J1/2
(
E‖p1t‖2
)(2−ǫ)/4 ≤ CJ−1/2−α/2+ǫα/4 ,
(45)
where we use symmetry in the second equality and the −1/2 rate comes from (32), and the −α/2 + ǫα/4
rate comes from (40). The uniform boundedness of high moments are stated in Lemma 5.3, equation (36),
and Proposition 5.3, equation (31)-(33). The constant here depends on ǫ.
The third term in (44) is expected to contribute a relatively slow-decaying term. For that, we apply
Ando-Hemmen inequality (see for instance Theorem 6.2 on page 135 in [31]). Define λ0 = λmin
(
Covρ(t)
)
,
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then:
ETr
(√
Covxt+vt −
√
Covρ(t)
)2
= E
∥∥∥√Covxt+vt −√Covρ(t)∥∥∥2
F
≤E
[
1
λ0
∥∥Covxt+vt − Covρ(t)∥∥2F
]
≤ 1
λ0
{
E ‖Covxt+vt − Covvt‖2F + E
∥∥Covvt − Covρ(t)∥∥2F
}
+
2
λ0
(
E ‖Covxt+vt − Covvt‖2F
)1/2 (
E
∥∥Covvt − Covρ(t)∥∥2F
)1/2
≤ 1
λ0
E ‖Covxt+vt − Covvt‖2F +
2J−1/2
λ0
(
E ‖Covxt+vt − Covvt‖2F
)1/2
+
J−1
λ0
,
(46)
where we used Proposition 5.3 to control
(
E
∥∥Covvt − Covρ(t)∥∥2F
)1/2
. To estimate
(
E ‖Covxt+vt − Covvt‖2F
)1/2
,
we cite Lemma B.2 in Appendix B, and use (40) for (55):(
E ‖Covxt+vt − Covvt‖2F
)1/2
≤ CJ−α/2+ǫα/4 .
Here the constant C only depend on ǫ.
Plug this in (46) to replace the second term, we simplify it to:
ETr
(√
Covxt+vt −
√
Covρ(t)
)2
≤ 1
λ0
E ‖Covpt+qt − Covqt‖2F + CǫJ−1/2−α/2+ǫα/4 . (47)
Finally, we deal with first and second term in (44), we first rewrite:
− 2
J
E

 J∑
j=1
〈
pjt ,Covpt+qtBp
j
t
〉
+
J∑
j=1
〈
pjt , (Covpt+qt − Covqt)Bqjt
〉
=− E [2Tr [CovptCovpt+qtB +Covqt,pt (Covpt+qt − Covqt)B]]
=− E
[
Tr
[
(Covpt+qt − Covqt)2B
]]
+ E [Tr [Covqt,ptCovpt,qtB]]
− E [Tr [(Covpt + Covqt,pt)B (Covpt +Covpt,qt)]]− 2E [Tr [CovptCovqtB]]
≤− E
[
Tr
[
(Covpt+qt − Covqt)2B
]]
+ E [Tr [Covqt,ptCovpt,qtB]]− 2E [Tr [CovptCovqtB]] .
The first term becomes:
− E
[
Tr
[
(Covpt+qt − Covqt)2B
]]
≤ −λmin(B)E
[
Tr
[
(Covpt+qt − Covqt)2
]]
≤− λmin(B)E ‖Covpt+qt − Covqt‖2F = −λmin(B)E ‖Covxt+vt − Covvt‖2F ,
(48)
while the second term can be bounded by applying (54) in Appendix B Lemma B.1:
E [Tr [Covqt,ptCovpt,qtB]] ≤ ‖B‖2E [Tr [Covqt,ptCovpt,qt ]]
=‖B‖2E ‖Covpt,qt‖2F ≤ ‖B‖2Var(ρ(t))E|p1t |2 + CJ−1/2−α(1−ǫ) ,
where the last inequality comes from (54) in Appendix B Lemma B.1.
And the third term:
|E [Tr [CovptCovqtB]]| ≤ E

 J∑
j=1
〈
pjt ,CovqtBp
j
t
〉 = E

 J∑
j=1
〈
pjt ,Covρ(t)Bp
j
t
〉
+
J∑
j=1
〈
pjt ,
(
Covqt − Covρ(t)
)
Bpjt
〉
≤ ‖B‖2Var(ρ(t))E|p1|2 + E

 J∑
j=1
‖ (Covqt − Covρ(t))B‖2 ∣∣p1∣∣2


≤ ‖B‖2Var(ρ(t))E|p1|2 + CJ−1/2
(
E
∣∣p1∣∣2)1−ǫ
≤ ‖B‖2Var(ρ(t))E|p1|2 + CJ−1/2−α(1−ǫ),
(49)
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where we used the same techniques as in (57) in Appendix B.
Combine (45), (47)-(49) into (44), we finally have:
dE|p1t |2
dt
≤2‖B‖2Var(ρ(t))E|p1t |2 −
(
λmin(B)− 1
λ0
)
E
[
Tr
[
(Covpt+qt − Covqt)2
]]
+ CǫJ
−1/2−α(1−ǫ) + CǫJ
−1/2−α/2+ǫα/4 .
Under the assumption that λmin(B)λ0 ≥ 1, and with E|p10|2 = 0, we apply Gro¨nwall inequality for E|p1t |2 to
obtain
E|p1t |2 ≤ CǫJ−1/2−α/2+ǫα/4 ,
for all finite time, finishing the proof for (38). 
Proof of Lemma 5.5. To prove (39), we first note, citing Lemma B.2 in Appendix B and use the result from
Lemma 5.4:
(
E‖Covxt+vt − Covvt‖22
)1/2 ≤ CǫJ−1/4−α/4+ǫ/2 .
This helps us to control each term in (42):
1.
E
〈
xjt , (Covxt+vt − Covvt)Bvjt
〉
≤
(
E|xjt |2|Bvjt |2
)1/2 (
E‖Covxt+vt − Covvt‖22
)1/2
≤ CǫJ−1/4−α/4+ǫ/2
(
E|x1t |2
)(2−ǫ)/4 ;
2.
E
〈
xjt , (Covxt+vt − Covvt)Bu∗
〉
≤
(
E|xjt |2|Bu∗|2
)1/2 (
E‖Covxt+vt − Covvt‖22
)1/2
≤ CǫJ−1/4−α/4+ǫ/2
(
E|x1t |2
)1/2
≤ CǫJ−1/4−α/4+ǫ/2
(
E|x1t |2
)(2−ǫ)/4
;
3.
ETr
(√
Covxt+vt −
√
Covρ(t)
)2
≤ Cǫ
λ0
J−1/2−α/2+ǫ ≤ CǫJ−1/2−α/2+ǫ ;
4.
ERjt ≤
(
E|xjt |2|Bvjt |2
)1/2 (
E‖Covvt − Covρ(t)‖22
)1/2
+
(
E|xjt |2|Bu∗|2
)1/2 (
E‖Covvt − Covρ(t)‖22
)1/2
≤ CǫJ−1/4−α/4+ǫ/2
(
E|x1t |2
)(2−ǫ)/4
,
where we use Ho¨lder’s inequality and uniform boundedness of high moments, stated in Proposition 5.3
(31)-(33) and Lemma 5.3 (36) in these estimations. Now, we rewrite:
dE|x1t |2
dt
≤ CǫJ−1/4−α/4+ǫ/2E|x1t |(2−ǫ)/4 + J−1/2−α/2+ǫ ,
and with E|x10|2 = 0, we finally have:
E|x1t |2 ≤ CǫJ−(1+α−2ǫ)/(2−ǫ),
by the Gro¨nwall inequality. This finishes the proof. 
Appendix A. Proof of Proposition 5.3
The proof is similar to [19] (Lemma 3). The bounds in (31) are immediate considering Lemma 5.2. We
only show (32) here. Without loss of generality, assume E(vjt ) = 0, then we write Covvt as
Covvt =
J − 1
J2

 J∑
j=1
vjt ⊗ vjt

− 1
J2
J∑
j 6=k
vjt ⊗ vkt .
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Now we divide (32) into three parts(
E
∥∥Covvt − Covρ(t)∥∥p2)1/p
≤

E
∥∥∥∥∥∥
1
J

 J∑
j=1
vjt ⊗ vjt

 − 1
J

 J∑
j=1
Covρ(t)


∥∥∥∥∥∥
p
2


1/p
+

E
∥∥∥∥∥∥
1
J2

 J∑
j=1
vjt

⊗
(
J∑
k=1
vkt
)∥∥∥∥∥∥
p
2


1/p
.
To control the first term, we have
E
∥∥∥∥∥∥
1
J

 J∑
j=1
vjt ⊗ vjt

− 1
J

 J∑
j=1
Covρ(t)


∥∥∥∥∥∥
p
2


1/p
≤Cp,L

E
∥∥∥∥∥∥
1
J

 J∑
j=1
vjt ⊗ vjt

 − Covρ(t)
∥∥∥∥∥∥
p
F


1/p
≤Cp,L
L∑
m,n=1

E

 1
J
J∑
j=1
vjt ⊗ vjt − Covρ(t)


p
m,n


1/p
=
Cp,L
J
1
2
L∑
m,n=1

E


∑J
j=1
(
vjt ⊗ vjt − Covρ(t)
)
m,n√
J


p

1/p
,
where
(
1
J
∑J
j=1 v
j
t ⊗ vjt − Covρ(t)
)
m,n
means the (m,n)th entry of matrix. For each m,n, define a new
sequence of random variables {wjm,n}Jj=1 as
wjm,n =
(
vjt ⊗ vjt − Covρ(t)
)
m,n
, (50)
then they are i.i.d with zero expectation and finite high moments:
E(wjm,n) = 0, E|wjm,n|p <∞ . (51)
By [37], we have
E

 J∑
j=1
wjm,n


p
. Jp/2 , (52)
which implies
E


∑J
j=1
(
vjt ⊗ vjt − Covρ(t)
)
m,n√
J


p
∼ O(1) .
For the second term, we can use similar argument as (50)-(52):
E
∥∥∥∥∥∥
1
J2

 J∑
j=1
vjt

⊗
(
J∑
k=1
vkt
)∥∥∥∥∥∥
p
2


1/p
=

 1
J2p
E
∣∣∣∣∣∣
J∑
j=1
vjt
∣∣∣∣∣∣
2p


1/p
. (J−p)1/p = J−1 .
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In conclusion, we finally obtain (
E
∥∥Covvt − Covρ(t)∥∥p2)1/p . J− 12 ,
which proves (32). The proof for bounding (33) is similar and is omitted from here.
Appendix B. Two Lemmas
Lemma B.1. Let {ujt} solve (8) and {vjt } solve (23) with same initial condition. The coefficient for vjt are
determined by ρ, the solution to (10) with the initial data ρ0 ∈ C2 that has finite high moments. Let xjt , pjt , qjt
be defined as in (34), then for any 0 < ǫ < 1/2 and T > 0, there exists a constant C > 0 independent of J, t
such that
E‖Covpt‖2F ≤ C
(
E|p1t |2
)(2−ǫ)/2
(53)
and
E‖Covpt,qt‖2F = E‖Covqt,pt‖2F ≤ Var(ρ(t))E|p1t |2 + CJ−1/2
(
E|p1t |2
)1−ǫ
(54)
for any 0 ≤ t ≤ T .
Lemma B.2. Let {ujt} solve (8) and {vjt } solve (23) with same initial condition. The coefficient for vjt are
determined by ρ, the solution to (10) with the initial data ρ0 ∈ C2 that has finite high moments. Let xjt , pjt , qjt
be defined as in (34), then for any 0 < ǫ < 1/2 and T > 0, there exists a constant C > 0 independent of J, t
such that (
E ‖Covxt+vt − Covvt‖2F
)1/2
≤ C
[
(E|p1t |2)1/2 + J−1/2
(
E|p1t |2
)1/2−ǫ/2
+
(
E|p1t |2
)(2−ǫ)/4]
(55)
for any 0 ≤ t ≤ T .
Proof of Lemma B.1. We perform the estimates one by one.
1. to estimate E‖Covpt‖2F :
E‖Covpt‖2F = E {Tr(CovptCovpt)} ≤
1
J2
E


J∑
j,k=1
|pjt |2|pkt |2


=E

 1
J
J∑
j=1
|pjt |2


2
≤ 1
J
J∑
j=1
E
(
|pjt |4
)
= E
(|p1t |4)
=E
(|p1t |2−ǫ|p1t |2+ǫ) ≤ (E|p1t |2)(2−ǫ)/2 (E|p1t |(4+2ǫ)/ǫ)ǫ/2 ≤ C (E|p1t |2)(2−ǫ)/2
(56)
where C is a contant independent of J, t and we used the Ho¨lder’s inequality and the boundedness
for high moments (Proposition 5.3 (36));
2. to estimate E‖Covpt,qt‖2F and equally E‖Covqt,pt‖2F , note:
E‖Covpt,qt‖2F = E‖Covqt,pt‖2F = E {Tr(Covpt,qtCovqt,pt)}
=
1
J2
E


J∑
i,j=1
〈
pit, p
j
t
〉〈
qit, q
j
t
〉
 ≤ 1J2E


J∑
i,j=1
|pit||pjt ||qit||qjt |


=
1
J2
E

 J∑
j=1
|pjt ||qjt |


2
≤ E



 1
J
J∑
j=1
|pjt |2



 1
J
J∑
j=1
|qjt |2




=E



 1
J
J∑
j=1
|pjt |2

Var(ρ(t))

 + E



 1
J
J∑
j=1
|pjt |2





 1
J
J∑
j=1
|qjt |2

−Var(ρ(t))



 .
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Since
E



 1
J
J∑
j=1
|pjt |2





 1
J
J∑
j=1
|qjt |2

 −Var(ρ(t))




=E



 1
J
J∑
j=1
|pjt |2


1−ǫ
 1
J
J∑
j=1
|pjt |2


ǫ


 1
J
J∑
j=1
|qjt |2

−Var(ρ(t))




≤

E

 1
J
J∑
j=1
|pjt |2




1−ǫ

E

 1
J
J∑
j=1
|pjt |2





 1
J
J∑
j=1
|qjt |2

−Var(ρ(t))


1/ǫ


ǫ
≤

E

 1
J
J∑
j=1
|pjt |2




1−ǫ
E

 1
J
J∑
j=1
|pjt |4




ǫ/2

E



 1
J
J∑
j=1
|qjt |2

−Var(ρ(t))


2/ǫ


ǫ/2
≤CJ−1/2

E

 1
J
J∑
j=1
|pjt |2




1−ǫ
,
(57)
where C is a contant independent of J, t and we use the uniform boundedness of high moments,
stated in Proposition 5.3 (31)-(33) and Proposition 5.3 (36). Therefore, we have
E‖Covpt,qt‖2F ≤ Var(ρ(t))E|p1t |2 + CJ−1/2
(
E|p1t |2
)1−ǫ
. (58)
by symmetry of pjt .

Proof of Lemma B.2. This is a direct result of(
E ‖Covxt+vt − Covvt‖2F
)1/2
=
(
E ‖Covpt+qt − Covqt‖2F
)1/2
≤ (E‖Covpt‖2F )1/2 + (E‖Covpt,qt‖2F )1/2 + (E‖Covqt,pt‖2F )1/2 .
and Lemma B.1. 
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