Summary. The development of strategies to minimize the risk of falling in the elderly represents a major challenge for aging, in industrialized societies. The corrective movements made by humans to maintain balance are small amplitude, intermittent and ballistic. Small amplitude, complex oscillations (micro-chaos) frequently arise in industrial settings when a time-delayed digital processor attempts to stabilize an unstable equilibrium. Taken together these observations motivate considerations of the effects of a sensory threshold on the stabilization of an inverted pendulum by time-delayed feedback. In the resulting switching-type delay differential equations, the sensory threshold is a strong small-scale nonlinearity which has no effect on large-scale stabilization, but may produce complex, small amplitude dynamics including limit cycle oscillations and micro-chaos. A close mathematical relationship exists between a scalar model for balance control and the micro-chaotic map that arises in some models of digitally controlled machines. Surprisingly, transient, timedependent, bounded solutions (transient stabilization) can arise even for parameter ranges where the equilibrium is asymptotically unstable. In other words the combination of a sensory threshold with a time-delayed sampled feedback can increase the range of parameter values for which balance can be maintained, at least transiently. Neuro-biological observations suggest that sensory thresholds can be manipulated either passively by changing posture or actively using efferent feedback. Thus it may be possible to minimize the risk of falling by means of strategies that manipulate sensory thresholds by using physiotherapy and appropriate exercises.
Introduction
Falls are leading causes of accidental death and morbidity in the elderly. The aging of societies in the industrialized world provides a strong motivation to understand the nature of the mechanisms that maintain human balance [44, 50, 77] , why these mechanisms fail [49, 57, 81] and how risks for falling can be minimized [73] . Mathematical insights are essential to help guide research efforts so that implementable solutions are available in time to prevent an impending epidemic of falling.
The stabilization of the upright position of an inverted pendulum provides the foundation for mathematical investigations into balance control in humans and bipedal robots. The observation that it is easier to balance a longer stick at the fingertip than a shorter one demonstrates the importance of time-delayed feedback: once the stick becomes sufficiently long its rate of movements become slow relative to the time required by the nervous system to make a corrective movement. Consequently mathematical models of these Newtonian systems take the form of second-order delay differential equations [39, 40, 50, 70, 85, 88, 89, 90] θ(t) − ω 2 n sin θ(t) = f (θ(t − τ ),θ(t − τ ),θ(t − τ )) ,
where θ is the vertical displacement angle, ω 2 n is the natural angular frequency of the pendulum hung downward [90] , τ is the time delay (≈ 130 ms for postural sway [44, 99] ) and f describes time-delayed, negative feedback. The notationsθ(t),θ(t) denote, respectively, the time derivatives dθ/dt and d 2 θ/dt 2 . The sign convention ensures that in the absence of feedback, the upright position is unstable. It should be noted that in order to obtain a solution for (1) it is necessary to define appropriate initial functions, Φ(s), where s ∈ [t 0 − τ, t 0 ] for the initial time t 0 .
Our purpose is to discuss (1) in light of experimental observations which draw attention to the intermittent character of the controlling forces made by humans to maintain balance. Using ultrasound it is possible to non-invasively measure small fluctuations in the changes in length of individual muscle fibers in the calf muscles of a person quietly standing with eyes closed [54, 55] . The changes in length reflect changes in the corrective forces made to maintain balance. The surprising observation is that on these short-length scales the corrective movements do not vary smoothly, but rather take the form of small amplitude, brief ballistic-type contractions. Similarly for stick balancing at the fingertip, high speed motion capture techniques have demonstrated the intermittent, ballistic character of changes in the vertical displacement angle [12] .
The mathematical challenge is to account for the intermittency of the corrective movements within the context of (1) . Two general types of explanations have been advanced. First, it is possible that the intermittency may be event-driven, namely corrective forces are generated whenever the controlled variable crosses a threshold [4, 10, 12, 33, 34, 39, 68, 69, 71] . A well known example of threshold crossing in human balance control is the "safety-net" character of the ankle-hip-step control strategy used by humans to maintain balance in the face of increasingly large perturbations [18, 86] . In the case of stick balancing on the fingertip the intermittency manifests as a power law [12, 19, 75] . Second, the observed intermittency may reflect an intermittent motor control strategy [38, 56, 94, 95, 91] . Indeed control-theoretic considera-tions indicate that optimal control strategies in the presence of noise and delay are those in which corrective movements are made intermittently [75, 92, 93] .
This chapter focuses on the effects of a dead zone on the dynamics of the controlling forces made during to control balance. The term 'dead zone' is used to indicate that there is a finite range of θ for which no corrective forces are generated. Consequently, (1) becomes, for example,
where Π denotes a sensory threshold. In general there can be a different threshold associated with each of θ(t),θ(t) andθ(t); however, here we have shown only a threshold for θ(t). In the mathematical literature, the study of the effects of a threshold on feedback control falls under the heading of switching [31, 45, 28] , or hybrid [35] control. The threshold is a strong small-scale nonlinearity since it destroys the fixed-point. Even though this nonlinearity may have no effect on large-scale stabilization, it can produce small amplitude, chaotic oscillations referred to as micro-chaos [22, 24, 36] . Our discussion is organized as follows. In Section 2 we provide a historical perspective by illustrating two ways in which a dead zone can enter into a dynamical system. First, in predator-prey population models a dead zone can take the form of prey hiding spots [8, 65, 66] . Second, the effects of a dead zone can manifest as force quantization in digitally controlled machinery due to analog-digital (A/D) conversion [22, 23, 24, 36] . The remainder of the chapter focuses on the effects of a sensory dead zone on the time-delayed feedback control of human balance. We introduce inverted pendulum models for postural sway in Section 3, and in Section 4 we review the effects of dead zones on the dynamics of (2) for different choices of state-dependent feedback. The important point is that with respect to intermittent controlling movements, the effects of a dead zone on dynamics depend very much upon whether terms related toθ(t − τ ) are included in f . Moreover, for both PD and PDA-feedback, a dead zone can produce chaotic dynamics as well as a transient stabilization of the upright position even though the controlled system without a dead zone is unstable. Finally we conclude with a discussion of the potential benefits of a dead zone for the delayed feedback control of balance.
Historical background
Issues related to the effects of dead zones on dynamics have become a focal point for discussions into the control of human balance. However, the study of the effects of dead zones on feedback control has a much longer history. Here we briefly summarize two examples to illustrate some concepts which are pertinent to the theme of this chapter.
An ecological example
In 1974-76 JM was a Japan Society for the Promotion of Science fellow in the laboratory of Professor Ei Teramoto at Kyoto University. At that time he, together with Professor Nanako Shigesada, began working on a 1-D map suggested by observations on the growth of bobwhite quail in northern Wisconsin [7, 25, 26, 27] . The mathematical model took the form
where x t , x t+1 are, respectively, the quail population densities at times t, t+1, and Π q is the number of quail hiding spots and n, k 1 , k 2 are positive constants where k 1 < 1 and k 1 + k 2 > 1. When x t < Π q , the quail population grows (k 1 + k 2 > 0) since the quail could not be detected by the predators. However, once x t > Π q , predators could detect the quail and hence the quail population decreases (k 1 < 0). From the perspective of predators the number of hiding spots represents a sensory dead zone. The dynamics of (3) for large n can be approximated by the piecewise linear 1-D map (Figure 1 ),
where α > 1 and 0 < β < 1 [66] . This map represents a homeomorphism on the circle. It can readily be seen that (4) has the following properties [8, 65 ]:
1. After transients die out, the dynamics are confined to the closed interval [β, α] . In other words the map exhibits large-scale stability. 2. Periodic solutions satisfy the condition
where j, k are positive integers. When (5) is satisfied, all points in [β, α] are periodic and marginally ("neutrally") stable. 3. For j, k which do not satisfy (5), the solutions of (4) are ergodic. 4. The numbers of iterates between successive maxima differ by no more than 1.
A decade later, Jacques Bélair, a mathematician at the Université de Montréal, recognized that the iterations could be characterized symbolically by successive convergents of the continued fraction expansion of − log α log β [8] . The behavior of this map captures an important feature of dynamical systems operating with a sensory dead zone. The ecological importance of the dead zone is not that it produces a population cycle nor is it because it produces an oscillation whose period undergoes small variations. Rather it is the fact that a sensory dead zone provides a mechanism to ensure that the lowest population density is higher than zero. In other words, populations whose growth is described by a bimodal map are more resistant to extinction due to random perturbations than a population whose growth is described by a unimodal map, such as the quadratic map [66] .
Micro-chaos
In industrial applications, the presence of small amplitude "stochastic" vibrations is well recognized. Although their amplitude is small, these vibrations nonetheless have deleterious effects on the operation via wear and tear of machinery. A much studied example arises when a digital processor attempts to stabilize an unstable fixed-point of a mechanical system. The effects of digital control introduce quantization into both the time domain (sampling) and the force ('round off'). We relate the quantization in the force around zero to the effects of a dead zone (see also Section 4). Micro-chaos, manifested as vibrations in mechanical devices, results from the interplay between a time delay and spatial quantization effects ('dead zone') which arise from analogdigital conversion [22, 24, 36] . Abrupt changes in motor force can also arise in the setting of quantization of voluntary movements such as observed in visually-directed arm reaching movements in infants [11] and patients with brain injury [46] .
To illustrate, let us examine the effects of a digital controller on the feedback control of a continuous over-damped unstable system described by
where y is the position (e.g. the angular position), q > 0 is a constant, and f describes time-delayed feedback. First-order DDEs of this form arise frequently in physiology and, for example, have been used to describe the dynamics of the pupil light reflex [51, 52] and certain hematological disorders [60, 61] . There are two effects of a digitial implementation on the dynamics of (7): 1) spatial quantization (round off), and 2) time sampling. Quantization of f is readily handled using the Int() function, namely
where p is the control gain and h is the quantization step, i.e. the sensory input is equal to multiples of h (see Figure 2a) and
It is understood that for each time interval, ∆t = t j+1 − t j , of the digital controller we keep the force constant. We refer to this as a zero-order hold approximation. The term t j indicates that the input is sampled at the frequency of the digital controller, i.e. t j = j∆t. An often used, but overly simple metaphor for interpreting the effects of a neural delay on neural control is in terms of a delay line, namely there is a dead zone of length τ between an input and when the effect of the input is first detected. However, in reality the situation for balance control is much more complex. First, the delays are distributed as a reflection of the distribution in axonal diameters. Second, control is distributed over many length scales including at the level of muscle spindles or Golgi tendon organs, spinal cord reflexes and supra-spinal reflexes. Finally, the effective delay also includes the effects of the nonlinear viscoelastic properties of the muscular-skeletal system.
These observations motivate considerations of a tapped delay approximation which takes into account the possibility that information for control is available at all times, but is weighted as a fraction of τ . In other words the term y(t j ), t ∈ (t j , t j+1 ) can be represented by y(t − ρ(t)) where ρ(t) is a periodic time-varying delay. Figure 2b shows a linear approximation to ρ(t) = t − t j , t ∈ [t j , t j+1 ). The average delay,τ , in this case is ∆t/2. Despite the periodically varying delay, the delayed feedback becomes a piecewise constant function (see (9)).
Using the new variable x = y/h, the system can be written aṡ
Solution over the period [t j , t j+1 ) gives the so-called micro-chaos map [36] 
where
In the general case, where both the delay and the quantization are involved into the model, (11) describes a chaotic motion, referred to as micro-chaos. As was shown by [36] , this system exhibits a chaotic motion for different values of a and b. Note that for sufficiently large x j ("large scale") the values of the iterates decrease ( Figure 3a ). However since the fixed point 0 is unstable, the dynamics increase for small x j ("small scale") ( Figure 3b ). The observation that the chaotic dynamics are confined to a small region near 0 justifies the term micro-chaos. A possible combination of conditions for the existence of chaotic motion generated by the map
, is the following [96] :
• there exists a compact invariant and indecomposable set A for f , i.e., if
x ∈ A then f n (x) ∈ A for any integer n ≥ 0;
• the mapping f has sensitive dependence on initial conditions on A, i.e., there exist a real number ε > 0 such that for any x 1 ∈ A and for any δ > 0 there exists x 2 ∈ A and an integer n ≥ 0 such that
Here, we demonstrate this phenomenon for a fixed parameter pair (a, b) = (2.5, 2). This parameter point is indicated by point A in Figure 4a . For these choices of a, b the above conditions are satisfied for the set A = [ 1 2 , 7 2 ] . In this case the system has three fixed points: z 1 = 0, z 2 = 4/3, z 3 = 8/3. All the fixed points are unstable. Due to the conditions above, the chaotic attractor exist in the set A. The discrete map is shown in Figure 3 both at large scale and at the small scale of the quantization step.
Different special cases are obtained by eliminating different terms in (10).
1. If there is no control (i.e, p = 0) the system is unstable since q > 0 in (10) .
In the discrete version (11) this case is obtained if b = 0, which implies an unstable system with a > 1. 2. If the control force is continuous in time and there is no quantization, then (10) can be written asẋ
This system is a stable if p > q. 3. If the delay effect is involved into the model by a zero-order hold but quantization is still not modeled then the integer part function can be omitted in (10) and the governing equation becomes of the forṁ
The corresponding discrete map is
The trivial solution x = 0 is stable if |a − b| ≤ 1, or, what is equivalent, if
The corresponding stability diagrams are shown in Figure 4 . Note that in this particular problem, q > 0 and consequently a > 1.
Human postural sway
Postural sway refers to the movements made by the body to maintain balance during quiet standing [62, 97, 98] . Typically postural sway is measured by having a subject stand quietly with eyes closed on a force platform (Figure 5a) . The inverted pendulum model for quiet standing is shown in Figure 5b . It is important to keep in mind that whereas the inverted pendulum model considers θ to be the controlled variable, the force platform measures the change in the controlling forces in response to a change in the position of the body's center of mass (COM).
The biomechanical condition for stable standing is that the COM must be located within the base of support defined by the area under and between the feet. For a human standing quietly, the COM lies approximately at the level of the second sacral vertebrae [87] . For many individuals this corresponds to ≈ 55% of their height. The force platform measures the center of pressure (COP), namely the weighted average of all of the downward forces acting on a single force platform through the soles of the feet. It depends primarily on foot placement and the motor control of the position of the ankle. Postural sway results from changes in the relative positions of COP and COM during quiet standing [97] . In 1-D, as the COP moves to the right of the COM, the COM moves left, and vice versa.
The fluctuations in joint angles during postural sway are less than tenths of a degree and hence are smaller than the thresholds for the detection of movement for both the visual and vestibular system [29, 30, 37] . Thus it is currently thought that the principle sensory input for postural sway is proprioception [78] . The important proprioception sensors for balance are [78] : 1) muscle spindles which are arranged in parallel with muscle fibers, 2) Golgi tendon organs which are arranged in series with muscle fibers, and 3) cutaneous mechanoreceptors [32, 43] . Muscle spindles are capable of measuring muscle length and the velocity of length change, Golgi tendon organs [78] and cutaneous mechanoreceptors [82] measure acceleration by measuring a force.
The first evidence suggestive of the presence of a sensory dead zone in postural sway was obtained from an analysis of force platform data [20, 21] . minutes as a subject stands quietly on a force platform. James J. Collins and his co-workers suggested that the fluctuations in COP could be modeled as a correlated random walk. Specifically they calculated the two-point correlation function [20, 21] 
where x is the displacement of the COP in the AP-direction and y is its displacement in the ML-direction. Thus K(u) is calculated from N data points spanning N − m data intervals of length mu. For a correlated random walk
where H = 0.5 for a simple random walk. It is observed that H > 0.5 for small u and H < 0.5 for larger u [20, 21, 68] . This means that over short time scales the postural sway random walk exhibits persistence: movements in one direction are followed by movements in the same direction. Open loop control on short time scales would be anticipated if a sensory dead zone was present. The average velocity of postural sway is 0. [29] and supports the suggestion that the Golgi tendon organ provides the major source of proprioceptive input during quiet standing [53] .
Stabilizing the upright position
Our focus is on the effects of a sensory dead zone on the control of postural sway when there is state-dependent feedback [39, 40, 70, 90] . The phrase 'statedependent feedback' means that the feedback only contains terms related to θ(t − τ ),θ(t − τ ) andθ(t − τ ). The inverted pendulum model indicates that stability towards small perturbations can be described by the linear DDË
where k p , k d , k a are, respectively, the proportional, derivative and acceleration gains in the torque, T (see Figure 5b) , g is the acceleration due to gravity and ℓ is the length of the pendulum. More complex types of feedback are known, such as model predictive controllers that are capable of compensating for the delay [40, 63] . However, these more complex forms of control do not offer clear advantages over state-dependent controllers for the length of the pendulum and magnitude of the time delays relevant for postural sway during quiet standing [40] . A focal point has been to identify the shortest pendulum that can be stabilized in the inverted position for a given τ [39, 40] . This provides a measure of the robustness of the control. The earliest studies of the effects of a dead zone on dynamics of DDEs considered equations of the form [1, 2, 5, 6] 
where ω 2 n > 0 is a constant. Although this equation is not a model for stabilization of an inverted pendulum, it has the advantage that a precise understanding of the dynamics can be obtained using simple techniques. In particular, when f is piecewise constant feedback, a great deal of analytical insight can be obtained since solutions can be obtained by piecing together arcs of circles. It is even possible to construct the solution using a compass and a ruler [3] ! Moreover, experimental paradigms using piecewise constant types of feedback can be developed and used to directly compare prediction with observation [51, 52, 58, 72, 64] . (20) observed as a function of C and τ (see [28] for details).
First-order models
The first modeling attempt to consider the effects of a dead zone on postural sway was developed in 1996 by Eurich and Milton [28] . They made four assumptions: 1) the postural sway control mechanisms are over damped; 2) the proprioceptive system involved in balance control is activated only when the angle exceeds a threshold; 3) the corrective feedback acts maximally within a very small ranges of angle; and 4) the angular displacements are very small and hence ℓ sin θ ≈ x, where x is the displacement in the x-direction. Thus there is a dead zone for control, and corrective actions are taken only when x exceeds a threshold. The advantage of this model for the present discussion is that it nicely demonstrates the connection between a dead zone in a DDE and the micro chaos map (11) [41] . In dimensionless form, the Eurich-Milton model becomeṡ
A plot ofẋ versus x (Figure 7a ) shares similarities to plots of x t+1 versus x t discussed previously (see Figures 1 and 3) .
The solution of (20) is
The solutions of (20) depend on only two parameters: τ and C. There are no stable fixed points. Bounded solutions exist provided that C ≥ 1 and τ ≤ ln C. Within the parameter range for the bounded solutions, three distinct types of qualitatively different limit cycle oscillations exist (Figure 7b : labeled O1, O2 and O3). The limit cycle O1 is bistable: one limit cycle encircles 1 with x > 0 and the other encircles −1 with x < 0.
Here our interest is onẍ(t). Figure 8 compares x(t) andẍ(t) for oscillations produced in regions O1, O2 and O3. Abrupt changes inẍ(t) occur each time when x crosses the threshold. Not surprisingly, these abrupt changes inẍ(t) occur periodically.
The relation between (20) and the micro-chaos map (11) can be established in the following way. Assume that the threshold condition is checked only at certain time instants t j = j∆t, where τ = r∆t with r being an integer. This scenario corresponds to the semi-discretization of delayed systems [42] . In this case the system is governed bẏ
where t ∈ [t j , t j+1 ). The special case r = 0 with ∆t = 2τ corresponds to the case when the delay is approximated by a zero-order hold. The solution in this case can be given as 
In the interval x j ∈ [−2, 2], this map is identical to the micro-chaos map (11) with a = exp(∆t), b = C(exp(∆t) − 1). Figure 9a shows the map (23) for the case if a(a − 1) < b < a, which corresponds to exp(∆t) < C < exp(∆t)/(exp(∆t)−1). For different values of a and
b (or alternatively, for different values of C and ∆t), the system experiences different behavior. If b < a − 1 (i.e. C < 1) then the system is unstable. If b < a(a − 1) (i.e. C < exp(∆t)), then the solution is transiently bounded for a period of time then exponentially grows. This is the case of transient chaos [41] . If b > a(a − 1) (i.e. C > exp(∆t)) then there is a micro-chaos around the origin. Figure 9b shows different regions in the plane (C, ∆t) associated with different types of motion: three types of micro-chaos (MC1, MC2, MC3) and three types of transient chaos (TC1, TC2, TC3) can be distinguished, which correspond to the three types of oscillations of the continuous-time system (20) indicated by O1, O2 and O3 in Figure 7 . Figure 9 shows that the transition between micro-chaos and unstable motion is through transient chaos.
It should be noted that in this case the micro-chaos results from a discretely sampled time delayed system with a dead zone, which is a kind of quantization of the input signal around the origin. Periodic solutions are also observed for (2) for PD feedback [45] . However, power spectral analysis of postural sway does not typically show the presence of a strong periodic component (for a notable exception see [98] ). Thus it is possible that postural sway corresponds to a form of micro-chaos. The power spectrum for micro-chaos is not expected to contain a strong periodic component [41] . In this respect it is of interest to note that in 1995, Yamada [100] suggested that postural sway was a chaotic process. (23) as function of C and ∆t.
Propagation of threshold effects
The effect of a dead zone is expected to produce an abrupt change in force each time the solution crosses a threshold. Mathematically the abrupt change in force takes the form of a jump discontinuity in the acceleration. An important consideration is the manner by which such derivative discontinuities are propagated in time by delay differential equations. The effects of a threshold crossing intimately depends on whether or not the feedback contains terms related to acceleration.
In order to illustrate the problem, consider the first-order DDĖ
together with the initial function, Φ(s) = 1 where s ∈ [t 0 − τ, t 0 ]. At the point t = t 0 , the left and right derivatives are not the same: the derivative from the left is equal to 0, whereas the derivative from the right is equal to 1. Thus, even if f and Φ have continuous derivatives, there will generally be a jump discontinuity in the first derivative at t 0 since it is impossible to satisfy simultaneously the conditions that x(t 0 ) = Φ(t 0 ) andẋ(t 0 + 0) =Φ(t 0 − 0). It can be anticipated that the sensory threshold for each sensory modality involved in controlling postural sway differs. Thus the right-hand side of (18) becomes 
where Π p , Π d and Π a are the sensory threshold values, respectively, for the angular position, the angular velocity and the angular acceleration. Since we do not have estimates for the sensory threshold values, in the discussion which follows we take
The advantage of these choices is that it is very easy to see the effects of a sensory dead zone on postural dynamics. However, it is likely that the true values of the thresholds are smaller.
For PD-feedback, (1) is a retarded functional differential equation (RFDE) since the highest order of the derivative in f is less than 2. Figure 10a shows that the initial first discontinuity at t 0 is propagated as a second degree discontinuity at t 0 + τ , as a third degree discontinuity at time t 0 + 2τ , and, more generally, as a discontinuity in the (n+1)st derivative at time t 0 + nτ . In other words, the solution is progressively smoothed as a function of time as the initial derivative discontinuity is propagated successively to higher order 
with s ∈ [−τ, 0).
derivatives. In contrast, for PDA-feedback, (1) is a neutral functional differential equation (NFDE) since the highest order of the derivative in f equals 2. Figure 10b shows that in this case the solution is not progressively smoothed as a function of time. Figure 11 compares the effects of a dead zone threshold on the dynamics of (1) for a PD and a PDA delayed feedback. For PD feedback abrupt changes in force occur almost periodically. However, for PDA feedback abrupt changes in force occur in a much more complex manner which becomes progressively more complex as the system evolves in time. This complexity arises because the effects of new jump discontinuities are progressively added to those of all previous jump discontinuities resulting in an accumulation of discontinuities.
Transient stabilization
Up to this point we have associated the maintenance of the upright position with a stable fixed-point of (2). However, a moment's reflection suggests that this assumption may not be valid, or even necessary. Standing still for prolonged periods of time is not a typical everyday activity for most individuals, unless they are in the military or a practitioner of yoga, or perhaps a mime. Provided that a person has sufficient muscular strength to support the upright stance, the only way that a fall can occur while standing on a flat, stationary surface is as the result of either a cardiac (arrhythmia or vasovagal episode) or a neurological (stroke or epileptic seizure) event. In contrast, falls in the elderly most commonly occur during weight transfers, including the transition between standing and walking, and less commonly as a consequence of a slip or trip [81] . The fact that movement requires that the COM be displaced outside the base of support implies that for most activities of daily living transient stabilizations of standing position are likely to be necessary. 
Numerical simulations of (1) with (24) indicate that transient stabilization of the upright position is possible even though the gains are chosen such that the upright position is asymptotically unstable as t → ∞ [40] . Figure 12 shows examples of transient solutions of (1) obtained for PD and PDA feedback in the presence of dead zones for θ(t),θ(t) andθ(t). In each case we have chosen the feedback gains so that a stable solution does not exist when the dead zones are not present (see Figures 12a,b) . In other words, these transient solutions occur for parameter choices for which neither the open-loop nor the closed-loop system is stable.
There are three types of models that can produce transient stabilizations. The first is micro-chaos [22, 23, 24, 36] discussed in Section 2.2. The second relies on the observation that the interplay between time delays and noisy perturbations can transiently stabilize an unstable fixed-point [12, 14, 15, 68, 71] . The third strategy is a nonlinear-type of control mechanism which relies on the properties of a saddle point [10, 4] . The analytical explanation for transient stabilizations shown in Figure 12 is not presently known.
Stick balancing at the fingertip
Another extensively studied paradigm of human balance control is stick or pole balancing at the fingertip (Figure 5c ) [12, 13, 19, 48, 69] . The advantage of this paradigm over that of postural sway is that it is possible to readily examine the effects of, for example, changes in the length of the pendulum and to obtain the long time series necessary to estimate, for example, the presence of power laws.
For stick balancing, the controlled variable is the vertical displacement angle, θ. The fluctuations in θ are more than an order of magnitude larger than the variations in joint angles observed in postural sway. The observation that an initially balanced stick quickly falls with eye closure suggests that vision provides the most important sensory input. Recent observations show that mechanoreceptors at the fingertip contribute to the control of stick balancing [Milton et. al, unpublished] . Thus for stick balancing vision measures θ(t − τ ) andθ(t − τ ) [90] and fingertip mechanoreceptors can provide a measure of force [82] and hence is related toθ(t − τ ).
During stick balancing, the fingertip (pivot point) is continually moving and hence the dynamics are better described by the pendulum-cart system shown in Figure 5d . This is a two-degree-of-freedom system described by θ and the linear displacement x of the cart. If the mass of the cart is negligible compared to the mass of the pendulum, then it can be shown that the stability of the inverted pendulum to small perturbations is described by the linear DDEθ
Despite the similarity between (18) and (28) there are important differences between the dynamics of an inverted pendulum and a pendulum on a cart. These differences become most apparent when the structures shown, respectively, in Figures 5b and d are hung at their stable (downward) positions [90] . Whereas (18) predicts that the oscillations occur about the pivot point, (28) predicts that they occur near the mid-point of the pendulum as observed experimentally [48] . Moreover, the period of the oscillations predicted by (18) 
Three observations support the presence of a dead zone in the control of stick balancing. First, brief and intermittent corrective movements are observed for both real [12, 13, 19] and virtual [9, 16, 67, 75, 76] stick balancing. Second, there is a sensory dead zone of ≈ 3
• in the estimation of θ in the anterior-posterior (AP) plane [Milton et al., unpublished] . The presence of this dead zone accounts for the observation that the amplitude of the fluctuations in θ in the anterior-posterior plane is higher than those in the medial-lateral plane [48] . Finally, the mean value of θ is not ≈ 0
• as predicted in models possessing a noisy fixed-point, but is displaced from vertical by ≈ 2 − 4.5
• [12] .
In stick balancing emphasis has been drawn to the transient nature of the 'balanced state' [15, 17, 18] . In particular, a number of empirical observations have suggested that, counter-intuitively, the control parameters for many subjects correspond to choices for which the upright position would not be stable [15, 17] . It is possible that the explanation is related to the same phenomena that give rise to the transient stabilization shown in Figure 12 .
Dead zone benefits
All sensory receptors have a sensory dead zone [74] . Figure 13 shows the characteristic sigmoidal shape of the input-output relationships of a sensory receptor. By definition, the sensory threshold corresponds to the stimulus magnitude for which the subject correctly identifies a change has been made 50 % of the time. The presence of a dead zone has important consequences for feedback control. Negative feedback controllers are designed to make the error signal, namely the difference between the desired and the actual output, as small as possible. The presence of a dead zone means that the error signal cannot be made arbitrarily small. This is a serious problem when, as appears to be the case in postural sway, the fluctuations to be controlled are of the same order of magnitude as the detection thresholds for the sensory receptors. There are a number of benefits for including a dead zone in the feedback stabilization of unstable states in this situation.
STIMULUS AMPLITUDE
First, the threshold determines the reliable operating range of the sensory receptor. If the input signal is very weak, then a sensor with a low threshold is required to detect it. However, as the threshold is set lower and lower, the possibility that 'false spikes' are triggered by noisy perturbations increases [74] . On the other hand, if the input amplitude is very high, it is possible that the sensor will saturate and hence variations in the output would no longer reflect variations in the input. This can be prevented by setting the threshold to a high value. Thus there is a trade-off between sensitivity and reliability that is set by the threshold. The nervous system can set the value of the threshold by using efferent feedback. For example, hearing loss to sound intensities that normally would not produce deafness can arise because of a failure of efferent feedback in the cochlear nucleus [59] . The observation that the detection threshold for ankle proprioception depends on muscle tension in the calf muscles [79, 80] raises the question as to whether detection thresholds for balance can be similarly adjusted by adopting different postures while standing.
Second, it is possible that control mechanisms that incorporate a dead zone may be more energy efficient than those that do not. The presence of a dead zone makes it possible to use a drift and act strategy, namely, energy consuming corrective actions are taken only when the controlled variable exceeds a threshold [68, 69, 71] . The potential reduction in energy requirements stems from the fact that active control is not continuously required. Indeed the very first use of dead zone type controllers was motivated by the fact that such controllers were robust, inexpensive to construct and had low energy consumption [31] . Anecdotal evidence suggests that the neutral alignment posture of dancers, martial and yoga artists, and trained athletes, is much less fatiguing than, for example, the kyphotic-lordotic posture adopted by physically less fit individuals and the elderly. A present day application is the use of the 'standing desk', i.e. desk designed so that the user cannot sit, but must stand to work at it. In addition, to reducing intra-lumbar disk pressures (and hence back pain), it has been demonstrated that individuals experience much less fatigue. To our knowledge there has been few studies of the relation between standing posture and fatigue (for a notable exception, see, [84] ). However, in view of our discussion it is tempting to speculate that standing postures which reduce, for example, muscle tension in the calf muscles and hence increase the detection threshold for ankle movement would be among those which are the least fatiguing.
Third, there are some control situations in which the incorporation of a dead zone affords the only practical control strategy. There are two known advantages of a dead zone in the setting of feedback control. First, in the setting of noisy and delayed feedback control, the presence of a dead zone minimizes the risk of destabilizing effects of "over control". Over-control arises because a corrective movement planned at a time t−τ is not appropriate when delivered at time, t, due to the effects of noisy perturbations that occurred in the interval [t − τ, t] . Second, the combination of a dead zone and high gain feedback makes it possible to make rapid movements in situations that do not require accuracy. It is not difficult to imagine the utility of such a mechanism in the setting of balance control. Presumably when faced with a large perturbation having the potential of causing a fall, the first goal is to make a correction that reverses the fall, rather than a single correction which re-establishes perfect balance.
A final possibility is that the presence of a dead zone makes it possible to transiently stabilize an upright position (Figure 12 ). Numerical simulations suggest that the parameter range for transient stabilization can be larger than that for the asymptotic stabilization (data not shown). Thus on short time scales, say minutes, there are two different mechanisms to maintain balance. It is not yet clear which mechanism is the physiologically more relevant: resistance to change (asymptotic stability) or increased maneuverability (transient stability). The transient stability regime may explain why balance can be maintained, albeit with an increased risk of falling, even though the relevant gains (k p , k d , k a ), and possibly the time delay (τ ) have been altered by aging and disease processes.
Up to now we have assumed that dead zones in neural control reflect finite detection thresholds of sensory receptors located in the peripheral nervous system. However, it has long been speculated that there is a refractoriness in the execution of motor movements planned by the central nervous system such that corrective movements are made only intermittently [56, 94, 95] . Indeed the increased effectiveness of intermittent versus continuous feedback control has been demonstrated in a virtual stick balancing task [56] .
Concluding remarks
The stabilization of a pendulum in the upright position is widely considered to be the benchmark for evaluating the robustness of proposed control strategies. Ultimately the most important component of a feedback controller is the sensor used to detect deviation in the controlled variable(s). We have suggested that a plausible explanation for the presence of intermittent, ballistic corrective actions during human balancing is that they reflect the combination of the sensory dead zone acting in the presence of a controller which includes dependence on acceleration. The generation of micro-chaos by such a mechanism may explain why the power spectrum for postural sway typically does not contain a strong periodic component.
Transient chaos may provide insights into why falls occur. The surprising observation is that the presence of the dead zone enables a transient stabilization for control gains that would otherwise be unstable. Thus we anticipate that our observations point to a new class of control mechanisms that may be well suited to control in the presence of delay and noise.
