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A b stract
The combination of an exemplar artefact and associated search heuristics constitute a 
‘technological paradigm’. Such technological paradigms can emerge as industries evolve, 
altering the nature of innovative search from exploration to incremental improvement 
along a ‘technological trajectory’. Disagreements exist as to the cause of standardis­
ation and the relationship between standardisation and the related shift in innovation 
emphasis.
The number of elements within a technology tends to increase over time. The ‘construc­
tional selection’ model encapsulating this process partially explains standardisation at 
the individual level. However, present models of technological paradigm formation that 
feature constructional selection do not consider (1) whether artefact structure will in­
duce an alteration of innovation emphasis and (2) how a standard design emerges at the 
population level and how the interaction of multiple agents affects the constructional 
selection process.
This report focuses on the second point. The new models presented here introduce a 
heterogeneous population of firms subject to selection. Firms, in the presence of con­
tinual innovation, aim to produce superior products to their competitors. The models 
indicate that a technological paradigm emerges across the population (1) when firms 
use a range of strategies, (2) when design details of competitors’ designs are freely ac­
cessible, for all rates of entry and associated competition above a low level, and (3) 
under conditions of imperfect imitation, provided that competition is sufhciently strong 
relative to the level of mutation.
Chapter 1
Introduction
“ One characteristic feature of the process of development is that it inevitably 
leads to the formation of a system. The system in turn sets the boundaries 
of further developm ent (Sahal, 1981, 33).
1.1 Understanding the evolution of technological paradigms
A firm developing a product technology develops a paradigm that suggests a pattern of 
future investigation for improvements. This paradigm results in future change occurring 
along a trajectory. This thesis considers the conditions under which the population of 
firms within an industry will share the same paradigm, resulting in an industry-wide 
trajectory of technological progress. This chapter briefly introduces the most important 
concepts and previous modelling work, then outlines the remainder of the thesis. The 
next chapter reviews four strands of literature that consider patterns of technological 
change within an industry and those factors that shape them in more detail.
1.1.1 Dominant designs, technological paradigms, and search
There are two main strands of literature that are concerned with patterns of innova­
tion and technological change within an industry. The first concerns the formation 
of ‘technological paradigms’ and associated ‘technological trajectories’ and the second 
concerns itself with the concept of a ‘dominant design’ and a stage-based model of in­
dustry evolution. The literature on technological paradigms argues that, as an industry 
evolves, designers develop a technological paradigm concerning the problems, materials 
and knowledge relevant to the search for better designs (Dosi, 1988b). A technological 
paradigm consists of both an ‘exemplar artefact’ (a model solution to the problem) and
a collection of associated search heuristics (Dosi, 1982) (simple rules that assist in solv­
ing a problem). This technological paradigm is associated with a pattern of cumulative 
technological change in a consistent direction labelled a technological trajectory.
The literature centred around dominant designs puts forward a stage-based model of in­
dustry evolution (Abernathy & Utterback, 1978). This literature argues that innovation 
emphasis alters over time as the industry evolves. Industries initially focus on product 
innovation, and feature a low level of process innovation. Over time the emphasis alters 
to focus on process innovation whilst product innovation continues to decline over time. 
In the long run the decline of product innovation is followed by a decline in process 
innovation and remaining innovation continues in an incremental manner. The shift in 
emphasis is argued to coincide with the emergence of the dominant design. This design 
may be broadly seen to be equivalent to the concept of an exemplar artefact in the 
technological paradigms literature.
The exact causal mechanisms by which a technological paradigm and associated dom­
inant design emerge within an evolving industry remain under question (Murmann & 
Prenken, 2006). This research focuses on understanding these mechanisms, through 
which design variety is reduced, and innovation emphasis altered, during the formation 
of a technological paradigm. The related question of the circumstances under which an 
existing technological paradigm may be displaced is left to consider at a later date.
The question of why a technological paradigm emerges across a population of designers 
along with an associated technological trajectory leads to a number of more specific 
questions, as follows:
•  What causal mechanisms result in design standardisation?
— Are ‘increasing returns’ effects, that reinforce the superiority of successful 
designs, required?
— Are ‘network effects’, that alter performance as a function of the number of 
users, required in particular?
•  What causes the shift in innovation emphasis from exploration of potential solu­
tions to refinement of existing solutions?
— Does standardisation induce a shift in innovation emphasis or vice versa?
Building on the work of Prenken (2006b, Ch. 4), the central thesis is as follows. The 
core elements or components of a product design become ‘locked-in’ as a result of the 
continuing fine-tuning of existing elements and the addition of further elements. This 
lock-in encourages designers to consider core elements as fixed and alter their innovation 
emphasis toward a focus on sub-systems, peripheral elements and process innovations.
Population level selection favours designs constructed in this way, providing the impetus 
for an industry-wide alteration in the nature of innovation and competition within the 
industry. Hence the internal structure of products (technological artefacts) plays a key 
role in the formation of patterns of industry evolution.
1.1.2 Industries as evolutionary search mechanisms
An industry can be seen as an evolutionary search mechanism that finds the solution to 
one or more related problems (Alchian, 1950). Search is performed in a parallel manner 
by many different firms. This search for solutions takes place within a ‘design space’ 
of possible technologies (Dennett, 1995; Frenken, 2006b). When designs are assessed 
according to some criteria, such as profitability, designers may be seen to operate upon 
a ‘fitness landscape’, in search of points in design space that correspond to peaks on 
this landscape (Kauffman & Macready, 1995). Chapter 3 considers the development 
of fitness landscape models in evolutionary biology and their subsequent application to 
understanding technological change.
At the start of the search process, the location of the best solutions is highly uncer­
tain. Consumer preferences are initially unclear (Windrum & Birchenhall, 1998), and 
relatively little is known about the technology’s future capabilities (Dosi, 1982). As a 
result, the problem faced by designers may itself may be poorly defined. Search is thus 
relatively unfocused at this stage.
Over time, further firms enter the industry. This increases the level of search parallelism 
(i.e. more of the space of possible solutions is being searched at any one time). Once ba­
sic artefact functionality is established, a large variety of designs begin to emerge (Aber­
nathy & Utterback, 1978).
As the location of the best technical solutions becomes progressively clearer, and con­
sumer requirements become more concrete, search becomes more focused. Solution 
variety falls as a result of design imitation and selection; search shifts away from ex­
ploration towards incremental refinement of current solutions (Abernathy & Utterback, 
1978). Under some circumstances variety is reduced to such an extent that a dominant 
design (a design that is, in effect, a standard) can be seen to arise in an industry (Ander­
son & Tushman, 1990). A perspective forms on the future direction in which to search 
for technological improvements and change begins to occur in a cumulative trajectory­
like fashion (Dosi, 1982). Mature industries tend to exhibit either a dominant design 
or narrow range of designs. Dominant designs have been associated with a change in 
the nature of innovation and competition within an industry (Abernathy & Utterback, 
1978, 33). These patterns of innovative search and industry evolution are encapsulated 
within the literature on dominant designs and the product life cycle (Section 2.1) and
the body of literature concerning technological paradigms (Section 2.2).
Disagreement remains concerning the causal mechanisms that result in narrowing tech­
nological variety, and the relationship between design standardisation and the shift 
in innovation and competition emphasis (Tushman & Murmann, 1998; Murmann & 
Prenken, 2006). Selection of designs by adopters depends upon the characteristics and 
price of a particular technology. Particular designs may achieve dominance, not through 
technological superiority, but through being the best price-and-feature bundle for a sig­
nificant proportion of adopters (Anderson & Tushman, 1990). A number of further 
causes are proposed, usually based around the concept of increasing returns, whereby 
the success of a design is reinforced by benefits that either relate to current production 
levels or total units sold (Arthur, 1988b).
Increasing returns do provide a selective advantage to the affected technologies. How­
ever, it is unclear as to whether increasing return effects are necessary for a reduction 
of design variety. When describing their conceptual framework Murmann & Frenken 
(2006, 945) note that:
“ T/ie adoption of core components and interfaces generates increasing re­
turns through various mechanisms previously described by Arthur (1989). 
Network externalities may be a sufficient condition in some industries. Be­
cause we cannot derive from our model that network externalities are a nec­
essary condition for a dominant design, at this point it is useful to leave open 
the possibility that other mechanisms play a role. We expect mechanisms to 
differ in their relative importance depending on the nature of the technology, 
its interface with the users, and the socio-political regimel’
It is possible that forces of convergence arising from selection, imitation and interde­
pendencies are sufficient for variety reduction. Further questions arise concerning the 
extent of variety reduction: are increasing return effects required for a dominant design 
to occur? What specific circumstances determine whether a dominant design does oc­
cur? Section 2.5 considers the mechanisms of technological paradigm formation (TPF) 
in detail.
Those solutions selected by the search mechanism are progressively improved. Beyond 
a certain point, if a promising new technology becomes possible at a later date, the 
new technology may either languish or displace the existing one only after substantial 
time has elapsed (Arthur, 2009). Eventually, established designs may be displaced by 
new radical innovations, leading to the introduction of a further increase in variety 
as the range of potential solutions, in which this new technology plays a part, are 
explored (Anderson & Tushman, 1990). The circumstances required for a new design to
displace the existing dominant solution is also a matter of disagreement, with a number 
of potential requirements or conditions proposed (Cowan & Hultén, 1996). Investigation 
of this issue is considered as further work within Section 7.2.7.
In combination, the questions of paradigm selection and displacement emphasise the 
tension between exploration and exploitation of technological solutions. The suitability 
or desirability of particular technologies changes over time. Mechanisms that reinforce 
particular technological solutions constrain technological change and thus reduce the 
adaptive ability of systems that rely upon those technologies. However, without any 
constraints the focus of innovation may remain on exploration, and the substantial 
benefits that arise from standardisation and incremental improvement would then not 
be accrued. Hence, without reinforcing mechanisms, these systems would be more 
flexible but the solutions produced would be comparatively poor.
1.1.3 Complementarities as a factor in variety reduction
One particular theme in the literature is that complementarities, or historical con­
straints, in combination with incremental problem solving, may shape and constrain 
technological change (Prenken, 2006b) (Section 2.4). Technological systems are usually 
complex, consisting of a number of interdependent components, constructed and refined 
incrementally over time. A combination of two or more technologies may prove to make 
both more effective, or both less effective, than they would otherwise be. For instance, 
railways, iron steamships and refrigeration proved to be mutually reinforcing technolo­
gies (Rosenberg, 1982, 58). Existing components influence which new components are 
desirable. Conversely, new components must not negatively disrupt the existing struc­
ture. Future choices are thus constrained (Page, 2006). As a system grows in size, 
existing components may induce designers to search for future improvements in a par­
ticular direction.
Further insights on historical constraints can be gained from studying other evolutionary 
systems. Both genomes and technologies grow in complexity, under evolutionary forces. 
Analyses of genome growth distinguish between the genotype and the phenotype of an 
organism. The genotype is the particular configuration of gene variants that codes 
for the organism in question, whereas the phenotype is the expression of these genes 
as characteristics, or functions, in the resulting organism. Models of genome growth 
suggest that the number of phenotypic functions that new genes affect falls as the 
genome grows, due to selection at each step (Altenberg, 1994, 1995, 1997). Pleiotropy 
is defined as the number of functions affected by a particular gene (see Section 3.3.2). 
Genes that affect many functions are said to be of high pleiotropy, whilst genes that 
affect few functions are of low pleiotropy. New genes increase the evolvability of non­
adapted functions^ whilst preserving adapted functions.
In the context of technological change, high pleiotropy components are those that are 
crucial in determining the key functional attributes of the design (Murmann k, Frenken, 
2006). The conceptual framework is used to construct an argument that “an invariant 
core of high-pleiotropy elements emerges endogenously in a growing complex system’’ 
(Frenken, 2006b, 62). Following from this a more precise definition of a dominant 
design is provided: “a set of standardised high pleiotropy elements in the product popu­
lation” (Frenken, 2006b, 62). With such a definition, empirical measurement of design 
variety can be achieved through the use of entropy and mutual information measures.
The formation of a high pleiotropy core suggests a reason why a design can be con­
sidered progressively frozen as designs grow in size. Initial high pleiotropy elements 
establish a base level of functionality for a large number of functions. These functions 
are then further refined over time around these initial elements. If initial elements are 
subsequently changed then much subsequent refinement is likely to be lost. Hence, at 
the level of an individual designer, core formation implies standardisation. When com­
bined with imitation of designs, and selective forces, interdependencies may increase 
variety reduction.
1.1.4 Formal modelling of technological paradigm formation
Altenberg’s model of genome growth has previously been adopted as a formal model of 
technological paradigm formation (Frenken, 2006b, 48-66). This model demonstrates 
why an incrementally constructed artefact is likely to exhibit high-pleiotropy core com­
ponents surrounded by peripheral components. It also offers an explanation for the 
shift in search heuristics as a new technology evolves. Both the modification of core 
components and the addition of new core components change many functions. These 
functions may already be highly adapted, and they become progressively less likely to 
produce a fitness increase as improvement continues. For this reason, designers have an 
incentive to switch their focus to modification and addition of peripheral elements that 
affect few functions.
The model has some limitations, since it only demonstrates how a high pleiotropy core 
can emerge in the design of a single designer. For the model to operate at the population 
level it is required that there exists a relatively strong level of selection relative to 
the level of mutation (Altenberg, 1997, Sect. B2.7.2.2.). This condition does not 
hold during the formation of a dominant design, where innovation (mutation) is high 
and selection is weaker than later in the evolution of the industry due to consumer
 ^A non-adapted function is a behaviour of the structure in question that, at present, does not provide 
a significant contribution to the structure’s fitness
uncertainty concerning desired product characteristics. It also does not explain how 
a high pleiotropy core leads to an alteration of innovation emphasis (although this is 
proposed as an extrapolation of the model), nor does it explain how a particular set of 
high pleiotropy elements could emerge from an earlier variety of designs (leading to an 
industry wide alteration of innovation emphasis).
1.2 Outline and contributions
This work extends the original model to test, firstly, the conditions under which innova­
tion emphasis will alter and, secondly, the conditions under which a set of standardised 
elements emerges within the product population. The aim is to provide a stronger an­
swer to the question of why technological paradigms and associated trajectories emerge. 
Chapter 4 replicates the original model, tests the robustness of the model outcomes by 
examining the parameter space more thoroughly, and outlines the model’s limitations. 
Chapter 5 performs a robustness test on the original model by examining the effect of 
alternative search strategies. A new ‘steps since mutation at each locus’ chart is pro­
duced that significantly strengthens Frenken’s original argument. Chapter 6 extends 
the model to consider why this alteration of innovation emphasis can be found at the 
industry level.
In this thesis it is demonstrated that:
•  The interaction of selective forces and local search is sufficient to lead to the 
emergence of a dominant design. Whilst increasing returns effects may contribute 
to a dominant design, they are not necessary.
•  The ‘constructional selection’ strategy is not always the superior strategy in the 
evolving population (i.e. other strategies exist that produce a fitter artefact, more 
rapidly than constructional selection).
•  High pleiotropy cores always emerge, even when other strategies and their designs 
dominate the population.
As a consequence, a number of related innovations are produced:
•  A theoretical model that may be extended to consider the questions of paradigm 
replacement, technological spéciation, and patent effects.
•  A bridge between the present model of technological paradigms and the empiri­
cal studies conducted by Frenken and others, through the application of entropy 
statistics. At present the theoretical model and empirical studies remain divided.
•  The generation of further hypotheses concerning technological paradigm formation 
that may be validated or falsified through empirical research.
Once the approach and present results have been covered, Chapter 7 examines limi­
tations and further work. Contributions are summarised in Section 7.1.1, the subject 
and approach within Section 7.1.2, and the findings within Section 7.1.3. Further work 
is discussed in Section 7.2. Such work includes potential lines of research to consider 
technological paradigm replacement and technological spéciation.
1.3 An agent-based modelling approach
1.3.1 Overview
This study makes use of simulation. Specifically, an agent-based modelling approach is 
used. Agent-based models represent systems as collections of interacting objects, where 
each object may or may not be a purposeful agent. This approach stands in sharp 
contrast to an equation-based approach where the system in question is represented 
by a number of variables that change over time. An agent-based approach grows the 
macro-level patterns of interest from the micro specification of the system in question, 
therefore taking a ‘bottom-up’ approach to modelling (cf. Epstein, 2006).
Agent-based modelling is closely related to the ‘complexity science’ perspective which 
aims to understand complex systems with many interacting parts (Miller & Page, 2007). 
Though other modelling approaches are used within the complexity science literature, 
agent-based modelling represents a natural choice due to the substantially similar per­
spectives of complexity science and agent-based modelling. Similarly, agent-based mod­
elling is closely related to Object-Oriented Programming, which can be used to construct 
programs comprised of a number of interacting objects.
1.3.2 Modelling steps
Whilst there is no one definitive modelling process, the following steps outline the 
general approach;
1. Develop questions of interest related to a particular system
2. Form a conceptual model incorporating empirical regularities, or ‘stylised facts’ 
related to the question
3. Create a detailed design for the computational model
4. Implement the computational model using a chosen programming language
5. Verify the model is constructed as intended (according to the detailed design)
6. Validate the model (ensure that the model replicates the empirical regularities) 
and explore the parameter space
7. Analyse the model and address the questions of interest
There is a substantial literature that provides further information both on the overall 
modelling process and on each of the steps listed above. Guides to agent-based modelling 
have been produced by Gilbert & Troitzsch (2005), Miller & Page (2007)^, Gilbert (2008) 
and Railsback & Grimm (2012).
These books each contain sections detailing important considerations when developing 
the design of the computational model. Of particular note are the ‘Eightfold Way’ ap­
proach of Miller and Page (Miller & Page, 2007, Ch. 7) and the ODD (Overview, Design 
concepts and Details) Protocol developed by Railsback, Grimm and others (Railsback 
& Grimm, 2012; Grimm et a l, 2006). Verification -  the process of ensuring that the 
computational model implementation is accurate with respect to the original design -  
is also covered in some of these sources (Gilbert, 2008; Railsback & Grimm, 2012, 79). 
Validation (ensuring that the model is an accurate representation of the target system, 
with respect to the particular system aspects or questions that the model is intended 
to explore) is a very contentious subject, with a variety of views and approaches in 
existence, and is discussed further as part of the section below.
1.3.3 Modelling and empirical data
Windrum et a l  (2007) identify three distinct approaches to constructing agent-based 
models, each of which has a different relationship with empirical evidence. The three 
approaches are the indirect calibration approach, the Werker-Brenner approach and the 
history-friendly approach.
The indirect calibration approach uses empirical evidence to form a list of relevant 
‘macro level’ stylised facts. The micro specification of the model is then constructed, 
again drawing upon empirical evidence. The parameter space is then explored, i.e. a 
number of runs are generated where each run relates to a particular point (combination 
of parameter settings) within parameter space. Runs relating to the points in this space 
that produce the macro level stylised facts are then retained, whilst the remaining
^Miller and Page’s book is primarily focused on ‘complex adaptive social systems’ but serves as a 
good reference for those wishing to produce agent-based models.
runs are discarded. Model analysis then proceeds, with the aim of both improved 
understanding of causal relationships and the identification of new regularities.
In the Werker-Brenner approach the micro specification of the model is still constructed 
using empirical evidence. However, empirical evidence is also used to construct the ini­
tial model state and the range of plausible values for model parameters. The parameter 
space is then explored. Runs relating to the points in this space that produce the macro 
level stylised facts are then retained, whilst the remaining runs are discarded. A further 
stage is added: the model builder attempts to identify the shared properties and mecha­
nisms of the retained models in order to establish a common ‘underlying’ model. When 
feasible, expert input from an historian is acquired to assist with this stage. Model 
analysis then proceeds, as with the indirect calibration approach.
Using the history-friendly approach, the micro specification of the model, the initial 
conditions and the model parameters are specifically chosen using empirical evidence 
relating to a particular industry. In this approach the empirical evidence used is more 
specific, as it relates to one particular industry, and is drawn from a wider range sources 
(i.e. case studies of the industry in question). Following an exploration of the parameter 
space, the model runs are compared with the historical data available and those points 
within the space that most replicate the historical data are retained for further analysis. 
With this approach, model analysis includes the possibility of examining ‘alternate 
histories’ obtained by modifying some of the model parameters or initial conditions.
To summarise, the three approaches described above share a great deal in common. The 
central difference between the indirect calibration approach and the Werker-Brenner ap­
proach is that the Werker-Brenner approach uses empirical knowledge to inform selec­
tion of the initial model conditions and parameter ranges (whilst the indirect calibration 
approach does not do this). The central difference between the first two approaches and 
the history friendly approach is that the history friendly approach uses detailed knowl­
edge of a particular industry drawn from a greater variety of sources.
1.3.4 Agent-based modelling within this study
Within this study. Chapters 4, 5 and 6 are centred around computational modelling 
and simulation. Chapters 4 and 5 focus on models that essentially contain a single 
agent (although multiple runs are performed, and Chapter 5 features agents that use 
a variety of strategies). Such models can, in a sense, still be considered agent-based 
models since the central feature of an agent-based model (interacting objects) is present 
in the form of the elements, the fitness landscape, and the interactions between these 
objects. Chapter 6 contains a more typical agent-based model, featuring a population of 
agents competing within a selection environment. A short section within each chapter
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discusses the issues raised in this section, concerning the relationship between empirical 
evidence, theory, and the models constructed.
1.4 Problem justification
Understanding the process of technological paradigm formation and replacement is im­
portant for a number of reasons. Balancing exploration and exploitation of technological 
solutions is important with regard to maximising the benefits accrued from such tech­
nologies over time as new possibilities are uncovered. Unanticipated negative effects or 
performance limitations in present technologies may make adaptation highly desirable. 
However, adaptation is only possible if sufficient flexibility remains in the industrial sys­
tems in question. Knowledge in this area can be used to assist in developing strategies 
to prevent selection of inferior technologies and increase the flexibility of technological 
adaptation.
Technological trajectories are a form of path dependence. Once investment has be­
gun, leading change down a particular technological trajectory it becomes increasingly 
hard to switch to a different trajectory. Once consequence of path dependence is the 
possibility of sub-optimal outcomes, since the future potential of particular trajectories 
is initially uncertain. Improved understanding of the mechanisms of variety reduction 
may help us understand whether and how standardisation on inferior technologies^ may 
occur through the effect of interdependencies. This can in turn be used to help ensure 
that premature lock-in of a sub-optimal design does not occur or, conversely, that the 
design chosen is a relatively good one. This involves understanding how flexibility can 
be maintained during the distributed construction of a technological system. Such work 
has been performed by Alkemade et al. (2009), but remains restricted to systems of a 
fixed size. In contrast, the proposed research can consider this in the context of a grow­
ing system. Strategies may be developed to make such systems more responsive to later 
changes in information or range of potential components.
It is also true that the means with which one can ‘break out’ of particular trajectories 
is of importance, when such trajectories are found to have adverse or undesirable con­
sequences (such as in the case of vehicles powered by the internal combustion engine). 
Understanding how such breakouts are possible may be difficult without having a suit­
able framework to consider break outs and to understand how the technology became 
locked-in in the first place. This work helps to meet such prerequisites.
Understanding paradigm formation and replacement may be of particular importance 
concerning the transition to environmentally responsible technologies. This relates to
technology is deemed inferior in this context when alternate technologies with superior function­
ality, or potentially superior functionality in the medium-term, existed at the time of standardisation.
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the literature by Unruh (2002, 2000) on ‘carbon lock-in’. The research proposed may 
explain why particular carbon-intensive technologies lock-in and how such technologies 
can be replaced. The increasing complexity of social systems may result in decreased 
adaptive ability and eventual collapse (Tainter, 1988). Many societies have collapsed 
in the long-run due to a failure to adapt (Diamond, 2005; Tainter, 2006; Beddoe et a l, 
2009). If large technological systems are constrained by interdependencies and increas­
ing return effects, failure to adapt could arise through the inability to replace unsuitable 
elements in the system.
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Chapter 2
Innovative Search: Patterns and 
Theories
This chapter reviews the past literature concerning the rate and direction of techno­
logical change, changes in artefact variety, and the associated patterns of innovation. 
First, the main bodies of theory attempting to explain patterns of industrial evolution 
are reviewed. Particular focus is given to the emergence of technological paradigms, 
incorporating the emergence of dominant designs and the related change in innovation 
emphasis. The mechanisms concerning paradigm formation are then considered further.
Several bodies of literature exist that consider patterns of technological change and 
innovation at the industry level. The first is a body of literature on dominant designs 
and stage-based models of industry evolution, begun by Utterback &: Abernathy (1975), 
focusing on the stages of development that productive units go through as they mature 
and the relationship between this pattern and the emergence of a dominant design. The 
diverse body of literature on technological paradigms and trajectories, starting with 
the work of Nelson & Winter (1977), argues that technological search is incremental, 
conforming to rules and beliefs accumulated by the designers. The literature on path- 
dependence, incarnated in its present form by David (1985) and Arthur (1983, 1989), 
emphasises irreversibility, uncertainty and potential inefficiency in technological change. 
Finally, the literature that considers technology as a complex system focuses on the effect 
of interdependencies between individual technologies on future innovation (Rosenberg, 
1969). This section begins by considering the literature on dominant designs and the 
product life cycle.
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2.1 Dominant designs and industry evolution
This literature focuses on understanding the shift in the focus of competition within 
and industry, and on the emergence of dominant designs, as the industry matures. This 
section is primarily based on the reviews by Murmann & Frenken (2006) and Tushman 
& Murmann (1998).
2.1.1 The dominant design concept
A dominant design may be approximately defined as a effective standard that gains 
significant market dominance. Definitions differ when comparing sources (Murmann 
& Frenken, 2006, 932). Despite differences, all of these definitions recognise that a 
dominant design is both widely produced and is associated with a change in the com­
petitive focus of an industry (Murmann & Frenken, 2006, 932). Dominant designs have 
been found to emerge in a wide rage of industries (Murmann & Frenken, 2006, 926- 
930) concerning products such as video cassette recorders (Cusumano et a l, 1992), gas 
turbines (Islas, 1999) and many others.
Relating to the change in competitive focus, dominant designs have also been associated 
with a change in the pattern of innovation in the industry in question. Abernathy & 
Utterback (1978) describe innovation as proceeding through three main phases as an 
industry develops. Initially, innovative efforts focus on product design. Changes to de­
sign are large and frequent. In the second phase, innovation emphasis shifts to process 
innovation. Finally, in the third phase, small incremental product and process inno­
vations are prevalent. The innovation emphasis initially focuses on major innovations 
but focus later shifts, resulting in the rate of minor innovations peaking later (Gort & 
Klepper, 1982; Frenken, 2006b).
Once a dominant design emerges, it tends to constrain future technological change. The 
adoption of new innovations incompatible with the dominant design, or narrow range 
of designs, may be delayed or not occur at all. For instance, introduction of the electric 
dynamo was delayed due to it being incompatible with the dominant factory designs of 
the time (David, 1990, 357).
Other similar concepts have been introduced. Sahal (1981,1985) introduced the concept 
of technological guideposts. A technological guidepost is a design that emerges during 
the course of the development of a technology that subsequently lays down a ‘blueprint’ 
that future designs follow, with subsequent change occurring in an incremental manner. 
Sahal argues that subsequent change will occur in an incremental manner along an 
‘innovation avenue’ until another technological guidepost is reached.
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2.1.2 A stage model of industry evolution
These patterns and others have been consolidated into a stage model of industry evolu­
tion first codified by Abernathy & Utterback (1978). This model describes the changes 
undergone by a developing industry. The model divides the development of an in­
dustry into three stages: an exploratory stage, a consolidation stage, and a mature 
stage (Frenken, 2001, 35), as described below.
During the exploratory stage the firm population grows. New firms enter the industry in 
response to perceived opportunity, infiuenced by the present rate of innovation and the 
cost of entry. Many small firms produce a large variety of products. The rate at which 
firms enter is high, and the market share of each firm is volatile. Process innovation is 
relatively low and product innovation high.
During a consolidation phase the number of firms falls, entry falls, firm size tends to 
increase and market share begins to stabilise. Product variety and the number of firms 
falls as selection weeds out the majority of inferior designs and less successful firms.
A dominant design or small number of variants heralds the arrival of the mature stage. 
In this stage a small number of surviving firms remain, which focus on incremental 
and process innovation. Variety may increase once more as specialised variants cen­
tred around the remaining designs are created to meet the requirements of particular 
niches (Murmann & Frenken, 2006).
It can be questioned how exactly a particular dominant design emerges, and how the 
emergence of a dominant design relates to changes in innovation patterns within the 
particular industry. More generally, the questions faced are: (i) how the variety of 
designs is reduced, and (ii) how the reduction in variety relates to the change in inno­
vation emphasis - which is cause and which effect? These tightly interrelated questions 
are dealt with in Section 2.5.
2.1.3 Technological change as a cyclical process
Based around empirical studies of several industries Anderson k, Tushman (1990) model 
technological change as cyclical process, with periods of substantial variation inter­
spersed with periods of incremental innovation. From this perspective, a technological 
discontinuity (the introduction of a radical new technology) instigates an era afferm ent 
in which substantial technological variation exists as new possibilities are explored. Se­
lective forces operating upon this variety eventually lead to the emergence of a dominant 
design. The emergence of a dominant design heralds an era of incremental innovation. 
This cycle begins again following a new discontinuity. Empirical evidence is provided 
to suggest that technological change at the industry level proceeds in this way, in a
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cyclical or punctuated manner. This is supported by Windrum’s (2005) study of the 
camera industry which finds that a second innovation cycle, with associated firm entry 
and later shakeout, occurs within the industry (though in the camera industry it should 
be noted that a single dominant design does not emerge).
2.1.4 Current limitations
The stage-based model described above, and those empirical studies shaped by it, en­
counter a number of potential issues (Murmann & Frenken, 2006):
•  Windrum & Birchenhall (1998), Frenken et al. (1999b), and Windrum (2005) find 
that the formation of a dominant design is not a certainty.
•  The definition of a dominant design is often imprecise or arbitrary, there is diffi­
culty in delineating classes of technology, the level (or granularity) of analysis often 
varies without explicit recognition, and time scales of analysis may vary (Murmann 
& Frenken, 2006).
•  Product innovation is not always found to decrease (Frenken, 2001; Gort & Klep­
per, 1982).
•  Dominant designs have subsequently been argued to emerge a number of times 
within a particular industry in a cyclical process (Anderson & Tushman, 1990). 
This is not recognised within earlier product life cycle theory.
•  Whilst a range of mechanisms have been put forward concerning dominant de­
sign formation, our understanding on how these mechanisms function, and relate 
dominant designs to innovation patterns, is limited.
de Vries et al. (2011) find a number of reasons why a dominant design may not always 
emerge or, conversely, why variety persists despite selection. This is illustrated with the 
example of flash memory cards. The reasons, somewhat adapted, include the following:
1. Two or more niches exist with each catered for best by the features of a distinct 
product
2. ‘Gateway technologies’ such as adapters enable incompatible technologies to be­
come compatible
3. ‘Multi-channel’ products may enable variety to persist (for instance, DVD±RW  
drives that can accept both DVD-RW and DVD+RW discs)
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4. The appropriability regime may be weak, permitting many variety-introducing 
near-imitations
5. Firms continuing to support ‘losing’ products may lead to persistent variety for a 
time
6. Speed of variety generation may outpace the market selection mechanism
7. The specific product type may be dependant on a more important purchase (e.g. 
the memory card type chosen may be determined by the features of the best 
camera)
8. The low price of the product and associated gateway technologies renders precise 
selection of product less important
More than one distinct adopter population may exist, hence resulting in a number of 
different niches within an industry, corresponding to different bundles of consumer pref­
erences (Windrum & Birchenhall, 2005, 128). For example, within the bicycle industry 
a number of distinct bike variants exist for different uses. Aside from ‘regular’ all-round 
bikes there are touring bikes, for long trips; mountain bikes, for variable terrain; down­
hill bikes, for travelling fast down very rough terrain; and BMX bikes amongst many 
other varieties. Each of these variants is extensively customised to meet the require­
ments of a particular consumer niche, and hence they are substitute goods only in the 
weakest sense.
Niches may affect the emergence, or non-emergence, of a dominant design. Each sub- 
market niche prioritises on different product characteristics. Variations building around 
a particular exemplar artefact may exist to meet the demands of a number of niches, 
whilst benefiting from economies of scope (Frenken, 2006b, 64). Alternatively, niches 
may be sufficiently different for technological spéciation to occur, whereby a distinct 
design emerges for each niche. Thus one can ask, under what conditions does a product 
family arise around a single core to meet multiple niches, and under what conditions 
does full technological spéciation occur?
It should be noted that whilst Windrum k, Birchenhall (2005) consider niches to grow or 
shrink purely based on the ‘utility’ of users in that niche, niches may vary in malleability. 
For instance (in the ‘air transport’ market) users acquiring helicopters for use on oil 
platforms could not switch to using planes simply because the consumer class using 
planes had a higher utility. In other instances the benefits of a particular artefact 
configuration may be more flexible. For example, the effectiveness of tank technology 
depends not only upon the tanks themselves but upon the particular strategy routines 
used in conjunction with the tanks (Castaldi et a l, 2009).
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2.1.5 An updated model of dominant designs and industrial evolution
In a landmark paper, Murmann & Frenken (2006) establish an updated model of dom­
inant designs and industrial evolution, integrating a wide range of literature including 
that which considers technology as a hierarchical system of interrelated components, 
such as the literature from ‘complexity science’. The paper first observes a number of 
faults or disagreements within the current literature (such as those discussed above) 
which leads to firstly, a proposed set of protocols to follow for subsequent studies and 
secondly, the updated model which attempts to resolve the observed problems.
The core aspects of the updated model are as follows. Technology is treated as a 
complex system, recognising that firms often undertake local search because of this 
complexity and that superior elements may not necessarily be incorporated into a tech­
nology if they do not fit well with other system components. This complex system is 
recognised to have a hierarchical structure consisting of nested subsystems ultimately 
composed of individual base components. The authors propose to use Polyani’s concept 
of operational principle to categorise these technologies into product classes, with the 
operational principles of sub-systems enabling categorisation into sub-classes, and so on 
down the hierarchy.
It is recognised that not all elements are of equal criticality within the technology, 
with some ‘core’ components affecting many product characteristics of the technology 
whilst some ‘peripheral’ components affect few product characteristics, effectively play­
ing ‘fine tuning’ role whilst the core components provide the majority of functionality. 
The relationship between the internal elements of the product and the external prod­
uct characteristics is recognised as the technology’s architecture. The existence of a 
dominant design is recognised to be a matter of degree, rather than an all-or-nothing 
phenomena, with a dominant design existing as a set of shared core components, rather 
than requiring all dominant design instances to be completely identical.
A distinction is made between antecedent-radical innovations (radical in terms of the 
knowledge required) and consequent-radical innovation (radical in terms of its effects), 
with an innovation that is radical in both dimensions being termed an innovation. 
It is argued that innovations higher in the product hierarchy tend to be more radical in 
terms of the antecedents required.
Resulting from the model, a number of recommendations are made for future studies on 
dominant designs and industrial evolution, to ensure that studies are comparable hence 
enabling cumulative progress:
•  A dominant design exists as a matter of degree
•  The level subject to analysis (within the technology hierarchy), and the levels
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above and below this level should be specified
•  The ‘granularity’ should be specified (the level of abstraction used when consider­
ing components or design dimensions, and the time intervals used for observation)
•  Multiple technology cycles should be recognised where they exist (with the begin­
ning of a cycle marked by the change of a core component at the system level)
• The model should be applicable to all complex technologies, but not simple tech­
nologies
•  The role of firms should be recognised as ‘system assemblers’, ‘first tier subassem­
blers’ and so on, because the speed of technological change varies at different 
levels in this hierarchy of firms and different innovations affect firms in different 
positions in different ways
2.2 Technological paradigms and trajectories
This section reviews a second strand of literature, concerning the emergence of paradigms 
held by designers that result in subsequent technological change proceeding incremen­
tally in a certain direction (Rip k  Kemp, 1998). Development of further technology is 
then infiuenced by this paradigm, with a tendency towards incremental improvements 
in current processes rather than significant innovations (Rip k  Kemp, 1998).
Dosi (1988b, 1127) describes a technological paradigm as an exemplar artefact and a set 
of heuristics. An exemplar artefact is the present technology that is to be improved. (In 
this work an exemplar artefact is considered as equivalent to a dominant design.) This 
will be explained in further detail in Section 4.2. The set of heuristics associated with 
this artefact concerns where the present problems in this technology lie, the knowledge 
that should be used to solve them and how the search for solutions should proceed. 
Thus a paradigm defines “a ‘model’ and a ‘pattern’ of solution of selected technological 
problems, based on selected principles derived from natural sciences and on selected 
material technologies” (Dosi, 1982, 152).
A technological paradigm directs search in a particular direction. The cumulative nature 
of both the innovations themselves and the experience gained from innovation within a 
particular paradigm result in the formation of a technological trajectory, defined as “the 
activity of a technological process along the economic and technological trade-offs defined 
by a paradigm” (Dosi, 1988b, 1128). Such a trajectory may also be seen as a trajectory 
through the multidimensional space of service characteristics (Silverberg k  Verspagen, 
2005, 227). In this way, technological inertia, or technological rigidity, is exhibited, with
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incremental improvements in a particular technology resulting in movement along the 
trajectory (Dosi, 1982).
Due to the immense size of the majority of design spaces, designers are unable to perform 
an exhaustive, global, search through the space of possibilities. Technological paradigms 
present one way in which this design space is reduced (Frenken, 2006b, 63). Firstly, 
based on previous knowledge of combinations that work, designers will freeze certain 
design choices, thus significantly reducing the combinations remaining (Murmann h  
Frenken, 2006). Secondly, search tends to proceed in a local manner, with the new 
variants being tried existing close to previous technologies known to be successful. The 
search strategy of a particular designer embodies the heuristics and knowledge of the 
designer in question, as described by Dosi (1988a). Such knowledge may be public or 
private, tacit or articulated, universal or specific (Dosi, 1988a).^
2.2.1 Related concepts
There are a number of concepts related to the ideas put forward by Dosi. As we 
have seen earlier, Sahal (1981, 1985) proposed that technological guideposts exist which 
channel future technological change down innovation avenues. Technological guideposts 
are very similar in nature to the notion of Dosi’s technological exemplar whilst the 
innovation avenues concept is very similar to that of technological trajectories. Nelson 
& Winter (1977, 1982) speak of technological regimes “relating to technicians’ beliefs 
about what is feasible or at least worth attempting” channelling future progress down a 
natural trajectory.
2.3 Path dependence and dock-in’
Broadly speaking, path dependence occurs when previous choices, events or system  
states shape and constrain future possibilities (Page, 2006). Previous studies on tech­
nological change have noted that the set of paths to choose from in the present may 
be shaped and constrained by decisions made in the past (David, 1985; Arthur, 1989, 
1994a). Past decisions alter the fitness of technologies in the present through interde­
pendencies between system elements; irreversible or partially-irreversible decisions; and 
increasing returns effects such as learning by doing, economies of scale, network effects, 
and adaptive expectations (Arthur, 1988a). These effects alter the relative costs and
^Public knowledge is available to all firms, whereas private knowledge is specific to the firm in 
question. Tacit knowledge is knowledge that is not clearly documented or recorded, whereas articulated 
knowledge is formally codified and more easily transmittable. Universal knowledge is applicable to a 
wide range of products, whereas specific knowledge relates, in the extreme, only to the artefact in 
question.
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benefits of current decisions to the agents involved. Due to this the status quo may be 
maintained, even if, with hindsight, previous decisions where sub-optimal. Resources 
may previously have been allocated to developing a particular path of problem solving. 
Continual refinement of such a path is likely to be favourable over abandoning the cur­
rent problem solving path and adopting another, competing, less developed path. The 
properties above may contribute to the path dependence of technological evolution.
In an attempt to keep the notion of path dependence distinct from the more general 
notion that ‘history matters’. Page (2006) attempted a more rigorous delineation of 
types of path dependence and the effects that generate them:
“/  differentiate between path dependence, where the path of previous out­
comes matters, state dependence where the paths can be partitioned into a 
finite number of states which contain all relevant information, and what I  call 
phat dependence where the events in the path matter, but not their order. I  
also distinguish between early and recent path dependence, and perhaps most 
importantly, between processes in which outcomes are history-dependent and 
those in which the equilibria depend on history. By equilibria here I  mean 
limiting distributions over outcomes.”
A further attempt at delineating types of path dependence was introduced by Frenken 
(2001, 62) who distinguishes between microscopic path dependence and macroscopic 
path dependence. Microscopic path dependence is that occurring at a sub-population 
level, within individual firms as designers attempt a local search of design space in an 
attempt to find better designs. In contrast, macroscopic path dependence is that which 
occurs at the population level, arising from increasing returns effects.
One of the most widely recognised models of path dependence is the Arthurian model of 
technology competitions in the presence of increasing returns (Arthur, 1989). The main 
implications of the model that Arthur draws attention to are that increasing returns lead 
to an outcome that is uncertain, potentially inefficient, and hard to alter. The outcome 
is uncertain since it cannot be initially determined which technology will win. The 
outcome may be potentially inefficient since agents make decisions myopically, without 
knowing the potential of the technology at the final level of users (Arthur provides 
an example in which technology A initially gives the greatest increasing returns but is 
later out-performed by technology B). Finally, it is proposed that the outcome may be 
hard to alter since, in a competitive market, overcoming the advantage gained by the 
increasing returns of the dominant technology may be impossible.
Whilst the model achieved its primary purpose (the demonstration that increasing re­
turn effects could result in the implications above) it has been criticised on a number of
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grounds (Witt, 1997; Leydesdorff k, Van den Besselaar, 1998; Roedenbeck k  Nothnagel, 
2008) including an arbitrary choice of parameters, an ‘absorption boundary’ that is in­
escapable once hit, and the presence of only two types of agent. Agents are given perfect 
information as to the number of adopters of each technology and, further, possess the 
ability to assess a very precise payoff figure.
2.4 Insights from unboxing technology
2.4.1 Technologies as complex systems
As presented above, a number of issues in earlier work on dominant designs and tech­
nological paradigms act as barriers to cumulative progress. Many of these issues can 
be overcome through approaches that look inside technological systems, rather than 
considering them as black boxes. The framework developed by Murmann and Frenken 
(2006, described earlier) is an example of such an approach. Contributions from these 
studies include an understanding of the effect that interdependencies have on technolog­
ical change; an understanding of technological change as a process of variation, selection 
and retention; and the development of empirical measures to study changes in variety 
over time.
This strand of literature often draws upon complex systems theory to consider technol­
ogy as a complex system. A complex system is a system comprised of many interacting 
heterogeneous parts (Holland, 1995). Such systems exhibit the “emergence of traits en­
compassing the system as whole, that can in no way be reduced to the properties of the 
constituent parts” (Nicolis k  Rouvas-Nicolis, 2007). From this perspective, a technol­
ogy may be recognised as having a complex internal structure consisting of a number of 
elements combined within an architecture. Each element is seen as contributing to one 
or more functional attributes that determine the external properties of the technology 
(Frenken, 2006b). Since even relatively simple technologies such as a pencil may be 
recognised to have a number of elements in this way (cf. Read, 1958) it is argued that 
this framework is applicable to many technologies (Murmann k  Frenken, 2006).
Considering technology in this way, the overall behaviour of the technology is not the 
aggregate of the behaviour of the individual elements. The behaviour of each function 
is dependent upon multiple elements. Interdependence between elements can mean 
that even minor changes to a particular system may result in drastic changes to that 
system’s performance. For instance, the omission of thermal interface material between 
a computer’s central processing unit and its heat sink may result in the rapid destruction 
of the CPU as heat build-up reaches critical levels.
Technologies are considered to be of value to users due to a number of functional at­
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tributes or service characteristics exhibited by the technology (Frenken, 2006b; Saviotti 
& Metcalfe, 1984; Saviotti, 1996). The choice of technical characteristics determines the 
technology’s service characteristics. Service characteristics depend on both an artefact’s 
internal structure (components and arrangement of these components) and its environ­
ment. The relationship between the internal structure and service characteristics can 
be shown within a structure-function map, analogous to the genotype-phenotype maps 
described in Section 3.3.2.
Functional attributes can be seen to form an interface between the an artefact’s internal 
structure and its environment (cf. Simon, 1996, 6). For instance, sundials perform the 
function of measuring time but only function under sunny conditions (Simon, 1996, 6,9). 
Both sundials and other timekeeping devices perform a similar function but consist 
of very different elements, and have different environmental requirements. It is thus 
possible to abstract the function of the system away from the underlying components.
Computers provide a further illustration. Whilst the underlying hardware of a computer 
may vary greatly (Simon, 1996, 17) any computer that may be classed as a universal 
digital computer is essentially equivalent (Turing, 1950, 441-442). Any function that 
can be performed on one of these systems may thus, in principle, also be performed on 
any of the other systems (or on a virtual machine). Turing (1950, 439) illustrates this 
point with reference to the first plan of a universal digital computer— The Analytical 
Engine:
“ The fact that Babbage’s Analytical Engine was to be entirely mechanical 
will help us to rid ourselves of a superstition. Importance is often attached 
to the fact that modern digital computers are electrical, and that the nervous 
system also is electrical. Since Babbage’s machine was not electrical, and 
since all digital computers are in a sense equivalent, we see that this use of 
electricity cannot be of theoretical importance.”
In the context of technological evolution, the design task may thus be recast as a 
search problem, where designers face a vast design space with a high number of design 
dimensions, where each dimension represents one consideration in the design process, 
such as the type of material used, the particular variant chosen for a component, or the 
presence or absence of a potential sub-system. Each point in design space represents 
a potential design. In turn, each of these points may be mapped to a real number 
representing the fitness of the artefact within its selection environment, via some form 
of fitness function. The challenge for designers is to find combinations with high levels 
of fitness. Selection is enforced through the demand for each artefact design.
The size of this space, combined with the bounded rationality of the designers, renders 
exhaustive search infeasible, necessitating the use of heuristics by designers (Frenken,
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2006b, 20,25). (Search difficulty is proportional to the decomposability of the system  
in question, as detailed by Frenken (2006b, 25).) A particular design exists adjacent 
to neighbouring designs that each differ by only a single element. Provided that the 
fitness values of adjacent designs are correlated, designers are able to move towards 
fitness peaks by trialling neighbouring designs and replacing their existing design if 
the neighbouring design is found to increase fitness. Distant jumps that change many 
elements simultaneously are also possible. However, the fitter the present design, the 
lower the probability of success such a strategy has (Kauffman et a l, 2000), and thus 
distant jumps are best avoided under most circumstances. Innovation by individual 
designers thus tends to proceed in a local, incremental, manner through the design 
space.
There are several advantages to the conceptual model as a whole. Where information is 
available, measures of variety, such as those adopted by Frenken (2006b), can be used 
to provide a quantitative measure of the degree to which a dominant design exists. The 
model can also explain why product innovation may not fall, as economies of scope 
are exploited. Economies of scope occur when re-use of core components in a range of 
designs provides cost savings due to the re-use of knowledge and expertise (Murmann & 
Frenken, 2006, 943). This occurs when the same core elements are re-used in multiple 
designs. In biological evolution, species may exist as variations around a particular 
core design. In technological evolution, extensible software provides a good example 
of economies of scope. The Firefox web browser provides a range of add-ons that pro­
vide additional functions and fine-grained adjustments to the original browser core, 
thus meeting the needs of a wide range of users with a single browser product. Soft­
ware libraries may be re-used in many products, reducing costs and providing greater 
opportunities for feedback and refinement.
2.4.2 Modularity of technological architectures 
Central modularity concepts
Beginning with Simon’s landmark work on the architecture of complex systems (Simon, 
1962) a substantial literature has emerged that considers the implications of nearly- 
decomposable or modular architectures within technological complex systems. In Si­
mon’s original work, a nearly-decomposable system is defined as one in which there are 
substantially fewer interdependencies between components in different subsystems than 
there are between components within an individual subsystem.
These nearly-decomposable (ND) designs can usually be improved at a much faster rate 
than non-nearly-decomposable designs (Simon, 2002). Nearly-decomposable designs 
may thus out-compete non-nearly-decomposable designs in a market environment:
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“If we begin with a population of systems of comparable complexity, some of 
which are ND and some of which are not, the ND systems will, on average, 
increase their fitness through evolutionary processes much faster than the 
remaining systems, and will soon come to dominate the entire population” 
(Simon, 2002, 592).
The later literature on product modularity is closely related to the literature on nearly- 
decomposable systems. Langlois & Robertson (1992) define modular products as those 
that are split, resulting in separate but compatible products, that may be recombined 
to meet different consumer preferences. Baldwin & Clark (1997) take a more detailed 
approach, describing how designers develop a modular system by dividing design infor­
mation into visible ‘design rules’ and ‘hidden design parameters’. Design rules specify 
the product’s architecture, interfaces and standards. These design rules are common 
knowledge, shared between designers, whilst the internal details of each module -  the 
‘hidden design parameters’ -  are not shared outside of a particular module’s develop­
ment group. The ultimate aim of this information partitioning process is to create 
nearly-decomposable systems of the kind described by Simon, where each module is “a 
unit whose structural elements are powerfully connected amongst themselves and rela­
tively weakly connected to elements in other units” (Baldwin & Clark, 2000, 63).
The concept of a ‘product architecture’ is crucial for a better understanding of product 
modularity. In an earlier paper, Henderson k  Clark (1990) describe a product’s archi­
tecture as the set of interdependencies between the components within the product. It is 
this definition that Baldwin and Clark use within the work mentioned above. An alter­
native perspective on the ‘product architecture’ concept is developed by Ulrich (1995). 
Ulrich defines a product architecture as the mapping of ‘functional elements’ to ‘physi­
cal components’ (rather than focusing on the interdependencies between components). 
More specifically, he describes a product architecture as consisting of the configuration 
of components, the mapping between components and functional elements, and the 
specifications of the interfaces used to connect the components.^
Either understanding of product architectures can be used to conceptualise what is 
meant by a modular product. An architecture, in the Henderson k  Clark (1990) sense, 
is modular when there are many interdependencies between components (or ‘structural 
elements’) within each module, but few interdependencies between components located 
in different modules. Ulrich (1995) differentiates between different types of product 
architecture, using a simple typology. Architectures are categorised as either modular 
(where a modular architecture has a 1:1 relationship between components and functional
^Ulrich’s terminology clearly differs from that of Frenken -  an ‘element’ in Prenken’s framework 
corresponds to a ‘component’ here, whilst an ‘element’ here corresponds to a ‘function’ within Frenken’s 
framework.
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elements) or integral (where a component may affect more than one function). Modu­
lar architectures are further sub-divided in to slot, bus, and sectional types. Frenken 
(2006b) develops an important hybrid between the two approaches. He first recognises 
the kind of architecture that Ulrich describes as a decomposable system and then points 
out that “ftjhe decomposability concept, however, holds that a decomposable system is 
no longer one system, but simply a collection of multiple systems of smaller size. [...] It 
is questionable whether there are examples of technological systems that can adequately 
be described as fully decomposable” (Frenken, 2006b, 36). Focusing on the relation­
ship between the structural components of a product and its functions (as Ulrich did), 
he argues that a modular system contains a number of decomposable subsystems (i.e. 
modules) connected by interface elements (that affect product functions related to two 
or more subsystems).
The concept of a product architecture has also been used to better differentiate vari­
ous forms of innovation (Henderson & Clark, 1990). Incremental innovations maintain 
a product’s architecture and its ‘core concepts’, architectural innovations modify the 
product’s architecture, modular innovations alter the product’s core concepts, whilst 
radical innovations alter both the product’s architecture and its core concepts. Hender­
son & Clark (1990) argue that architectural innovations render accumulated architec­
tural knowledge embedded within the firm obsolete, and that (because the knowledge 
is embedded) it can be difficult for established firms to update such knowledge. They 
also observe that architectural innovation may occur several times during the lifespan 
of an industry.
Two more concepts that are related to the literature on product modularity are ‘infor­
mation hiding’ and ‘coupling’. Baldwin k  Clark (1997) relate product modularity to the 
idea of ‘information hiding’ developed by David Parnas. To develop a modular system, 
the principle of information hiding is employed to produce interface specifications via a 
process of ‘abstraction’. The aim of this process is to produce interface specifications 
relatively independent of any specific implementation of the subsystems in question 
(Baldwin k  Clark, 2000, 63, 64). Many different designs of subsystem can supply the 
required functionality via an appropriate interface. This enables firms to contract out 
the production of a subsystem to a specific firm or to publish the specifications of a 
particular interface thereby opening the production of the subsystem to competition. 
Ulrich (1995) highlights the idea of coupling in relation to modular systems. The level 
of coupling a component has indicates the extent to which a change in the component, 
with the aim of improving a particular functional element, results in further unintended 
changes to other functional elements. A modular system, in the context of coupling, is 
one in which subsystems are weakly coupled (a change in a particular element in one 
subsystem is unlikely to substantially change functions associated with other subsys-
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terns) whilst elements within each subsystem are more strongly coupled (a change in a 
particular element within a subsystem is likely to lead to changes to multiple functions 
associated with that subsystem).
Modular systems offer some advantages for the producing firms. At the same time, they 
also present some challenges. Amongst the benefits of producing a modular system, 
Baldwin & Clark (2000, 90, 91) list the management of complexity, concurrency in 
design of subsystems, and future flexibility of module implementation. The principle 
disadvantage is that the development of a modular system is more challenging than 
that of a comparable integral system, consuming more firm resources (Baldwin & Clark, 
1997). Though there is a tendency for product designs to become more modular as an 
industry develops, products can also become more integral in some cases (Fixson & 
Park, 2008). Fixson and Park consider the case of the bicycle drivetrain component 
industry and find that, in this case, a new integral design proved superior and enabled 
the firm producing this design to dominate the industry. The study makes a key point: 
whilst there are many advantages to a modular architecture it should not be taken for 
granted that a modular design is superior to an integral design.
Further details of the literature on product modularity is available from Reinstaller 
(2011).^ The review covers many of the concepts dealt with in other sections of the 
thesis (e.g. NK models) and these will not be dealt with here. However, one obser­
vation does stand out. Reinstaller observes that the choice of ‘design rules’ early in 
the design process (particularly the architecture and interface choices) restrict the de­
sign space within which future exploration occurs, both substantially simplifying the 
remaining design problem but, at the same time, potentially missing superior designs 
that exist outside of this restricted design space. This observation is strongly related 
to the model presented within Chapter 4, that develops a similar argument primarily 
related to integral (less modular) systems.
Industry-level effects of product modularity
Product modularity has a number of industry-level effects. These include benefits visible 
at the industry level and changes to industry structure. The most notable consequence 
of product modularity is that it can lead to an increase in innovation. Increased devel­
opmental parallelism is permitted by product modularity (Langlois & Robertson, 1992; 
Baldwin & Clark, 1997). Once a clear product architecture and associated interfaces 
are established, the design teams working on individual modules require little interac­
tion to proceed and hence innovations may occur simultaneously on multiple fronts. 
Langlois & Robertson (1992) also observe that modularity enables different modules to
^As with the reviews of Woodard & West (2009) and Campagnolo & Camuffo (2010), this review 
also covers organisational modularity.
27
be developed at different speeds whilst maintaining compatibility, hence avoiding inno­
vation being slowed by ‘bottleneck’ modules. Langlois & Robertson (1992) attribute 
a substantial innovative impetus to ‘enthusiasts’ who test early product modules and 
provide crucial feedback to developers.
It is also possible for product modularity to result in more ‘modular’ industry structures. 
Deep knowledge of many disciplines is now often required for the development of a 
single product (Brusoni et a l, 2001). Complex technologies may prove impossible for a 
single firm to construct due to this knowledge burden. As explained above, modularity 
permits firms to contract out the production of subsystems. If this is done by providing 
the contract manufacturer with an interface specification rather than a detailed design, 
the knowledge burden that falls on any one firm is reduced. Modular technological 
architectures permit the production of systems that would be impossible for a single 
firm to produce. Modular product architectures thus enable the formation of ‘modular 
production networks’ (cf. Sturgeon, 2002). However, Brusoni et al. (2001) argue that 
the benefits of modularity may be less than one may expect for systems integrators. 
System integrators, who outsource production of components and then later assemble 
these components into a unified whole, still require more knowledge than they use in 
production (for the establishment of a good initial modularisation and the management 
of complications at the integration stage due to unforeseen interdependencies). Despite 
this, modular product architectures still prove to be a useful tool in the management 
of product complexity.
A view of the production process as a ‘task network’, as proposed by Baldwin (2007), im­
proves our understanding of how modular production networks form. In a ‘pure’ market- 
based environment each task would be performed by a separate individual. However, 
this means that each pair of related tasks is connected by a transaction. ‘Mundane’ 
transaction costs may prove to be substantial in this situation. Firms encapsulate a 
number of interrelated tasks, thereby avoiding transactions between encapsulated tasks 
and reducing transaction costs. Encapsulation thus yields a competitive advantage. 
However, there may be ‘thin crossing points’ within the task network (usually where 
a completed product module is forwarded to another task). Transaction costs are suf­
ficiently low at thin crossing points points to permit firms to specialise in a subset of 
tasks (such as the production of a module, discussed above). Each group of tasks (per­
formed by one or more firms) is then connected to other task groups via the remaining 
lower-cost transactions. It should be noted that thin crossing points permit entry of 
competitors whether the architect firm desires it or not. For example, the result of 
designing the IBM System/360 as a modular system was the creation of thin crossing 
points within the associated task network. Whilst IBM tried to maintain a proprietary 
system, these thin crossing points enabled competitors to produce modules for the sys-
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tern. One of the main implications of this work (Baldwin, 2007) is that the choice of 
product architecture can have a substantial effect on the structure of an industry.
It is also possible for product modularity to have an effect on the geographic location of 
production (Arora et al., 1997). Arora and collaborators argue that product modularity 
enables the production of customised products by local firms who will obtain individual 
modules from global producers able to exploit economies of scale in module production. 
In contrast, if the products offered are non-modular in nature, the location of production 
will be dependent upon transport costs and the overall economies of scale that can be 
realised at each location.
Product modularity and firm modularity
A literature on firm modularity has emerged in parallel with the literature on product 
modularity. Many of the product modularity concepts have equivalents within the firm 
modularity literature. For a review, and contrast, the interested reader can consult 
the work of Reinstaller (2011), Woodard & West (2009) and Campagnolo & Camuffo 
(2010). These two strands of literature are united within work which considers the 
relationship between product modularity and firm modularity, including work on the 
‘mirroring hypothesis’ (considered at the end of this section).
It has been argued that firms are essentially non-modular structures (Langlois, 2002). 
However, historical work has documented the rise and fall of the large, vertically in­
tegrated, ‘Chandlerian’ firm within corporate America. Several authors argue that it 
has been replaced with something more modular. Langlois (2003) proposes that the 
adoption of advanced (rapid, large scale) production processes requires a high level 
of coordination that the technologies and market institutions of the 1880s could not 
provide and thus large vertically and horizontally integrated corporations formed. He 
believes that it was the development of better institutions and coordination technolo­
gies, developed in the 1990s, that have since led to substantial vertical and horizontal 
disintegration. Sturgeon (2002) argues that these changes have resulted in firms be­
coming more modular. Individual firms with in-house production will often not reach 
the economies of scale in production that a contract manufacturer can achieve. Due to 
this, and other factors. Chandler’s large vertically integrated firms are being progres­
sively replaced by ‘modular production networks’ where firms retain design and sales 
modules but contract out manufacturing to benefit from the economies of scale that 
contract manufacturers can achieve. Langlois (2002) also believes that American firms 
are more modular than they used to be, since they now issue interface specifications 
to contract manufacturers rather than providing detailed specifications of a particular 
module design. In this way a structure of centralised control has been replaced with a 
more modular structure, where module designers are responsible for the details of their
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particular modules. These observations clearly relate to some of the work reported in 
the previous section. It is possible that the observed industry changes could encourage 
a shift toward production of more modular designs.
In related work, Schilling & Steensma (2001) hypothesise that the level of organisational 
modularity within an industry will increase as the level of variety in inputs and demands 
increases. They also predict that this effect is amplified by shared standards, the rate of 
technological change and their level of competition (an increase in either of these three 
factors will increase the aforementioned effect). They find partial support for these 
predictions. However, they also found that high levels of competition actually decrease 
the effect of variety in inputs and demands upon the level of contract manufacturing. 
The findings of Schilling k  Steensma (2001) can be used to argue, tentatively, that 
shared standards and/or a high rate of technological change will lead to an increase 
in contract manufacturing and may encourage the creation of more modular product 
architectures.
The mirroring hypothesis proposes that the architecture that a firm uses is related to 
the architecture of the product (s) that it produces (Golfer k  Baldwin, 2010). The strong 
form of this thesis is that the architecture of the firm will mirror that of the product, 
such that the subsystems of the technology are associated with particular departments 
of the firm, and so on. Golfer k  Baldwin (2010) conduct an extensive review of available 
literature to evaluate the evidence for and against the mirroring hypothesis. They find 
strong support for the mirroring hypothesis across studies that focus on a single firm 
producing a complete product. Partial support is found in the cases in which multiple 
firms collaborate to produce a product. No support for the hypothesis is found in ‘open 
collaborative’ cases where product design details are publicly available (such as with 
open source projects). Overall, product modularity clearly has at least some infiuence 
on the structure of the firm developing a product.
2.4.3 Construction, selection and interdependencies
Individual technologies tend to become more complex as they are developed. Initial 
designs are usually crude, inefficient and relatively simple. Later designs are substan­
tially more refined with many more components. The evolution of the gas turbine (of 
which the jet engine is a sub-type) has followed this pattern, with a relatively crude 
initial design eventually leading to modern designs with more than 22,000 components 
(Arthur, 1994b, 70). Technologies grow in complexity through the addition of further 
peripheral systems to overcome limitations in the existing system (Arthur, 2009, Gh. 
7). As Arthur (2009, 134) states:
“Developers can indeed work around constraints by finding better components
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and better materials. But they can also work around it by adding an assem­
bly, or further system of parts, that takes care of it. Here the component 
presenting an obstacle is not replaced by a different one. It is retained. But 
additional components and assemblies are added to work around its limita­
tion.”
It is possible that the complex nature of technology, combined with its incremental 
construction, can lead to a further form of path dependence. Interdependencies occur 
when two or more elements may have a different net performance for a particular pur­
pose when combined than when considered separately. Elements may have a varying 
number of interdependencies, partly determined by system architecture. If designers 
refine the existing system between the addition of each new element then the proba­
bility of choosing an element that leads to a performance increase falls as the size of 
the technology increases. This is because the interdependencies of the new element are 
likely to destroy the beneficial complementarities established between earlier elements. 
If the number of interdependencies per trial element varies then, as the system grows in 
size, the elements that lead to improvements are likely to be those with an increasingly 
small number of interdependencies. This is the essence of the constructional selection 
process detailed later within Section 4.2.
Many models exist concerning the competition between, and the selection and diffusion 
of, technologies, with or without the presences of increasing returns (Frenken, 2006c). 
However, these models usually consider technologies as stand-alone black boxes, rather 
than systems comprised of sub-systems, sub-sub-systems and so on, themselves form­
ing elements within larger technological systems. The choices made in the design of 
these models means that the effect of interdependencies on the pace and direction of 
technical change is not addressed. Furthermore, the effect of interdependencies on the 
innovation process, especially as a determinant of whether an invention becomes a viable 
innovation, is also not considered.
At a given level within this technology hierarchy, the timing and order of innovations 
can have a significant effect on the success or failure of those innovations (cf. Page, 
2006). Where interdependencies exist between existing technologies, a new invention 
offering a potential for innovation may be incompatible with the existing components 
leading to a disruption of the system and overall reduction in performance (Frenken, 
2006b). For instance, retractable landing gear offered a substantial reduction in drag 
when compared to fixed landing gear. However, Northrop was reluctant to incorporate 
retractable landing gear in his planes because it would disrupt the innovative cellular 
wing structure that he had developed (Vincenti, 1994). Hughes refers to such incom­
patible inventions as radical inventions (Hughes, 1989). In any given time period, those 
technologies that will survive and become integrated into the existing system will be
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those that are beneficial to adopters who make use of this system. Once beneficial 
complementarities between a core group of technologies is established innovative efforts 
will hence tend to shift to peripheral improvements (Murmann & Frenken, 2006).
In combination, incremental problem solving combined with interdependencies result 
in structures that are difficult to change once a good configuration has been found—  
addition of further elements with a high level of interdependency would risk disrupting 
the previous beneficial effects between the elements of the existing structure (Frenken, 
2006b). This leads to questions concerning the effects of interdependencies on innovation 
and the implications for maintaining adaptive ability over time.
2.5 Technological paradigm formation
In the previous section the present theories concerning patterns of innovation and as­
sociated technological change where reviewed. In conjunction with the perspective of 
industries as evolving systems, this general review prompts the more specific question: 
how does a technological paradigm emerge within an evolving industry? This section 
reviews material addressing this question. The question is further broken down to form 
two sub-questions:
1. “How does standardisation on a particular design occur?”
. 2. “In what way does design standardisation relate to the change in search heuris­
tics?”
2.5.1 The relationship between search heuristics and standardisation
The focus of innovation is found to alter over time (Frenken, 2006b, 49). This shift 
in innovation emphasis is associated with the emergence of a dominant design. The 
exact interaction between the two patterns is uncertain. This begets the question of 
how standardisation on a design relates to the change in search heuristics.
Firm resources are finite, necessitating a trade-off between exploration of potential new 
possibilities and exploitation of discovered solutions via their refinement (cf. March, 
1991). Specialisation of the production process is achieved with irreversible costs of time 
and money. As the production process becomes more specialised, it is increasingly likely 
that any changes to the present design will necessitate costly changes in the production 
process (Abernathy & Utterback, 1978, 26) and the sacrifice of previous refinements. 
Production specialisation ideally relates to an unchanging product, since future change 
of that product will necessitate costly adjustments to the production process.
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Earlier design choices also determine the design considerations faced later in the design 
process (Frenken, 2006b, 62-63). Since the decisions faced are themselves altered, not 
just the range of choices, a change in earlier design choices will render improvements 
in the chosen implementation of later design choices redundant. This also increases the 
cost of altering earlier design decisions.
A result of the two preceding points is that certain types of innovation, including process 
innovation, are likely to lock-in earlier design decisions. Conversely, changing earlier 
design decisions may require prior innovations that relied on earlier design decisions 
to be discarded. Consequently, a decision to freeze a set of elements will provide an 
incentive to perform process and peripheral innovations. However, performing process 
and peripheral innovations also provides an incentive to freeze these elements.
It follows that it is unclear whether standardisation induces an innovation shift or if an 
innovation shift induces standardisation. A stable design is required for major process 
innovation, yet it is unclear at what point a product is safe to freeze. For designers 
to be prepared to invest in substantial process innovation they must first be satisfied 
that their present design is unlikely to require substantial future changes. Premature 
optimisation could lock designers into an uncompetitive design. It is possible that, in 
actuality, both product and process progressively crystallise over time, although process 
crystallisation would necessarily lag behind product crystallisation.
Standardisation is also associated with a change in competitive dynamics, which render 
changes in innovation strategy more irreversible. Production process specialisation leads 
to an advantage for the produced design via economies of scale— one of the causes of a 
dominant design. Economies of scale encourage price competition which then induces 
innovations to reduce costs rather than improve functionality or distinguish products. 
This in turn encourages further process innovation.
2.5.2 The process of design standardisation
In the above section the interaction between design and innovation is considered in the 
formation of a technological paradigm. In this section, the question of how standardis­
ation on a particular design occurs is considered.
Abernathy & Utterback (1978, 33) state that a dominant design arises from the integra­
tion of previous designs and that such a design “/ias the effect of enforcing standardiza­
tion so that production economies can he soughf\ However, it is not clear exactly how 
such a design enforces standardisation. Such a design also appears to be a standard, 
implying that a dominant design is a consequence, rather than an enforcer of, a stan­
dardisation process. Murmann & Frenken (2006, 935-936) review a number of causal
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mechanisms attributed to the formation of a dominant design. These mechanisms are 
summarised below:
•  The design achieves the best bundle of characteristics
•  Economies of scale render a particular design dominant
•  Network effects result in the dominance of a particular design
•  Strategic behaviour enables a firm’s design to achieve dominance
•  Non-market factors result in the selection of a dominant design
A number of potential issues exist with the first explanation. The design that represents 
the best technological compromise among the different functional characteristics of the 
technology’^ (Murmann & Frenken, 2006, 935) is proposed to become the dominant 
design because only firms that adopt that design will be able to secure market share. 
However, this argument appears to make a number of assumptions: (i) a single set of 
service characteristics is optimal for all consumer niches, (ii) sufficient selective pressure 
exists such that sub-optimal designs are removed, (iii) designers have found the optimum 
design, universally believe that they have or believe that the search for a better optimum 
is not worth the effort required.
The second explanation also leads to further questions. The argument that economies 
of scale render a design dominant requires designers to have invested in process innova­
tions. However, process innovations make further major product innovations extremely 
difficult: the cost/ performance ratio is improved only for those designs compatible with 
the specialised production process (Utterback & Abernathy, 1975). Thus the question 
of what induced the change in innovation becomes prominent in this explanation. Net­
work effects, in contrast, may arise without process innovations and hence, whilst also 
a source of increasing returns, do not present the issue above.
The remaining arguments, whilst not to be discounted, are not necessarily a suitable 
explanation in many contexts, since such non-market effects may not always be present. 
A further process that suggests how standardisation may emerge endogenously within 
the design process is provided by Frenken (2006b) in the form of a model of technological 
paradigm formation. This model is discussed in greater detail in Chapter 4.
2.5.3 Summary
This chapter began by considering four interrelated strands of literature concerning 
patterns of technological change and the forces shaping them. From the literature 
on dominant designs and industry evolution we gain a general framework that can
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be used to understand industry evolution and the realisation that the design itself 
relates to changing patterns of innovation and competition. From the literature on 
technological paradigms and trajectories we gain the idea that some kind of model or 
blueprint as to how to improve a technology is developed and that this channels change 
within a particular direction. The concept of path dependency tells us that we cannot 
always expect evolving industries to function as perfectly optimising systems -  early 
events within the industry can have crucial effects on outcome. Insights from unboxing 
technology tells us that, to understand patterns of technological change and related 
causal factors we must consider technologies as complex assembled products where the 
functionality of one part of the system is dependent on one or more other parts.
The second part of this chapter has considered the process of technological paradigm 
formation in more detail. First the relationship between design standardisation and 
innovation emphasis is considered. Following from this the process of standardisation 
itself is examined. The emergence of dominant designs has been observed to corre­
spond with a change in the nature of innovation and competition within an industry. 
These patterns have been codified within a stage-based model of industrial change. 
Theory on technological paradigms and path dependence provide a more comprehen­
sive understanding. These theories lack cohesion and fail to explain some phenomena. 
Complexity-sensitive approaches resolve some of these issues but leave questions open 
concerning the mechanisms of technological paradigm formation. A number of plausi­
ble mechanisms exist that can result in standardisation on a particular design, in turn 
leading to an alteration in innovation emphasis. These proposed mechanisms possess 
some limitations.
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Chapter 3
Economic Systems As Evolutionary 
Search Mechanisms
This section begins by providing a perspective on economic systems as evolutionary 
search mechanisms. Previous evolutionary models developed to consider the complexi­
ties of biological evolution are then reviewed. When used selectively, these models are 
suitable for use in the development of economic theory, and have been used in the mod­
elling of technological evolution. The remainder of the section considers the past work 
done using this approach.
Recognition of the relevance of evolutionary theory to economics has existed for quite 
some time (Veblen, 1998). Alchian (1950) made the important observation that population- 
level adaptation may lead to relatively efficient outcomes without the unrealistic as­
sumption of agents that perfectly optimise profits. Even agents with zero intelligence 
may result in adaptive behaviour if operating under the presence of selection. Develop­
ment of evolutionary economic theory has subsequently continued (Nelson & Winter, 
1982; Dosi & Nelson, 1994; Nelson, 1995; Andersen, 1996; Nelson & Winter, 2002; 
van den Bergh, 2007; W itt, 2008; Faber & Frenken, 2009; Dosi & Nelson, 2010).
An economic system can be seen as an evolutionary search mechanism that finds the 
solution to one or more related problems (Alchian, 1950). A population of firms may 
be seen as a population of solutions to a particular production problem. In situations 
where firms produce non-homogeneous products each may in turn be seen to provide 
one or more solutions to a specific design problem. Firms search simultaneously, in a 
parallel manner, for solutions. Product search may be seen to proceed in a vast ‘design 
space’ of all possible possible products (Frenken, 2006b). Since such a space is too large 
to search exhaustively, parallel search is vital for charting this landscape of possible 
technologies. Each firm may hold a different search strategy or meta-strategy such that 
selection in the population of firms not only selects for better designs, but also better
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innovation processes. Since both designs and innovation strategies may be subject to 
reproduction via imitation, spin-off firms, and new entrants, the population as a whole 
is able to improve over time.
During the early stage of search, very little is known about the viable combinations of 
technical elements and product features, or about which combinations of features have 
the highest performance for adopters. Indeed, adopters may also be seen to be perform­
ing a search process to find the combination of features most desirable to them (Win- 
drum & Birchenhall, 1998). Designers and adopters thus co-evolve using the market 
as an interface to find the most useful designs. As a consequence, designers face un­
certainty not only in the correct search approach, and correct arrangement of technical 
elements, but also in the target combination of functional attributes (cf. Dosi, 1988b).
Due to the above uncertainty, initial search is unfocused, exploring widely across the 
design space. This search is, however, initially constrained by the existing pool of com­
ponents (Windrum & Birchenhall, 2005). Over time, further firms enter the industry, 
increasing the level of parallelism. As a result a large variety of designs emerge. Once 
a smaller sub-set of relatively good designs emerge the population again falls, resulting 
in increasing focus on improving these designs.
3.1 Potential modelling approaches
The patterns apparent as an industry changes over time suggest that an evolutionary 
approach is appropriate. Both populations of organisms and populations of designs 
exhibit variety. Various processes operate in these systems to alter the level of variety 
in the population. In industries variety is affected by a number of processes. Selection 
of designs by adopters determines which designers survive and hence which designs 
continue to be produced, reducing the variety in the design population. Imitation also 
alters variety, either increasing variety through the creation of novel combinations or 
decreasing variety as a particular design propagates through an industry. New entrants 
may also act to increase the variety in the designs population.
A number of potential approaches to modelling evolutionary change exist, including 
the use of Markov models (Dawid 1999, 54-60; Nelson & Winter 1982), evolutionary 
game theory and selection dynamics, evolutionary computing (including approaches 
based on genetic algorithms, stochastic fitness landscapes and genetic programming), 
and multi-agent simulation (?). These methods each have different strengths and weak­
nesses. Evolutionary game theory has a limited capacity for modelling diversity and 
innovation (?) and hence does not appear to be well suited to the current problem. On 
the other hand, evolutionary computational approaches, and the associated multi-agent
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approaches that can also be said to be evolutionary, offer a wide scope for modelling 
diversity and innovation.
The stochastic fitness landscape approach, pioneered by Kauffman & Macready (1995), 
Frenken et a l (1999b), Kauffman et a l (2000), and others, is particularly suited to mod­
elling the evolutionary refinement of complex technological artefacts (Frenken, 2001) 
and hence it is logical to build upon models in this area when considering changes in 
product variety. Without recognition of technologies as complex, variety measures that 
recognise degree of similarity between technologies, such as those used by Frenken et a l 
(1999b); Frenken & Nuvolari (2004), are not possible. A design space and fitness land­
scape perspective is advantageous for a number of reasons. Firstly, design spaces are 
combinatorial in nature and thus fit well with the conception of technology as combi­
nations of sub-systems that are also technologies (Arthur, 2009). Secondly, they enable 
an explicit distance between designs to be measured using, for example, the Hamming 
distance metric. Finally, landscapes constructed through Altenberg’s constructional se­
lection approach (Altenberg, 1995, 1994) enable the consideration of the incremental 
construction of a complex structure subject to selective forces.
Obtaining precise details on the exact elements, variants, times of discovery, fitness and 
pleiotropic effects of particular technologies is near impossible and, if attempted, would 
require a substantial resource investment. Since this research endeavours to understand 
mechanisms common across a range of industries the data gathering requirements for 
such an approach would be greater still. To avoid these difficulties, the model incor­
porates a generalised NK fitness landscape that relies upon stochastically generated 
fitness values, as described within Section 3.3.3. As such the model inherits a number 
of the strengths and weaknesses associated with such models. However, it should be 
noted that the introduction of a population based approach helps to remove a significant 
number of potential objections.
Investigations of specific technologies would require replacement of generic fitness land­
scape with a specific landscape, and random fitness values with scaled fitness values 
based on the population numbers of each design at each step. However, in a best case 
scenario, data will only ever be available for the evolutionary path actually taken. A 
stochastic, evolutionary, model may take a different path on each run, requiring fitness 
values outside of those available even in a best-case scenario. This would necessitate a 
method to estimate the fitness values not available. This suggests that analysis of par­
ticular technologies may be best approached through empirical methods, with interplay 
between such empirical studies and more abstract theoretical models.
3.2 Fitness landscape models
Design spaces and fitness landscapes were originally introduced in a biological context 
by Wright (1932). The concepts essentially have analogues in any evolutionary system  
and are relevant to search and optimization. It is possible to model the adaptive process 
as a search through a search space, or design space, of possible solutions with the goal 
of finding the the point in this space with maximum fitness. This may be viewed as 
finding peaks on a fitness landscape of fitness values. These related concepts are of 
substantial benefit to the task at hand. This section considers these concepts in greater 
detail.
3.2.1 Design spaces
Wright (1932) describes biological evolution as performing a search through a field of 
gene combinations. The term genome space (Kauffman, 1993) is now used to describe 
the concept. Each gene may take the form of two or more variants, known as alleles. 
The genome space has a number of dimensions equal to the number of genes. Each 
dimension pertains to the choice of a particular allele variant for a particular gene. 
Such spaces also exist in other areas of evolutionary thought. A further example is that 
of a protein space, which appears to have been introduced in 1970 by John Maynard 
Smith (Kauffman, 1993, 37). Within this space, proteins are assembled from 20 possible 
amino acids into a particular sequence with distinct ends. With a protein consisting of 
n amino acids and 20 possible amino acid variants at each position a =  20, the total 
number of distinct amino acid combinations is thus 20^ (Kauffman, 1993).
These spaces may be generalised to the form of a design space, containing all possible 
design combinations for a multi-element construct, natural or artificial (Dennett, 1995; 
Beinhocker, 2006). The design space is a form of search space specific to such constructs. 
The design space concept is applicable to other areas involving the design and evolution 
of complex structures containing multiple elements. Where all design decisions are 
discrete the total size of the space is determined by the number of elements n  and the 
number of distinct variants, or alleles, of these elements a, thus the total number of 
possible configurations is a” (Kauffman, 1993). Figure 3.1 provides an example of a 
4-dimensional design space. Each dimension represents one variable in the design. In 
this case each dimension is a discrete binary-valued variable.
3.2.2 Fitness landscapes
The configurations within the design space, described above, may be considered with 
respect to performing a particular task, such as survival within a particular environment.
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Figure 3.1: (a) A design space with four elements drawn as a four dimensional Boolean hypercube, (b) 
An adaptive walk on the Boolean hypercube, with simplified ordinal fitness values for each configuration. 
Local optima are circled. Source: Kauffman (1993, 38).
or the speed at which a protein is able to catalyse a particular action (Kauffman, 1993, 
37). In these cases it may be possible to assign a numerical value as a representation 
of the fitness of each entity. Thus each configuration, or point in the design space, can 
have a fitness value associated with it. For example, Wright’s genome space originally 
mapped to adaptive value (Wright, 1932) indicating the fitness of the organism within 
its environment. Each particular combination of gene alleles in genome space maps 
to a particular numerical representation of adaptive value. The mapping of particular 
structures to fitness values is performed by a fitness function (Mitchell, 1996, 9). This 
function relates each design to a particular numerical representation of the fitness of the 
design, given a particular environment. This function is an approximation of reality, 
and may be impossible to uncover in some cases (De Jong, 2006, 5).
In addition to the dimensions of the design space, a further dimension may represent 
the fitness values of each design. This dimension can be said to form a fitness landscape 
with the height of the landscape at any one point corresponding to a particular fitness 
value associated with a particular combination of element variants in the design space. 
Evolution acting upon a structure can be seen as a search or optimisation procedure on 
this landscape, with mutation and selection operating upon a population of structures, 
resulting in adaptive walks up the landscape towards local peaks or maxima (Kauffman 
& Levin, 1987). Figure 3.1b. illustrates a design space with each design node assigned 
an ordinal fitness value. The arrows represent possible adaptive walks through the space 
provided that decreases in fitness are not accepted.
When considering design spaces and fitness landscapes, both choice of distance metric 
and the type of allele-value are important. Since the axes of the multidimensional
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space are discrete, evolutionary or adaptive processes must be seen as traversing the 
connections between the nodes that make up a mesh-like landscape. In contrast, real­
valued spaces have landscapes with complete surfaces. A particular configuration has 
a number of adjacent designs (termed neighbours), that are similar. When distance is 
defined as the number of loci at which the compared designs differ, each configuration 
has n(a — 1) neighbouring designs (Kauffman, 1993, 41). A neighbouring design differs 
from the present structure by only a single design element. The exact definition of 
neighbouring design may change with a different choice of distance metric.
3.3 The NK M odel and variants
3.3.1 The NK Model
The NK-model, originally developed by Kauffman & Levin (1987), considers adaptation 
of a structure in the presence of epistatic interdependencies between the structure’s 
parts. Epistasis is primarily a genetic concept said to occur when the expression of a 
particular gene depends not only upon the allele of that gene but upon the specific alleles 
at one or more other loci (Kauffman, 1993). Modification of a component subject to 
epistatic effects may alter the functionality of several components simultaneously, hence 
potentially altering the fitness of the structure significantly.
The model specification, as described by Kauffman (1993, 38-42), proceeds as follows. 
A structure is composed of N  elements, such as genes or amino acids. Each element 
may take A  variant forms (alleles). There are thus possible design combinations. 
In the usual NK-model there are 2 alleles (0 and 1) and N component positions (loci). 
The number of potential combinations thus becomes 2^  (Kauffman, 1993, 42). When 
there are only two alleles for each component they can be displayed as a binary string. 
Figure 3.2 shows the A ^  =  2  ^ =  8 string combinations for an NK model with 3 elements 
(A” =  3), two variants {A =  2), and two epistatic interactions per element {K  =  2). 
When considering the evolution of a population, the string represents a haploid genome^ 
with N loci in the genome and two possible alleles per loci (%).
Fitness is a measure of how well the structure performs a particular function, such as 
survival, or the rate at which a protein structure catalyses a given reaction (Kauffman, 
1993, 37). The structure is assumed to operate within a fixed environment and the 
performance of the structure within this environment is assessed. A fitness component 
{wi) is provided by each element. Each element affects the fitness component of K  other 
elements. A fitness component thus depends upon the allele values ai K  +  1 loci.
genome in which only a single copy of each gene is present, as contrasted to a diploid genome in 
which two copies of each gene exist.
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Figure 3.2: An example configuration of the NK model with 3 elements, two variants, and two epistatic 
interactions per element. Source: Kauffman (1993, 42).
To initially determine the fitness component (wi) of an allele, the K  other elements 
affecting locus i are selected and then, for the present value of the K+1 elements, a 
value for is randomly assigned from the range 0 to 1 (Kauffman, 1993, 42). Genotype 
fitness (W) is the average of the sum of all component fitness components, determined 
by:
N
Wi (3.1)
2 = 1
The model proceeds through a number of steps. At each step the structure is modified 
through a stochastic hill climb until a local peak is reached. Stochastic hill climbing 
operates via the application of random single point mutations. After each mutation the 
fitness of the new design is evaluated and the design retained if it proves to be fitter.
Subsequent alteration of the allele, or any of the other K  alleles, necessitates that a 
new value be assigned to W{ in the range 0 to 1. Thus, for the fitness component of 
a single element at a particular locus, each combination of X  +  1 elements is assigned 
a unique fitness value between 0 and 1. Once a fitness component is determined at a 
specific locus, for a particular allele combination, that value will remain fixed.
Where A  and K  are relatively small, values for the combinations of all JT +  1 elements 
may be generated in one go. However, it is apparent that in models with a high number 
of elements and interactions, especially in models with multiple coupled fitness land­
scapes, the computation and storage costs of doing this would be prohibitive (Altenberg, 
1997, Sect. 2.7.2.4).
The parameter K  in the model enables one to tune the ruggedness of the landscape. 
Examination of runs under a range of parameter settings enables one to study the effect
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that modifying the level of ruggedness has on potential adaptive mechanisms operating 
on the structure. As K  varies, the behaviour of the fitness landscape also changes. 
When K  =  {) there is only a single global optimum (Kauffman, 1993, 45). The resulting 
model has no epistasis, and is equivalent to the simpler additive fitness model with N  
gene loci and a haploid genome (Kauffman and Johnson, 1991, p471). When K  =  N —1, 
every component is dependant upon every other, and the landscape becomes extremely 
rugged—the fitness component values are completely uncorrelated (Kauffman, 1993, 
46). Thus, as the number of (interdependent) elements in a system increases the possible 
combinations of these elements exponentially (Frenken, 2006b, 9). This combinatorial 
complexity (Frenken, 2006b, 9) means that as K  increases it becomes progressively 
harder find combination with high fitness—a complexity catastrophe occurs (Kauffman, 
1993, 52).
Each fitness value is initially randomly drawn for two main reasons. Firstly, the effects 
between different alleles are extremely complex and remain largely unknown. Secondly, 
the aim is to understand how the general properties of evolutionary systems vary as 
the level of epistasis varies. This generates theory that may later be tested through 
empirical experimentation. It is not intended to precisely model the evolution of a 
specific genome or specific protein since such models would inform us little with respect 
to the above goal:
“ T/ie ruggedness of fitness landscapes with respect to catalytic or other pro­
tein functions are unknown, but knowable. Discovery of the structures of 
such landscapes is of the deepest importance. Although we do not yet know 
what the real landscapes are like, we may be able to develop some intuition 
for their typical, or statistical, structures by building simple models. That 
is, we need a kind of statistical mechanics for fitness landscapes to help us 
understand their expected fe a tu r e s .(Kauffman, 1993, 40).
In Kauffman’s work the NK model is used to consider evolution at the genome and pro­
tein levels. The NK model has been widely applied in a number of different disciplines:
•  Evolutionary biology (Kauffman, 1989a, 1993; Kauffman & Levin, 1987; Altenberg, 
1995; Bergman et al., 2009)
•  Physics (Weinberger, 1991)
• Optimisation and evolutionary computation (Altenberg, 1994; Merz & Freisleben, 
1998, 1999; Nam & Park, 2000)
•  Organisation theory (Westhoff et al., 1996; Levinthal, 1997; Rivkin, 2000; Gavetti 
& Levinthal, 2000)
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•  Economies, innovation and technological evolution (Kauffman & Macready, 1995;
Frenken et a l, 1999a; Kauffman et a l, 2000; Auerswald et a l, 2000; Fleming &
Sorenson, 2001; Frenken, 2006a)
•  Transition theory (Alkemade et a l, 2009)
3.3.2 The genotype-phenotype distinction
The biological models presented in this chapter distinguish between the genotype and 
phenotype of an organism. This section first clarifies the distinction between genotype 
and phenotype. A formal means of representing the mapping between genotype and 
phenotype is then described.
The complete DNA of an organism is referred to as its genome (Ridley, 2004, 685). The 
genome is the main determinant of the structure of an organism. A genome may be 
partitioned into a number of genes, where each gene is a string of nucleotides that code 
for the production of a particular protein (Ridley, 2004, 684). Each gene may take the 
form of a number of variants known as alleles. The particular configuration of alleles 
an organism has determines its genotype. For each allele, the expression of a gene may 
differ, resulting in different functionality for the gene. The functionality of the particular 
genes in the genotype combined with a particular environment determines the organisms 
phenotype, comprised of its characters (Ridley, 2004, 687). In the literature referred 
to in this document such characters may also be referred to as phenotypic functions or 
attributes.
Gene expression is usually not a simple case of each gene expressing an independent 
functionality in the organism’s phenotype. If an organism’s overall behaviour is divided 
into particular characteristics, a gene may affects more than one function—the gene 
is said to exhibit pleiotropy. Conversely, a particular function of the organism may 
be affected by more than one gene—the function is said to exhibit polygeny. The 
interdependencies between genes can be viewed as a network (Fogel & Corne, 2003, 15) 
or as a genotype-phenotype map.
Formally, the relationship between genes and functions may be shown in a matrix M  
representing a genotype-phenotype map as done by Altenberg (1997), where M  =  
||m ij|l,z =  =  1 , . . . ,  # .  Each value may be a 0 or 1 {rriij € 0,1) where
1 indicates that a gene affects a particular function. The number of functions that a 
gene affects is termed its pleiotropy. Each gene j  is associated with a pleiotropy vec­
tor p j =  ||m ÿ ||,z  =  1 . . . F  indicating which functions the gene affects. The number 
of genes that affect a particular function is known as that function’s polygeny vector: 
Qi =  \\m ij\\,j =  1 . .  .N .  An example map can be seen in Table 3.1. Crosses indicate 
which functions are dependant on which elements.
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Table 3.1: An example of a genotype-phenotype map (structure-function map), with five genes (ele­
ments) and five functions.
3.3.3 The Generalised NK Model
A ‘generalised NK model’ has been produced by Altenberg (1994, 1995). As we have 
seen above, the original NK model has N  genes, where each gene affects K  +  1 other 
genes. Each gene provides a fitness component to the fitness sum. Altenberg (1995, 
Sect. 5) observes that whilst ‘^'Kauffman ascribes each fitness component to a particular 
gene, in his model control over each fitness component is, in fact, symmetric with respect 
to all the genes that affect i f \  Essentially, the model features a number of distinct fitness 
components each affected equally by one or more genes. This observation implies that 
the number of fitness components does not have to equal the number of elements, i.e. 
/  7  ^ n is possible. This change, combined with abandoning the requirement that the 
value of K  -f 1 is identical for all elements, results in the generalised model.
The reformulated model operates as follows. A haploid genome has a genotype x. 
This genotype takes the form of a one dimensional array {x =  where each
value Xi is a numerical representation of an allele of the gene i. Each gene has a 
domain space Gi such that the allele values that each gene may take are 0  and 1 
{Gi — { 0 , 1 }). The full genotype x thus exists in the genotype space {x G Gn) such 
that Gn =  G i X G 2  X ■ • • 'X Gn- The genotype space Gn is mapped to S  via a genotype- 
phenotype map function i-> <S. Each point x  in Gn is thus mapped to a point
s in <S representing the phenotypic expression of the underlying structure. The exact 
form of Gn changes as the genome grows in size.
The phenotype is represented by a number of functions, / ,  each of which contributes 
a fitness component to the total organism fitness. Each fitness component is affected 
by between 1 to n genes. Conversely, each individual gene affects between 1 and /  
functions. The relationship between genes and functions may be shown in a matrix 
M  representing a genotype-phenotype map, as shown in Table 3.1. Each function is 
associated with a particular fitness component (f)i that takes a value in the range [0 , 1 ). 
For each given set of allele values for those elements that affect the fitness function in 
question, as indicated by Qj, a particular fitness component is given. The fitness of each
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solution s is evaluated via a fitness function w(a) where total fitness is the mean of the
f
individual fitness components: u{s) =  p
In addition to providing a useful theoretical framework for understanding the evolution 
of artefacts within an industry (Murmann &: Frenken, 2006) (see below), the changes 
made to produce the generalised NK model enable the model of genome growth later 
described in Section 4.2. Specifically, it firstly enables the addition of further genes 
whilst the number of possible functions does not change and, secondly, enables genes 
with different levels of pleiotropy, rather than pleiotropy being fixed at K  for all genes.
3.4 Technology landscapes
3.4.1 Technology landscapes and the NK Model
In addition to their uses in a biological context, design spaces and fitness landscapes 
have also been applied to the study of technological innovation. The NK model has a 
number of implications when considered in the context of technological evolution. Most 
importantly for present purposes, the epistatic relations of the NK model offer the 
possibility of incorporating these interdependencies in models of technological change.
Kauffman & Levin (1987) developed an early precursor to the NK model, dealing with 
only the smooth and uncorrelated states. They speculated that the results may be 
relevant to other complex combinatorial problems such as understanding technological 
change. Kauffman (1989a, 1993) also speculates about possible applications to tech­
nological change. Kauffman (1989b) focuses on using the NK model to understand 
Cambrian explosion but considers the possible relevance to patterns of variety emer­
gence that occur during technological change.
Kauffman & Macready (1995) transfers the ideas and findings of the NK model to the 
realm of technological change. The paper does not attempt to introduce any technology- 
specific terminology, merely referring to ‘sites’ and ‘fitness components’. However, it 
does consider a novel ‘patch based’ model in which selfish self-optimising departments 
actually increase the overall fitness of a solution. This may be interpreted as separate 
departments each working on their own part of the technology, as done by Frenken & 
Valente (2003) and Frenken (2006b, 130-133).
3.4.2 Technology landscapes and the Generalised NK Model
The NK model acts as a precursor to the Generalised NK Model, which provides much 
greater analytical power through an explicit delineation of elements, functions and fit­
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ness components. These models build upon, and extend, the body of literature on 
‘unboxing technology’ described within Section 2.4.
The generalised NK model has been utilised in a framework to understand the re­
lationship between innovation dynamics, industry evolution and technological change, 
formulated by Murmann & Frenken (2006) and Frenken (2006b). The framework builds 
upon the existing product life cycle and technological paradigm literature, and further 
works including Frenken et al. (1999a), Tushman & Murmann (1998), and Frenken 
(2006b).
The framework applies to technologies that may be considered as complex systems. It 
provides a strong base for both empirical analysis of particular technologies as done 
by Frenken et al. (1999b) and Frenken & Nuvolari (2004), and further theoretical devel­
opments. (However, in empirical studies using the generalised NK framework calculating 
cardinal fitness values is impracticable. Where data exists, the prevalence of each design 
can instead be used as an indicator of fitness, as used in the studies cited above.)
3.4.3 Weighted functional attributes and niches
Within the Generalised NK Model described above consumers weight the fitness compo­
nent of each functional attribute equally. In other words, consumers place equal weight 
on each characteristic of the product. A more general fitness function can be adopted to 
consider cases where a group of consumers places unequal weight on the various product 
characteristics (Frenken, 2006b, 43). The resulting fitness function is shown below:
F F
w {s )  = Y . P f  «'/(«); E  >  0 (3.2)
/= l  /= l
It is possible to adapt this function to enable the existence of multiple groups within 
the population (Frenken, 2006b, 45). G  groups exist in the population, each with their 
own fitness function, as follows:
F F
^  Pfg ' ~  ^fg ^ 0 (3-3)
/ = i  / = i
The existence of multiple groups means that multiple niches exist within the population. 
The regular fitness landscape on examples such as that within Figure 3.2 is dependent 
upon equal weighting of fitness contributions. Modification of these weightings changes 
the fitness function, essentially changing the landscape. Each niche has it’s own fitness 
landscape, with different peaks, as shown in the following example.
To illustrate the effect of niches we construct a 3 function, 3 element landscape that is 
fully uncorrelated (i.e. each element affects every function). The fitness components.
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associated total fitness values, and the resulting boolean cubes are shown in Figure 3.3. 
As we can see from this example, though some optima are shared by more than one 
group, each group has unique total fitness values assigned to each node and some unique 
optima.
An important question remains when considering this framework. How does one deter­
mine which firms survive and which ones do not, in an evolving population, if each niche 
has its own separate fitness function? There seem to be two separate options available. 
The first would be to assign a weight to each population, indicating the size of the pop­
ulation, and then calculate overall fitness as the weighted sum of the individual fitness 
values of each group:
G G
=  7 » > 0  (3.4)
5 = 1  5 = 1
This has the benefit of being simple to implement but one may question its realism. 
The second alternative is to introduce a population size for each group, indicating the 
number of adopters or customers in that group, and then have each customer make a 
purchase once per time step. One could either have consumers purchase the product 
closest to their needs with full certainty or purchase a product from each group with 
a certain probability (for instance, roulette wheel selection could be used). Once the 
number of purchases of each product has been worked out, it would then be possible 
to reward the firm financially (requiring further extension of the model) or determine 
fitness as a function of the number of purchases of a firms products on that particular 
model step.
3.4.4 Types of innovation
It is possible to formally model different types of innovation using the Generalised NK 
Model described above. This narrows the gap between appreciative theorising in evo­
lutionary economics, which has noted different types of innovation for quite some time, 
and formal modelling. Frenken (2001, 2006b) adopts the innovation typology of Hen­
derson & Clark (1990) which includes modular, incremental, radical and architectural 
innovation and shows that each of these has a formal interpretation within the Gen­
eralised NK Model. This section illustrates these four types of innovation and then 
presents an additional two types of innovation.
Incremental innovation
Incremental innovations are small changes to a design that do not change the modules 
or architecture of the technology at the current level of consideration. Within the
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Figure 3.3: (a) The resulting boolean cube when all fitness components are equally weighted (/3i =  | ,  
/?2 =  ^ 3  =  |) ;  (b) the resulting cube with the weights /5i =  0.6, ^2 =  0.3, /0s =  0.1; (c) the
resulting cube with the weights =  0.1, /?2 =  0.3, ^ 3  =  0.6; (d) An example of underlying fitness 
components and associated total fitness values. Green circles represent local or global optima. Adapted 
from: Kauffman (1993, 42).
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generalised NK model this is represented by an increase in the value of one or more 
fitness contributions affected by the element that is subject to incremental innovation. 
The elements, variants, and structure-function map remain unchanged.
Modular innovation
Modular innovations involve the replacement of one component or subsystem with an­
other component or subsystem that provides the same external qualitative function­
alities whilst possibly providing different quantitative levels of those functionalities. 
Within the model this is represented by the change of one element variant for a differ­
ent variant of the same element. This may result in an associated change in the values 
of affected fitness components.
Architectural innovation
Architectural innovation involves altering the way in which components or subsystems 
are arranged and integrated together within a particular architecture. This is repre­
sented within the Generalised NK Model by an alteration of the structure-function 
map.
It is important to note that within the present model the structure-function map rep­
resents both the interdependencies between components arising from ‘nature’ and the 
interdependencies arising from the architecture of the system. Architectural innovation 
will only be able to alter the structure-function map to a certain degree, some rela­
tions will remain fixed. This is one of the weaknesses of the present model and could 
be addressed in future work. Changing the binary nature of the interactions between 
elements and functions to a graded relationship (with, say, a strength between 0  and 1 ) 
would go some way toward remedying the present weakness of this aspect of the model.
Radical innovation
Radical innovation is the combination of architectural innovation and modular innova­
tion. Within the Generalised NK Model such an innovation is simply a combination of 
the architectural innovation and modular innovation processes above.
Structural deepening
‘Structural deepening’ is not included in the original typology of four innovations. 
Arthur (1994b, 2009) introduced the term to describe the addition of further compo­
nents or subsystems to a technology to overcome limitations within the present system.
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Within the Generalised NK Model this can be modelled as the addition of a variant of 
a completely new element to the system. This form of innovation is prevalent within 
Frenken’s model of paradigm formation covered in Chapter 4. However, within that 
model the type of innovation is left unnamed.
Exaptation
The final form of innovation to mention is exaptation. Originally, an exaptation was a 
feature of an organism selected to be used for a different purpose than that for which 
it was originally evolved (Gould & Vrba, 1982). The term has been adapted by evo­
lutionary economists and others to describe a similar pattern in technological change. 
An exaptation in this sense is a function of a technology that the technology was not 
originally designed to supply, yet the function yields utility to users. An example of 
exaptation is the use of the Phonograph in jukebox designs, since the Phonograph was 
originally intended, and marketed, as a dictation machine (Dew et a l, 2004). Exapta­
tion can be represented in the Generalised NK Model through the addition of a function 
(and an associated polygeny vector) without modifying the design. It must be noted 
that this is ‘pure’ exaptation and that, in practice, exaptation is likely to be combined 
with other forms of innovation before the design will perform the desired function. Fur­
thermore, some examples of exaptation do not clearly fit in to this framework. For 
instance, designers constructing tractor designs had the idea of also using the engine 
block as the chassis (Dew et a l, 2004) -  clearly a use for which it was not intended 
-  but this does not show up as an additional external function for end users. Within 
the Generalised NK model the chassis innovation would comprise of the removal of an 
element, combined with an architectural innovation. Such a combination probably con­
stitutes a radical innovation, hence suggesting that the typology presented here requires 
future refinement.
3.4.5 Product variety, entropy statistics and dominant designs
Frenken has used the generalised NK model to construct a formal notion of a domi­
nant design on a technology landscape, making use of the concept of pleiotropy. High 
pleiotropy elements that affect many functions may be termed core elements whereas low 
pleiotropy elements that affect few functions are termed peripheral elements. Drawing 
upon results of Altenberg’s genome growth model (explained within the next chapter) 
Frenken argues that core elements will be added early on in the construction of an arte­
fact, whereas peripheral elements will be added later in the design process. A dominant 
design exists when the majority of firms within a market supply designs with a common 
set of element variants, including a number of variants of core elements. The degree to
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which a dominant design exists depends upon the number of variants common between 
the solutions proffered by firms in the market.
Variety measures may be used to measure the degree to which a dominant design exists 
within the population. The analytical decompositon of a technology into a series of 
elements and functions enables the use of entropy and mutual information in the mea­
surement of technological variety. For a given population of designs, Entropy may be 
used as a measure of design variety across the space of all possible designs. For instance, 
if designs were evenly distributed through the design space then the entropy measure of 
the design population will be at a maximum. If designs are uniformly concentrated at a 
particular point then the entropy measure will be at a minimum. Entropy can be calcu­
lated as described by Frenken (2006b, 77). Firstly, the frequency distribution of designs 
in the product population is calculated. Next, the information content (—rc • log2 {x)) of 
each design is calculated. Entropy of the product population is then calculated as ;^
A i ~ \  Ajv—1
H {X \ , ..., Vjv) — 'y ] ••• y  ] ' log2^n (3.5)
5 1 = 0  5;\r=0
Mutual information may be used to measure the degree to which specified elements 
co-exist in the population. Essentially, whilst entropy measures overall variety, mutual 
information measures the level of differentiation within the artefact population (Frenken 
& Nuvolari, 2004, 434). Whilst falling variety indicates the possible emergence of a dom­
inant design, mutual information functions in a complementary manner to distinguish 
between a situation with a certain level of variety with a number of overlapping de­
signs and a situation with identical variety but with distinct designs. When entropy 
is maximum (i.e. every possible design within design space is equally prevalent) then 
mutual information is zero; when entropy is minimum, mutual information is also zero 
(Frenken, 2006b, 78). Mutual information can be calculated as follows (Frenken, 2006b, 
78). Firstly, the frequency distribution of each product in the population is calculated. 
Secondly, the product of the frequency of a design’s alleles is calculated to produce w. 
Then, for each design, x  • log2 (^ )  is calculated. Mutual information is the sum of this 
for each design, as follows:
A i —l An —1
T {X u  . . . , X j v ) =  E  -  Z  (3.6)
*.=0  « = 0  Y[ps^
i=l
Given the entropy and mutual information equations above we can now measure the 
extent to which a dominant design exists within a product population. To illustrate this
^That is, for every unique design in the population, the frequency of the design in the population is 
multiplied by the base-2 logarithm of the frequency of the design in the population. These values are 
then summed and the entropy value is this sum as a negative value.
52
0000
(0 .478)
1000(0 .733)
0001
(0.33
1001
(0.448)
0100
(0.523)
0101
(0.50
HOT
(0.27
(0 ,345) 
->.0011
nooio
(0 .476).298)
nil.
0110
(0.462)(0.326)
Figure 3.4: A design space with four elements drawn as a four dimensional Boolean hypercube. Local 
optima are shown in green. The global optima is shown in light green. Minima (least optimum points) 
are shown in blue. Adapted from: Kauffman (1993, 38).
we will use various populations on the four dimensional design space shown in Figure 
3.4. To construct this example a number of steps were performed. Firstly, it was decided 
to construct a landscape and design space with four elements and four functions. A 
structure-function map was then created (Table 3.2) indicating which elements affect 
which functions in this particular example. Upon knowing which elements affect which 
functions, a unique random number in the range [0 , 1 ) was selected for each particular 
combination of elements affecting a given fitness contribution. The resulting table of 
fitness contributions and associated total fitness values for each possible design are 
shown in Table 3.3.
A number of examples of population variety are created (see Table 3.4). The first 
example population represents the case of maximum entropy where the population is 
evenly distributed throughout the design space. The remaining example populations are 
then constructed as follows. In Population 2 the frequency of each design is proportional
53
Elements
0 1 2 3
Functions
0 X X
1 X X X
2 X X X
3 X X X
Table 3.2: A structure-function map with four elements and four functions, for the product variety 
example presented within Section 3.4.5.
Design String Wo Wl W2 W3 W
0 0 0 0 0.103 0.798 0.456 0.555 0.478
0 0 0 1 0.103 0.798 0.407 0.014 0.331
0 0 1 0 0.103 0.939 0.305 0.555 0.476
0 0 1 1 0.103 0.939 0.323 0.014 0.345
0 1 0 0 0.733 0.574 0.456 0.329 0.523
0 1 0 1 0.733 0.574 0.407 0.323 0.509
0 1 1 0 0.733 0.482 0.305 0.329 0.462
0 1 1 1 0.733 0.482 0.323 0.323 0.465
1 0 0 0 0.519 0.927 0.913 0.575 0.733
1 0 0 1 0.519 0.927 0.218 0.127 0.448
1 0 1 0 0.519 0.851 0.849 0.575 0.698
1 0 1 1 0.519 0.851 0.453 0.127 0.487
1 1 0 0 0.219 0.174 0.913 0 .2 2 1 0.382
1 1 0 1 0.219 0.174 0.218 0.506 0.279
1 1 1 0 0.219 0.015 0.849 0 .2 2 1 0.326
1 1 1 1 0.219 0.015 0.453 0.506 0.298
Table 3.3: Example fitness contributions and associated total fitness for a 4 element, 4 function NK 
landscape. Note that, since this landscape is an NK landscape, the landscape is also an instance of a 
Generalised NK Landscape.
54
Mutual information and Entropy
5 .0 0 0
00
co
4- )
m
£
•B 3 .0 0 0C
nj
3+J
3  2.000  -
1 .0 0 0  -
>.Ql
e
c
LU 0 .0 0 0
P op .1 0Pop.3 Pop. 4 Pop.9Pop. 2 Pop.5 Pop. 6 Pop. 7
Case Number
E n t r o p y M u tu a l  i n f o r m a t i o n
Figure 3.5: Mutual information and entropy values for the example populations within Table 3.4.
to the design’s relative fitness. For each subsequent population the two worst performing 
designs are removed (set to 0  frequency) and then the frequency of each design is set 
proportional to its fitness relative to those designs remaining. This process is repeated to 
create populations 2 to 9. Population 10 then represents the case where a single design 
dominates the population. The result is a graded set of examples ranging from the case 
of maximum variety (or randomness) to the case of minimum variety (or randomness).
For each population in Table 3.4 it is possible to calculate entropy and mutual informa­
tion values to get a measure of the variety of the population and the extent to which 
particular variants co-occur in the population. The entropy and mutual information val­
ues of this example are presented in Figure 3.5. From this limited example we can see a 
number of things. Entropy peaks at 4 bits, when the whole of design space is occupied 
evenly (as expected). Entropy then progressively decreases, more rapidly as a greater 
percentage of remaining designs are removed at each step, until, when a single design 
remains, entropy tends towards zero. In contrast, mutual information is approximately 
zero both in the case of very high variety and in the case of very low variety. We can 
see that mutual information is highest in Population 8  where the remaining designs are 
0100 (fitness 0.523), 0101 (fitness 0.509), 1000 (fitness 0.733), and 1010 (fitness 0.698).
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We can see that the selection of designs existing in Population 8  occupies both peaks 
in the fitness landscape (strings 1000 and 0100). String 0101 is a neighbour of the 
local peak 0100, whilst string 1010 is a neighbour of the global peak (1000). These 
two groups of neighbouring designs are separated by at least 2  single point mutations 
(between 0100 and 1000). The string 010#  (where #  indicates any variant, or ‘don’t 
care’) occurs with frequency 0.419 in the population. The three variants (element 0, 
variant 0 ; element 1 , variant 1 ; element 2 , variant 0 ) clearly co-occur a great deal in the 
population. The product of the marginal frequencies of each element taken separately, 
for the string 010#  is (0.419 • 0.581 • 0.717 • 0.793) +  (0.419 • 0.581 • 0.717 • 0.207) =  0.175. 
Thus if you randomly sampled one of each element you would end up with a design 
conforming to the string 010# 17.5% of the time. However, the elements in question 
occur together with a much greater frequency than this expected value (0.419 vs 0.175) 
hence indicating a co-dependency between elements. Similar findings can be seen when 
considering 1010 and 1000, which are separated only by a single mutation. This results 
in the high mutual information found.
High mutual information values occur when a number of clearly distinct design groups 
are found in the population, thus meaning that mutual information is useful in indicating 
whether, for a given variety level, this variety is around a single design group (i.e. several 
neighbouring designs) or whether this variety exists as a number of distinct designs in 
the population. The greater the mutual information the greater the number of distinct 
designs. When variety is moderate and mutual information is high, a number of distinct 
designs, possibly occupying different niches, exist. In contrast, when variety is moderate 
and mutual information is low, a ‘design family’ can be seen to be occurring around 
a dominant design, as indicated by a common set of shared variants (Frenken, 2001, 
2006b).
3.5 Summary
A history of evolutionary thinking exists within economics. A perspective of economic 
systems as evolutionary search mechanisms is possible. Biological hill-climbing models 
may be drawn upon to formalise this concept. The concept of a design space is in­
troduced as the space of all possible technologies relating to a given set of functional 
characteristics. The related concept of a fitness landscape, with peaks representing 
superior technologies within the design space and valleys representing inferior technolo­
gies is also introduced. These ‘technology landscapes’ result in a useful framework for 
understanding innovation and the micro-level behaviour of technological change. The 
NK model is introduced as a formal model of technology landscapes. The Generalised 
NK model is then presented as a more flexible variant of this model, able to model any
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landscape that the NK model can and more. Technology specific extensions are then 
presented. It is explained how the fitness function of the Generalised NK Model may 
be adapted to model the existence of multiple niches within a market. An example 
is presented. It is then explained how the Generalised NK Model can model different 
types of innovation. Finally, it has been explained how product variety and degree of 
differentiation may be measured on such landscapes using entropy theory.
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Chapter 4
Replication of Frenken’s Model of 
Technological Paradigms
This chapter describes the replication of Frenken’s model of paradigm formation (which 
is based on Altenberg’s model of genome growth), described in section 4.2, in such a 
way as to permit future extensibility. After replication of the original model, a number 
of tests are performed to investigate the robustness of the model’s behaviour in regards 
to its present application as a model of technological paradigm formation.
4.1 M odel antecedents
The model presented within this chapter primarily makes use of previous theoretical 
literature (Frenken, 2006b, Ch. 1-3; Saviotti & Metcalfe, 1984; Saviotti, 1996). The 
model was originally used in a biological setting, as a model of genome growth (Al- 
tenberg, 1994, 1995). Since there is a strong correspondence between the components 
of the biological model (genome, genes, alleles, fitness components, and total fitness) 
and the equivalent components in the technological realm (design, element, element 
variant, fitness component and total fitness) it is apparent that the model may also 
provide insight in to the evolution of a technology. Frenken (2006b) thus imported, and 
re-interpreted the model.
In using a pre-fabricated model, the usual process of model design has been bypassed. 
We must be aware that in the process of importing the model we may also import 
underlying assumptions or design decisions that do not make sense within a technological 
setting. This issue is explored in depth within Section 4.5.
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4.2 Frenken’s model of technological paradigm formation
The model builds upon the use of Altenberg’s generalised NK model as described 
by Frenken (2006b) and Murmann & Frenken (2006). Within this framework a dom­
inant design or exemplar artefact is defined as a “sef of standardised high pleiotropy 
elements in the product population‘\  as described within Section 2.4. Accepting this 
definition, it naturally follows to ask: “ Why and how does such a set of standardised 
high pleiotropy elements emerge within a developing industry?’^
Frenken partially addresses this question through an adaptation of Altenberg’s biological 
model of genome growth through constructional selection (Altenberg, 1994, 1995) as a 
model of dominant design or technological paradigm formation (Frenken, 2006b, 48- 
6 6 ). A review of the model relative to criteria developed from earlier sections is then 
performed.
4.2.1 The original model of genome growth
M o d el d escrip tion . Altenberg (1994, 1995) studies the effect of genome growth on 
the evolution of evolvability, the genom e’s ability to produce adaptive variants when 
acted upon by the genetic system ” (Wagner & Altenberg, 1996, 970). The model of con­
structional selection formulated considers how genome growth in a population subject 
to selection gives rise to the evolution of evolvability—the evolutionary refinement of the 
solution representation (the structure which evolutionary operators modify, and which 
maps to a point in the space of solutions) such that when used to produce new variants, 
via the operators of the evolutionary system in question, it is increasingly amenable to 
the production of viable new structures upon which selection may operate. The addi­
tion of genes coding for previously unsatisfied functions, or genes providing the ability 
to ‘fine tune’ a small number of functions, increases the ability of the organism to more 
precisely fit its selection environment.
The model in question is derived from the Generalised NK Model, described in Section 
3.3.3. In the resulting model a genome, representative of a population of organisms, 
grows through the incremental addition of further genes. Selection operates upon these 
additions, such that only additions that increase the fitness of the genotype are accepted. 
The model illustrates the interaction between construction and selection, collectively 
referred to as a process of ‘constructional selection’. The model of genome growth is 
described below, based on Altenberg (1994, 1995, 1997).
The Generalised NK Model does not specify how many elements and functions are 
present, nor the structure of the genotype-phenotype map. To form a model of genome 
growth the generalised model is combined with the constructional selection algorithm.
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The Generalised NK Model becomes a fitness function in the larger model, while the 
constructional selection process creates a candidate solution, evaluates the design using 
the fitness landscape, and then continues to try and improve the solution, evaluating at 
each step.
Building upon the Generalised NK Model in Section 3.3.3, the model operates as follows. 
Genome (candidate solution) length n is initially set at 0. The number of functions, 
/ ,  is set to 31. Genes are then sequentially added (interspersed with periods of hill 
climbing), until the specified genome length is reached (n =  31, in the version presented 
by Altenberg). Algorithm 1 describes the genome growth model.
F in d in gs and im p lica tion s. The results of the model suggest that a combination 
of genome growth and selection will result in representations tailored to the particular 
environment in question (in this instance, the environment adapted to is the generalised 
NK landscape). The representations produced are more modular than they would other­
wise be. Since they permit a finer-grained search in particular areas of the search space, 
the ability of the population to more finely adapt itself to the environment improves, 
hence resulting in a population with higher fitness than it otherwise would have. Evolv­
ing such genotypes tends to result in organisms of notably higher fitness than those 
using a priori representations formed without constructional selection (see Figure 4.1). 
Gonsequently Altenberg (1994) suggests that this method may be used to evolve evolv- 
able representations to address the ‘representation problem’ in evolutionary computing 
(the challenge of designing representations that will yield well-adapted solutions when 
an initial solution is operated upon by the applied evolutionary operators).
The combination of incremental gene addition and continued selection also results in 
genotype-phenotype maps in which the number of phenotypic functions that new genes 
affect falls on average as a genome grows in size. When the total genome length is 
low, additional genes with high pleiotropy are likely to produce fitness increases in the 
overall genome. This is especially true when the new gene codes for functions that at 
present are not coded for and hence have zero fitness. Later genes ^Hhat disturb highly 
adapted organismal functions are most likely deleterious. Genes that preserve highly 
adapted functions while exploring novel functions have the best chance of producing a 
fitness increase, and thence being incorporated into the genome” (Altenberg, 1994, 1).
As a consequence of the above effect, the initial genes of a genome built through con­
structional selection contribute to many functions (on average) whilst later genes affect 
fewer functions as shown in Figures 4.2 and 4.3. In this way, the genotype-phenotype 
maps produced under constructional selection are likely to contain initial core of rela­
tively high pleiotropy elements with a periphery of elements with lower pleiotropy. As a 
consequence, earlier elements become progressively harder to change without resulting
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A lgorith m  1  GrowGenome()
genome 4— { }
while genomeLength <  31 do 
additionSuecess <— false 
while additionSuecess =  false do
draw pleiotropy of new element kn+i from the range {1, . . . ,  F} 
determine affected functions (pleiotropy vector Pn+i) 
determine allele Xn+i from the range { 0 , . . . ,  A-1 } 
trialGenome <— CreateTrialGenome(pM+i,37^+1 ) 
for all functional attributes of trialGenome do 
obtain fitness component (f)j 
end for
/
obtain trialFitnessSum  for trialGenome: uj{s) =  7
i = l
if trialFitnessSum >  currentFitnessSum  then  
genome f -  trialGenome 
additionSuecess 4— true 
atKnownPeak 4— false 
end if 
end while
while atKnownPeak =  false do 
presentBest f -  genome 
for all possible one-mutant neighbours do 
create next neighbour 
calculate and store neighbourPitness 
if neighbourPitness >  presentBestPitness then  
presentBest 4—  neighbour 
end if 
end for
if presentBest =  genome then  
atKnownPeak <— true 
end if 
end while 
end while
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Figure 4.1: Distributions of the fitness peaks reached by performing 1000 steepest ascent hill climbs 
on ten representations evolved through constructional selection and ten random representations. 
Source: Altenberg (1994, 5).
in large disruptions to adapted functions, and associated falls in fitness.^
4.2.2 Model re-interpretation 
The interpretation
A technological re-interpretation of the model replaces genes with elements, and gene 
alleles with the variants of the technological element in question. The genome is re­
interpreted as a complete technology or technological system. The model features the 
sequential addition of interdependent elements to this technological system, with el­
ements only being accepted if they provide a net fitness increase. The fitness of the 
system as a whole is determined by the average fitness of one or more functional at­
tributes, otherwise called product characteristics (Frenken, 2006b, 34). These attributes 
are, in turn, determined by the alleles (variants) of one or more elements.
^If required, an illustration using dice may be used to clarify the underlying mechanics of generalised 
NK model. It is comparatively easy to get above average on two dice (equivalent to a pleiotropy of 
two, and thus two fitness components re-drawn) but as the number of dice becomes high (many fitness 
components re-drawn), the likelihood of getting an average role diverging from the mean tends towards 
zero. Each time a further die is added to a roll, desirable ‘macro states’ become progressively harder 
to achieve from the ‘micro state’ of the individual die rolls. This is especially true when previous above 
average ‘rolls’ are retained, making the future challenge harder. The greater the number of contributions 
changed the lower the probability of getting an improved fitness sum and hence the acceptance of a 
proposed element. Note: The original idea for the dice illustration comes from Bianciardi & Ulgiati 
(2004).
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Figure 4.2: As genes are progressively added to a genome, the average pleiotropy of the added gene 
(the number of functions that the gene affects) falls. Source: Altenberg (1994, 4).
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Figure 4.3: Two structure-function maps relating elements to functions. Each vertical column represents 
an element (a gene, in the original biological model) and each row represents a function. Shaded cells 
indicate that the element (column) affects the functions (rows) of the shaded cells. The map on the 
left demonstrates a high pleiotropy core, produced through constructional selection. The map on the 
right was produced using non-selective construction. Source: Altenberg (1994, 3).
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The mutation and gene addition operators are interpreted as modular innovation and el­
ement addition respectively. Designers hence perform modular innovation in preference 
unless limitations are reached, in which case they add additional elements to overcome 
current limitations. In either case, designers perform ex ante selection on the proposed 
design: only modular innovations that lead to a fitness increase are accepted into the 
design.
The model can be interpreted either as a model of the overall pattern of innovation 
within an industry or of a single ‘representative’ designer, incrementally constructing a 
complex technology. Since the present focus is on the process of technological paradigm 
formation within an industry the former interpretation is focused on in this document. 
From this perspective, the artefact can be interpreted as representative of a population 
of artefacts, similar to how previous biologically-oriented NK models often consider a 
particular structure as the average representation of a population of organisms (Kauff­
man, 1993, 34).
Implications concerning technological change
Frenken makes a strong case for the ability of the model to explain certain aspects of 
technological paradigm formation. Once beneficial complementarities between a core 
group of components is established, such components lock-in. Innovative efforts will 
tend to shift to sub-systems, or to peripheral improvements in ‘low pleiotropy’ elements 
that are easier to modify without destroying complementarities (Murmann & Frenken, 
2006). Process innovations may be carried out on the machinery that produces these 
core components, with the knowledge that these components are unlikely to change. 
The model provides a number of overall contributions:
•  A dominant design (exemplar artefact) may be redefined as a “sei of standardised 
high pleiotropy elements in the product population’^ (Frenken, 2006b, 62).
•  The above definition reconciles the dominant design concept with the observation 
that variation may exist around a particular set of established core technolo­
gies (Murmann & Frenken, 2006).
• The combination of interdependencies, the incremental addition of elements, and 
intermediate selection, suggests a possible mechanism of standardisation without 
the presence of increasing returns effects.
•  The model proffers an explanation for how an exemplar artefact may lead to the 
formation of search heuristics. (The reverse, the effect of search heuristics on the 
formation of an exemplar artefact, is implied but not explicitly modelled.)
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•  Technologies developed incrementally will tend to have higher performance than 
technologies that are built at full-size and then improved through modular inno­
vation only (Frenken, 2006b, 59).
High pleiotropy elements, considered invariant by designers, reduce the design space 
and associated problem complexity (Frenken, 2006b, 63). For instance, a technology 
consisting of 8  components, each with 2 variants results in a designer facing 2^(256) 
possible combinations. However, if two of these are considered fixed this is reduced 
to only 2 ® (64) combinations. The model thus suggests how an exemplar artefact con­
tributes to the formation of search heuristics and an associated technological trajectory. 
Note that this model implies that elements with varying interdependency are required 
for a technological paradigm to form since, unless the artefact evolves in such a way 
that some elements are considered more troublesome to change than others, there is no 
focus on the peripheral elements of the system.
At some point it is possible that, even if a technological element were created that 
demonstrated clear superiority over a present element, it may not be replaced if it 
is unable to integrate with the elements that the target for replacement is currently 
integrated with. The replacement of the element could result in a fitness decrease of the 
overall system despite the element being superior on it’s own merits. The presence of 
supporting elements attached to the present element under scrutiny does not indicate 
that it is superior simply because of these effects—the creation of such elements emerges 
through the expenditure of resources over time. Pleiotropic dependencies thus limit the 
elements that may be added to the system in a beneficial way, without disrupting aspects 
of the previous design, rendering the system path dependent.
Section 4.3 details the process of replication, translation and testing. Altenberg’s model 
of genome growth (Frenken’s model of paradigm formation), described in Section 4.2 is 
first replicated. Tests are then performed to examine the extent to which the findings 
of the original TPF model are dependent on the exact algorithm and model parameters 
used. Results of the tests are presented.
4.3 Replication and verification of the original model
The constructional selection algorithm is replicated and then combined with the stochas­
tic fitness function (the generalised NK landscape) to produce the original model of 
genome growth. The language chosen for implementation is Java. Java provides rel­
atively good performance, and is ubiquitous as a language for agent based modelling. 
Ubiquity is considered important since this facilitates communication between research 
projects and makes the model more accessible to outside scrutiny. Implementation in
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Java permits the option of later integration with many of the established agent-based 
modelling libraries such as MASON and RePast or the use of evolutionary computation 
libraries such as ECJ or Watchmaker. The model presently makes use of the Mersen- 
neTwisterPast random number generator class from ECJ (Luke et a l, 2009).
To verify that the components of the model based on Altenberg’s work match his initial 
model specification, a number of comparisons are be performed. Firstly, it is ensured 
that the pleiotropy maps produced with and without selection operating at each step 
are comparable to those presented by Altenberg (1994, 3). Next, it is checked that 
the pleiotropy of new genes falls over time in accordance with the pattern presented 
by Altenberg (1994, 4). A similar check is performed using charts relating genome size 
and design fitness as presented by Altenberg (1994, Fig. 6 ). Furthermore, the mean 
fitness achieved on constructional selection runs is determined to match the stated 
approximate value of 0.89 (Altenberg, 1994, 5) (the average value reached over 300 
model runs was actually 0.8832, further investigation may be required to uncover the 
discrepancy).
4.4 Robustness tests: modification of hill-climbing and al­
lele count
Much of the explanatory power of Altenberg’s model, when applied to technological 
evolution, centres around the formation of a high pleiotropy core. It is thus important 
to assess how robust this phenomena is, since we are, at present, unsure of the exact dy­
namics of technological innovation. If the phenomena of high pleiotropy core formation 
is found to be relatively robust, emerging despite changes to the original algorithm, 
this increases the likelihood that core formation plays a key part in the evolution of 
technological systems.
Examination of this issue is achieved by performing two small experiments on the orig­
inal model to test the extent to which the findings of the model depend upon (i) the 
alternation between element addition and hill climbing, and (ii) the number of alleles 
for each particular element.
4.4.1 The impact of disabling hill-climbing 
Reasoning
In Altenberg’s original analysis the impact of performing hill climbing without element 
addition through constructional selection was considered, finding that both maximum  
fitness and fitness per element were lower when constructional selection was disabled.
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In this section the impact of the disabling the hill climbing component of the algorithm 
is considered: “ To what extent does the formation of a high pleiotropy core require that 
steepest ascent hill climbing to a local peak occur between each element addition?”
After disabling hill climbing in the original model, only construction and selection is 
performed. From a technological perspective only structural deepening occurs, without 
the interim periods of modular innovation. Hill climbing has the effect of increasing 
the fitness of the design further before each element addition. Disabling hill climbing 
is likely to make the process of element addition less selective, resulting in reduced 
pressure to select low pleiotropy components as the design grows. It may be proposed 
that when hill climbing is absent, a high pleiotropy core will still form but will be weaker 
than in the original model.
A p proach
To test this proposition a comparison is made between runs in which hill climbing is 
disabled and runs in which hill climbing is enabled. Data is collected from 300 regular 
runs and 300 runs with hill climbing disabled. Aggregate data is produced and compared 
to examine the effect of hill climbing.
If the proposition is true, the contrast between the pleiotropy of initial elements and 
the pleiotropy of peripheral elements will be reduced when hill climbing is disabled. 
Since a design of a particular length will have had less opportunity for fitness-increasing 
innovations than in the original model, it can also be proposed that the fitness of the 
resulting design will be lower for a given length. Such a result would suggest that 
designers are unlikely to focus on element addition. Since those designers with fitter 
designs are likely to be selected for, along with their search routines, the pattern of 
search in the original model would dominate the no-hill climbing pattern of search 
within a population subject to selection (this does not necessarily preclude another 
superior search strategy existing).
R esu lts
It is found that disabling hill climbing results in a small but distinct fall in average design 
fitness at each step, as shown in Figure 4.4. Performing only element addition also has 
an effect on the average pleiotropy of each element. At a given locus the pleiotropy of 
the element is notably higher when hill climbing is disabled (see Figure 4.5). In terms 
of the relative change in pleiotropy between the initial element and final element, it is 
found that the change is very similar to that occurring in the original series, albeit offset 
somewhat. The resulting designs are much less compact for a given fitness. In terms of 
number of attempts before successful element addition, the number of attempts required
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Figure 4.4; Average design fitness per step for the original model, and for when hill climbing is disabled.
is substantially lower when hill climbing is disabled, although number of attempts for 
successive elements increases for all model configurations, as can be seen in Figure 4.7.
The higher fitness when hill climbing is enabled is likely to occur due to maximum 
exploitation of adjustments in present variants before the addition of further elements 
makes present elements progressively harder to change. In effect, disabling hill climbing 
leads to substantial ‘slack’ in the existing design which cannot be removed once sub­
sequent historical constrains emerge due to later elements. It is possible that, in turn, 
the lower fitness component values in the existing design makes somewhat less likely 
that further elements added will be rejected due to a high pleiotropy, hence somewhat 
raising the pleiotropy of designs constructed without hill climbing.
Whilst hill climbing leads to higher overall fitness it also increases search time and effort, 
as can be seen in Figure 4.7. Considered in the context of an environment of competing 
designs, this observation may be important. The model suggests that designers that add 
elements quickly, with lower refinement of sub-systems, may produce designs that out- 
compete the designs of rivals performing more in-depth innovation despite producing 
inferior designs in the long run. If designers producing more refined designs are some 
how able to survive long enough to introduce these designs then the rapidly constructed 
designs may be selected-against and removed. However, if this is not the case then 
designs that are somewhat inferior, and relatively less modular, may survive within the 
industry. A suggested approach to investigating this issue is provided in Section 7.2.10.
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Figure 4.5: Average pleiotropy at each design locus for the original model, and for when hill climbing 
is disabled.
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Figure 4.6: Design length at each model step for the original model, and for when hill climbing is 
disabled.
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Figure 4.7: The number of attempts per successful element addition for the original model, and for 
when hill climbing is disabled.
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This observation raises the question of the extent to which the present model of TPF  
accurately represents innovation in the target system. It has been argued above that 
intermediate selection may favour inferior higher-pleiotropy designs in some circum­
stances. However, this arises due to the speed at which designers add new elements. 
It is possible that the faster addition of new elements in the target system may not be 
feasible, or may produce different results than in the model here, and hence such an 
argument would require more investigation before a more definite statement is possible.
The information above suggests that when hill climbing is absent, a high pleiotropy 
core will still form but will be weaker than in the original model. However, despite the 
differences caused by disabling hill climbing, the overall behaviour of the model was very 
similar. In addressing the question asked above, it can be said that the model still shows 
the overall dynamic of falling element pleiotropy as the design grows in size. Disabled 
hill climbing and exhaustive evaluation of neighbours represent two extremes of single­
point mutation hill climbing behaviour. This suggests that the model’s implications 
are reasonably robust to changes in the patterns of search performed by designers. 
This means that even if the innovation sequence in the target system differs somewhat 
from that of the original model, the findings of the model still have some relevance for 
the target system, although other issues remain—including alteration of the number of 
alleles, addressed below. Further issues are considered within Chapter 7.
4.4.2 Alteration of allele number 
Reasoning
A further examination of how robust the model’s characteristics are involves the ques­
tion: How does altering the number of element alleles affect the outcome of the model?
In the target system, technologies seldom consist of components with only two variants. 
Increasing the allele number provides more opportunities for modular innovation before 
requiring a new element addition and hence reduces the need to add elements. For 
a given fitness level, in can be expected that the size of the design will decrease at a 
diminishing rate as the number of alleles increases due to this effect. Conversely, for a 
required length of design, the resulting design should be fitter. It may be proposed that 
designs produced from elements that have many variants will have a greater compactness 
than designs produced from elements with few variants.
Approach
The method for examination of this question is simple. The model is run 50 times for 
a number of settings of the variant parameter. In addition to the run of the original
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Figure 4.8: Average design fitness per step for the original model, with varying numbers of alleles. The 
disabled hill climbing series is included for comparative purposes.
2-variant model, runs are performed using 4, 6 , 8 , and 10 variants. Aggregate data is 
collected and examined to determine the effect of varying the number of variants.
R esu lts
It was found that increasing the number of alleles also increased the fitness per step 
(see Figure 4.8). However, it should be noted that increasing the number of alleles also 
increases the number of combinations evaluated at each step. In practice, designers 
pressured by competition may opt to add a further low pleiotropy element rather than 
exhaustively evaluate modular innovations at each step.
In addition to increasing fitness, a greater number of alleles is also found to decrease 
pleiotropy further over time. Initial average levels of pleiotropy are very similar no 
matter the particular settings altered in these runs. However, as the number of steps 
increases the pleiotropy of each progressively higher allele decreases slightly faster than 
the previous run (see Figure 4.9). It is probable that this relates to the increased number 
of neighbours that exist to be evaluated as pleiotropy increases. A greater number of 
one-mutant neighbours increases the opportunities for refining fitness at each step. As
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Figure 4.9: Average pleiotropy at each locus for the original model, with varying numbers of alleles. 
The disabled hill climbing series is included for comparative purposes.
a result the resulting structure is more likely to be disrupted by elements with moderate 
or greater pleiotropy. As a result, the pleiotropy of accepted elements decreases more 
rapidly.
Whilst increasing the number of alleles is found to increase fitness per element, and 
hence increase the likelihood of a higher maximum fitness, the number of tries per 
element addition is substantially worse as the number of alleles increases, as shown in 
Figure 4.10. As can be seen from this figure, the number of tries required before a 
successful element addition is found to increase substantially as the number of alleles 
specified is increased.
The results of this test suggest that the number of elements faced in actual innovation 
situations is important. A given design dimension is likely to have greater than two alle­
les and hence the circumstances faced may not be fully represented in the present model. 
Design spaces with wide design dimensions are less suited to the semi-exhaustive nature 
of steepest ascent hill climbing, presenting questions as to the accuracy of depending 
upon steepest ascent hill climbing in a model of technological paradigm formation.
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Figure 4.10: Attempts per successful element addition for the original model, with varying numbers of 
alleles. The disabled hill climbing series is included for comparative purposes.
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4.5 Model evaluation
In the paragraphs below, the model is evaluated. Each paragraph concerns one major 
point relating to the mechanisms behind technological paradigm formation.
4.5.1 Search heuristics and innovation emphasis
The model provides an excellent formal definition of a dominant design, and presents 
constructional selection as a plausible causal mechanism for the shift in innovation em­
phasis from core to periphery, system to sub-system, and product to process. This 
mechanism arises as part of the innovation process and does not require special circum­
stances. This is a very important result and is probably the key contribution of the 
model. However, whilst the model demonstrates how an artefact may affect the search 
direction chosen by the designer, it does not explicitly model the change in search heuris­
tics. Focus on just one of the two aspects may provide an incomplete picture due to 
co-evolution between these two aspects (Nelson & Winter 2002, 39; Fleming & Soren­
son 2004, 925). Furthermore, within the present model, innovative search alternates 
between periods of element addition and modular innovation (mutation of elements) in 
a fixed cycle. This fixed pattern is most likely a legacy artefact from the original for­
mulation of constructional selection by Altenberg (1994) and thus may not accurately 
represent real patterns of innovation.
4.5.2 Patterns of product variety
Before a dominant design emerges a range of potential solutions exist within a market. 
Variety within a product class varies over a product life cycle. Whilst this is semi- 
implicit within the model (many designs may exist temporarily and be discarded) variety 
cannot be shown to change over time. Furthermore, a single trajectory exists right from 
the beginning of the model rather than emerging endogenously as a dominant design 
forms. The definition of a dominant design above refers to standardised elements in a 
product population. In the existing model standardisation is automatic since selection 
is strong enough to result in a single design emerging at each step. Dominant design 
formation is hence a certainty in the model, in contrast to multiple possible real-world 
outcomes. Thus the model can be seen to explain the emergence of a high pleiotropy 
core but not how this core emerges from the initial wide variety in the industry. Without 
a population of artefacts upon which selection operates, one cannot model the change 
in product variety over a particular technology cycle nor how variety interacts with 
other factors. It would seem that a non-population model can be reconciled with the 
definition of a dominant design as “se  ^ of standardised high pleiotropy elements in the 
product population” (Frenken, 2006b, 62, emphasis added) only with some difficulty.
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4.5.3 Structural deepening (constructional selection)
The model emphasises that technologies are usually constructed incrementally over 
time. Technologies within the model grow in complexity through the addition of further 
peripheral systems, demonstrating structural deepening as described in Section 2.4.
4.5.4 Uncertainty
The model captures the stochastic nature of technological evolution, with designers 
searching for uncertain solutions using imperfect search routines. However, the homo­
geneous fixed search routines mean that whilst designers do not necessarily ‘know’ the 
optimal search routine they are unable to adapt the routine that they have.
4.5.5 Parallel search
Most complex technological systems are constructed by multiple designers, with different 
competencies, each working on some sub-segment of the system. However, the TPF  
model above is unable to consider how a system is constructed by multiple designers, nor 
how the interplay between adopters and designers shapes the evolution of the system.^ 
This is an issue for the same reason that a complexity perspective on technology is of 
value: the behaviour of a system as a whole is seldom the aggregate of the behaviour of 
its individual parts. Previous NK-based models have included multiple designers, but 
these grant designers a monopoly on particular sub-strings, as described by Kauffman 
&: Macready (1995, 14-20), and Frenken (2006b, 130-133), rather than specifying a 
population of designers producing competing designs.
4.5.6 Conditions of paradigm displacement
Non-neighbourhood search and element removal is not included in the present model. 
Whilst justifiable considering the main objective, as a consequence the model is unable 
to consider how a dominant design or paradigm is succeeded or replaced, and hence is 
currently unable to model the tension between incremental enhancement of the present 
design and replacement of the present core components. Escape from a selected, and 
locked-in, technology is essentially impossible in Arthur’s model of competing technolo­
gies (Arthur, 1989)—as identified by W itt (1997), Windrum & Birchenhall (2005) and 
others. Similarly, escape from a locked-in dominant design is impossible in the present 
model of paradigm formation. To gain insight insight into how a radical innovation can
I^t must be acknowledged that Frenken's entire 2006 study (Frenken, 2006b) is explicitly focused on 
single-agent innovation and that possibilities for multi-agent extensions are considered in the concluding 
chapter.
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displace an existing technology (component or sub-system) that is already an estab­
lished part of the system, as discussed by Hughes (1989) and Kemp (1994), the model 
would need to be modified.
4.5.7 Search costs
At present, when performing modular innovation, designers perform one or more element 
additions and one or more steps of a greedy one-mutant adaptive walk (Frenken, 2006b, 
166n44), or steepest ascent hill climb (Mitchell, 1996, 129). However, this involves the 
use of a very variable amount of (computational) resources at each step. This is not 
serious problem within the present model. However, if heterogeneous search routines 
are introduced, or multiple agents considered, then it is important that each innovation 
strategy has an appropriate cost, in terms of time and resources, based on the area of the 
design space explored. As such, the computational cost of each step should be relatively 
balanced. For instance, steepest ascent hill climbing evaluates far more combinations 
than a simple one-mutant hill climbing algorithm and as such should take a greater 
number of model steps, cost more agent resources, or both.
4.5.8 Imitation
The lack of a designer population, as identified above, also means that imitation is not 
explicitly possible. Designers have an incentive to imitate because they are motivated by 
profit, innovation is costly, and thus they wish to free-ride on the innovative expenditure 
of others. Imitation plays an important role in diffusion of the best practices available 
within an industry, and in reducing the variety of designs over time (when fidelity is 
sufficiently high). Simply because designers operate within the same overall design space 
does not lead to an inherent tendency for variety to fall. However, imitation provides 
designers with an opportunity to significantly increase their fitness at relatively low 
cost. A consequence of imitation is that the imitator gives up part, or all of, its existing 
design whilst cloning (or attempting to clone) a pre-existing design. This is likely 
to decrease overall variety (provided that imitation is not too imperfect). It can be 
proposed that imitation will narrow variety when imitation fidelity is high and increase 
variety when imitation fidelity is low. Multiple artefacts produced by multiple designers 
also means that artefacts can function as approximate spot checks for landscape height. 
This could potentially be used by firms choosing a direction in which to hill-climb or in 
the introduction of more sophisticated imitation strategies, such as described by Rivkin 
(2000).
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4.5.9 Architectural innovation and environmental constraints
Within the framework of Murmann and Frenken, architecture is explicitly taken to be 
the structure-function map of epistatic interactions (Frenken, 2006b, 11, 33). As a result, 
the model does not explicitly specify how the elements of the design are interconnected. 
The order of elements is not inherently significant - one could ‘shuffle’ the element order 
in the structure-function map with no consequences for the model (so long as stored 
fitness combinations were also re-ordered appropriately). This has two implications. 
First, it seems that the effects of both the environment and system architecture are 
both represented within the structure-function map. Hence, a change in architecture or 
a change in environment would both result in a change to the map. Second, and related 
to this, the design string can be seen to provide an incomplete design specification, 
hence implying that the design space is an incomplete subset of the full space (such as 
is the case with a neural network’s weight space)
4.5.10 Empirical evidence
Some sources of empirical evidence exist that support the model of technological paradigms. 
Firstly, Fleming and Sorenson’s analysis of patent citation rates (Fleming & Sorenson, 
2001) broadly supports the validity of using the NK Model as a model of technological 
change. Secondly, the case studies performed by Marples (1961) support the Generalised 
NK Model in particular. The two case studies present the process of solving two techno­
logical problems as a series of design decisions arranged in a hierarchy. Early decisions, 
at the top of the design hierarchy, are very significant, determining the sub-problems 
faced and committing the designers to a particular path of solution. Later decisions, at 
the bottom of the hierarchy, are smaller, determining the specifics or minutiae of the 
solution. Each decision presents a number of possible choices for the designers. Once 
a decision is made, problem solving descends to the next level in the hierarchy, with 
earlier decisions not being re-visited. Marples’ model, constructed around concrete ex­
amples, can thus be seen to have a great deal in common with the more formal model 
presented here. Decisions at the top of the design hierarchy correspond to core elements, 
whilst decisions lower down correspond to peripheral elements. The choices faced at 
each decision node correspond to the variants, or alleles, within Frenken’s model. In 
both models, early decisions are considered fixed by the designers, with future change 
occurring through the addition of peripheral elements. There are some discrepancies 
between the two models, but the comparison suggests that the model presented here 
does correspond well with real empirical examples. Further work does need to be done
^This does not hold if one interprets elements as design dimensions, and includes all of the relevant 
the relevant architectural decisions as design dimensions.
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concerning the empirical validity of the model; this is discussed further within Chapter 
7.
4.6 Open issues and questions
This chapter began by asking by what process a technological paradigm can emerge 
within a particular product class. The model of technological paradigm formation re­
viewed offers a partial explanation through the mechanism of ‘constructional selection’. 
However, the model was found to fall short of a full explanation for a number of reasons, 
including lack of explicit product variety, the inclusion of only a single agent, and the 
inevitability of technological paradigm formation.
Prom the above review, a number of unaddressed or partially unaddressed questions can 
be formulated concerning the cause of falling variety and change in innovation emphasis 
within an industry;
•  Are increasing returns required for dominant design formation?
• Do separate agents end up with the same high pleiotropy core, in the absence of 
increasing returns?
— Hypothesis: Agents will end up with the same core design above certain 
threshold combinations of imitation and selection.
•  Do interdependencies strengthen the emergence of a dominant design?
— Hypothesis: Increasing the strength of interdependencies will have only a 
small effect on the emergence of a dominant design, but a larger effect on 
the formation of a technological paradigm.
— Hypothesis: Increasing time to adapt or strength of selection at each stage 
will lead to a decrease in diversity in the long run.
— Hypothesis: A fully decomposable system will form a dominant design due 
to the effects of selection and technological drift, but will not induce a tech­
nological paradigm.
•  Does greater selective force strengthen the emergence of technological paradigms?
— Hypothesis: A greater selective force will strengthen the emergence of a dom­
inant design but will have no effect on the heuristic aspect of a technological 
paradigm unless design elements have a range of pleiotropy values.
•  Does formation of a high pleiotropy core require constructional selection dynam­
ics? Do markets actually exhibit these constructional selection dynamics?
8 0
— Hypothesis: Formation of a high pleiotropy core will still emerge without 
strict constructional selection dynamics.
•  Do interdependencies affect the ease of displacement of technological paradigms?
— Hypothesis: A technological paradigm will be progressively easier to displace 
as the level of interdependencies falls.
4.6.1 Summary
Frenken’s model of technological paradigm formation is replicated and robustness tests 
are performed to ensure that the model findings are resistant to changes in model spec­
ifications. The model is then reviewed in detail due to its strong explanatory power 
concerning the question of how a technological paradigm forms. The central finding of 
the model is that the selective construction of a design produces an invariant core of 
high pleiotropy elements (elements that affect many product functions/ service charac­
teristics). An invariant core of high pleiotropy elements is argued to shift innovative 
emphasis from core elements to peripheral elements, subsystems and process innova­
tions. Future change occurs in a subspace of the design space, as laid down by the 
invariant elements. Future change therefore can be seen to proceed along a technologi­
cal trajectory However, limitations, potential improvements, and possible extensions of 
the model have been identified. The model is limited to the consideration of a single 
designer and hence cannot fully explain the emergence of a technological paradigm in 
the population of firms within an industry. Furthermore, the growing costs of the par­
ticular search algorithm used within each particular step presents a consistency problem 
that prevents comparison of different strategies. Further smaller issues have also been 
discussed.
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Chapter 5
Search strategies
5.1 Chapter motivation
The model of technological paradigms put forward in Chapter 4 presents a firm that 
uses a steepest ascent hill climb (SAHC), or ‘greedy’ hill climb, strategy combined with 
element addition to construct a technology. It can be seen that the existing design in 
the model shapes the direction of future technological change as the design continues 
to be constructed. It can also be argued that the design will cause firms to alter their 
innovation emphasis intentionally, targeting lower pleiotropy elements and attempting 
to add lower pleiotropy elements (though this is not shown explicitly). The model makes 
a specific assumption concerning the search strategy used. There is no guarantee that 
the firm will necessarily choose the exact form of search used within the model.
In this chapter a model is created that introduces a number of strategies other than 
SAHC plus element addition. Further strategies introduced include random mutation 
hill climb (RMHC) plus element addition and pure element addition (element addition 
without any hill climbing). The chapter explicitly takes into account the difference in 
search time required for each of the strategies. Assuming that each firm is able to exploit 
an equal amount of search time at each step, the strategies are compared on this basis. 
It is found that the performance of the various search strategies is surprisingly similar, 
though the RMHC and SAHC strategies produce more compact designs for a given 
level of fitness and thus pure element addition can be argued to be inferior when costs 
are sufficiently high. A further innovation is introduced in the form of a ‘steps since 
mutation at each locus’ chart which clearly demonstrates the invariant core argued to 
exist by Frenken. Early elements barely change, meaning that a trajectory is locked in 
from an early stage, not just in terms of the elements selected but the variants too.
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5.2 Model antecedents
The model presented within this chapter essentially performs further robustness testing 
on the original model (as presented within Chapter 4) by altering some of the assump­
tions underlying the designer’s search strategy (a comparison of SAHC, RMHC and 
‘pure’ element addition is performed). This modification was drawn up in response to 
the recognition that the use of SAHC by designers may be an unrealistic assumption 
because it necessitates progressively greater use of resources as the design size increases.
The new model design also reduces the amount of search than an agent can do in a single 
search step, to ensure that each search strategy can perform approximately the same 
amount of work on an individual step. This second modification was also drawn up in 
response to a perceived limitation of the model identified within Chapter 4 (see Section 
4.5.7). The adjustments draw upon the literature on search algorithms, particularly 
the work of Mitchell (1996) which describes the SAHC and RMHC algorithms. The 
element addition strategy was simply drawn from the robustness testing performed in 
the previous chapter.
5.3 M odel design
The model design is largely similar to the existing model of technological paradigms. 
The model still uses the Generalised NK Model as the source of its design space and 
fitness landscape. What does differ is that, firstly, the two additional strategies are used 
for some of the model runs and, secondly, the amount of ‘work’ done in one model step 
has been altered. In the first section below a summary of the Generalised NK Model is 
presented. Following from this we explain how the original genome growth algorithm 
has been altered (and why this is necessary). The sections following this present the 
two alternative search routines.
5.3.1 Components from the Generalised NK Model
The basics of the model design rely on the conceptualisation of an artefact presented in 
the Generalised NK Model, along with the associated stochastic fitness landscape used. 
A short recap of these concepts is now provided.
A design consists of N  element alleles, F  functions and associated fitness contributions, 
and a mapping indicating which elements affect which functions. Each element affects 1 
to F  functions and, conversely, each function is affected by between 0 and N  elements. 
Each fitness contribution is thus determined by the elements affecting that particular 
contribution. Each combination of alleles affecting a particular fitness contribution
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yields a random fitness value in the range [0,1). This randomly drawn value is stored 
and supplied whenever that particular combination of alleles affects that particular 
fitness contribution. Total fitness is calculated as the mean of all fitness components.
Modification of the design, via the addition or removal of an allele or the alteration 
of an allele, alters the fitness contributions and hence the fitness of the design. Upon 
the modification of the allele one must identify which fitness contributions have had 
their set of affecting alleles altered. For those fitness contributions affected, it is ex­
amined whether a fitness value is stored for the new set of affecting alleles. If a value 
is stored, this value is assigned to the fitness contribution. If a value is not stored, a 
new one is drawn in the range [0 , 1 ) and then it is both stored and assigned to the 
fitness contribution. The total fitness is then re-calculated as the mean of the fitness 
contributions.
5.3.2 Adapting the original genome growth procedure
The original genome growth model grows the genome over time by starting with no 
elements in the design then adding elements (retaining them when they lead to a fit­
ness increase). In between element additions steepest ascent hill climb is performed to 
tune the present design. The original procedure for the genome growth (technological 
paradigms) model, as described by Frenken (2006b, 59), was detailed in Chapter 4. For 
convenience, it is provided again below:
1. Add a new element allele to the design:
(a) Determine the pleiotropy (between 1 and F) of the new element
(b) Determine which functions/ fitness components are affected by the new ele­
ment
(c) Randomly select an element allele to be added to the design
(d) Get the new values for affected fitness components and calculate the new 
fitness value
2. If the new fitness value is greater than the old, retain the element, else reject the 
element
3. Perform a steepest ascent (greedy) hill climb until a fitness peak is reached
4. While the number of elements in the design is less than F, go to 1
The key requirement for comparability is that, on a particular model step, the amount 
of activity permitted is broadly equivalent, both over the steps of a particular model 
run, and between runs with and without the adaptive strategy.
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There are a number of options for what to consider a ‘step’ in the new model. Firstly, 
one whole iteration of the above could be taken to be a step. This has a serious 
problem. The number of evaluations in a steepest ascent hill climb increases with the 
number of elements in the design, hence one firm with a design containing just one 
element could perform an element addition and then one additional evaluation in a 
single step. In contrast a firm with a design containing 400 elements could perform one 
element addition followed by 399 additional evaluations in a single step. This is clearly 
problematic as one firm is being given a far greater amount of ‘work hours’ inside a 
single step than the other firm. To resolve this issue a firm is permitted to perform 
one of a number of actions within a single step. Firstly, a firm is permitted to perform 
a single element addition (involving the replication of the design, the addition of one 
element allele, followed by a fitness evaluation, and a possible replacement of design). 
Secondly, a firm is permitted to perform one step of a hill climb. In the case of a 
random mutation hill climb (RMHC) this would involve the replication of the design, 
the removal of an element allele, the addition of an element allele, a fitness evaluation 
and a possible replacement of the design. In the case of a steepest ascent hill climb this 
would involve the same steps but with possible replacement only occurring after all the 
elements in the design have been evaluated (else the final action is to store a record of 
whether the design is the fittest found so far and, if so, the record the fitness of the 
design as well. In this way the design has been modified such that one step contains a 
broadly equivalent number of ‘work hours’ (though invention complicates this, as shall 
be seen later).
In light of the discussion in the preceding paragraph we can broadly outline a per step 
procedure as shown in Algorithm 2 . The specific model run algorithm using the original 
model’s hill climb and element addition operators is shown in Algorithm 3. It should 
be noted that the model’s halt criteria has been changed to be step based, rather than 
length based. The inventor and hill climber operators are shown in Algorithm 4 and 
Algorithm 5 respectively.
A lgor ith m  2 completeOneModelStep() 
i f  at fitness peak th en
attempt an element invention (using inventor operator) 
if invention is successful, no longer at fitness peak 
else
commence a partial hill climb (using hill climber operator) 
if climb completed and no improvement then design is at current fitness peak 
end  if
record step data 
increment step counter
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A lgorith m  3 completeOneOriginalRun()
create a new GNK model 
create a new design (initially ‘empty’) 
create a new selective inventor operator 
create a new ‘SAHC using pool’ operator
record design as being at a fitness peak (zero elements means hill climb pointless) 
w h ile  step <  specified number of steps do  
completeOneModelStepO 
en d  w h ile
collect and return run data
A lg o r ith m  4 Selectivelnventor -  inventElement(design, rejects) 
create new element 
select random variant of new element 
get fitness of existing design 
get fitness of new design
if  new design fitness >  old design fitness th en  
replace current design with new design 
end  if
A lg o r ith m  5 SAHCUsingPool -  partialHillClimb() 
if  no present working set th en
create working set of nearest neighbours 
end  if
remove next nearest neighbour from working set (and retain to use) 
get fitness of trial design 
record fitness value and design 
i f  working set size equal to zero th e n
if  best neighbouring fitness >  current fitness th e n  
replace design with neighbour 
record climb success 
set atKnownPeak to false 
else
set atKnownPeak to true 
record climb success as false 
end  if  
end  if
5.3.3 Specification of the alternative strategies
5.3.4 Pure element addition
Pure element addition simply applies the inventElement () operator shown in Algorithm  
4 once per step.
5.3.5 RMHC with element addition
Algorithm 6  shows a run when the original hill climb operator is replaced with a random 
mutation hill climb (RMHC) operator.
A lgor ith m  6  completeOneRMHCRun() 
create a new GNK model 
create a new design (initially ‘empty’) 
create a new selective inventor operator 
create a new ‘RMHC using pool’ operator
record design as being at a fitness peak (zero elements means hill climb pointless) 
w h ile  step <  specified number of steps do  
CompleteOneModelStepO 
end  w h ile
collect and return run data
The RMHC using pool operator is shown in Algorithm 7.
A lgor ith m  7 RMHCUsingPool -  climb() 
create list of possible neighbours to try 
remove neighbours previously rejected from list 
randomly select variant to try 
get fitness of current design 
get fitness of neighbouring design
if  fitness of neighbouring design >  fitness of current design th e n  
adopt neighbour as current design 
else
if  all neighbours evaluated th en  
set atKnownPeak to true
clear rejects (hill climb ended, reset for next time) 
end  if  
end  if
return index/locus where design was modified or - 1  if failure
87
5.4 M odel runs and parameters
The model run is actually the population-based model in the next chapter. The 
population-based elements were disabled and 2 0 0  runs of each type of agent were per­
formed in parallel. This was repeated 10 times. The agents each operate in their own 
design space, adding their own elements, rather than drawing elements from an element 
pool as they do in the next chapter.
5.5 Results
5.5.1 Formation of a high pleiotropy core
The first result that should be observed, shown in Figure 5.1, is that the high pleiotropy 
core forms in all three cases, hence conforming to the results found by Altenberg in his 
earlier papers using the genome growth model (Altenberg, 1995, 1994). The fine tuning 
carried out by the agents that carry out hill climbing in between element additions 
has the effect of reducing the ‘slack’ in the system, enforcing the need to reduce the 
pleiotropy of later elements more strongly than in the element only strategy. However, 
this effect is slight.
As we know from the work of Altenberg (1994, 1995), and extended analysis by Frenken, 
mutations are unlikely in the high pleiotropy core. This result can hence be used to 
argue that the firm will set off down a technological trajectory that is progressively set 
by the ‘lock in’ of the high pleiotropy core components. Locked core dimensions lead to 
future search occurring in a sub-set of the full design space, determined by the values of 
the core design dimensions. Figure 5.2 presents this effect in a figure not yet presented 
in previous analysis. We can clearly see that fine tuning and later addition of elements 
has effectively rendered the early elements frozen, whilst later elements are still altered 
much more frequently.
5.5.2 Relative performance of the different strategies
Figure 5.3 shows the relative performance of the different strategies found in the pop­
ulation. It is clear that, once the relative costliness of each steepest ascent hill climb 
innovation is considered, the RMHC and SAHC-based strategies have almost identical 
performance. In contrast pure element addition has, at first consideration, a far supe­
rior performance than the other two strategies. We will now consider the cause behind 
this success, and then take a second look at the performance of element addition to 
understand why it may not be as superior to the other two strategies as first thought.
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Figure 5.1: Average pleiotropy per locus, for three different innovation strategies: ‘Pure element addi­
tion’ (ELEMENT_ONLY), ‘RMHC with element addition’ (RMHC_AND_ADD), and ‘SAHC with 
element addition’ (SAHC_AND_ADD)
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Figure 5.2: Average steps since mutation per locus, for three different innovation strategies: ‘Pure 
element addition’ (ELEMENT_ONLY), ‘RMHC with element addition’ (RMHC_AND_ADD), and 
‘SAHC with element addition’ (SAHC_AND_ADD)
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Figure 5.3: Average fitness per step, for three different innovation strategies: ‘Pure element addition’ 
(ELEMENT ONLY), ‘RMHC with element addition’ (RMHC_AND_ADD), and ‘SAHC with element 
addition’ (SAHC AND ADD)
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Our attempt to understand why element addition can out perform the other two strate­
gies takes us to Figure 5.4. We can see here that the average attempts required for a 
successful element addition at each locus increases as locus in question increases (i.e. 
the larger the design the greater the number of attempts needed before an element is 
successfully added). However, the rate at which the average number of attempts rises is 
much greater for the SAHC and RMHC-based strategies when compared to the element 
addition only strategy. This is because the hill climbing innovations introduced between 
each element addition, for the SAHC and RMHC-based strategies, take the ‘slack’ out 
of the system and raise the fitness of each of the design’s fitness contributions. This 
enforces a requirement for lower pleiotropy elements at a given locus than for the ele­
ment addition strategy as shown earlier in Figure 5.1. This means that, firstly, SAHC 
and RMHC-based strategies are more likely to get their elements rejected, for a given 
pleiotropy, than the element addition strategy is. Secondly, the firm using the element 
addition strategy continues to work on a greater number of elements at a given locus, 
relative to the other two strategies. As a result, the element addition strategy can work 
on increasing fitness faster, at an intermediate stage, than the other two strategies.
Now we consider why the element addition strategy may not be as desirable as it first 
appears. Consulting Figure 5.5 we see that the fitness per element of the element only 
strategy is much lower than the other two strategies. This result is unsurprising since it 
is clear that element addition will add a great many more elements for a given number of 
steps than the other two strategies will (see Figure 5.6). If cost is considered to increase 
as the number of elements increases then it is clear that, once cost considerations are 
factored in, the designs produced via the element addition strategy are likely to be much 
less fit. Whether the designs produced via element addition are inferior to the designs 
produced by the SAHC and RMHC-based strategies depends upon exactly how cost 
increases as the number of elements increases. If cost increased in direct relation to the 
number of elements (i.e. an increase in the number of elements from 1 to 2  results in a 
doubling of the cost) then very few multiple-element designs would exist at all. Clearly 
this is not the case when we consider specific examples of actual technologies. The cost 
per element, then, remains to be considered.
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Figure 5.4: Average attempts per element addition success per locus, for three different inno­
vation strategies: ‘Pure element addition’ (ELEMENT_ ONLY), ‘RMHC with element addition’
(RMHC_AND_ADD), and ‘SAHC with element addition’ (SAHC AND ADD)
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Figure 5.5: Average fitness per element per step, for three different innovation strategies: ‘Pure element 
addition’ (ELEMENT_ ONLY), ‘RMHC with element addition’ (RMHC AND ADD), and ‘SAHC 
with element addition’ (SAHC _ AND _ ADD)
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Figure 5.6: Average solution length per step, for three different innovation strategies: ‘Pure element 
addition’ (ELEMENT_ONLY), ‘RMHC with element addition’ (RMHC_AND_ADD), and ‘SAHC 
with element addition’ (SAHC AND ADD)
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Figure 5.7; Average number of proceeding modular innovations per loci, for the two different 
innovation strategies for which the measurement is applicable: ‘RMHC with element addition’
(RMHC AND ADD) and ‘SAHC with element addition’ (SAHC AND ADD)
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5.6 Summary and conclusions
The results clearly show both the formation of a high pleiotropy core and how continued 
improvements and additions freeze earlier design dimensions, thus reducing the size of 
the design space and channelling future improvements along a particular technological 
trajectory. When cost is no object it appears that adding further design dimensions 
can increase design fitness faster, and result in design fitness plateauing at higher level 
of fitness than the alternative two strategies. SAHC-and-element-addition and RMHC- 
and-element-addition appear to produce comparable rates of design fitness increase over 
time, but at a level inferior to that of pure element addition. Since cost usually will be 
an issue, either SAHC-and-element-addition or RMHC-and-element-addition is likely to 
be a superior choice of strategy. However, the extent to which this is the case depends 
upon both the cost of the individual elements involved and the cost of assembly.
A future extension of the model of technological paradigms could be to introduce a cost 
for each component, and a cost for assembly that varies with the number of elements in 
the design. A number of empirical research questions are prompted by the analysis of 
the model. Firstly, how does the cost of a design relate to the architecture of the design, 
particularly to the degree of modularity or decomposability? Secondly, how does the 
total number of functions affect the price of the system? Thirdly, how does the cost of 
an individual element relate to both its pleiotropy and to its pleiotropy relative to the 
total number of functions? Answers to these questions would enable the integration of 
empirically-realistic cost enhancements into the model.
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Chapter 6
A Population-Based Model of 
Technological Paradigm Formation
6.1 M otivation
Chapter 4 finished with a number of unanswered questions concerning technological 
paradigm formation. Chapter 5 provided a comparison of strategies, suggesting that 
an invariant core within the technology still forms even when other strategies are used. 
However, the issue of whether a technological paradigm and associated exemplar emerge 
at the population level remains to be considered. In this chapter we address this through 
the development of a population-based evolutionary model of technological paradigm 
formation featuring parallel search by a population of designers. It is proposed that 
such a model will enable examination of the conditions under which the population 
standardises on a set of high pleiotropy elements with an associated alteration in inno­
vation emphasis.
The researcher David E. Goldberg, who has contributed substantially to the develop­
ment of genetic algorithms, speaks of little, or Tacetwise’ models. By this he means that 
the model in question retains those properties of the target system that are critical to 
understanding the particular phenomenon of interest whilst omitting those properties 
that are not critical to understanding the present phenomenon of interest (Goldberg, 
2005). The model constructed here is intended to be a facetwise model aimed at un­
derstanding the logical consequences of the selective construction of an ‘integral’ design 
within firms operating within an evolutionary environment (as part of a process of 
variation, selection and retention).
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6.2 Model antecedents
The model built within this chapter essentially nests Prenken’s original model of paradigm 
formation within a larger population based model. The design of the model was in­
fluenced by the theoretical work of Campbell (1960) and Vincenti (1990) on viewing 
processes of cultural, or technological, change as a combination of variation, selection 
and retention. The algorithmic design of the model was based upon the literature on 
genetic algorithms (Mitchell, 1996; De Jong, 2006) especially the work of Spears et al. 
(1993) and De Jong (2006, 219).
6.3 Investigations
In this chapter, specific investigations using the constructed model include the following:
•  Under what conditions will standardisation of elements occur? Are there condi­
tions under which a dominant design (exemplar artefact) will emerge without any 
network effects? Are there any conditions under which a dominant design will 
emerge without any increasing return effects whatsoever?
• What are the key determinants that lead to convergence to a single design rather 
than to a small number of competing designs?
•  Does a greater selective force strengthen the emergence of a dominant design? 
If so, what consequences does such a selective force have on the fitness of the 
resulting design?
Analysis of the main model begins with the question are there any areas within param­
eter spaee that result in falling variety or the emergence of a dominant design! This 
question is crucial because the large majority of explanations concerning narrowing va­
riety (ultimately leading to dominant design emergence) center on increasing returns 
effects. Results suggesting that falling variety may occur due to factors that do not 
imply increasing returns may indicate the importance of further investigation in the 
area.
It is hypothesised that under certain viable parameter settings imitation, selection, and 
micro path-dependence will be sufficient to narrow variety. This may or may not be 
sufficient to result in a dominant design.
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6.4 General approach
The overall approach taken is to construct a computational evolutionary model and ex­
plore the conditions under which standardisation and alteration of innovation emphasis 
occur. The proposed model is based on an augmented version of the model presented 
in Chapter 5, and features the introduction of a population of designs linked with a 
population of designers. The model consists of two main segments. Firstly, a design 
space and associated fitness function is specified. The Ceneralised NK Model is used 
for this purpose. This fits into a population-based variant of the constructional selec­
tion algorithm to form the model as a whole. An element pool is introduced such that 
designers develop designs using a set of common elements within a unified design space. 
Imitation is introduced, enabling improved designs to diffuse through the population. 
Entropy and mutual information measures are introduced to enable the measurement 
of design variety enabled by the introduction of the element pool.
The entropy and mutual information measures are used to evaluate how the diversity of 
designs over time is affected by selection strength and strategy types and the presence 
or absence of the biased strategy within the final population is used to evaluate whether 
those firms that survive are those that alter their innovation emphasis in response to 
the present design. These results are then examined to identify which, if any, parameter 
settings result in low final values of variety (entropy). It is also examined which settings 
result in high mutual information, indicating the persistence of a number of distinct 
designs within design space.
6.5 M odel design
The model features a fixed size population of simple firms, where a simple firm is defined 
as “a product line and its associated production process’’^ (Abernathy & Utterback, 1978, 
30). The firms compete on the basis of product quality as indicated by numerical ratings 
for a number of product characteristics. Random number generation is required. The 
model uses the ECJ MersenneTwisterFast RNG Java class (Luke et 2009) based on 
the Mersenne Twister RNG by Matsumoto k, Nishimura (1998).
6.5.1 Designs
Designs are represented as in the Generalised NK Model (Altenberg, 1994, 1995). A 
solution s consists of N  elements. A locus (position in the design) is denoted by n where 
n is an integer between 0 and 1 — iV. Each solution element, Sn, takes one of An possible 
alleles such that s„ e  { 0 , 1 , . . . ,  An — 1}. The resulting design can be represented as a 
string, s where s =  siS 2 . . .  sjv*
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6.5.2 Firm
A firm consists of a strategy (algorithm), a design (as described above) and a simple 
memory. The localSearch() strategy varies depending upon the approach taken by the 
firm. The various strategies are described within Section 6.5.8. Each firm is responsible 
for a single design. This design begins with a length of 0. The memory includes an 
^atKnownPeak^ boolean variable to record whether the firm realises that it is at a fitness 
peak (i.e. the hill climbing operator can no longer improve the design). The memory 
also includes two separate ‘rejected alleles’ lists for hill climbing and element addition.
6.5.3 Design space
The design space used is part of the Generalised NK model. A space of possible designs 
exists, with a particular design existing somewhere within this space (Altenberg, 1994). 
In this model elements are added to an ‘element pool’ (see below). This means that all 
firms operate within the same overall design space. Unlike in the original NK model, 
firms only ever have a sub-set of the total design space modelled (in their choice of 
design elements) at any one time.
6.5.4 Element pool
An element pool is introduced to ensure that designers operate within the same de­
sign space. Without such a pool, a population of designers competes according to the 
same functional attributes, but with completely unique designs. This would also im­
ply that designers must independently invent all of the elements that they use. Both 
non-overlapping designs and independent invention are highly unrealistic. A common 
element pool corrects this.
The introduction of multiple designers requires that designers draw upon the same ‘pool’ 
of elements and variants. When two distinct artefacts, produced by different designers, 
have the same elements and alleles they are essentially identical^ and thus should have 
identical fitness values. Though some elements constructed using private and/or tacit 
knowledge (Dosi, 1988a, 224) may be temporarily restricted to a particular firm, or 
subset of firms, they should still be part of this pool. If designers added completely new 
elements every time they required an additional element then they would be competing 
for survival whilst drawing upon completely separate design spaces, and separate fitness 
landscapes. A common pool of elements is also important to enable measurement of
^An identical arrangement of components, and identical levels of prior incremental innovation are 
also required, but are outside the scope of the model
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product variety and to examine how variety changes over time. Without a common 
pool, variety measures are meaningless.
A generalised NK model meeting the description found within section 3.3.3 is used to 
specify the design space and how each design within this space maps to a fitness value. 
In the original paradigm formation model the design space only grows in size if an 
element is successfully added to the designer’s design. In the present model the design 
space is determined by the elements within the element pool. Inventions by designers 
will increase the size of the pool and hence the size of the known design space.
6.5.5 Fitness landscape
The fitness landscape used is, again, that of the Generalised NK Model. Total fitness, 
W , is determined by F  fitness components. Each fitness component Wf takes a value 
in the range [0,1). Here total fitness, W (s), is as follows (Frenken, 2006b, 43):
f= i
As can be seen above, each fitness component Wf is dependent upon the design s. More 
specifically, each fitness component depends upon the set of variants that affect it from 
within the design. The model attempts to retrieve a fitness value associated with the 
affecting set of variants from a ‘fitness store’ that associates sets of variants with fitness 
values. If the relevant entry is missing (i.e. there is no value yet associated with a 
particular set of variants) the value is randomly drawn from the range [0,1). This value 
is then stored for future reference and supplied as the fitness value for that particular 
fitness component.
6.5.6 Model set-up
The model is initialised as follows:
1. Read in the configuration file
2 . Create the random number generator (RNG).
3. Create the GNK model (including an empty element pool).
(a) Create new attribute pool
(b) Create new element pool
(c) Create new GNK fitness landscape
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4. The population of m firms is created.
•  The designs are initially empty [N  =  0)
•  The firms atKnownPeak boolean variable is set to true
•  The lists of rejected elements are blank.
5. Create new survivor selector operator
6 . Create new parent selector
7. Create new offspring producer
6.5.7 Overall algorithm
The components of the model created in the previous chapter are re-arranged and 
integrated into the overall structure of an evolutionary algorithm. Whilst the full range 
of evolutionary algorithms is very large, a common underlying algorithm is present in 
the majority of cases. The common algorithm shown as Algorithm 8  is primarily based 
upon work by Spears et a l (1993) and De Jong (2006, 219).
Algorithm 8 Evolve() 
create population
evaluate population (using problem-specific fitness function) 
while halt =  false do 
select parents
apply operators (crossover, mutation, . . .  ) 
evaluate population (using problem-specific fitness function) 
select survivors 
end while
In the model here, a modified form is used, as shown in Algorithm 9.
Algorithm 9 runModel() 
while stepsCompleted <  maxSteps do
localSearch(){Execute strategy of firm in question.} 
selectD esignsToReplicate ( ) 
produceDerivativeDesigns() 
selectSurvivors() 
end while
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6.5.8 Strategies
This section describes the localSearch() strategies allocated to firms. There are three 
types: a strategy based on the original constructional selection algorithm, a strategy 
based on random mutation hill climbing combined with element addition, and a strategy 
of ‘pure’ element addition.
When designing search strategies to be used in a population-based model, an issue arises 
concerning the relative amount of ‘tim e’ that each agent is given per step, (i) relative 
to other agents and (ii) relative to earlier or later steps. One agent may successfully 
add an element on the first attempt, hill climb and end their step. In contrast, another 
may attempt element addition 50 times before a success is found.
If an element addition or mutation is interpreted as a design-implement-evaluate cycle 
for a new prototype, there is a strong argument that the number of such actions each 
agent may perform in one step should remain relatively constant both across time and 
between agents. If heterogeneous search strategies were introduced, agents with simple 
search strategies would, computationally, finish far faster each step than those using 
greedy search operators. Such strategies should not be penalised for performing fewer 
evaluations per step.
To correct this issue the original constructional selection algorithm is split into an 
overall strategy that makes use of two separate operators, as shown in Algorithms 13 
and 14. Instead of applying both operators (possibly several times) on each step a 
single operator is selected for each agent based on certain conditions. The benefit of the 
resulting structure is that, for a single agent, the algorithm is essentially unchanged—the 
difference is only visible at a population level.
It should be noted that designers have acquired state, since they must now store whether 
they reached a peak on the last step. Upon a successful element addition the designer 
creates a list of neighbours to evaluate and may then randomly select one to create 
and evaluate at each step. The resulting algorithm is equivalent so long as the list is 
exhausted before a further element addition.
Constructional selection
The constructional selection strategy is the original algorithm from Altenberg’s model 
of genome growth. It has, however, been modified to only perform one operation each 
time it is called. The firm acts as follows. Firstly, the firm checks it ’s memory to 
see if it is at a known fitness peak. If it is at a known fitness peak, the design must 
be expanded to increase fitness since no possible further fitness gains are possible via 
modification of an element using the operator that the firm possesses. Having decided
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to expand the design, the firm examines the element pool (the stock of elements known 
throughout the firm population) and compares it with its list of variants rejected during 
previous element addition attempts. Any variants not rejected will be added to a list 
of possible choices for this expansion attempt. Provided that the list is not empty the 
firm will then perform an element addition from the list (see Algorithm 12). If the list 
is empty the firm will instead perform an invention (see Algorithm 13). Designers in 
the extended model will only invent an element if no existing element exists that is 
suitable. This hinges on the assumption that profit-motivated firms will only expend 
resources on invention if unexplored pre-existing elements exist. If the firm is not at a 
known fitness peak a partial steepest ascent hill climb will instead be performed (see 
Algorithm 14).
A lgor ith m  10 constructionalSelectionStrategy()
if  at known peak th en
if  untried alleles remain in pool th en  
element Addition 0  
else
invention 0  
end  if  
else  
oneStepSAHCO 
end  if
R M H C  and e lem en t ad d ition
The random mutation hill climb and element addition strategy is similar to the con­
structional selection strategy but is less ‘greedy’, that is, it does not fully evaluate all 
neighbours whilst hill climbing and hence may not find the improvement that yields 
the greatest fitness increase (at each step). The firm acts as follows. Firstly, the firm 
checks it ’s memory to see if it is at a known fitness peak. If it is at a known fitness peak, 
the design must be expanded to increase fitness since no possible further fitness gains 
are possible via modification of an element using the operator that the firm possesses. 
Having decided to expand the design, the firm examines the element pool (the stock of 
elements known throughout the firm population) and compares it with its list of variants 
rejected during previous element addition attempts. Any variants not rejected will be 
added to a list of possible choices for this expansion attempt. Provided that the list is 
not empty the firm will then perform an element addition from the list (see Algorithm 
12). If the list is empty the firm will instead perform an invention (see Algorithm 13). 
If the firm is not at a known fitness peak a random mutation hill climb will instead be 
performed (see Algorithm 15).
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A lgorithm  11 rmhcAndElement Addition ( )
if at known peak then
if untried alleles remain in pool then  
element Addition ( ) 
else
invention 0  
end if 
else
oneStepRMHC() 
end if
6.5.9 Operators
A number of operators are used in the above strategies, as follows:
•  Element addition
• Invention
•  Single point mutation
•  One-step steepest ascent hill climb
• One-step random ascent hill climb
This section explains the functionality of each of these operators in turn.
Element addition
Element addition (Algorithm 12) is used when the firm wishes to increase the fitness 
of the design, is at a fitness peak, and untried element variants remain in the element 
pool. To perform element addition the firm randomly selects a variant from its list of 
untried element pool variants and adds it to the design. It will retain the variant in 
the design only if it leads to a fitness increase. If the variant is retained it will set its 
atKnownPeak boolean to false, ready for hill climbing, and will clear its list of rejected 
variants. However, if the variant does not lead to a fitness increase, the firm will add 
the variant used to the list of rejected variants and atKnownPeak will remain true.
A lgorithm  12 element Addition ( )
create ‘urn’ of all possible alleles to add (using the element pool) 
remove from urn all alleles presently in design 
remove from urn all alleles rejected, given present design 
randomly select an allele from the urn to attempt to add to the design 
calculate fitness for design with new element added 
if  the new element variant improves fitness th en  
retain the element
possible improvements via mutation now remain {atKnownPeak set to false) 
else
element variant is added to list of rejects 
end  if
Invention
Invention (Algorithm 13) is used when the firm wishes to increase the fitness of the 
design, the design is at a fitness peak, and no untried element variants remain in the 
element pool. The firm will then invent an element. The element is created first by 
determining the pleiotropy of the new element randomly, between 1 and F, and then 
the precise functions affected are then randomly selected from the full set of possible 
functions. Once the element is created, a random variant is selected from those possible 
for the new element. The fitness of the existing design is obtained and stored. The new 
variant is then integrated into the design and the fitness of the new design calculated. 
The fitness of the new design and existing design are compared. If the variant leads to 
an increase in fitness it is accepted, else it is rejected.
A lgor ith m  13 invention()
draw the pleiotropy of the new element from the range {1, . . . ,  F} 
determine affected functions randomly from the F  available 
determine allele from the range {0, . . . ,  A-1 } 
calculate fitness for design with new element added 
if  the new element improves fitness th en  
retain the element in the design
possible improvements via mutation now remain {atKnownPeak set to false) 
end  if
P artia l SA H C
Partial steepest ascent hill climb (Algorithm 14) is used when the firm is not at a 
fitness peak, and hence can engage in modifications of the current design to search
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for improvements, rather than increasing the size of the design. The firm begins by 
checking whether this is the first operation of a new hill climb step. If so, the firm 
creates a new list of nearest neighbours to work through (via evaluation) over the next 
several steps. This list is stored in the operator object and used during subsequent calls 
of the operator. Once this check has been completed, the firm selects the next nearest 
neighbour in the list of nearest neighbours. It evaluates the fitness of the neighbour. If 
the neighbour is fitter than the present design and the present best design found then the 
design is recorded as the present best design and the associated fitness value stored as 
the present best found. The neighbour evaluated is removed from the list of neighbours 
to work through. The operator then ends unless the list of neighbours to work through 
is exhausted. If the list is exhausted then all neighbours have been evaluated and the 
firm knows the optimal design to move to within the current neighbourhood. If a fitter 
design was found then the present best design is adopted as the new design for the firm. 
If the present design was found to be fitter than all neighbouring designs the firm is at 
a fitness peak and sets atKnownPeak to true.
A lg o r ith m  14 partialSteepesetAscentHillClimb(siruciwre) 
presentBest 4- structure 
i f  new hill climb beginning th e n  
create list to store neighbours to try 
for all possible one-mutant neighbours do  
create next neighbour 
store neighbour in list 
end  for 
end  if
pick next neighbour from list to try 
calculate and store neighbourFitness 
remove the neighbour from the list 
i f  list of neighbours to try is empty th en
if  fittest neighbour fitter than presentBest th en  
presentBest 4— fittest neighbour 
set atKnownPeak to false 
else
retain current design 
set atKnownPeak to true 
en d  if  
en d  if
retu rn  atKnownPeak
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P artia l R M H C
Partial random mutation hill climb (Algorithm 15) is used when the firm is not at a 
fitness peak, and hence can engage in modifications of the current design to search for 
improvements, rather than increasing the size of the design. It works in a similar way 
to SAHC but is less ‘greedy’ because it does not exhaustively evaluate all neighbours. 
The firm begins by checking whether this is the first operation of a new hill climb step. 
If so, the firm creates a new list of nearest neighbours to work through (via evaluation) 
over the next several steps. This list is stored in the operator object and used during 
subsequent calls of the operator. Once this check has been completed, the firm randomly 
selects a neighbour from the list of nearest neighbours. It evaluates the fitness of the 
neighbour. If the neighbour is fitter than the present design then the neighbour is 
adopted as the new design for the firm. If the neighbour was found to be less fit, it is 
removed from the list of neighbours to work through. If the present design was found 
to be fitter than all neighbouring designs (i.e. the list of neighbours to work through is 
exhausted) the firm is at a fitness peak and sets atKnownPeak to true.
A lgor ith m  15 partialRandomMutationHillClimb(strwcture) 
presentBest 4— structure 
i f  new hill climb beginning th en  
create list to store neighbours to try 
for all possible one-mutant neighbours do  
create next neighbour 
store neighbour in list 
end  for 
end  if
pick next neighbour from list to try 
calculate and store neighbourFitness 
remove the neighbour from the list 
if  evaluated neighbour fitter than presentBest th e n  
presentBest 4— fittest neighbour 
set atKnownPeak to false 
else
retain current design 
set atKnownPeak to true 
end  if
retu rn  atKnownPeak
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6.5.10 Replication and survival selection
This section details the other main phases, aside from the localSearch() phase, that 
occur on each model step. If you recall, the localSearch() phase is followed by the 
selectDesignsToReplicate(), produceDerivativeDesigns() and selectSurvivors() phases, 
in that order. The selectDesignsToReplicate() procedure (Algorithm 16) determined 
which, if any, of the existing firms are going to be imitated by new entrants this step. 
For each firm in the population the likelihood of replication is • a where a is the 
replication probability weighting parameter used to adjust the average number of new 
entrants per time step. The random number generator is used to determine whether a 
firm is replicated or not.
Algorithm 16 selectDesignsToReplicate() 
for all firms in population do
replicate with probability • a {where a is a replication weighting} 
end for
The pro duceD erivativeD esigns ( ) procedure (Algorithm 17) uses the list of firms to repli­
cate provided by the previous phase. For each design that is to be replicated a new firm 
is created (with their atKnownPeak boolean variable set to false). The firm contains a 
copy of the design of the firm to be replicated.
Algorithm 17 pro duceDeri vativeD esigns ( ) 
for all firms selected to replicate do
create new firm with empty memory and set atKnownPeak flag to false 
copy design of firm to replicate and insert in new firm 
end for
The selectSurvivors() procedure (Algorithm 18) takes effect at the end of the step to 
reduce the population (consisting of new entrants plus existing firms) down to the 
original number of firms in the population. First the fitness of each firm is calculated. 
Following from this the firms are listed in order of descending fitness. This list is then 
truncated to preserve only the earlier firms in the list, up to the population size limit. 
All remaining firms are deemed to have exited the market.
1 1 0
A lg o r ith m  18 select Survivors ()
calculate fitness of each firm (based on fitness of design kF(g) =  p
arrange firms in order of descending fitness
/ - I
w h ile  population size is not original size do
remove least fit firm
end w h ile
6.5.11 Measurement of variety and mutual information
Introduction of a population of designers with competing solutions enables calculation 
of product variety using one or more diversity measures, such as entropy and mutual 
information as described by Frenken (2006b, Ch. 5) (see Section 3.4.5 for more details). 
Calculation of variety and mutual information enables measurement of the degree to 
which a dominant design exists at each step, and comparison with the patterns of variety 
found in empirical studies that use a compatible variety measure.
As a result of this modification the model is more compatible with the approach of 
the empirical studies in part two of Frenken (2006b), enabling comparison of generated 
patterns and patterns found within empirical data. Verification of the calculation of 
entropy statistics is performed using the example cases provided by Frenken (2001, 
142,145,148).
6.6 Baseline model (mutation =  0.00)
6.6.1 Model runs and parameters
For the analysis of the model a number of data sets are gathered, and charts created, 
from each model run. Data sets collected are as follows:
•  Fitness at each step
•  Fitness per design element
•  Fitness per element at each step
•  Average number of attempts per successful innovation (presently for element ad­
ditions only)
•  Average element pleiotropy at each locus
•  Design length per model step
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For the model runs the initial design size and initial number of elements in the element 
pool are set to zero. Six batches of model runs are completed. The six batches are 
run at the same mutation rate (0.00). The 6  batches are run at different entry weight 
settings (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). For each batch 25 runs are performed. 
Each run is performed on a new random fitness landscape, with a fresh population of 
firms.
6.6.2 Results
Variety and product differentiation
Variety and product differentiation for the baseline case, of mutation rate equal to 0.00, 
are shown in Figures 6.1 and 6.2. Figure 6.1 shows the entropy of the population, 
indicating the overall variety of the population. Variety is inversely proportional to 
the extent to which a dominant design exists in the population, hence very low variety 
indicates the existence of a dominant design whereas high variety indicates that many 
different designs exist in the population. Figure 6 . 2  indicates the level of mutual infor­
mation present in the population of designs. Mutual information is zero when entropy 
is zero (indicating only a single design exists in the population) and when entropy is 
maximum (indicating that the designs are thoroughly distributed through the design 
space). Mutual information is high when certain combinations of alleles co-occur with 
greater frequency than one would expect given the prevalence of each allele within the 
population.
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Figure 6.1: Entropy per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure 6.2; Mutual information per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
Fitness levels of population designs
Figure 6.3 shows the average fitness per step for each batch of 25 model runs. We can 
see that population level selection has little effect on the overall fitness curves. Figure 
6.4 shows the average fitness per element for each batch of 25 model runs. We can again 
see that, irrespective of the entry weight, the fitness curves are comparable.
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Figure 6.3: Fitness per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure 6.4: Fitness per element per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
S tra teg y  perform ance
Figure 6.5 shows the strategy th a t ended up dom inating the population for each run, 
for 6 batches of 25 runs each, when m utation is set at zero. Exam ination of the figures 
presents the  following pattern . At zero m utation it is extremely rare for a single strategy 
not to dom inate the  population. The strategy th a t displaces the other strategies in the 
m ajority  of cases is element addition. The case where no winner occurred was th a t with 
minimum selection (0.01).
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Figure 6.5: The ‘winning’ strategies for the six batches of 25 runs, at mutation rate 0.00. Indicates 
the proportion of runs in which a particular strategy gained complete dominance in the population, 
displacing all of the other strategies. For runs in which no strategy gained dominance the appropriate 
‘N0_W INNER’ column was incremented by one. Each bar represents the number of dominant strate­
gies for a particular batch. The batches had varying entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). 
Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
P le io tro p y  o f  e lem en ts  and design s
Figure 6 .6  shows both the average pleiotropy for elements in use and the average 
pleiotropy of elements within the element pool. Figure 6.7 shows the average pleiotropy 
per locus for the actual elements within the designs for each batch. As can be seen, the 
pattern of pleiotropy reduction both over time and as the locus in question increases is 
very similar for all model runs. Higher selective force appears to slightly decrease the 
fall in pleiotropy as step/locus increases but this effect is very slight.
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Figure 6.6: Average pleiotropy of elements in use and average pleiotropy of elements present in the 
element pool for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). 
Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure 6.7: Average pleiotropy of the all the elements in the population at each particular locus (po­
sition) within the design for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 0.08 
and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
E lem en t cou n ts
Figure 6 .8  show the size of the element pool at each step of the model run. Additionally, 
the figure also shows the number of elements in use (within a design of at least one firm 
within the population) at each step of the model run. We can see from the figure 
that the number of elements in the pool grows slowly over time as firms invent further 
elements. The number of elements active in the population of designs falls initially as 
selection removes unfit firms from the population during a period of great uncertainty. 
As the population settles to a relatively stable set of designs the number of elements 
in use rises approximately in line with the increase in the size of the element pool. 
This occurs as element addition (structural deepening) steadily increases the number of 
elements within each design.
Figure 6.9 shows the average length of the solution (in terms of number of elements) at 
each step of the model run. The effects of element addition (structural deepening) is to 
steadily increase the design length within the population.
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Figure 6.8: Average number of elements within the element pool, and the average number of elements 
in use, over the course of the model runs for mutation rate 0.00 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure 6.9: Average solution length (number of elements present within the design) for each step of the 
model for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 
has the the lowest entry weight, whilst batch 5 has the highest.
Innovation  counts
Figure 6.10 shows the number of modular innovations after each locus (after each el­
ement addition). The pattern is that of a rising number of modular innovations after 
each locus for the first 2-3 steps followed by sharply falling number of modular in­
novations after each locus. Figure 6.11 shows the number of steps since a mutation 
(modular innovation) has occurred at each locus. The figure shows an s-shaped pattern 
of falling average steps since mutation as locus number increases. Figure 6.12 shows 
the average number of attempts per element addition success at each locus. The figure 
shows an overall increase in attempts per element addition success at each locus up to 
around 110 attempts at locus 16. Following from this the number of attempts does not 
increase significantly but becomes increasingly volatile as the average value is derived 
from increasingly fewer firms as the locus in question increases.
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Figure 6.10: Average number of modular innovations after each locus for mutation rate 0.00 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure 6.11: Average steps since mutation at each locus for mutation rate 0.00 and varying entry 
weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 
has the highest.
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Figure 6.12; Average attempts per element addition attempt at each locus for mutation rate 0.00 and 
varying entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, 
whilst batch 5 has the highest.
6.6.3 Discussion
Variety and product differentiation
Figures 6.1 and 6.2 illustrate the central result of the model: that a dominant design 
(technological exemplar) will emerge as a combination of the process of constructional 
selection combined with population level selection. When the entry weight is very low 
(0.01) a dominant design does not emerge within the length of the model runs. However, 
when the entry weight is 0 . 0 2  or higher, mutual information falls to very low levels (less 
than around 1-2 bits) and remains there. This indicates that the surviving designs in the 
population are all within the same area of design space and have a majority of variants 
in common with each other. The degree to which a dominant design exists varies as the 
level of entry weight varies. With a low entry weight (0.02) entropy remains at about 
0.6 bits, indicating that some design variety exists around the dominant design. As this 
entry weight increases entropy declines further towards zero.
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F itness levels o f population  designs
Figure 6.3 and Figure 6.4 show that the entry weight has little effect on the overall 
fitness of the population. It is important to remember that in this baseline case there is 
no imitation error as new entrants enter the population and hence the variation aspect of 
the variation-selection-retention combination is somewhat limited (imitators may take 
a different path than existing firms, thus introducing variety, but they will not initially 
introduce further variety). To summarise, the two fitness figures serve to indicate that 
introducing entry of new firms and selection within the firm population has not had a 
significant impact on the overall behaviour of the underlying model behaviour presented 
in Chapter 4.
Strategy performance
Figure 6.5 largely confirms the results of Chapter 5. However, within Chapter 5 the 
element addition strategy clearly had superior fitness at each step than the other two 
designs. Here we find that, whilst element addition dominates the population a large 
proportion of the time, it does not always do so. Introduction of the element pool has 
an effect of somewhat restricting the elements available at any one point in time. It 
is probable that this has altered the ‘pleiotropy profile’ of the elements that element 
addition attempts to add, thereby reducing its fitness per step, in some cases sufficiently 
that it is selected against in favour of one of the other strategies.
Pleiotropy of elements and designs
Figure 6 . 6  and Figure 6.7 confirm that the overall patterns that are critical to the 
arguments behind the technological paradigm model have not been substantially altered 
by the introduction of firm entry and selection processes.
Element counts
Figure 6.9 merely confirms, again, that the patterns of the original model are still rele­
vant. Figure 6 .8  indicates that the number of elements in use falls whilst the population 
size, within the model, remains constant. This indicates that the diversity of designs is 
being reduced, with less fit designs using unique but poor quality variants, are replaced 
by copies of the fitter designs. This chart essentially conveys some of the information 
also present in Figure 6.1.
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Innovation counts
The behaviour of the lines on Figure 6.10 is due to the dominance of element addition 
on the majority of the model runs. Figure 6.10 can be compared to Figure 5.7 to see 
original lines unaltered by competition between particular strategies. The chart merely 
re-iterates that the dominance of element addition has a marked effect on the overall 
dynamics of the population.
Figure 6.11 confirms the results of the original TPF model are still applicable within the 
context of a population-based model. Figure 6.12 indicates that it becomes progressively 
harder to successfully add new elements to designs as the number of elements that they 
contain increases. The lack of an increase after locus 18 can be explained as follows: 
fewer firms reach the longer design lengths and those that do more rapidly will be those 
that survive, hence selection favours a lower number of attempts per element addition 
and this will begin to show at later loci, as the number of firms that contribute to the 
line fall.
Limitations
There are a number of limitations with the present model. Firstly, the replication 
processes within the model are currently unrealistic. Firms have full access to the design 
information of competing firms, enabling perfect replication of the design. In practice 
firms are unlikely to copy designs perfectly hence leading to an introduction of variety 
into the population as new firms enter the population. This effect is not considered 
so far (but shall be addressed below, within the next section). A second limitation is 
that the model assumes that all fitness contributions (one per function) are weighted 
evenly and that these weights are known to the firms operating within the market. In 
practice, the particular bundles of product characteristics valued by consumers, and 
their relevant weights, are usually unknown. Eliminating this limitation could have 
a substantial effect on the model. Related to this, the initial increase in fitness of 
technologies within the model is far too rapid, in contrast to the real rate of increase 
of technological performance in a variety of industries. This is a significant weakness 
of the model and needs to be addressed. Finally, the model omits consideration of 
niches. As mentioned above, the entire consumer population prefers a given set of 
fitness contributions and each fitness contribution is evenly weighted. If multiple niches 
exist within the population, intuition tells us that this may well have an effect on the 
variety that is able to continue to exist in the presence of competitive forces. A future 
investigation could introduce multiple niches and explore the effect that the distance 
between these niches has on the maintenance of diversity. A more sophisticated model 
could introduce economies of scope and explore under which conditions a single design
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meets the needs of multiple niches and under which conditions multiple designs exist 
within the population.
6.7 Extended model (mutation in range 0.01 to 0.1)
6.7.1 Model runs and parameters
For the extended model runs the initial design size and initial number of elements in 
the element pool are set to zero. Six ‘meta batches’ of 6  batches of 25 runs are then 
performed. Each ‘meta batch’ is run at a different mutation rate (0.0 through to 0.1 in 
0.2 increments). For each of these ‘meta batches’, 6  batches are run at different entry 
weight settings (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1), thus each batch has a different 
combination of mutation rate and entry weight. For a given combination of mutation 
rate and entry weight, within one particular batch, 25 runs are performed. Each run is 
performed on a new random fitness landscape, with a fresh population of firms.
6.7.2 Results
Variety and product differentiation
Figure 6.13 and Figure 6.14 present the time required for a dominant design to emerge 
for each combination of mutation rate and entry weight. A dominant design is deemed 
to have emerged when mutual information falls below 2.5 and entropy falls below 1.0. If 
it takes more than 2 0 0 0  steps for a dominant design to emerge a value of 2 0 0 0  is entered, 
to increase the clarity of the contour chart and surface chart, but it must be remembered 
that any value set as 2 0 0 0  actually indicates that a dominant design took greater than 
2000 steps to emerge or did not emerge at all. It should also be remembered that, 
continuing in the perspective of Murmann & Frenken (2006) we recognise the existence 
of a dominant design as a matter of degree and not a binary variable. The criteria 
above are used in order to convey a sense of how the two parameters altered interact. 
For a more detailed examination of the entropy and mutual information of each batch 
please consult Appendix A.
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Figure 6.13: Shows the number of steps until a dominant design emerges for each combination of 
mutation rate and entry weight. Any value set at 2000 indicates that no dominant design had yet 
emerged at the 2000 step limit. The two dimensional (x,y) position represents the combination of 
parameter settings for a particular batch whilst the height at that point represents the number of steps 
until a dominant design has emerged.
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Figure 6.14: Shows the number of steps until a dominant design emerges for each combination of 
mutation rate and entry weight. Any value set at 2000 indicates that no dominant design had yet 
emerged at the 2000 step limit. The chart is a ‘topographical’ interpretation of Figure 6.13. Each 
coloured band indicates a different range of values (for steps until a dominant design emerges) as 
shown by the legend.
Fitness levels of population designs
Appendix Section A . 6  contains the fitness curves of model runs with mutation rates 
above zero. The fitness curves are, overall, very similar, with some small differences 
emerging. For a mutation rate of 0.02, entry weights 0.06 and 0.08 produce slower 
intermediate improvement of fitness followed by superior long run performance. At 
a mutation rate of 0.04 a similar pattern emerges, with entry weights 0.01 and 0.10 
clearly out performing entry weights 0.02 and 0.04 at the same time. For a mutation 
rate of 0.06 to 0.08 any entry weight at or above 0.06 leads to the slower intermediate 
improvement followed by superior long term performance. For the final mutation rate 
of 0 .1 , the runs with entry weight 0 .2  lag behind the other runs.
Strategy performance
A further example of the winning strategies in a population is shown in Figure 6.15. This 
presents the results for a mutation rate of 0.06. The full range of charts is shown within 
Appendix Section A.2. As the mutation rate is increased the number of ‘no winner’
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situations increases. At mutation rates of 0.02 and 0.04 it is only the 0.01 entry weight 
runs that are affected by this. At mutation rates 0.06 onward, the entry weight of 0.02 
is also affected in this way. From 0.00 to 0.06 mutation rate, the number of times that 
element addition displaces the other strategies declines whilst the number of times that 
the other two strategies displace the remaining strategies increases, with both ‘RMHC 
and element addition’ and ‘SAHC and element addition’ increasing shares at about the 
same rate. However, element addition still remains the dominant strategy overall. As 
mutation increases further, through 0.08 and 0.10, ‘SAHC and element addition’ looses 
dominance whilst ‘RMHC and element addition’ gains further dominance. For entry 
weight in the range of 0.06 to 0 .1 0  element addition still retains a significant share.
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Figure 6.15; The ‘winning’ strategies for the six batches of 25 runs, at mutation rate 0.06. Indicates 
the proportion of runs in which a particular strategy gained complete dominance in the population, 
displacing all of the other strategies. For runs in which no strategy gained dominance the appropriate 
‘N0_W INNER’ column was incremented by one. Each bar represents the number of dominant strate­
gies for a particular batch. The batches had varying entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). 
Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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P leiotropy o f elem ents and designs
As mutation rate increases the initial fall in pleiotropy over the first few loci remain the 
same, but the overall pattern of falling pleiotropy becomes weaker, with later pleiotropy 
values becoming more volatile. A similar, slight pattern, can be seen in the average 
pleiotropy of elements in use and present in the element pool. The overall pattern 
remains the same. The full range of charts can be seen within Appendix Section A.3. 
It should be noted that fewer designers produce the longer designs and hence as the 
locus in question increases it is expected for the results to become more volatile since 
the average is constructed from inspecting the designs of fewer firms.
Element counts
The average pool size per step and average elements in use curves largely stay the 
same across mutation settings (see Appendix Section A.4) for the charts. One notable 
difference is that the average number of elements in use tends to increase towards 25 at 
the 2000 step point for a mutation rate of 0.00 (as show earlier in Figure 6 .8 ). However, 
with higher levels of the entry weight there is a lower increase in the average number of 
elements in use, with it increasing towards 15 to 20 at the 2000 step point. The pattern 
seen here also shows itself in the solution length charts. Figure 6.9 and related charts 
within Appendix A. The solution length tends to fall as mutation rate increases.
Innovation counts
In the ‘average number of modular innovations after each loci’ charts for varying levels 
of mutation, starting with Figure 6.10, no patterns of interest emerge, but the charts 
are included for completeness within Appendix Section A.5.
We have seen above, in Figure 6.11, that varying the selection rate has little effect on 
the original pattern: a core of elements that are essentially fixed whilst a periphery 
of more modifiable elements exist around it. The ‘average steps since mutation at 
each locus charts’ in Appendix Section A.5 illustrate that this does not hold at higher 
mutation rates. The stable core /  frequently modified periphery pattern breaks down 
unless the population is subject to a high entry weighting (0.08), meaning much higher 
levels of competition. Interestingly, an entry weighting of 0.1 does not exhibit the stable 
core/periphery pattern whilst the entry weighting of 0.08 does.
The charts related to Figure 6.12, showing the number of attempts per element addition 
success at each locus, for varying levels of mutation, show that there is little difference 
between them. The only notable difference is that in the case where mutation rate 
is 0 . 0 0  there are some spikes upwards at the later loci indicating a very large number
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of attempts at these loci. This does not occur when mutation is increased to 0.02 or 
beyond. The charts for levels of mutation above 0.00 are shown in Appendix A.5.
6.7.3 Discussion
Variety and product differentiation
We can see from Figure 6.13 and Figure 6.14 that a dominant design clearly emerges 
within a small number of steps when entry weight is moderate to high and mutation 
rate is low to moderate. The further outside this range of possible combinations one 
goes, the longer it takes for a dominant design to emerge. For combinations of a high 
mutation rate and low entry weight (or indeed, a low entry weight by itself) a dominant 
design does not emerge within 2 0 0 0  steps.
The original model of technological paradigm formation makes a strong case that the 
search for technological improvements will lock-in early elements, leading to change 
occurring along a technological trajectory. This model demonstrates that under certain 
conditions a set of firms will share the same dominant design or exemplar artefact in 
its entirety, or share the set of core elements with variety existing around this set of 
core elements. Either way, under these conditions a technological trajectory can be 
seen to have formed within the product population. Future change will proceed along 
this trajectory until a technological discontinuity (not modelled here) introduces a new 
period of ferment and the process of dominant design selection begins once more.
Fitness levels of population designs
The fitness curves are largely left unchanged by the presence of entry and competition. 
Overall mutation appears to aid in producing fitter designs to a small extent. How­
ever, the pattern of temporarily decreased fitness followed by greater long term fitness 
warrants further investigation at a future date.
Strategy performance
It is clear that, despite changing the mutation level quite significantly, element addition 
continues to play a major part in the model. Given the possible issue with pure element 
addition in terms of a notably lower fitness per element within Chapter 5 it may be 
worth performing further model runs with element addition absent from the population 
to see the effect that this has on the model outputs. What is also clear from the model 
runs is that no one strategy performs sufficiently well to displace other designs in all 
cases.
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P leiotropy o f elem ents and designs
The core/periphery pattern is important for the findings of the original TPF model to 
hold. The results show the pattern to be reasonably robust under various settings of 
mutation rate and entry weight. However, when mutation is high relative to entry weight 
the pattern is at its weakest, suggesting that designs produced under such conditions 
are less likely to invoke a strong technological paradigm than under conditions with a 
lower mutation rate:entry weight ratio.
Element counts
This is in line with the knowledge that strategies other than element addition begin to 
dominate at the higher mutation rates, hence leading to more compact designs.
Innovation counts
The main result from these charts is that the core/periphery pattern with frozen  ele­
ments in the core and fiexible elements in the periphery persists at different mutation 
rates. This means that the main results and narrative associated with the original TPF  
model still hold. The patterns on the number of attempts per element addition success 
charts are unsurprising given the findings of the previous chapters. However, further 
investigation would be required to uncover the cause of the shift in spikes downwards 
at higher loci.
Limitations
The limitations of previous models apply to this model (except that of not considering 
the effect of imperfect imitation, which we have dealt with here). The imitation mecha­
nism introduced is tuneable, and we have explored a range of possible parameters here, 
to gain an idea of how the model behaviour alters as this parameter alters. However, 
detailed studies of particular cases of industrial evolution would enable us to set the 
parameter to a realistic setting, construct more realistic mutation operators, and create 
a more realistic model overall.
A limitation specific to this kind of exploration, whereby more than one parameter is 
manipulated at the same time, is that the extend of parameter space explored was rela­
tively small and the granularity of exploration was quite low. Finer grained exploration, 
with more combinations of parameter settings, would yield more detailed contour charts 
and surface charts.
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6.8 Summary and conclusions
In this section a population-based model of technological paradigm formation has been 
presented. The model builds on the original work by Altenberg and Prenken and the 
work within Chapter 5 on how to adjust the model to enable for fair comparison between 
strategies. Using the baseline population model developed, it is found that when firms 
possess perfect information regarding the designs of competitors, a dominant design 
emerges with a fairly low level of competition. Only with the lowest setting of competi­
tive force does a dominant design fail to emerge (and even then, the mutual information 
of the population is very low). As with the original model, pleiotropy per locus still falls 
and steps since mutation at each locus remains high for early loci, then declines quite 
sharply after locus 12. This means that a lock-in of core elements is still found to occur 
within a competitive population, and hence the firms proceed along a technological tra­
jectory as defined by these core elements. The emergence of a dominant design within 
the population means implied that, given sufficient competitive force, firms will adopt 
the same technological paradigm and search within the industry will proceed along a 
particular technological trajectory laid down by this paradigm.
The baseline model is subsequently extended within Section 6.7. The extended model 
introduces the possibility of imitation error occurring in the population. This therefore 
instigates a full evolutionary model complete with variation, selection and retention. It 
is found that a dominant design emerges within the horizon of the model ( 2 0 0 0  steps) 
when the mutation rate is sufficiently low relative to the entry weight. Higher entry 
weights decrease the time until a dominant design emerges whereas higher mutation 
rates make the formation of a dominant design take substantially longer or even prevent 
it from occurring at all. This suggests that in industries which deal with very complex 
technologies, comprising of many components, it is likely to take longer for a dominant 
design to emerge (if one emerges at all). This effect is likely to be pronounced where 
technologies contain a great deal of private knowledge.
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Chapter 7
Conclusions and Further Work
7.1 Conclusions
7.1.1 Contributions
This research considers the conditions under which a technological paradigm will form 
within an industry producing integral designs. In Chapter 5 it is shown that the original 
strategy used in the constructional selection algorithm does not necessarily outperform 
other possible strategies. In Chapter 6  it is shown that with sufficiently low muta­
tion and sufficiently high selection a dominant design, or technological exemplar, will 
standardise within an industry. It is shown that (under conditions of population-level 
variation, selection and retention) a core/periphery structure and frozen early elements 
exist even when other search processes are used. It can be thus be argued that the 
combined processes of design construction and population-level evolution will result in 
a technological paradigm emerging in an industry. During the work a number of innova­
tions are introduced. Firstly, entropy and mutual information measures are applied to 
a population within a model of technological evolution, thus forming a bridge between 
the theoretical and empirical work of Frenken and others. Secondly, a population-based 
TPF model is constructed that can be extended to consider the effects of patents, the 
conditions required for technological spéciation, and other questions.
7.1.2 Subject and approach
The study considers the patterns of technological innovation present within an industry. 
Reviewing the literature a number of distinct strands become apparent. Stage-based 
models of industry evolution introduce the notion that specific types of innovation may 
fiuctuate during the lifespan of an industry. They tie these patterns to the emergence 
of a dominant design, argued to alter the nature of competition and innovation within
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an industry. Work on technological paradigms and trajectories suggests that designers 
develop a view (paradigm) involving a pattern of problem solving, with associated 
materials and principles, centred around a technological exemplar. It is argued that 
this paradigm drives future technological change in a particular direction. Further 
work is also reviewed. Combined, these strands of literature all point to the idea that 
search proceeds in a non-random pattern through design space. The existing design is 
influential in directing future development efforts.
One particular model, Frenken’s model of technological paradigms, suggests how a tech­
nological paradigm forms. The model suggests that a high pleiotropy core will form as 
a design is constructed. Frenken argues that this core will become frozen (Figure 5.2 
now backs up this claim), thus causing future change to proceed along a technologi­
cal trajectory in a sub-design space as determined by the frozen core elements. This 
leads to the definition of a dominant design as a “sei of standardised high pleiotropy el­
ements in the product population’^ (Frenken, 2006b, 62). Within this study it is argued 
that Frenken’s model of technological paradigms has limitations as a population-based 
model of paradigm formation due to the implausible assumptions required to justify 
modelling dominant design formation as a 1-mutant adaptive walk. However, as a 
model of paradigm formation for an individual firm it possesses strong explanatory 
power.
A population-based model to investigate these questions is specified within this the­
sis. The resulting model represents an initial move from a single-designer or aggregate 
model of TPF, to a population-based evolutionary computational approach. The model 
essentially nests the constructional selection model within a wider model concerning the 
innovation dynamics of industrial evolution. This wider model features the processes of 
variation, selection and retention present within evolutionary systems. The novel aspect 
in this model is thus the consideration of the incremental construction of technologies 
within a population-based evolutionary environment.
Variety is represented within the new model, enabling one to examine the interplay be­
tween the forces of variety creation and variety reduction. Similarly, selection operating 
on designers whilst search strategies are permitted to adapt enables evaluation of the 
proposition that the constructional selection process relates standardisation to the shift 
in innovation emphasis.
Adjustment of parameters determining accuracy of imitation and strength of selec­
tion permit examination of the conditions under which standardisation occurs. The 
population-based approach enables the use of entropy statistics to measure how the 
level and nature of variety present within the industry changes over time. Other mea­
sures of variety, complexity and innovation can also be applied to study the evolving 
population.
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7.1.3 Findings
Findings are as follows. Firstly, within Chapter 4, robustness tests on the original model 
suggest that the formation of a design with a high pleiotropy core is not simply a result 
of the specific algorithm used, but is instead more generally related to evolutionary 
systems in which structures grow in complexity over time, whilst subject to a selection 
process. The constructional selection dynamics are relatively robust to changes in hill 
climbing and number of alleles. Local search via hill climbing is important for designers 
to achieve higher levels of fitness, but a core/periphery structure still emerges even in 
the absence of hill climbing.
A pattern arising in the above runs is a relationship between the pleiotropy of sub­
sequent elements and the level of refinement of the previous structure before element 
addition. Increasing the number of alleles increases the opportunity for refinement, thus 
pleiotropy decreases faster. Conversely, disabling hill climbing provides no opportunity 
for refinement, hence increasing the pleiotropy of subsequent element additions.
Within Chapter 4, it is found that design spaces with a greater number of alleles enable 
designers to produce designs with greater fitness. However, a greater number of alleles 
requires a greater time per step for steepest ascent hill climbing. If designers are granted 
equal computational time per step it is possible that designers focusing on fewer alleles 
may outperform designers exhaustively searching. In Chapter 5 this is found to be 
the case: when equal ‘work tim e’ per step is given to each firm it is found that a 
strategy of ‘pure element addition’ actually out-performs both the ‘random mutation hill 
climb with element addition’ strategy and the ‘steepest ascent hill climb with element 
addition strategy’. However, it was also found that, in terms of fitness per element 
within the design, pure element addition notably under-performed relative to the other 
two strategies. This means that the most suitable strategy will depend upon the cost 
structure of the design in question.
Chapter 6  presents the central results of the thesis. In Section 6 . 6  it is found that, in 
situations in which imitation is perfectly accurate, a technological exemplar will become 
dominant within the industry unless selective forces, as determined by the rate of entry, 
are very low. Section 6.7 generalises the model to consider cases in which imitation is 
imperfect. It is found that when the degree of imperfection in imitation processes is 
sufficiently low relative to the strength of selective forces within the industry an exem­
plar can still become dominant within the industry. An exemplar becoming dominant is 
argued to result in the alteration of innovation emphasis proposed to occur by Frenken 
within his model of technological paradigms (Chapter 4): innovation emphasis will shift 
toward subsystems, peripheral elements and product innovations. Within the model 
here we can therefore see that an exemplar artefact (one component of a technologi­
cal paradigm) will induce heuristics concerning the direction of innovation (the second
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component of a technological paradigm).
7.2 Further work
Model shortcomings, assumptions and potential improvements do exist and are dis­
cussed below. Further investigations include identifying the conditions under which el­
ements may be displaced and understanding how interdependencies affect this process, 
and studying the circumstances under which technological spéciation occurs versus the 
exploitation of economies of scope. An additional goal is a model in which search rou­
tine is determined by a string, in a similar way to designs, with variation across the 
designer population. This would enable the search routine to emerge endogenously in 
such a way as to address a potential criticism of many models, that the results are in 
some way built-in to the model. Finally, further increasing returns effects can also be 
introduced into the model.
7.2.1 A formal model of the decisions of engineering design
Drawing on two plant design examples, Marples (1961) creates a model of the design 
process that engineers perform when designing new artefacts and solving new problems. 
This model then provides a major impetus for Clark’s (1985) model of design hierar­
chies, in turn leading to Frenken’s development of his model of technological paradigm 
formation, which in turn led to this present work. The model operates at a different 
level to later work, with the entire problem solving process for a single product offering 
being modelled (all problems have to be solved before the product is viable). Frenken’s 
work was ambiguous with respect to whether he viewed intermediate products as viable 
in their own right. In contrast, in the work here, early and intermediate products are 
treated as viable but inferior compared to later products. It is the authors view that, 
after adopting the pattern of Altenberg’s model of genome growth (one element added 
each time), this latter perspective is appropriate.
Marples’ model was an ‘appreciative’ one, rather than a formal one. However, the 
adopted model of genome growth could be converted and used in a formal model of the 
decisions of engineering design (at a lower level than the present work). In Marples’ 
model the solution to a particular design problem leads to the opening up of between 
one and several sub-problems (in this work, elements) each of which has a number of 
possible solutions (in this work, variants). The TPF model could be adapted such that 
a decision opting for a particular alternative (variant) of a certain problem (element) 
could spawn a number of further sub-problems, each of which has two or more alternative 
solutions. The process of search and evaluation performed by the designer at each level 
in the hierarchy could then be modelled.
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It is important to note that there appears to be a good fit between the patterns that 
Marples observes and the characteristics of the existing TPF model that suggest it would 
make a good adaptation. For instance, Marples (1961, 6 8 ) observes that each particular 
'^‘decision [committing to a particular alternative] is treated as if it were irrevocable” 
by the designers (barring critical oversights). This observation clearly fits well with the 
existing TPF model. The contents of Marples’ paper provides a rich source of knowledge 
with which to tune a formal model.
The proposed model could be used to investigate a number of different questions (cf. 
Marples, 1961, 71). Firstly, to what extend does the degree of ‘look ahead’ (Holland, 
1997) affect the performance of the design team. What effect do different combinations 
of exploration and decision making criteria have on the performance of the design team? 
For instance, exhaustive search down to a given level of sub-problem can be compared 
to a strategy that accepts the first solution (at a given level in the hierarchy) that yields 
above a given fitness for a given number of sub-problems addressed. (A further search 
approach would be to evaluate all alternatives at a given level, and then descend the 
hierarchy at the most promising point, and then commit to the decision if the solution 
to a given level of sub-problems yielded above a given level of fitness.) A further line of 
enquiry would be to ask how decision making at this level integrates with the patterns 
of change found at the level of an industry.
7.2.2 Population flow on technology landscapes
In a number of places, most notably Chapter 3 of The Origins of Order (Kauffman, 
1993, 98-99,103-108), Kauffman presents results considering ‘population flow on rugged 
fitness landscapes’. He finds a number of things. On smooth landscapes (K=0) even low 
levels of mutation (/x=0 .0 0 0 1 ) are sufficient to dislodge the population from the global 
peak (or prevent it from ever occupying the peak), leading to a population exhibiting 
intermediate fitness levels. Kauffman terms this an ‘error catastrophe’. On rugged 
(K=25,N=50) landscapes with a higher mutation rate (/x=0.001) the population gets 
stuck in a relatively small area of the landscape, rather than exploring more widely. 
He argues that there is an optimum level of mutation for a given level of ruggedness, 
such that the population has the greatest chance of finding and retaining higher fitness 
values.
This work could be built on in a number of ways. Firstly, increased computational 
power since the book was written enables us to explore the parameter space with a 
lower granularity. Parametrising selection strength one could examine the combinations 
of selection strength and mutation rates that enable the population to reach and retain 
the highest fitness peaks. The literature on selection strength and mutation rate in 
practice could enable us to examine whether the combinations found to produce the
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highest peaks in the model correspond to the levels of selection and mutation found in 
nature.
Secondly, we could introduce the use of entropy and mutual information to measure 
population variety. Kauffman presently uses Hamming distance which gives us less 
information than entropy and mutual information combined.
Thirdly, and most importantly for the work here, we could consider population flows on 
technology landscapes. Biological populations undergo cycles of variation, selection and 
retention. However, they do not possess any intentional search for improvements, unlike 
the agents on a technology landscape. It is possible to introduce local search routines 
into the population to develop a technology landscape model. Thus the standard cycle 
of variation, selection and retention will continue to exist but once each step agents on 
the landscape will apply a local search operator (hill climbing algorithm) in an attempt 
to improve their position. Intuitively we can say that such populations are more likely 
to find and persist at local or global optima. However, the local search of designers may 
mean that the population pre-maturely locks-in to an optima lower than that which may 
be obtained without such local search. However, mutation (now imperfect imitation) 
may still enable the population to escape some local peaks, thus the questions related 
to the biological model are still applicable for considering population flow on technology 
landscapes: when landscapes are smooth, is the population able to maintain position 
at the global peak? When landscapes are rugged, is the population able to move over 
the landscape and find good local optima?
7.2.3 The effect of patents on paradigm formation
The model presented here may be adapted to understand the effect of patents on 
paradigm formation. Patents may be represented by elements that are not introduced 
into the element pool but are instead retained in a private knowledge pool by designers. 
Alternatively, the elements may be placed in the element pool but access to them may 
be restricted, requiring a payment from the firm that wishes to use the element to the 
firm that holds the patent. It is likely that patents implemented in this manner would 
introduce further variety into the product population, thereby reducing the likelihood of 
a dominant design. The cost of the patent, duration of the patent, and cost of licensing 
would be relevant parameters to explore.
7.2.4 Overcoming present limitations of the generalised NK landscape
It can be disputed how realistic the generalised NK landscape is as a representation 
of the processes that occur in real world industries. In addition to the number of 
variants within the model being fixed at two (as examined above) other potential issues
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remain. Firstly, the pleiotropy of new elements is always an integer drawn uniformly 
from the range [1 , F]. Secondly, the design string within the model consists of ‘unordered 
multistate’ elements whereas in real designs one or more dimensions may be real-valued, 
integer-valued, or ordered multistate elements. Finally, fitness values for each unique 
variant set are always uncorrelated with other fitness values.
A tuneable GNK model?
Within the Parallel TPF Model, newly-drawn elements always have a pleiotropy uni­
formly drawn in the range [1 ,F ) . This implies that, on average, newly discovered 
elements will have a pleiotropy approximately equal to y .  However, this is an assump­
tion arising from the stochastic design of the model. It is possible that in actual fact, the 
average pleiotropy of elements in technological systems may be higher of lower than 
This is important since, as in the original NK model, lower levels of natural pleiotropy 
will result in fewer peaks in the landscape. These landscapes will tend to result in lower 
variety of designs due to having fewer peaks toward which designs will converge. Thus 
it can be asked: What effect does the average level of interdependencies in a particular 
industry have on the emergence of a dominant design?
To examine the effect of different natural levels of pleiotropy runs under normal con­
ditions, with an unbiased random number generator, should be compared with runs 
using biased random number generators, with average pleiotropy K q. In effect, this 
re-introduces a parameter similar to K in the original model, whilst still permitting 
constructional selection. As can be inferred from the above, one would expect greater 
variety reduction as pleiotropy decreases. However, exactly how level of pleiotropy 
interacts with other factors in the model is not as obvious.
Real-valued, ordinal discrete and integer-based design dimensions
Within the present model, only discrete unordered elements are considered. In practice, 
many of the design dimensions may take values that are real, integers (e.g. the number 
of wheels in a rotary cipher machine), or ordered multistates. These design dimensions 
may be approximated as a series of binary variables. However, discrete encoding is 
known to affect the behaviour of evolutionary computational models (Waltman et a l, 
2010). An investigation into how search on a technology landscape is affected by such 
elements is required to increase the robustness and generality of present findings (or 
confirm their limitations). However, implementation of real-valued elements or discrete 
ordinal elements in an identical fashion to nominal (unordered) discrete elements would 
have serious issues. For example, it could be argued that a unique fitness value for a 
set of discrete elements and one real value should be assigned a fitness value, and that
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a new value should be drawn when the real value is changed. However, doing so would 
create an impossibly large number of combinations.
Those who have previously made use of real valued elements in NK models tend to 
substantially change the nature of the model, such as in the pNK (pseudo NK) model 
of Valente (2008). However, Li et al. (2006) have implemented continuous and integer 
variables within a modified NK model. Their motive was the creation of a test land­
scape for genetic algorithms that used mixed variables. However, their model may be 
adapted for use to model different types of design dimension within a design space. If 
such landscapes yield notably different results than regular NK landscapes then their 
continued use may be warranted. On the other hand, little difference in results may be 
found, suggesting that the inclusion of new types of design dimension may unnecessarily 
complicate matters. The question remains to be answered.
Present non-correlation of fitness values
Related to the above, the complete non-correlation between fitness values for variant 
sets pertaining to a particular fitness component seems questionable under some cir­
cumstances. If a fitness component is assigned a value of 0.8 due to a set of 28 element 
variants, it is questionable whether, with 29 element variants, a fitness value of 0.1 is 
equally as likely as a value of 0.7 or 0.9. This would becomes especially questionable if 
elements that where real valued, integer valued, or ordered multistate where included. 
For instance, a slight change in the internal arrangement of the mounting points for 
the components of a PC is likely to have a much smaller effect on airflow than a large 
rearrangement.
7.2.5 Product families and technological spéciation
A complexity perspective offers an explanation of why product innovation may con­
tinue, and product variety somewhat increase, toward the end of the product life cycle 
in certain industries as economies of scope are exploited (Frenken, 2006b, 63-64). A 
‘technology family’ may exist around a particular core design. Hence all designs share 
a common set of variants that make up the core design. An example is the extensive 
design family of Sony Walkmans (Sanderson & Uzumeri, 1995). This may be substan­
tially less expensive for the firm to produce than producing a completely separate design 
for each product. Every improvement applied to the core elements of a design family 
will improve all designs simultaneously. This especially applies for learning by doing 
and economies of scale that emerge over time when manufacturing core components. 
In contrast, if all designs are separate, such learning and improvement may only be 
applicable to one design or some subset of the design range.
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When multiple niches exist within a market, a firm faces the choice of meeting the 
requirements of a single niche or attempting to meet the requirements of multiple niches. 
If the firm aims to meet the requirements of multiple niches it may do so in one of two 
ways. It may produce a separate design for each niche or it may produce a core design 
and then customise it for each niche (benefiting from economies of scope). It is likely that 
the further apart the niches, the more extensive the customisation is required and the 
lower the benefits are from economies of scope. Indeed, at some point, the difficulty in 
customising a core design for two very different niches is likely to cost more money than 
it saves through the economies of scope. There is hence a tension between spéciation, 
splintering the design into two separate designs, and the creation of a design family. 
Factors that affect this balance include the savings per element shared, the extent of 
the benefits from the various forms of incremental innovation and learning by doing, 
the cost of development, and the distance between the various niches in the population. 
A model can be constructed to investigate the tipping point between spéciation and 
maintenance of a design family.
7.2.6 Economies of scale, network effects and other increasing returns 
effects
The present model does not consider the effect of increasing returns. Economies of scale 
may be considered by providing firms with production output decisions and rewarding 
larger outputs with either a fitness reward or lower costs (requiring introduction of cost 
considerations as well). This may require the introduction of an adopter population. 
Examination of the impact of network effects may be achieved through the introduction 
of a mechanism that increases the fitness of some elements based upon the prevalence of 
these elements in the population. These elements hold a selective advantage compared 
to conventional elements and hence would be expected to become more prevalent in 
the population as a whole. Comparison of model runs incorporating increasing returns 
elements and runs that do not can then be compared. A comparison of increasing 
returns and non-increasing returns situations is important to address the present focus 
on increasing returns effects as the chief cause of variety reduction.
7.2.7 Incorporating paradigm displacement: a cyclical model of tech­
nological change
The model of technological paradigm formation described within this report suggests 
a plausible mechanism of dominant design formation. However, it does not contain an 
endogenous mechanism to model the succession or replacement of a paradigm and is 
thus unable to model the tension between incremental innovation (enhancement of the
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present design) and radical innovation (replacement of present design). As was observed 
with the original model of paradigm formation, ‘break-out’ from a dominant design is 
not possible under the present model.
However, the above model is intended as a step towards a model of technological 
paradigm displacement. To consider questions involving the displacement of technolo­
gies the model would need to be modified to enable larger (less myopic) search distances 
and the removal of elements from existing designs. Since the definition of a dominant 
design has a “set of standardised high pleiotropy elements in the product population” has 
been accepted, and the replacement of a dominant design is primarily a change in these 
elements, it follows that a designer attempting a dominant design or paradigm shift will 
require such strategies.
The removal of elements appears to have not yet been implemented for NK models and 
variants. In the original NK model (Kauffman & Levin, 1987) architectural changes 
do not appear to have been considered and only single point mutations are permitted. 
Later applications of the NK model to technological change (Kauffman & Macready, 
1995; Kauffman et a l, 2000; Auerswald et a l, 2000) also take the architecture as being 
fixed (Prenken, 2001,102). Both Altenberg and Prenken (2006b) consider the addition of 
elements but do not consider their removal (except in passing mention). In a punctuated 
model of paradigm displacement the inability to remove elements acts as a serious 
(artificial) barrier to a change in core elements. This barrier requires removal. When a 
designer retains an element it should be due to the weight of subsequent refinements, 
rather than due to an inability to remove it. Removal is relatively straight forward in 
the generalised NK model, simply requiring that designers have a routine to decide when 
to remove a particular element, through deciding exactly which elements to remove is 
more difficult. Questions and hypotheses concerning the conditions under which new 
elements incompatible with the present system are formulated here, as follows:
•  Why does technological change proceed in a punctuated manner?
— Hypothesis: As interdependencies increase technological change will become 
more punctuated.
•  Under what conditions will a new technology replace an established one when that 
technology functions as a high pleiotropy nested element within a complex tech­
nological system constructed through a process of decentralised problem solving?
• Under what conditions will an interconnected set of high pleiotropy elements (an 
established system or dominant design) be displaced?
• Why do some technologies persist despite a superior technology existing or known 
to be feasible?
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— Hypothesis: The greater the number of interdependencies of a particular 
element, the greater its persistence in the technological system.
Finally, some systems, such as those described as large technological systems by Hughes (Hughes, 
1989, 51-55), may have various components owned by different agents, involving the sale 
of both goods and services. Arthur illustrates this when he points out that:
“ The automobile in 1900 created a set of ancillary needs—opportunity niches— 
for assembly-line manufacture, for paved roads and properly refined gasoline, 
for repair facilities and gas stations. And gasoline in turn set up further 
needs for refineries, for the importation of crude oil, and for the exploration 
of oil deposits” (Arthur, 2009, 176).
Since the change of a core component in such a system would require many comple­
mentary innovations (Murmann & Prenken 2006, 942, Alkemade et al. 2009) it can also 
be asked: Can large technological systems be modelled with the same approach used to 
consider the evolution of an individual artefact or market? If not, can such an approach 
be extended to encompass these systems?
7.2.8 Designer hierarchies
Many complex technological systems are constructed by multiple designers, with dif­
ferent competencies, each working on some sub-segment of the system. An expansion 
of the model to consider designers specialising in particular subsystems, similar to that 
done by Almirall & Casadesus-Masanell (2010) but featuring constructional selection, 
would begin allow consideration of the coordination issues involved in technological 
transition (Prenken, 2006b, 133). This change would also be a key step towards being 
able to consider the evolution of large technological systems.
The modification would enable designers to construct any subset of system elements, 
with specialisation arising endogenously: various system assemblers and component 
manufacturers would arise, as described by Murmann & Prenken (2006, 947). Inno­
vation would then necessarily be constrained by the limits on control that any one 
designer possesses, since replacement of a core element in a technological system may 
require complementary mutations in other elements (Murmann & Prenken 2006, 942; 
Alkemade et al. 2009) outside of a designer’s control.
A further question follows from the observation that control and assembly of system  
elements may well be decentralised. Some complex technological systems may be as­
sembled by a firm functioning as a final system assembler (Murmann & Prenken, 2006,
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947) whilst with others the final system may be assembled by the adopter of the tech­
nology, such as with the assembly of a home audio or cinema system. In a self-assembly 
situation adopter sunk costs may shape the system that is selected (Katz & Shapiro, 
1994) and adopter-side learning may make particular system elements more attractive 
to these adopters over time (Murray & Haubl, 2007). Thus it can be asked how varia­
tions in control and assembly responsibilities affect the outcome of the model runs used 
to consider the previous questions above.
Further work in this area clearly relates to the literature on modular technologies dis­
cussed within Section 2.4.2. Within industries producing modular technologies the 
presence of system assemblers and component (or module) manufacturers has become 
increasingly common (cf. Langlois & Robertson, 1992; Baldwin & Clark, 1997). As 
discussed within the aforementioned section, there are a number of benefits to this ap­
proach, such as the management of complexity, concurrency in design of subsystems, 
and future fiexibility of module implementation (Baldwin & Clark, 2000, 90, 91). How­
ever, development of a modular system is also recognised as more difficult than the 
development of an integral system (Baldwin & Clark, 1997). A simulation model could 
be constructed to compare the relative performance of firms that take an integral ap­
proach to the relative performance of firms that take a modular approach (both system  
assemblers and module manufacturers). The effect of different rates of change for de­
mand patters could be investigated to see whether the flexibility offered by modular 
systems offers their developers a competitive edge. Due to the complex innovation al­
gorithms required the development of such a model is likely to provide a significant 
challenge.
7.2.9 Parameters
The space of parameters in the final model is large. This makes exhaustive search of the 
parameter space, and the associated examination of the results of each run, infeasible. 
This necessitates an approach to explore the parameter space sufficiently well for solid 
conclusions to be drawn whilst avoiding the necessity of exhaustive search. The present 
solution of selection and investigation of particular combinations of parameters reduces 
the combinations to manageable size but may ignore potentially interesting points of 
the parameter space. Further software development could develop a more sophisticated 
‘batch runner’ that could explore parameter space more effectively in an automated 
manner. The present software limits the user to running a number of batches at once 
and automatically generates the charts for this set of batches, hence restricting the 
number of batches that a user wishes to run at once. Additionally, the model is coded 
in such a way that memory issues would occur should a user wish to run a large number 
of batches in one go.
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A further issue concerning parameters relates to the difficulty of establishing appropriate 
values for them. Some parameters such as number of variants, cost of search, e.t.c. are 
possible to investigate further but only at the expense of large amounts of time for each 
such parameter. As such, many parameters have to be estimated, leading to the need to 
explore model behaviour through a large parameter space (as explained above). Further 
work in this area, to narrow the range of parameters, would improve the reliability of 
the model findings and shrink the parameter space that has to be explored.
7.2.10 Intelligent designers: further designer strategies
As Fleming k, Sorenson (2001, 1037) state given that intelligent actors do not blindly 
recombine components, future simulations need to explore the consequences of intelli­
gent agents that can imitate and learn from experience...  ”. Doubt can be cast as to the 
appropriateness of performing steepest ascent hill climbing at each mutation step, par­
ticularly when the effort required to perform such hill climbing increases exponentially 
with the size of the design to consider. This was partially explored with the introduc­
tion of the ‘RMHC and element addition’ strategy and ‘pure element addition strategy’ 
(in Chapter 5) which illustrate the issue clearly by often out-performing steepest ascent 
hill climb. A number of further changes are possible to create more realistic, intelligent, 
designers.
Imitation
At present the imitation mechanism within the model is relatively simple. Utterback 
k  Suarez (1993) observe that dominant designs often incorporate the most successful 
innovations from a number of previous designs across the artefact population. The 
model described above does not presently consider this aspect. However, intelligent 
re-combination of components is a very desirable improvement to the model. Unfortu­
nately, an approach using selective one way crossover without consideration of system  
decomposability is highly unlikely to result in fitter variants due to the high pleiotropy 
core.
From the perspective of the evolutionary computational framework, the inclusion of such 
a pattern would require the addition of an operation similar to the cross-over mechanism 
in biological evolution. The mechanism would, however, have to focus on new combi­
nations formed from the semi-decomposable sections of existing designs. It is possible 
that designers could estimate the mutual information of two or more components and 
then attempt integration of those found to frequently co-occur with elements in their 
existing design. One can hypothesise that if imitation focused on mutations leading to 
combinations with high mutual information, the probability of increasing fitness would
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be greater. Modelling such behaviour appears to be imperative in the long run for mod­
elling innovation dynamics due to the importance of modular and semi-decomposable 
systems.
Heterogeneous designer strategies
In an environment in which selection operates upon designers, those designer search 
strategies that survive will be those that confer the greatest fitness. The adoption 
of the decision making strategy used in the model implicitly assumes that this is the 
fittest strategy for the designers to adopt. Furthermore, it also assumes that, even 
if this proves to be true, the initial uncertainty of strategy is not significant enough 
to affect the resulting overall pattern of search (and hence can be safely omitted). 
In the population-based model the operators applied to a particular design depend 
upon the search strategy of the designer that controls the design, thus heterogenous 
search strategies are possible. An investigation involving a population of designers with 
heterogeneous strategies would enable examination of this issue.
The introduction of further search strategies, including incremental innovation (im­
provement of an individual element), and extremal search (targeting the least fit element 
at each step (Frenken, 2006b)) can be considered. At present designers only search in 
an extremely local and myopic fashion. This precludes strategies such as mapping the 
adjacent landscape through evaluation of a number of nearby designs before selecting 
the most promising direction to search in. Introduction of strategies that vary search 
distance and other factors would provide designer variety upon which selective forces 
may act, thus enabling search strategy to adapt over time. Furthermore, examination 
of whether core and peripheral elements arise when search strategy is variable can be 
performed. Other non-search strategies could also be permitted to vary, such as the 
current pricing strategy of fixed mark-up. More sophisticated imitation strategies, such 
as those described by Rivkin (2000), can also be used in a similar way.
Adaptation of innovation routines
All of the questions considered so far have made use of a model that contains relatively 
indexible search routines. Firms still have a choice between only two or three operators: 
the addition of an element, imitation, or the mutation of an element. Furthermore, 
only a single variant of a new element is presently evaluated during build-out whereas, 
if designers incur a cost for invention of new elements, it would seem logical that the 
designer try both variants. Additionally, the present, fixed, search procedure assumes 
that either the search routine used results in the fittest design (or another fitter rou­
tine should displace the existing one, hence changing the results) or the selective force
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operating is sufficiently weak that a near-optimum search routine is not reached.
One may ask: What search routine will emerge if agents are allowed to evolve their 
own? Is it different to the specified one? Does it result in falling variety?. Within the 
model, adaptation may be implemented at the population level, as explained during 
the discussion of heterogenous search strategies, or via designers adapting their internal 
structure. A modification in this vein would involve enabling the modification of firm 
routines via meta-routines (Nelson & Winter, 1982, 17-18). This would enable more 
comprehensive modelling of the heuristics aspect of a technological paradigm. Search 
strategies could be varied via ‘mutation’ (trial and error) by existing designers or by 
imperfect imitation by new entrants. Alternatively, designers could probabilistically 
select from the range of innovation actions available to them. Firms could then adjust 
these probabilities over time. Either of these approaches permit designer and artefact to 
co-evolve. Examination of the search strategy that is selected for would enable contrast 
with documented search strategies, and could be used in a positive or normative manner 
depending on the findings of the comparison.
Modular product strategies
The innovation strategies used within this thesis construct designs of an integral nature. 
As the literature within Section 2.4.2 tells us, designers may opt to design the product 
architecture and interfaces in such as way as to produce a modular product (rather 
than an integral one). Future work in this direction could compare the effectiveness of 
integral and modular strategies. As Simon (2 0 0 2 ) theorised, there are reasons to be­
lieve that nearly-decomposable designs (including modular designs) may yield a fitness 
advantage relative to integral designs. As noted by Langlois & Robertson (1992) and 
Baldwin & Clark (1997) modularity also aids parallel innovation, thus again suggesting 
that strategies that produce modular designs may have an advantage. On the other 
hand, Fixson & Park (2008) describe a concrete case in which an integral design proved 
superior to a modular one. The relative strengths of each approach could be examined 
using GNK-based simulation models. Whilst Simon’s work does not consider the relative 
merits of strategies that selectively construct integral designs, these strategies (as pre­
sented within previous chapters) could also be compared with more modular strategies, 
to see which prove most effective. It would be interesting to examine whether adaptive 
innovation routines (discussed above) produce modular or integral architectures.
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7.2.11 Presently omitted search options and constraints 
Incremental innovation
Additional search/ innovation strategies could be permitted. Incremental innovation 
(and learning by doing) can be modelled via the gradual increase of a particular fitness 
value, subject to a level of decreasing returns to innovation. Each individual element 
may be assigned a maximum level of refinement.
Radical innovation
Modelling of radical innovation would require designers to be able to perform ex­
ploratory searches involving multiple modular and architectural innovation steps. Rad­
ical innovation, involving both modular and architectural change, would require firm 
routines that enable innovations with multiple steps to be explored.
Process innovation
As was explained in the literature review, there is a strong interplay between process 
investment and standardisation, with each reinforcing the other. Process innovation is 
not considered within the model formulated. A simple incorporation of process innova­
tion could be represented through an innovation operator that gradually increased the 
fitness of a the functional characteristics affected by a particular element. It would also 
possible to represent the interplay between product innovation and process innovation 
by linking the design string to a fixed length process string in a similar way to which 
strings are linked within the NKCS model described by Kauffman & Johnsen (1991).
Element exclusivity (private knowledge and patents)
A final interesting experiment would involve the introduction of element exclusivity 
privileges (i.e. patents, or the possession of private knowledge) and the effect that such 
a change would have on market outcome. Private knowledge and element ownership 
would both result in a disruption to the unimpeded search in the model above. Anderson 
k  Tushman (1990) contend that the emergence of a dominant design can be expected 
in markets free of patent interference. This question can be explored using the above 
modification.
7.2.12 Other aspects of designer realism  
Cost of innovation and imitation options
The cost of the various search strategies also remains an issue. An adjustment introduc­
ing an explicit cost for each search strategy would enable a check to see if this affects 
the resulting behaviour of the model. This could be improved via the introduction of 
’money’ or ’resources’, with different search strategies requiring different resource ex­
penditure. Invention should also have an associated cost. The costs of the different 
search strategies provide an important motivation for designers to imitate competitors’ 
designs. Additionally, if further innovation approaches (e.g. incremental innovation) 
are introduced the question becomes more important.
Uncertainty of design fitness
The model makes the assumption that agents know the ex post fitness of an artefact 
before a market trial has been conducted. At present designers are able to accurately 
evaluate the fitness of a design after a trial but before introduction into the market. This 
accredits designers with an unrealistic level of foresight. A distinction between designer- 
estimated fitness and actual fitness within the selection environment would acknowledge 
the inherent uncertainty faced by designers. When this distinction is made, variety plays 
a greater part in the search process itself.
Uncertainty of adopter preferences
At present, fitness of a design is either the average of its fitness components or the 
weighted sum of its components. Designers make their choice by evaluating design 
fitness using this fitness sum. This implies that designers perfectly understand the 
various functional attributes of the product in question and are able to determine the 
optimum bundle of attributes for their particular preferences. The implicit level of 
information required for adopters to achieve this is of concern.
Firm growth and output
In practice, successful firms expand and increase output. However, in the present model 
firms do not grow. This ignores an important feedback mechanism by which successful 
designs are selected for and become more prevalent. From the perspective of the econ­
omy as a search mechanism, this may lead to slower performance in later stages of the 
process. Firm output is also not addressed in the model. Inclusion of firm output would 
have made the firm agents more complicated and requires the adjustment of output at 
each step and thus was intentionally omitted.
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7.2.13 Conflation of environmental complexity and internal complex­
ity
The conflation of environmental and internal complexity still remains as discussed within 
the review of the original model of technological paradigm formation. If technological 
adaptation within a changing environment is to be considered then this must, at present, 
be represented by a shift in the weights that adopters apply to particular functional 
attributes.
7.3 Final summary
This study began with a quote by Sahal: “ One characteristic feature of the process of 
development is that it inevitably leads to the formation of a system. The system in 
turn sets the boundaries of further development” (Sahal, 1981, 33). Frenken’s major 
contributions to understanding technological paradigms (Frenken, 2006b) ^  were to con­
struct a framework within which to understand technological paradigms, argue that 
an invariant core of high pleiotropy elements will form and explain the implications of 
this high pleiotropy core for future patterns of innovation at the firm level. As Sahal 
argued, the model shows that a technological exemplar is formed and that this exem­
plar constrains, and directs, future development. Here we take the argument further 
by showing that (1 ) designs with invariant core elements (technological exemplars) still 
form when development takes place within an evolving population with heterogeneous 
development strategies, (2 ) when design knowledge is public a technological exemplar 
will be selected as a dominant design so long as selective forces are not very weak, and 
(3), when imitation errors are sufficiently infrequent relative to the rate of entry and 
associated competition within an industry, an exemplar will still be selected as a domi­
nant design. The effects of the technological exemplar, as argued by Frenken, will then 
take place at the population level. Innovative efforts will shift away from core compo­
nents to peripheral components, subsystems and process technologies. Future search 
will proceed within a subspace of the overall design space, proceeding along a techno­
logical trajectory delineated by the frozen core elements. To paraphrase and extend 
Sahal’s quote: the development process of technologies embedded within a population 
of evolving firms will result in the formation of an exemplar that channels and directs 
future development within an industry.
.^ . .  whilst clearly acknowledging that the formal model of technological paradigms used was adopted 
from Altenberg (1994, 1995).
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Appendix A
Further Figures for Chapter 6
This appendix presents the charts related to Section 6.7 that were omitted to streamline 
the central arguments. They have been included here for the sake of completeness.
A .l Variety and product differentiation
As argued in Section 6.7.2 dominant designs emerge within an industry when selective 
strength is sufficiently high relative to the level of mutation. A dominant design was 
deemed to have emerged when mutual information remained below 2.5 and entropy 
remained below 1. In this section we can see the original entropy and mutual information 
charts used to construct Figures 6.13 and 6.14.
A. 1.1 Entropy per step charts
The figures below illustrate that the length of time required for entropy (indicating 
product variety) to fall below 1 increases as the rate of mutation (i.e. the rate at which 
errors occur within the imitations of existing designs created by new entrants) increases. 
For high levels of mutation relative to selection it is possible that entropy never falls 
below 1 .
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Figure A.l: Entropy per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.2: Entropy per step for mutation rate 0.02 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.3: Entropy per step for mutation rate 0.04 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.4: Entropy per step for mutation rate 0.06 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.5: Entropy per step for mutation rate 0.08 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.6; Entropy per step for mutation rate 0.10 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A. 1.2 Mutual information per step charts
The m utual information charts here illustrate a similar pa ttern  to th a t which occurs 
with the entropy charts: increasing the m utation ra te  increases the length of tim e it 
takes for the m utual information (the degree to which distinct designs exist w ithin 
the design space) to fall below 2.5. In some cases, where m utation is sufficiently high 
relative to selection, m utual information never falls below 2.5, indicating th a t a number 
of distinct designs persist.
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Figure A.7: Mutual information per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.8: Mutual information per step for mutation rate 0.02 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.9: Mutual information per step for mutation rate 0.04 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.10: Mutual information per step for mutation rate 0.06 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.11: Mutual information per step for mutation rate 0.08 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.12: Mutual information per step for mutation rate 0.10 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A .2 Strategy performance
These figures illustrate whether a specific strategy gains complete dominance within the 
population of firms, or whether no particular strategy gains complete dominance within 
the population at the end of 2000 steps. When mutation is low, element addition dom­
inates the strategy population far more frequently than RMHC and element addition 
or SAHC and element addition. There are few situations where no strategy dominates 
the population. As the mutation level begins to increase, the number of times that no 
strategy dominates the population begins to increase (though initially this is only for 
an entry weight of 0.01). The dominance of SAHC and element addition falls around 
mutation rate 0.04. For higher levels of mutation rate (0.06) the relative dominance of 
the strategies is more equal, with pure element addition showing only a slight advantage 
over the other two strategies. At low entry weights no firm is dominant in a significant 
number of cases. Where entry weight is 0.01 in almost all cases no dominant strategy 
emerges. At very high levels of mutation rate (0.10) no dominant firm emerges for
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the majority of runs with mutation rate at 0.01 or 0.02. For higher entry weights, the 
element only strategy maintains a slight lead over RMHC and element addition, with 
SAHC and element addition dominating least frequently.
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Figure A.13: Winning strategies for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 
0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.14: Winning strategies for mutation rate 0.02 and varying entry weights (0.01, 0.02, 0.04, 
0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A. 15: Winning strategies for mutation rate 0.04 and varying entry weights (0.01, 0.02, 0.04, 
0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.16: Winning strategies for mutation rate 0.06 and varying entry weights (0.01, 0.02, 0.04, 
0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.17: Winning strategies for mutation rate 0.08 and varying entry weights (0.01, 0.02, 0.04, 
0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.18: Winning strategies for mutation rate 0.10 and varying entry weights (0.01, 0.02, 0.04, 
0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A .3 Pleiotropy of elements and designs
The charts displaying pleiotropy values at each locus are equivalent to the pleiotropy 
chart displayed by Altenberg (1995, 1994). The charts displaying the pleiotropy of 
elements in use and within the element pool complement the original pleiotropy charts.
A .3.1 Pleiotropy values at each locus charts
These charts indicate that pleiotropy decreases over time at all levels of mutation. 
However, as the mutation rate increases the pleiotropy decreases less rapidly. Later 
levels of pleiotropy become more varied with a higher level of mutation rate.
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Figure A.19; Pleiotropy values at each locus for mutation rate 0.00 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.20: Pleiotropy values at each locus for mutation rate 0.02 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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• A g g r e g a t e  A v e ra g e  (25  ru n s )  f o r  b a tc h  0 •  A g g re g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  1 
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Figure A.21: Pleiotropy values at each locus for mutation rate 0.04 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.22: Pleiotropy values at each locus for mutation rate 0.06 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.23: Pleiotropy values at each locus for mutation rate 0.08 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.24: Pleiotropy values at each locus for mutation rate 0.10 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A .3.2 Pleiotropy of elements in use and in pool charts
The charts here show a common pattern. The pleiotropy of elements in use peaks rapidly 
and then declines, at a falling rate, over the remainder of the model runs. The average 
pleiotropy of elements within the element pool remains more or less stable (whilst the 
elements introduced on the first model step are used) and then begins to decline over 
time as lower pleiotropy elements are added. This pattern is common at different levels 
of mutation. However, at higher levels of mutation the pleiotropy of elements in use 
diverges towards the later steps with the higher mutation rate curves tending to exhibit 
lower levels of pleiotropy, although there are some exceptions to this pattern.
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Figure A.25: Pleiotropy of elements in use and in the element pool for mutation rate 0.00 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.26: Pleiotropy of elements in use and in the element pool for mutation rate 0.02 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.27: Pleiotropy of elements in use and in the element pool for mutation rate 0.04 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.28: Pleiotropy of elements in use and in the element pool for mutation rate 0.06 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.29: Pleiotropy of elements in use and in the element pool for mutation rate 0.08 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.30: Pleiotropy of elements in use and in the element pool for mutation rate 0.10 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
A .4 Element counts
There are two types of chart that provide element counts. The first, the pool size 
per step charts, displays the number of elements present within the element pool. The 
charts also show the number of elements in use, i.e. the number of elements from within 
the pool that are currently used within a design in the design population. The second 
type of chart displays how the average solution length of all the designs within the 
population changes (grows) over time.
A .4.1 Pool size per step charts
The pool size per step charts show two main patterns. Firstly, the number of elements 
within the element pool grows gradually over time, after an initial stable period for 
around the first 250 steps. An entry weight of 0.08 (and 0.06, to a lesser extent), when 
coupled with a high mutation rate, has the effect of increasing the pool size more rapidly.
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Secondly, the number of elements in use tends to grow over time, mirroring the pattern 
just described (after an initial period in which designs are converging, and hence in 
which the number of distinct elements in use falls). Increasing the mutation rate has 
relatively little effect on the growth of the number of elements within the element pool. 
In terms of the number of elements in use, higher mutation rates increase the time 
required for the initial fall in the number of elements or even, for cases where selective 
force is sufficiently low, reduce the magnitude of the fall in the number of elements in
use.
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Figure A.31: Pool size per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.32: Pool size per step for mutation rate 0.02 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.33: Pool size per step for mutation rate 0.04 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.34: Pool size per step for mutation rate 0.06 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.35: Pool size per step for mutation rate 0.08 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.36; Pool size per step for mutation rate 0.10 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A .4.2 Solution length per step charts
These charts show the average num ber of elements within the design population a t each 
model step. A general p a tte rn  of sharply increasing solution length followed by a more 
gradual increase in solution length after step 200 is apparent. Both entry weight and 
m utation rate  appear to have some effect on the rate  of increase. W hen the m utation 
ra te  is 0.0, lower entry weights tend to result in designs with a more rapidly growing 
solution length. However, as soon as the m utation rate  is increased to 0.02 or greater, 
the  entry weights 0.06 or 0.08 appear to produce the most rapidly growing designs. The 
entry weight 1.0 produces designs growing slightly less rapidly. A discrepancy occurs 
when the m utation ra te  is 0.06, at which point the populations with the most rapidly 
growing solution lengths are those with entry weights equal to 0 .8  or 1 .0 , with the entry 
weight 0.06 close behind.
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Figure A.37: Solution length per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.38: Solution length per step for mutation rate 0.02 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.39: Solution length per step for mutation rate 0.04 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.40: Solution length per step for mutation rate 0.06 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.41: Solution length per step for mutation rate 0.08 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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•  A g g re g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  0  •  A g g r e g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  1
•  A g g r e g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  2 A g g re g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  3
•  A g g r e g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  4  A g g re g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  5
Figure A.42: Solution length per step for mutation rate 0.10 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A .5 Innovation counts
There are three types of ‘innovation count’ charts presented here. The first type presents 
the num ber of steps since a m utation has occurred at each particular locus. The second 
type presents the num ber of a ttem pts at element addition th a t have occurred before 
a successful addition was performed at each particular locus. The final type of chart 
presents the num ber of m odular innovations after each locus, i.e. the extent of the hill 
climbing th a t occurred at th a t particular design length before a local peak was reached.
A .5.1 Steps since mutation at each locus charts
The ‘steps since m utation at each locus’ charts display the num ber of discrete time 
units (steps) th a t have elapsed since each locus of the design was modified. (The 
locus is modified when the element variant at th a t particular locus is replaced by a 
different element variant.) The charts show that, w ith every entry weight, there is
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a clear pattern: the first 8  elements are barely modified at all since they are added 
whilst, as the locus in question increases, later elements are progressively modified far 
more frequently. As the mutation rate increases the pattern becomes weaker, with the 
steps since mutation being lower for the early elements and the lines becoming more 
jagged at later loci. However, the pattern remains strong when the entry weight is 0.08 
no matter the mutation rate. Despite the pattern weakening, the key overall pattern 
remains: early elements progressively become locked-in and then it is very difficult to 
change such elements.
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•  A g g re g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  0  •  A g g re g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  1
•  A g g r e g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  2 A g g re g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  3
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Figure A.43: Steps since mutation at each locus for mutation rate 0.00 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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•  A g g re g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  0  •  A g g re g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  1
•  A g g r e g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  2 A g g r e g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  3
•  A g g re g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  4  A g g re g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  5
Figure A.44: Steps since mutation at each locus for mutation rate 0.02 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.45: Steps since mutation at each locus for mutation rate 0.04 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.46: Steps since mutation at each locus for mutation rate 0.06 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.47: Steps since mutation at each locus for mutation rate 0.08 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.48: Steps since mutation at each locus for mutation rate 0.10 and varying entry weights (0.01, 
0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A .5.2 A ttem p ts  per elem en t add ition  success at each locus charts
These charts show the number of element addition attempts, up to and including the 
successful element addition, since the previous element addition. For instance, the 
position of the lines at locus 2  indicates the number of element addition attempts 
required for a successful element addition at locus 2. The position of the lines at 
locus 0  indicates the number of element addition attempts required for the successful 
creation of the first element (this is rarely greater than 1). The overall pattern is for 
an increasing number of attempts up to around locus 18, at which point the number 
of attempts ceases to increase but the number of attempts required becomes more 
volatile (varies more). This means that the more elements are added to the design 
the greater the number of attempts required to successfully add further elements. The 
charts suggests that this effect levels off around locus 18, but this result should be 
treated with caution: the selection processes will tend to favour those designs with 
fewer attempts per element addition success since it is these designs that will increase 
in fitness more rapidly. Furthermore, fewer designs will reach the larger sizes and hence
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the average value is obtained from a smaller number of designs than with the values for 
the smaller design sizes. It is reasonable to believe that the average number of attempts 
per element addition success would continue to increase without the above two effects. 
The overall pattern appears to be similar across mutation rates.
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Figure A.49: Attempts per element addition success at each locus for mutation rate 0.00 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.50: Attempts per element addition success at each locus for mutation rate 0.02 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.51: Attempts per element addition success at each locus for mutation rate 0.04 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.52: Attempts per element addition success at each locus for mutation rate 0.06 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.53: Attempts per element addition success at each locus for mutation rate 0.08 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
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Figure A.54: Attempts per element addition success at each locus for mutation rate 0.10 and varying 
entry weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst 
batch 5 has the highest.
A.5.3 Number of modular innovations after each locus charts
These charts show the number of modular innovations (mutations, or hill-climbing steps, 
involving replacing an existing element variant within the design) after each locus. For 
instance, the value at locus 5 indicates the number of modular innovations between 
the addition of an element at locus 5 to the design and the finding of a fitness peak, 
followed by the subsequent addition of an element at locus 6 . The common pattern 
is an short initial increase in the number of modular innovation steps (as the design 
grows in size, more steps become possible) followed by a fairly rapid drop-off in the 
number of modular innovation steps (as further elements are added, and the design 
increasingly grows in fitness, the ‘slack’ available for hill climbing falls). Beyond locus 
15 the number of modular innovations remains at a low level. The effect of increased 
levels of mutation is to slightly increase the time it takes for the number of modular 
innovations to fall to low levels. Interestingly, mutation rate 0.08 again stands out, with 
the number of modular innovations after each locus remaining higher for longer than
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other levels of mutation. Again, mutation rates of 0.06 and 0 . 1 0  also exhibit a similar 
but less pronounced effect.
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Figure A.55: Number of modular innovations after each locus for mutation rate 0.00 and varying entry 
weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 
has the highest.
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Figure A.56: Number of modular innovations after each locus for mutation rate 0.02 and varying entry 
weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 
has the highest.
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Figure A.57: Number of modular innovations after each locus for mutation rate 0.04 and varying entry 
weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 
has the highest.
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Figure A.58: Number of modular innovations after each locus for mutation rate 0.06 and varying entry 
weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 
has the highest.
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Figure A.59: Number of modular innovations after each locus for mutation rate 0.08 and varying entry 
weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 
has the highest.
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Figure A.60: Number of modular innovations after each locus for mutation rate 0.10 and varying entry 
weights (0.01, 0.02, 0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 
has the highest.
A .6 Fitness over time
A .6.1 Fitness per step charts
The fitness per step charts show the average fitness of all of the designs within the design 
population at each model step. The common pattern is that of sharply increasing fitness 
followed by a transition to a much more gradual rate of improvement once fitness has 
reached around 0.75. Initally, at every entry weight, the fitness per step curves are 
largely the same. Again, the entry weight 0.08 stands out, resulting in the highest 
fitness at the end of the 2 0 0 0  model steps. At non-zero levels of mutation the entry 
weights 0.08 and 0.06 stand out as producing the superior fitness curves. Non-zero levels 
of mutation tend to actually worsen fitness curves overall, with a fall in final fitness of 
around 0.05 in the worst cases (usually entry weights 0.02 and 0.04).
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Figure A.61: Fitness per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.62: Fitness per step for mutation rate 0.02 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.63: Fitness per step for mutation rate 0.04 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.64: Fitness per step for mutation rate 0.06 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.65: Fitness per step for mutation rate 0.08 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.66: Fitness per step for mutation rate 0.10 and varying entry weights (0.01, 0.02, 0.04, 0.06, 
0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
A .6.2 Fitness per element per step charts
These charts show how the fitness of the design divided by the number of elements 
within the design alters over the course of the model runs. It is important to note that 
those entry weights which produced the worst fitness curves (such as 0.02 and 0.04) 
often produce the best fitness per element curves. This can be explained: the best 
fitness curves are often produced by pure element addition. However, these designs are 
often larger (more complex) than designs produced using other strategies and hence 
such designs may be more expensive when cost considerations are introduced.
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Figure A.67: Fitness per element per step for mutation rate 0.00 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.68: Fitness per element per step for mutation rate 0.02 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.69; Fitness per element per step for mutation rate 0.04 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
223
1.00
0.95
Average Fitness per Element per Step (Across 25 Runs)
0.90
0.85
0) 0.80
0.75
S  0.70
in
m 0.65
g  0.55 
0>
E 0.50 
«
L U  0.45
® 0.40
tfl 0.35 
0>
£  0.30 
u.
0) 0.25 O)
2 0.20 
§ 1^  0.15
0.05
0.00
200 400 600 800 1000
Step
1200 1400 1600 1800 2000
• A g g r e g a t e  A v e ra g e  (25  ru n s )  f o r  b a tc h  0  • A g g r e g a t e  A v e ra g e  (25  ru n s )  fo r  b a tc h  1 
•  A g g r e g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  2 A g g r e g a te  A v e ra g e  (25  ru n s )  f o r  b a tc h  3 
• A g g r e g a t e  A v e ra g e  (25  ru n s )  f o r  b a tc h  4  ■ A g g r e g a te  A v e ra g e  (25  ru n s )  fo r  b a tc h  5
Figure A.70: Fitness per element per step for mutation rate 0.06 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.71: Fitness per element per step for mutation rate 0.08 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Figure A.72: Fitness per element per step for mutation rate 0.10 and varying entry weights (0.01, 0.02, 
0.04, 0.06, 0.08 and 0.1). Batch 0 has the the lowest entry weight, whilst batch 5 has the highest.
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Glossary
adapted function A function belonging to a structure is adapted when the structure 
performs this function well in relation to its present environment (cf. Altenberg, 
1994). 6
adaptive walk The movement of a population or individual up toward the local op­
tim a, or ‘peaks’, of a fitness landscape through incremental modification of its 
structure (Kauffman & Levin, 1987). 32
allele An allele is a particular variant of a gene, th a t affects the characteristics associ­
ated with th a t gene (Holland, 1992, p9). 32
carbon lock-in A technological lock-in th a t prevents the development and diffusion 
of technologies th a t would lead to a reduction in carbon emissions (Unruh, 2000). 
9
complementarity Two artefacts, A and B, are complementary relative to a particular 
purpose when the performance of A and B combined is greater than  the individual 
performances of A and B summed (Rosenberg, 1982, p56-57). 5
complexity The complexity of a system corresponds with the level of structure, or­
ganised behaviour, and emergence exhibited by the system (Sporns, 2007; Nicolis 
& Rouvas-Nicolis, 2007). 5
component A unit functioning as a small part w ithin a larger technological system. 
Systems may themselves act as units within larger systems, whilst non-prim itive 
components may be decomposed to a collection of smaller components. See: Si­
mon (1902); M urmann & Frenken (2006); A rthur (2009). 5
component manufacturer A firm th a t focuses on making the base-level components 
from which the system is comprised (hlurm ann & Frenken, 2006, p947). 135
constructional selection The process by which a genome is constructed, through 
both  the addition of further genes and the m utation of existing genes, in such a 
way th a t the resulting structure exhibits evolvability (Altenberg, 1995). 52
227
core component A high pleiotropy component (a component that affects many func­
tions or characteristics) used within a technology (Frenken, 2006a, p299). 4
design dimension One choice, or degree of freedom, faced when constructing a de­
sign (Murmann & Frenken, 2006, p942,945). 21
dominant design A de-facto standard design associated with a change in the inno­
vative and competitive dynamics of an industry (Abernathy & Utter back, 1978, 
p33); A “a set of standardised high pleiotropy elements in the product popula­
tion^  ^ (Frenken, 2006b, p62). 3, 11
EC J A Java-based evolutionary computation research system''' produced by George 
Mason University. URL; http://w ww .es.gm u.edu/eclab/projects/ecj/. 58
economies of scope The efficiency savings achieved when certain components or as­
semblies can be re-used in multiple designs. Re-use increases the benefits of im­
proving these components and leads to re-use of associated skills, knowledge and 
machinery (Murmann & Frenken, 2006, p943). 22
entropy The level of disorder in a system. More specifically, ‘T/ie quantity of energy 
no longer available to do physical work’' (Downarowicz, 2007). When applied to 
a population of designs within a design space, entropy functions as a measure 
of variety based on the distribution of designs within this space (Frenken et a i ,  
1999b). 6
epistasis Epistatic interactions occur when the expression of a particular gene is de­
pendant upon the alleles of one or more other genes (Kauffman, 1993, p41). 33
epistatic Concerning the level of interdependency between genes. 33
era of ferment The era following a technological discontinuity in which substantial 
variation arises through exploratory product innovations (Anderson & Tushman, 
1990). 12
evolution of evolvability The evolutionary refinement of a solution representation, 
or genome, such that when used to produce new variants, via the operators of 
the evolutionary system in question, it is increasingly amenable to the production 
of viable new structures upon which selection may operate. Precise definitions 
of evolvability may be fitness dependent (Wagner & Altenberg, 1996), or fitness 
independent (Jin k  Trommler, 2010) and hence not dependent on the present 
state of a fluctuating selection environment. 52
evolvability A structure possesses evolvability when it is organised such that the ap­
plication of structure-modifying operations (mutation and crossover in a biological
228
context) are likely to yield viable new structures. See also: evolution of evolvabil­
ity. 5
exemplar artefact The present embodiment of the knowledge, skills and approach 
used by designers to address a particular problem. The exemplar provides a focus 
for attempts at future improvement and development (Dosi, 1988b, p i 127). 16
final system  assembler A firm that assembles components and subsystems into a 
technological system that is considered an end manufacturing objective, not cre­
ated for inclusion in a higher level system (Murmann & Frenken, 2006, p947). 
135
fitness component A component of the total fitness of a structure. Each component 
measures the performance of a particular function of the structure, dependent on 
the alleles of one or more genes (Altenberg, 1997). 33
fitness function The function relating particular designs to a numerical representation 
of the fitness of the design within a particular environment. This function is an 
approximation of the reality, and must be estimated. 32
fitness landscape A fitness landscape is a means of visualising the fitness of the de­
signs from the design space, by displaying the fitness values of each design in an 
additional dimension with the fitness values of neighbouring designs adjacent to 
one another. 31
functional attribute A behaviour or exhibited characteristic of a structure that af­
fects its survival probability within a selection environment. 2 0
gene A section of DNA corresponding to a functional unit of the organism in question. 
32
generalised NK model A version of the NK Model in which the pleiotropy of each el­
ement is not fixed at K -\- l  and where each element is not automatically associated 
with a particular functional attribute. 37
genome space The space of all possible genomes, and hence of all possible organisms. 
32
granularity The level of detail at which a particular population of structures is anal­
ysed. At very high granularity all structures are the same. Conversely, at very 
low granularity all structures are different (Murmann & Frenken, 2006). 13
greedy one-mutant adaptive walk An adaptive walk that, at each step, adopts the 
fittest neighbouring variant that is of superior fitness to the present location in 
the search space, i.e. chooses the steepest step possible (Altenberg, 1997). 70
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Hamming distance A distance measure for comparing two strings, usually of equal 
length. Distance is equal to the number of loci/index values that differ between 
the two strings (hlitchell, 1996, p7). 30
haploid genome A genome in which only a single copy of each gene is present, as 
contrasted to a diploid genome in which two copies of each gene exist. 33
high pleiotropy High-pleiotropy elements (genes, components or design dimensions) 
affect many functions of the structure in question. 5
historical constraint Past choices in the construction of a technological system may 
alter the relative worth of choices in the present, and may be costly to alter. If 
this is so then the system can be said to be subject to historical constraints. 5
imitation The integration of one or more components or design decisions of a compet­
ing design into a designers current design with the goal of increasing the fitness 
of the design. The copied components may replace existing components. 3
increasing returns Returns that scale with the size of the population of adopters, or 
product output level, such that the process of adoption becomes self-reinforcing.
4
interface An interface connects, and mediates between, two or more components of a 
technology. 4
local peak A configuration yielding maximum fitness relative to the surrounding de­
signs but not relative to the global peak of maximum fitness. 32
lock-in The process of increasing rigidity exhibited when a particular technology be­
comes sufficiently adopted to gain market share due to increasing returns or in­
terdependencies (Arthur, 1988a). 8
locus A gene position, or ‘index’, on a chromosome. 33
low pleiotropy Low-pleiotropy elements (genes, components or design dimensions) 
affect few functions of the structure in question. 5
macroscopic path dependence Path-dependence arising from increasing returns ef­
fects. 19
MASON Multi-Agent Simulator Of Neighbourhoods... or Networks... or something... 
Available from; http://cs.gm u.edu/ eclab/ projects/ mason/ .  58
microscopic path dependence Path-dependence emerging from the incremental search 
of designers through design space. 19
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modular innovation Innovation through modification of a subsystem (a change of 
variant). Analogous to mutation in biological evolutionary systems. 56
mutation Within the NK model mutations are single point. This means that a muta­
tion is a modification of the existing chromosome at a single point. 32
mutual information Mutual information indicates the degree to which a specified 
set of elements co-occur within a design population. High mutual information 
indicates a stronger dominant design. 6
myopic An action is myopic when it prioritises present considerations at the expense 
of future considerations. 134
neighbouring design A neighbour is a structure that differs from the present config­
uration by only a single design element. The exact definition of neighbour may 
change with a different choice of distance metric. 33
non-adapted function A non-adapted function is a behaviour of the structure in 
question that, at present, does not provide a significant contribution to the struc­
ture’s fitness. 5
path-dependence A property exhibited by systems in which past decisions shape and 
constrain the set of options when facing future decisions. 1 0
phenotypic function A function performed by an organism that affects its probability 
of survival. The function is exhibited at the organism’s phenotypic level but is 
determined by its underlying combination of genes. 5
pleiotropy The pleiotropy of an element (gene) is the number of functional attributes 
(phenotypic functions) that it affects (Altenberg, 1995). 36
polygeny The number of elements (genes) that affect a particular functional attribute 
(phenotypic function) (Altenberg, 1995). 36
population A collection of entities competing against each other for survival. 32
product innovation Innovation involving change in the design of a product. 22
radical innovation An innovation incompatible with the existing system (antecedent 
radical). Note; Innovations may be radical both in terms of their antecedents and 
their consequences (Murmann & Frenken, 2006, p944). 4
radical invention An invention incompatible with the existing system(Hiighes, 1989). 
23
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RePast Recursive Porous Agent Simulation Toolkit. 58
representation problem The challenge of designing representations that will yield 
well-adapted solutions when an initial solution is operated upon by the applied 
evolutionary operators (Altenberg, 1994). 54
search strategy The particular method(s) chosen to use when exploring the design 
space for better solutions. 17
selection The process by which those designs that are relatively better fitted to the 
environment are retained, and those that are relatively worse fitted are removed.
32
service characteristic An external, functional, characteristic of the system. This 
contrasts with technical characteristics that describe the internal structure of the 
system (Windrum et a i,  2009). 20
societal collapse A substantial rapid fall in the complexity of a society (Tainter, 1995, 
p399). 9
solution representation The arrangement of the structure which evolutionary oper­
ators modify. The solution representation is modified by a change of elements, 
whilst the solution is modified by a change of element variants. 52
standardisation An implicitly or explicitly agreed set of design decisions resulting in 
a common set of elements found across multiple designs. Standardised elements 
permit economies of scale and reduced production costs. 6
steepest ascent hill climb A hill climb away from low fitness valleys toward high fit­
ness peaks that at each step chooses the steepest direction in which to climb (Mitchell, 
1996, pl29). 70
stochastic fitness landscape The landscape of a fitness function that initially draws 
random values for each particular combination of alleles. Such landscapes form 
the central component in the standard and generalised NK models. 29
stochastic hill climb A hill climb away from low fitness valleys toward high fitness 
peaks via the application of random single point mutations. After each mutation 
the fitness of the new design is evaluated and the design retained if it proves to 
be fitter (Mitchell, 1996, pl29). 34
structure-function map A matrix showing which functions are affected by which 
elements. The technological equivalent of a genotype-phenotype map.. 20
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system  assembler A designer who assembles components and subsystems into a com­
pleted system at a higher level in the design hierarchy (Murmann & Frenken, 2006, 
p947). 135
technical characteristic A design choice concerning the internal structure of the sys­
tem. This contrasts with service characteristics that describe the external, func­
tional, characteristic of the system (Windrum et a i,  2009). 20
technological discontinuity The introduction of a radical new technology, providing 
an order-of-magnitude improvement in cost or performance (Anderson & Tusli- 
man, 1990). 12
technological paradigm An exemplar artefact and set of heuristics that serve to di­
rect future technological innovation (Dosi, 1988b). 6
technological paradigm replacement The process by which an existing paradigm 
is supplanted by another through alteration of the exemplar artefact and the 
associated search heuristics of the designers. 8
technological rigidity The tendency for technological systems to resist change once 
they have become established. 16
technological spéciation The process by which a population of designs centred around 
a certain point in design space diverges to form two separate populations that no 
longer share a significant set of core components (cf. Frenken & Nuvolari, 2004). 
8
technological trajectory A sustained direction of problem solving directed by a tech­
nological paradigm (Dosi, 1988b). 16
TP F technological paradigm formation. 4
variety Non-uniformity of structure within a population of structures. Applies equally 
to biological populations, collections of technologies or collections of designers. 3
Watchmaker A Java-based evolutionary computational framework.
URL; http://watchmaker.uncommons.org/. 58
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