Abstract. The covariant derivative of the Kähler form of an almost pseudoHermitian or of an almost para-Hermitian manifold satisfies certain algebraic relations. We show, conversely, that any 3-tensor which satisfies these algebraic relations can be realized geometrically. MSC 2010: 53B05, 15A72, 53A15, 53B10, 53C07, 53C25
Introduction
The paper of Gray and Hervella [17] puts into a unified framework 16 classes of almost Hermitian manifolds and was the work which inspired other classification results like those in [24, 28, 29] . It is important in the mathematical setting and is used in obvious settings when some class of Kähler or Hermitian manifolds is the central focus of investigation. The Gray-Hervella decomposition plays a role in the discussion of nearly Kähler and almost Kähler geometry as well as in the study of conformal equivalences among almost Hermitian structures (see for example [11, 23] , [4] , and [5, 7] , respectively). It is related to the Tricerri-Vanhecke [28] decomposition of the curvature tensor in [12] and it has a prominent role in understanding the influence of the curvature on the underlying structure of the manifold [19] . The Gray-Hervella classification is related to the 64 classes of almost quaternion-Hermitian structures in [21] , showing some interactions amongst them. The different classes have been considered for flag manifolds -they essentially reduce to four classes [26] , and the 6-dimensional case has been considered in detail in [3] . The different classes of almost Hermitian structures also enter into the discussion of some harmonicity problems [5] .
Although most of this work has been in the positive definite setting, the indefinite case also plays a role (see for example [10, 15, 18, 22, 27] ). In addition to the pseudo-Hermitian setting, the almost para-Hermitian geometry is of interest both from the mathematical and the physical point of view [1, 2, 8, 9, 16, 25] . Related work of Gadea and Masque [14] classified almost para-Hermitian structures into 32 different classes by considering separately the two natural distributions associated to the almost para-Hermitian structure.
In this paper we put both the almost para-Hermitian and the almost pseudoHermitian structures in an unified context by extending the Gray-Hervella decomposition to the pseudo-Riemannian setting. This is done by analyzing the covariant derivative of the corresponding Kähler form and the decomposition of the space of such tensors under the action of a suitable structure group (see Theorem 1.4 for details). Moreover we consider the geometric realizability of all the different classes by perturbing the given structures. In Theorem 1.1, we show that any algebraic covariant derivative Kähler tensor can be geometrically realized by perturbing the underlying structure on a given almost para/pseudo-Hermitian background manifold; Theorem 1.2 provides a similar result in the integrable setting. In Theorem 1.6, we restrict to the complex setting and extend results of [17] from the positive definite context to the indefinite context showing any of the 16 classes has at least one geometrical representative.
We establish notation as follows. Let (M, g) be a pseudo-Riemannian manifold of dimension m = 2m. Let J ± be endomorphisms of the tangent bundle T M . We say that (M, g, J + ) is an almost para-Hermitian manifold if J
We subscript J and Ω to keep track of the signs involved. For example, as we shall see presently in Lemma 3.1, we have:
It is convenient to work in an algebraic context as well. Let (V, ·, · ) be an inner product space and let J 
H ± (x, y; z) = −H ± (y, x; z) and
The following result shows that Equation (1.a) generates the universal symmetries satisfied by ∇Ω ± and provides a rich family of examples. It is striking that we can fix the metric and only vary the almost (para)-complex structure; in particular, we could take the background structure to be flat. Theorem 1.1. Let (M, g, J ± ) be a background almost para/pseudo-Hermitian manifold and let P ∈ M . Suppose given H ± in H ± (T P M, g P , J ±,P ). Then there exists a new almost para/pseudo-Hermitian structureJ ± on M which agrees with J ± at P so that ∇Ω ± (M, g,J ± )(P ) = H ± .
We consider the following subspace:
is a para/pseudo-Hermitian manifold (i.e. J ± is integrable), then ∇Ω ± ∈ U 3,± as we shall see presently in Lemma 3.2. Conversely: Theorem 1.2. Let (M, g, J ± ) be a background para/pseudo-Hermitian manifold and let P ∈ M . Suppose given H ± in U 3,± (T P M, g P , J ±,P ). Then there exists a new para/pseudo-Hermitian metricg on M which agrees with g at P so that ∇Ω ± (M,g, J ± )(P ) = H ± . Theorems 1.1 and 1.2 are global results; it is necessary to have a starting background structure as not every manifold admits a para/pseudo-Hermitian structure of a given signature; in general, there are topological restrictions on M for the existence of a (para)-complex structure or for the existence of a metric of signature (p, q). These Theorems give results in the category of compact manifolds. However it is a direct consequence of the Theorems that one can also restrict attention to an open coordinate chart to get purely local results.
These results are based on a decomposition of H ± which extends the decomposition given in [17] in the positive definite context. Adopt the Einstein convention and sum over repeated indices. 
Let GL be the general linear group. Set:
(1) (τ 1 H)(x) := ε ij H(x, e i ; e j ).
We have a direct sum orthogonal decomposition of H ± and of U 3,± into irreducible inequivalent U ⋆ ± modules in the form:
One obtains the corresponding decompositions if m = 4 by setting W 1,± = 0 and W 3,± = 0. The modules W i,− are also irreducible U − modules so the decomposition of [17] of H − as a U − module extends without change from the positive definite to the indefinite setting; we omit the additional analysis this requires in the interests of brevity. The modules W i,+ are not, however, irreducible U + modules and thus the classification of [14] is a more refined one than we consider here as there are 8 factors in the decomposition rather than 4. By using the structure group U ⋆ + instead of U + , we shall bypass some of the technical difficulties encountered in [14] and this structure group is sufficient for our purposes.
The focus of Theorem 1.1 and of Theorem 1.2 is to show that every element of H ± and of U 3,± is geometrically realizable in an appropriate context. One can, however, focus instead on the precise nature of the classes involved. We now restrict to the complex setting. Let ξ be a U We can generalize this to the indefinite setting; we shall suppose m ≥ 10 to simplify the discussion: Here is a brief outline to the paper. In Section 2, we review briefly the representation theory we shall need concerning U ⋆ ± submodules of ⊗ k V * and obtain an upper bound on the dimension of the space of quadratic invariants for H ± as a U ⋆ ± module. In Section 3, we turn to the geometric setting and study ∇Ω ± . In Section 4, we examine matters in the algebraic context and define projectors on the spaces W 1,± , W 2,± , U 3,± , and W 4,± . In Section 5, we fix the metric and vary the almost (para)-complex structure to prove Theorem 1.1 and Theorem 1.4. In Section 6, we assume the (para)-complex structure to be integrable and vary the metric to prove Theorem 1.2. In Section 7, we use results of [17] to establish Theorem 1.6.
Representation theory
and orthogonal projection on ξ is given by the first factor in this decomposition.
Suppose first (V, ·, · , J 0 − ) is a pseudo-Hermitian vector space of signature (p, q). We prove Assertion (1) for the smaller group U − ; it then follows automatically for the larger group U ⋆ − . Use the Gramm-Schmidt process to choose an orthogonal decomposition V = V + ⊕ V − which is J 0 − invariant so V + is spacelike and V − is timelike. Let T = ± id on V ± ; T ∈ U − since the decomposition is J 0 − invariant. Let {e 1 , ..., e p } be an orthonormal basis for V − and let {e p+1 , ..., e m } be an orthonormal basis for V + . Let {e 1 , ..., e m } be the corresponding orthonormal dual basis for
The collection {e I } is an orthonormal basis for ⊗ k V * with:
Since ξ + is spacelike and ξ − is timelike, the metric on ξ is non-degenerate and Assertion (1) follows in this framework.
The argument is a bit different in the para-Hermitian setting. Let (V, ·, · , J 0 + ) be a para-Hermitian vector space. Find an orthogonal direct sum decomposition V = V + ⊕ V − where V + is spacelike, where V − is timelike, and where
As before, let T = ± id on V ± ; T does not belong to U + but it does belong to U ⋆ + . The remainder of the argument now follows as in the complex case; it is necessary to assume ξ is invariant under U ⋆ + and not simply under U + -this is the crucial difference.
Remark 2.2. Lemma 2.1 fails for the group U + and it is for this reason that the decomposition of H + has more factors as a U + module than as a U Let ξ be a U ⋆ ± submodule of ⊗ k V * . We say that a symmetric inner product θ ∈ S 2 (ξ * ) is a quadratic invariant if θ(γx, γy) = θ(x, y) for all γ ∈ U ⋆ ± and for all x, y ∈ ξ; let S 2 U ⋆ ± (ξ) be the space of all quadratic invariants. The following is well known -see, for example, the discussion in [6] . The proof follows exactly the same lines as in the positive definite setting given Lemma 2.1 (1).
The modules ξ i are all irreducible and ξ i is not isomorphic to ξ j for i = j.
We now examine the space of quadratic invariants for the setting at hand.
Proof. Since the original discussion in [17] was in the positive definite setting, we shall provide full details. Let (V, ·, · , J 0 ± ) be a para/pseudo-Hermitian vector space and let ξ be a G submodule of ⊗ k V * . A spanning set for the space of quadratic invariants if G = O or if G = U − in the positive definite setting is given in [30] and in [13, 20] , respectively. The extension to the groups U ⋆ ± is straightforward (see [6] for example). In brief, if G = U ⋆ ± , everything is given by contraction of indices using the inner product ·, · and the structure J 0 ± where J 0 ± must appear an even number of times. The following is a convenient formalism. We identify θ with the corresponding quadratic function θ(x) := θ(x,
and if H ± ∈ H ± , then the associated invariant I(S) is given by:
The space of quadratic invariants of H ± is spanned by such invariants. We will stratify the invariants by the number of times J 0 ± appears; this gives rise to 2 basic cases each of which has 2 subcases.
(1) General remarks.
(a) We can replace the basis {e 
Geometric analysis
If (x 1 , . . . , x m ) is a system of local coordinates on M , let ∂ xi := ∂ ∂xi . Lemma 3.1. Let (M, g, J ± ) be an almost para/pseudo-Hermitian manifold. Then:
. We prove Assertion (1) by studying the action of J * ± : ∇Ω ± (J ± x, J ± y; z)
We use the fact that ∇g = 0 to prove Assertion (2) by computing:
Let g(x, y; z) := zg(x, y). We continue our study and assume J ± is integrable:
Proof. Since J ± is integrable, we may choose coordinates so J ± ∂ xi ∈ {∂ x1 , ..., ∂ xm }. Let x = ∂ xi , y = ∂ xj , and z = ∂ x k . We may apply Lemma 3.1 and the Koszul formula for the Christoffel symbols in a coordinate frame to see:
{g(x, z; J ± y) + g(x, J ± y; z) − g(z, J ± y; x)} + 1 2 {g(J ± x, z; y) + g(J ± x, y; z) − g(z, y; J ± x)} . Assertion (1) now follows from the identity:
g(x, J ± y; z) + g(J ± x, y; z) = z{g(x, J ± y) + g(J ± x, y)} = 0 .
We prove Assertion (2) by checking that ∇Ω ± satisfies the defining relation for U 3,± in this instance. We use Assertion (1) to compute:
2 {∓g(J ± x, z; y) ± g(y, z; J ± x) ∓ g(x, z; J ± y) ± g(J ± y, z; x)} = ∓∇ ± (x, y; z) .
We also use Assertion (1) to prove Assertion (3) by checking:
Let (V, ·, · , J 0 ± ) be a para/pseudo-Hermitian vector space. Let f be a smooth function on V and consider the manifold (M, g, J ± ) := (V, e 2f ·, · , J 0 ± ). We apply Assertion (2) and Assertion (3) to prove Assertion (4) by checking: e 2f σ ±, ·,· (df ) = −∇Ω ±,e 2f ·,· ∈ U 3,± .
Algebraic considerations
We now turn our attention to purely algebraic considerations. For the remainder of this section, let (V, ·, · , J 0 ± ) be a para/pseudo-Hermitian vector space. Definition 4.1. Let H ± ∈ H ± .
(1) (π 1,± H ± )(x, y; z) :=
Proof. Set:
We may use Equation (1.a) and Equation (1.b) to see that κ 1 ± H ± , and κ 2 ± H ± are anti-symmetric in the first two arguments. We show that κ
We see π 1,± H ± ⊂ H ± , π 2,± H ± ⊂ H ± , and π 3,± H ± ⊂ H ± by expressing:
We verify π 1,± H ± ∈ W 1,± , that π 2,± H ± ∈ W 2,± , and that π 3,± H ± ∈ U 3,± by checking that the defining relations are satisfied in each case:
Let H 1,± ∈ W 1,± , let H 2,± ∈ W 2,± , and let H 3,± ∈ U 3,± . We complete the proof of Assertion (1), of Assertion (2), and of Assertion (3) by verifying:
We now turn to the final assertion. We compute:
* . It is immediate that π 4,± takes values in W 4,± . We complete the proof by checking:
We examine these modules further:
2 {H 1,± (x, y; z) + H 1,± (x, z; y)} = 0. Next suppose that H 2,± ∈ W 2,± . We have
This shows that π 3,± H 2,± (x, y; z) = −π 3,± H 2,± (y, x; z) = π 3,± H 2,± (z, x; y) = −π 3,± H 2,± (x, z; y) .
Consequently H 1,± := π 3,± H 2,± ∈ W 1,± . Thus:
Let H ± ∈ W 1,± ∩ W 2,± . We establish Assertion (2) by checking:
Varying the almost (para)-complex structure
Fix a background almost para/pseudo-Hermitian manifold (M, g, J ± ) and a point P of M for the remainder of Section 5. Let O(M ) be the fiber bundle whose fibre over a point Q of M is the associated structure group O(T Q M, g Q ). The Lie algebra o of O is the vector space of all matrices which are skew-adjoint with respect to the inner product. Let ϑ ∈ o P ⊗ T = g(x, {−z(Θ)J ± + J ± z(Θ)}y)(P ). Assertion (2) is an immediate consequence of Assertion (1). The proof of Assertions (3) and (4) is a purely algebraic computation. Introduce an orthonormal basis {e 1 , . . . , em, f 1 , . . . , fm} for V so J ± : e i → f i and J ± : f i → ±e i .
We set ε i := e i , e i . Define ϑ 0 ∈ o by setting:
Suppose first that m ≥ 6. We set ϑ = ϑ 0 ⊗e 3 . Choose α ∈ C ∞ (M ) to be compactly supported near P with dα(P ) = dx 3 . If ε 1 = ε 2 , then the corresponding Θ may be taken to be:
whereas if ε 1 = −ε 2 , then Θ may be taken to be:
and Θ∂ yi = ∂ yi ∀ i .
Set H ± := Ξ ± (ϑ 0 ⊗ e 3 ). The non-zero components of H ± are determined by:
H ± (f 2 , e 1 ; e 3 ) = ∓1 and H ± (f 1 , e 2 ; e 3 ) = ±1 . The associated metric takes the form:
Set H ± := ∇Ω ± (0) =Ξ ± (ϑ). We use Lemma 3.1 to see τ 1 (H ± ) = 2e 1 and thus H ± has a non-trivial component in W ±, 4 . Since H ± (e 1 , e 3 ; f 3 ) = 0 and σ ± (e 1 )(e 1 , e 3 ; f 3 ) = 0, H ± also has a non-zero component in W 3,± . Theorem 1.2 now follows.
The 16 classes of almost pseudo-Hermitian manifolds
Proof of Theorem 1.6. If (M, g, J − ) is a ξ-manifold, then (M, −g, J − ) also is a ξ-manifold. Thus by replacing g by −g if need be, we may assume without loss of generality that p ≤ q and consequently, as m ≥ 10, that 6 ≤ q to establish Theorem 1.6. We shall use product structures. The projections π i,− for i = 1, 2, 3 and the map τ 1 are compatible with Cartesian product; the splitting σ − is not. This causes a small amount of additional technical fuss.
Suppose first that W 4 ⊂ ξ. By Theorem 1. Then (M, g, J − ) is an almost pseudo-Hermitian manifold of signature (p, q). We have ∇Ω g = ∇Ω g1 and τ 1 (∇Ω g ) = τ 1 (∇Ω g1 ) = 0. Thus π 3,− ∇Ω g is projection on W −,3 ; this would not be the case if τ 1 was non-zero and this fact played an important role in the analysis of Section 6. Since π i,− ∇Ω g = π i,− ∇Ω g1 , it now follows that (M, g, J − ) is a ξ manifold in this special case. Next we suppose that ξ = η ⊕W −,4 . Let (M, g, J − ) be an η-manifold of signature (p, q). We make a conformal change of metric and setg := e 2f g; it then follows from Lemma 3.2 that ∇Ωg = e 2f ∇Ω g − e 2f σ −,g (df )
where we use the original metric to define the splitting σ −,g . This has a non-trivial W 4,− component and the components W i,− for 1 ≤ i ≤ 3 are not affected.
