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ABSTRACT 
Recently, a classification of matrices of class Z was introduced by Fiedler and 
Markham. This classification contains the classes of M-matrices and the classes of N 0- 
and F0-matrices studied by Fan, G. Johnson, and Smith. The problem of determining 
which nonsingular matrices have inverses which are Z-matrices i  called the inverse 
Z-matrix problem. For special classes of Z-matrices, uch as the M- and N0-matrices , 
there exist at least partial results, i.e., special classes of matrices have been introduced 
for which the inverse of such a matrix is an M-matrix or an N0-matrix. Here, we 
define a system of classes of matrices for which the inverse of each matrix of each 
class belongs to one class of the classification of Z-matrices defined by Fiedler and 
Markham. Moreover, certain properties of the matrices of each class are established, 
e.g., inequalities for the sum of the entries of the inverse and the structure of certain 
Schur complements. We also give a necessary and sufficient condition for regularity. 
The class of inverse N0-matrices given here generalizes the class of inverse N0-matrices 
discussed by Johnson. All results established here can be applied to a class of distance 
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matrices which corresponds toa nonarcbimedean metric. This metric arises in p-adic 
number theory and in taxonomy. 
1. INTRODUCTION AND PRELIMINARIES 
Throughout this paper, we basically deal with n × n Z-matrices, i.e., real 
matrices whose off-diagonal elements are nonpositive. One well-known class 
of Z-matrices is the class of nonsingular M-matrices, i.e., those matrices of 
the form A = tI - B where B is a nonnegative matrix (B >/O) and where 
t > p(B); here, p(B) denotes the spectral radius of B. However, other 
classes of Z-matrices are also of interest, and have been discussed in the 
literature. Recently, Fiedler and Markham introduced in [5] a classification of 
matrices in class Z. They defined the class L~, for s = 0 . . . . .  n, as consisting 
of real n × n Z-matrices which have the form 
A=t I -B ,  where B >10 and p~(B) <~t <p~+l(B). (1.1) 
Here, p~(B) denotes the maximum of the spectral radii of all s × s principal 
submatrices of B, where Po(B) := -~ and p,+l(B) := +~.  Thus, the class 
L n is just the class of (singular and nonsingular) M-matrices. We note that 
L~_ 1 is the class of N0-matrices introduced by G. A. Johnson [20], and this 
class contains the N-matrices introduced by Fan [4]. Moreover, L n_ 2 is the 
class of F0-matrices defined by Smith [20]. 
As proved in [5], for each s with 1 ~< s ~< n - 1, the class L~ is equal to 
the class of Z-matrices for which all principal submatrices of order s are 
M-matrices, but there exists a principal submatrix of order s + 1 which is not 
an M-matrix. Additional properties of some of these classes are given in [2], 
[19] and [21]. 
On the other hand, there has been interest in inverse M-matrices, i.e., 
any nonsingular matrix B >t O whose inverse is an M-matrix. A survey of this 
topic is given by C. R. Johnson [9]. Recently, the new class of generalized 
ultrametric matrices was simultaneously introduced by McDonald, Neumann, 
Schneider, and Tsatsomeros [15] and Nabben and Varga [17]. If nonsingular, 
these matrices are inverse M-matrices. However, the oldest class of symmet- 
ric inverse M-matrices is the class of positive type D matrices defined by 
Markham [13] in 1972. A matrix A = [at, j] ~ R ~'" is of type D if there exist 
real numbers {a/}/"= 1, with a n > a~_ 1 > -.. > al, such that 
if i j, 1 
a~,j= ~J if i> j .  
( 
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As shown in [13], a matrix of positive type D (i.e., with a 1 > 0) is nonsingu- 
lar, and its inverse is a symmetric M-matrix (i.e., a Stieltjes matrix). As an 
example, for aj := j  for 1 ~<j ~< n, where n 1> 2, the associated n × n 
positive type D matrix and its inverse are given by 
A = 
-1  1 1 .'- 1 1 
1 2 2 ." 2 2 
1 2 3 ." 3 3 
1 2 3 -" n -1  n -1  
1 2 3 "" n -1  n 
and 
a - -1  
2 -1  
-1  2 -1  
-1  2 
-1  2 -1  
-1  1 
As mentioned in [17], the class of positive type D matrices (i.e., with cr I > 0) 
is contained in the class of generalized ultrametric matrices. 
But not only inverse M-matrices are of interest. For example, the linear 
complementarity problem can be solved by a single linear problem if the 
related matrix is an inverse Z-matrix [12]. Thus, it is natural to determine 
classes of matrices which are inverse Z-matrices. A first step was taken by 
G. A. Johnson [11], who proved that a matrix of negative type D (i.e., with 
tr, < 0) is an inverse N0-matrix. Later, Chen [3] studied necessary conditions 
for a matrix to be an inverse F0-matrix; however, no sufficient conditions 
were developed. 
Here, we continue discussing inverse Z-matrices. Using the classification 
of Z-matrices mentioned above, for each choice of s, we introduce sufficient 
conditions for a matrix to be an inverse L~-matrix. Thus, we define a system 
of classes of matrices for which the inverse of each matrix of each class 
belongs to one class of the classification on Z-matrices defined by Fiedler and 
Markham. 
Our system of classes contains the class of generalized ultrametric matri- 
ces, and, as we show below, our classes are defined in terms of ultrametric 
inequalities. The class of positive type D matrices is included in the class of 
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inverse Lo-matrices (i.e., the inverse M-matrices). We show that the concept 
of type D matrices can be extended to obtain inverse L~-matrices for each s 
with 0 ~< s ~< n. Moreover, we establish properties of the matrices of our 
classes, e.g., inequalities for the sum of the entries of the inverse and the 
structure of certain Schur complements. We also give a necessary and 
sufficient condition for their nonsingularity. In Section 3, we apply these 
results to a class of distance matrices which corresponds to a nonarchimedean 
metric. This metric arises in p-adic number theory and in taxonomy. 
We need the following additional notation. The set of positive integers 
{1 . . . . .  n} is denoted by N. By ~, we denote the vector [1 . . . . .  1] T ~ ~". For 
A =[ai,  j] ~ R " 'n,weset  
r (A )  := min{ai,j: i , j  ~ N}, 
to(A) := min{aj,,: ai, j = "r( A)}, (1.3) 
* (a )  := to(a)  - so that >/O. 
For a block-partitioned matrix A ~ R n' n with 
[A~,I AI,2], 
A= [A2,1 A2.2] 
where A1, 1 ~ ~r,r is nonsingular and where A2, z ~ ~n-r,n--r with 1 ~< r < 
n, the expression 
A/A1,  l :--- A2, 2 - A2,1A~,llA1,2 (1.4) 
denotes the Schur complement of A with respect o A1, 1. Similarly, A/A2,  2 
is defined. Also, I nl denotes the cardinality of a set B, i.e., the number of 
elements in B. 
2. A SUFFICIENT CONDITION 
The definition of our system of classes, which leads to a necessary and 
sufficient condition for a matrix to be an inverse L~-matrix, makes use of 
ultrametric nequalities for the entries of the matrix. The differences between 
the classes depend on the signs of all nonzero ff-diagonal entries and on the 
order of the largest principal submatrix which is a nonsingnlar M-matrix. 
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We begin with the following common definition of [15] and [17] for a 
generalized ultrametric matrix. 
DEFINITION 2.1. A matrix A = [a~,j] ~ ~n, n is a generalized ultramet- 
ric matrix if 
(i) A has nonnegative ntries; 
(ii) ai, j >/min{ai, k; ak,j} for all i, k , j  ~ N; 
(iii) each triple {q, s, t} _ N 3 can be reordered as a triple {i,j, k} such 
that 
(iii.i) ajk =a~k and a kj  =a  ki, 
(iii.ii) m'~[x{ai.j;'aj, 4} t> max{ai, k'; ak, ,}, 
(iv) ai, i >i max{ai,j;aj, i} for all i , j  ~ N. 
A matrix A is said to be a strictly generalized ultrametric matrix if strict 
inequality holds in (iv) for all i ~ j in N, where, if n = 1, this is interpreted 
as al, 1 >0.  
We see that if A is a generalized ultrametric matrix in ~n, n, then the 
matrix B := A + r~ n ~f  satisfies (ii), (iii), and (iv) of Definition 2.1 for any 
real r. This observation gives rise to 
DEFINITION 2.2. A matrix A = [ai,j] ~ ~" ' "  is a shifted generalized 
ultrametric matrix if there is a real number r such that A + r~:, ~:T is a 
generalized ultrametric matrix. If  strict inequality holds in (iv) of Definition 
2.1 for all i ~ N, then A is a strictly shifted generalized ultrametric matrix. 
n r l  • In addition, if A = [ai,j] R ' is a shifted generalized ultrametric matrix 
which is not a generalized ultrametric matrix, so that r (A)  < 0, then A is 
said to be of type U(p-,~p if 
(v) 
(~) 
a,.j <~ 0 for all i , j  ~ N with i ~ j ;  
p is the largest positive integer such that there exists a p x p 
principal submatrix of A which is a nonsingnlar M-matrix. If no such 
positive integer exists, then p := 0. 
As is easily seen, there are shifted generalized ultrametric matrices in 
•"' ", n 1> 2, which are not generalized ultrametric matrices, and for which 
the off-diagonal entries are mixed in sign. This shows that the sets Up(n~p 
represent proper subsets, of all shifted generalized ultrametric matrices not 
generalized ultrametric matrices, in R ~' n for n i> 2. 
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EXAMPLE 2.1. Consider the Z-matrix 
A := 
, 0] 
-2  2 -6  • 
-2  -2  1 
(2.1) 
Since 
A + 6~3 ~ = [li i] 4 8
can be verified to be a (strictly) generalized ultrametric matrix, then A is a 
(strictly) shifted generalized ultrametric matrix, which is obviously not a 
generalized ultrametric matrix, since A has some negative ntries. Note that 
the matrix 
1 i 1 -1 ]  A+5~= 7 -1  
3 6 
is also a (strictly) shifted generalized ultrametric matrix which is not a 
generalized (- l) ultrametric matrix, but this matrix is not in any U~ 3 - for , - -p  
0 ~< p ~< 3, because it has off-diagonal entries which are of mixed signs [of. 
(v) of Definition 2.2]. It is interesting to note that 
1[ 45 9 0] 
(A + 5~3~r) - '  = 441 -21 63 7 , 
-12  -27  67 
so that its inverse is not a Z-matrix. 
To determine the value of p for which A ~ U (-1) we have that p,3-p" 
A -1 = -14  7 = ~(10 I  - B), 
154 - 8 18 
(2.2) 
where 
i 16 361 B := 1 3 42 , 
18 12J 
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showing that A is nonsingular and that A-1 is a Z-matrix. Since some entries 
of A-1 are negative, A is surely not a nonsingular M-matrix. However, the 
leading principal 2 × 2 submatrix of A is a nonsingular M-matrix, so that, in 
the notation (vi) of Definition 2.2, 
A ~ []2(,11). 
Also, since A -1 is a Z-matrix, it can be verified, using the notation of (1.1), 
that the matrix B of(2.2) satisfies B >/O with Po(B) = -oo < 10 < pl(B) 
= 12, so that [cf. (1.1)] 
A -~ ~L0.  
The point of this example is this: for the matrix A of (2.1), we have that 
r r ( -1 )  A-1 A ~ v n m m and ~ Lm-1 for n = 3 and m = 1, 
which couples the class Un(_ -1), m for A to the class Z m_ 1 for A-1. As we shall 
later see, this is a special case of one of our main results, Theorem 2.10. 
In Section 3, we discuss the class of (symmetric) nonarchimedean matri- 
ces, which are the negatives of symmetric shifted generalized ultrametric 
matrices of type U0(~ 1) with zero diagonal entries, i.e., A ~ R ~'" is a 
symmetric shifted generalized ultrametric matrix of type U(,n 1) with zero 
diagonal entries if and only if -A  is a nonarchimedean matrix; see Proposi- 
tion 3.3. 
We next derive a subclass of each class defined above which generalizes 
the concept of type D matrices due to Markham [13]. 
DEFINITION 2.3. A matrix A = [a,,j] ~ ff~"' n is of type D~I),_ 1 if there 
exist real numbers {oti}~"_ 1,with O~ n > O¢n_ 1 > "'" > O¢ 1 > 0, such  that  
or i i f  i<~j, 
a i , j=  % if i> j .  
E R n n • D (-1) , where 0 ~<p ~<n, if there A matrix A = [ac t  ' is of  type p, n-p 
exist real numbers {ot~}~"= 1, with 0 > or, > a , _  1 > ... > a 1, such that 
{ oq if i< j ,  ac j= % if i> j ,  
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where, i fP :={ i~N:  a~, ,>0}and i f  M:={ i~N:  ai, i<0}, then  PUM 
= N, p := l e l ,  n - p = IMI, and 
a,,, > E la,,jl (i ~ P), 
je_P,j~i 
a,, i=  a i ( i  ~ M) .  
Matrices of type 1)1,-(1),- 1 are just the matrices of positive type D of (1.2), 
defined by Markham, and hence are generalized ultrametric matrices (cf. 
(- i)  [17]). Next, for an matrix A of e D~ , ~ of Defimtion 2 3, it is also ea 
ven .y . typ  ~, . -  " "  . ' " sy  to "fy that A is a shifted generalized uitrametric matrix which is not a 
generalized ultrametric matrix. Then, as the condition on the set P (with 
p = Iel) in the second part of Definition 2.3 creates a p >< p principal 
submatrix of A which is a nonsingular M-matrix, and as the remaining 
diagonal elements of A (associated with the set M) are negative, there can 
be no larger principal submatrix of A which is a nonsingular M-matrix. This 
shows that D (-l) is in fact a subset of U (-1) as the notation would p,n -p  p ,n -p ,  
suggest. 
EXAMPLE 2.2. As an example of a matrix of Definition 2.3, the matrix 
-4  -4  -4  -4  
-4  -3  -3  -3  
-4  -3  3 -2  
-4  -3  -2  3 
is in D(S2 )p ,_p for n = 4, p = 2, otj := -5  + j  for 1 ~<j ~< 4, e := {3,4}, and 
M .'= {1, 2}. Its inverse, given by 
A -1 
105 
1 - 140 
140 0 
0 
_14o  o 
180 - 20 
- 20 24 
-20 -4 241 
=~(180 I  - B) 
where 
B ..= 
7 i 140 0 01 14 0 20 20 
20 156 4 ' 
20 4 156 
INVERSE Z-MATRICES 529 
is such that pl(B) = 156 < 180 < p2(B) = 182.43533 . . . .  so that A -1 ~ L 1. 
Thus, 
A e Dn~21) and A -1 e Lm_ 1 for m = 2 and n = 4, m, ~rt 
which, as we shall later see, is a special case of Corollary 2.11, 
To illustrate the classes of shifted generalized ultrametric matrices, and 
especially the inequalities for the off-diagonal entries, weighted rooted trees 
can be used, as indicated in [17], for generalized ultrametfic matrices. 
Let G = (V, E) be a rooted tree, consisting of the set of vertices V and 
the set of edges E c {(x, y): x, y ~ V, x ~ y}. Let w E V denote the root 
of the tree, and let B c V denote the set of its leaves, with I BI = n. To each 
edge (x, y) of E, there are assigned two nonnegative numbers: 
l (x ,y )  i>0 and r (x ,y )  /> 0, 
and l and r are called weighting functions for the rooted tree. Then, for any 
b ~ B, let p(b) denote the consecutive distinct edges {(v i, Vi+t)}m~o 1, with 
b = v 0 and v m = w, which forms a path connecting the leaf b with the root 
w. For any b and b in B, set 
E t(v,,v,÷l), 
p(b)c3p(f~) 
d~(b,/~) := Y'~ r( v,, v, + l) , (2.3) 
p(b)f)p(f~) 
d(b, b) := max{dl(b, b); dr(b, b)}, 
where p(b)~ p([~) denotes the common edges of these paths from the 
leaves band b to the root w. If the leaves are numbered from 1 to n, and if 
the associated matrix A = [ai.j] ~ ~n,n has its entries defined by 
I d~(i,j) for i < j ,  
a , . j := d(i , j )  for i= j ,  (2.4) 
[dl( i , j )  for i > j ,  
we obtain, for every rooted tree and for all weighting functions l and r 
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defined on this rooted tree, a generalized ultrametric matrix. Conversely, for 
a given generalized ultrametric matrix A, there exists a rooted tree and 
weighting functions 1 and r such that the entries of A are given as indicated 
in (2.3) and (2.4) (see Theorem 3.4 of [17]). 
To extend the above connection, between weighted rooted trees and 
generalized ultrametric matrices, to weighted rooted trees and shifted gener- 
alized ultrametric matrices, it is only necessary to add, in the discussion 
above, a new vertex, which becomes the new root, and to add a single edge 
from the new root to the old root. For the associated weights, we assign to 
the new edge two equal real numbers r (possibly negative), i.e., 2 = r = r 
for this edge. The addition of this new root and single edge to a weighted 
rooted tree analogously defines a shifted generalized ultrametric matrix, and 
conversely, any shifted generalized ultrametric matrix similarly defines a 
weighted rooted tree. 
EXAMPLE 2.3. Consider the rooted tree in Figure 1 with leaves 
(0, * . . , (7) and weights r(i, j) and Z(i, j), shown respectively on the right 
and left side of the corresponding edge (i, j). If we add a new root and a 
FIG. 1. 
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single edge to the old root, with weights l = r = -5 ,  and use the definitions 
of (2.3) and (2.4), the associated shifted generalized ultrametric matrix 
A = [ai, 1] ~ ~7,7 is given by 
A = 
5 -2  -4  -4  -4  -4  -4  
4 8 -4  -4  -4  -4  -4  
-2  -2  5 -2  -2  -4  -4  
-2  -2  3 3 -2  -4  -4  
-2  -2  3 3 3 -4  -4  
-2  -2  -2  -2  -2  5 -1  
-2  -2  -2  -2  -2  2 4 
Throughout this paper, we use the following theorem, which is proved in 
Theorems 3.7 and 3.8 of [17]: 
THEOaEM 2.1. Let A = [ai, j ] E ~n, n be a strictly generalized ultramet- 
ric matrix. Then A is nonsingular, and its inverse A-1 ~ R"'" is a strictly 
row and strictly column diagonally dominant M-matrix, with the property 
that 
~o(A)~,rA-l~, < 1. (2.5) 
I f  A is a nonsingular generalized ultrametric matrix, its inverse A -1 ~ R"'" 
is a row and column diagonally dominant M-matrix, with the property that 
,,(a)en a-len 1. (2.6) 
We begin our results with the following lemma which is a small extension 
of Theorem 3.6 in [15]: 
LEMMA 2.2. Let A = [ai,j] ~ R"' n be nonsingular. Define 
: -~  max a . • r i minta.~ ,,j,.I and := { ,,jI*~ } for all i ~ N. 
j~N j EN  
I f  A >>, 0 and if A-l~n >1 O, then for each i ~ N, 
(2.7) 
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I f  A >1 0 and if A-11~, > O, then for each i ~ N, 
be~(~:~A-lf.) > 1 unless a i , j=be i fo ra l l j~N,  
r , ( f /A -~n)<l ,  unless a i , j=r  , fo ra l l j~N.  
(2.8) 
Similarly, if  A <~ 0 and if A-~¢n <~ O, then for each i ~ N, 
be,(¢[A-lCn) ~< 1, 
r,(¢[A-I¢n) >1 1. 
(2.9) 
I f  A <~ 0 and if A-~n < O, then for each i ~ N, 
be,(~[A-l~:n)<l unless a,.j = be, foral l  j ~ N, 
r i (~TA-~n)> 1 unless a , , j=z ,  fo ra l l j~N.  
(2.10) 
Proof. Assuming A >/O and A-l~n >/0, then 
en =a(a - len)  
 I]A 
n " ' "  ben 
[i 1] = ( 
n 
T - On comparing vector components above, it follows that 1 ~< bei(~, A ~n) for 
all i ~ N, which is the desired first inequality of (2.7). Next, note that if 
[Yl . . . . .  y,]r := A-~, ,  then for each i ~ N, 
1 = [A(A-l~n)], = ~a, , j y j  <<, be ,~ yj. 
j= l  j= l  
If y, > 0 for all i ~ N (i.e., A-l~, > 0, then equality can hold throughout, in
the above display, only if ai.j = be, for allj ~ N, and this establishes the first 
inequality of (2.8). The remaining inequalities are similarly established. 
As in the class of generalized ultrametric matrices, shifted generalized 
ultrametric matrices also satisfy a nested block structure, as given in Theorem 
2.3 below. 
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THEOREM 2.3. Let A = [ai, j] ~ R "'", n > 1, be a shifted generalized 
ultrametric matrix. Then there exist a permutation matrix P ~ R ~'" and a 
positive integer , with 1 <~ r < n, such that 
[ALl A1,2 ] 
pAp r = A2.1 A2,2 ] 
[ c o] 
= ~(A)~n_r~r T D + r(A){"~nr =: M + r (A)~.{ .  T, (2.11) 
where A1,1 ~ ff~,r and A2, 2 ~ ~n-r,n--r are shifted generalized ultrametric 
matrices. Moreover, the matrices A1, l and A2, 2 are reduced in the same way 
as A. The off-diagonal blocks are A1, 2 = r(A)~r~T_r and A2,1 = 
to(A)~n_r¢ T. 
The matrices M ~ R"'", C ~ ~r, r, and D ~ ~n-r, n- - r  are generalized 
ultrametric matrices and 8( A) = to(A) - r( A) >>, O. Moreover, 
to(A1.,) /> to(A) and to(A2.2) >~ to(A).  (2.12) 
I f  A is a strictly shifted generalized ultrametric matrix, then M is a strictly 
generalized ultrametric matrix. 
Proof. For a generalized ultrametric matrix, this is proved in Theorem 
3.1 of [17]. The general result then follows directly from the definition of a 
shifted generalized ultrametric matrix in Definition 2.2. • 
In what follows, we assume without loss of generality that the permutation 
matrix in (2.11) is the identity matrix. 
Theorem 2.3, given above for any shifted generalized ultrametric matrix, 
applies of course to its subsets Up{-n~p. We remark, however, that the 
decomposition of (2.11) when applied to a matrix A in Up~.,,  is such that 
its associated block submatrices, A1,1 and A2, 2 of (2.11), are sh~ifted general- 
ized ultrametric matrices which may or may not be in U-type sets. For 
example, the matrix A of (2.1) is in U~,S 1), but its decomposition, via (2.11), 
gives 
A := -2  2 -6  [ A2,1 , 
-2  -2  1 
with A1,1 ~ /-12(,o 1), while A2, 2 is a strictly generalized ultrametric matrix. 
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The next lemma gives some properties of matrices of type U (- 1) ~ ~n, n p,n -p  
LEMMA 2.4. Let A ~ ~"' n, n > 1, be a shifted generalized ultrametric 
matrix given in the block form (2.11). 
(i) If A is a nonsingular strictly shifted generalized ultrametric matrix of 
type Upt,-n~p for some p with 0 <~ p < n, then 
A-I~. < 0 and oJ(A)~fA-l~. > 1. (2.13) 
Similarly, if A is a nonsingular shifted generalized ultrametric matrix of type 
Up(- 1) for some p with 0 <<, p < n, then ,n -p  
A-I~. 6 0 and to( A)~TA-~. >t 1. (2.14) 
(ii) If a~ 1 in (2.11) /s nonsingular and of type Up~-~l_)p for some p with 
0 <~ p < r, then the Schur complement A/A1,1 is a generalized ultrametric 
matrix. If A~ is a nonsingular M-matrix, i.e., of type Ur(o ~), and if 
A2~U (-1)' w i thO<.q~n- r ,  thenA/Al, lisoftypeU('-x) fora , U~,n_r_  fi j t~ q ,n - r -q  
with 0 <.< ~ <.< q. The same holds for a/A2, 2. 
Proof. (i) We consider the nested block structure of (2.11) for A. Since 
A is by hypothesis a nonsingular strictly shifted generalized ultrametric 
matrix, then M of (2.11) is a strictly generalized ultrametric matrix from 
Theorem 2.3, which is also nonsingular from Theorem 2.1. Using the 
Sherman-Morrison formula (cf. [8, p. 52]) gives that 
a -1 = [M + -1 
, (a )  
= M- I  - 1 + ""°" 
where 7(A)~[M-  ~. 4= - 1. Thus, 
1 
A-I~" = 1 + v( A)~rM-~.  M-~"" (2.15) 
If T(A)~rM-~, > -1 ,  we would obtain from (2.15) that A-I~, =: u is a 
positive vector, since M-I~, > 0 (because M- l  is a strictly row diagonally 
dominant matrix from Theorem 2.1). Now, the hypotheses of (i) give that A 
is a Z-matrix. But as Au = ~,, this would imply (cf. [2, p. 136, 128]) that A is 
a nonsingular M-matrix, which contradicts the hypothesis that A ~ Upt~p 
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for some p with p < n. Thus, ¢(A)~.rM-~, < -1 ,  and (2.15)gives A-~n 
< 0, the desired first inequality of (2.13). It also follows from (2.15) that 
co(A)~[A-~, > 1 ,~' [co(A) - ~'(A) ]~fM-~ < 1. (2.16) 
From (2.11), it is evident hat co(M) = 8(A) = co(A) - "r(A). Because 
A is by hypothesis a strictly shifted generalized ultrametric matrix, M is a 
strictly generalized ultrametric matrix from Theorem 2.3, and hence [cf. (2.5) 
of Theorem 2.1] 
CO(M)UM-~j. = [co(A) - ~'(A)] UM-~:  . < 1. 
Thus from (2.16), co(A)~fA- ~n > 1, the desired final inequality of (2.13). 
To establish (2.14), assume that A is a nonsingular shifted generalized 
ultrametric matrix of type Up(-nOv for some p with 0 ~< p < n. Because A is 
a Z-matrix, we can write 
A =t I -B ,  where B ~ R n'" with B />O.  
Since A is nonsingular and not a nonsingular M-matrix, then p(B) > t, and 
for all E > 0 sufficiently small, 
A+E l=( t+E) I -B ,  where p( B ) > t + e. 
Hence, A + E1 is a nonsingular strictly shifted generalized ultrametric 
matrix for all E > 0 sufficiently small. On applying the two inequalities of 
(2.13) to A + El, and on letting E J, 0, the desired results of (2.14) follow. 
(ii) If A1,1 is nonsingular, its Schur complement A/A1,1 from (1.4) and 
(2.11), is given by 
A/A,,  1 = A2, 2 - r(A)co(A)(scf)t~,~ ~c)~._,~:T_~. 
As A2, 2 is a shifted generalized ultrametric matrix from Theorem 2.3, it 
follows from (2.17) and Definition 2.2 that A/A1,1 also is. 
Next, by hypothesis we have that A1, 1 is of type Up(]l_)p for some p with 
0 -<< p < r. With (2.14), we have 
~:TA~,~:~ < 0 and CO(AI,1)(~TAL~I~r) >1 1. 
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As these inequalities imply that ~TA{,~ 4= O, we have 
~YA -1 ~TA~ < 0 and to(A1,1) r 1,1~r ~ 1, 
from which it follows that to(A1,1) < 0. In addition, since to(A1, 1 ) /> to(A) 
from (2.12), we further deduce that 
to( A ) ~/ALll ~r >t 1. 
Also, since to(A) >t z(A) from (1.3), we have z(A) < 0. Then recalling, 
from (2.11) of Theorem 2.3, that A2, z = D + "r(A)~n_r~Tr where D in 
R,-~, , - r  is a generalized ultrametric matrix, the expression i  (2.17) can be 
written as 
A/A1,1 = D + [ - z (  A)][to( A)~ ~A-lr 1, i ~r -- 1]~n_r~T r . (2.18) 
But, as the scalar multiplier of ~n_r~T_r in  (2.18) is nonnegative; we see 
from Definition 2.1 that A/A1,1 is also a generalized ultrametric matrix. 
Next, let A1,1 be a shifted generalized ultrametric matrix of type U~o l), 
i.e., A1,1 is a nonsingular M-matrix; hence ~TA -I r 1,1 ~r > 0. Since the off-diago- 
nal entries of A1,1 are nonpositive, then z(A) and t0(A) are both nonposi- 
five, whence 
T( A) to( A)(  ~/ALI  ~r)~n_r~T_r >~ O. (2.19) 
(1 )  1V If Az, z is of type U~ ~ ~ q its off-diagonal entries are nonposit' e, and it 
follows from (2.17) and (2.19) that the same is true for A/AI,  1. From this, it 
is easy to see that A/A1,1 ~ U'~- 1) - for some/3 with 0 ~</3 ~< q. • p,n-r-p 
Since we are interested in nonsingular matrices, we establish a necessary 
and sufficient condition for a shifted generalized ultrametric matrix, with at 
least one negative diagonal entry, to be nonsingular. 
THEOaEM 2.5. Let A = [a i j] ~ R "'" be a shifted generalized ultramet- 
ric matrix with a negative diagonal entry. Then A is nonsingular if and only if 
A contains no zero row or zero column and no two rows or two columns 
which are the same. 
Proof. As it is evident hat if A is nonsingular, then A contains no zero 
row or zero column and no two rows or two columns which are the same, we 
need only to show the reverse implication. Thus, our hypothesis i that A in 
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~n,n is a shifted generalized ultrametric matrix, with a negative diagonal 
entry, which has no zero row or zero column and no two rows or two columns 
which are the same, and our goal is to establish that A is nonsingular. I f  
n = 1, this is certainly true, and we may assume that n >/2. Applying 
Theorem 2.3 to A = [ai, j ] gives, up to a permutation of indices, that there is 
a positive integer r, with 1 ~< r < n, such that [cf. (2.11)] 
A1,1 T(A)~r~nT-r] 
A= ,o( A)¢~_,U A~,~ 
= ~(A)~n_r~ T O + ~'(A)~,,~,]" =: M + z(A)~,,~ [,
(2.20) 
where A1.1 E ~r'  r and A2, 2 ~ ~n-r, n- r  are shifted generalized ultrametric 
matrices, and where M ~ ~n' n, C ~ ~r '  r, and D ~ Rn-r,  n- r  are general- 
ized ultrametric matrices. Because A has a negative diagonal entry, it follows 
from (iv) of Definition 2.1 and from the representation i (2.20) that 
T(A) ~< og(A) <0. (2.21) 
First, suppose that there is a zero row or zero column in the generalized 
ultrametric matrix M in (2.20). Then, there is a permutation of indices such 
that A and M can be expressed, from (2.20), as 
] A = A2,2 = M+ T~:. ~:~ 
o o 1 = + ~¢~C 
M2,2 
[ ,  := , (A ) ] .  
(2.22) 
Now, the principal submatrix M2,2 of M (which is also a generalized 
ultrametric matrix) cannot have a zero row or zero column, since, from (2.22), 
A would then have two rows or two columns which are the same, contradict- 
ing our initial hypothesis. By the same reasoning, ~VI2, 2 does not have two 
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rows or two columns which are the same. Using Theorem 4.4 of [15], it 
follows that M2,2 is nonsingular. If we set A1,1 := [~'(A)] ~ R 1'1, then A1,1 
is nonsingular f om (2.21), with det A1,1 = ~'(A). Using the Schur comple- 
ment [cf. (1.4)] of A in (2.22), with respect o AI, 1 we have (cf. [7, p. 22]) 
that 
det A = det "~1,1 det(A/Al,1) = " r (A)  det[ A2,2-  ~'(A) ~ , -1C  1]. 
But as r(A) < 0 and as [cf. (2.22)] A2.2 - ~'(A)~,-l~r-1 = /~2,2 is nonsin- 
gular, the previous display gives that A is nonsingular. 
Next, we consider the case where there is no zero row or zero column in 
M. If M contains two rows or two columns which are the same, it would 
follow from (2.20) that A has two rows or two columns which are the same, 
which is again a contradiction toour initial hypothesis. Hence, it again follows 
Theorem 4.4 of [15] that M is nonsingular. Let ak, k be a negative diagonal 
entry of A. If ak, k = ~-(A), it would follow from (iv) of Definition 2.1 that 
the entries in the kth row and kth column of A are all ~-(A); whence, from 
(2.20), the kth row and the kth column of M would he zero, a contradiction. 
n n Thus, a k k > z (A) .  On writing M := [m i ~] R • then from (2.20), mk, k 
= ak, k '" ~' (A) ,  and, as ak, k < 0, this implies that 
mk, k < - r (A ) .  (2.23) 
Now, assume that A is singular, i.e., there exists an x :/: 0 with Ax = 0. On 
setting a := ~fx, we have 
O = Ax  = Mx + ~'( A )  a~, .  (2.24) 
Note that a is not zero, since M is nonsingular. Then (2.24) implies that 
x = - ~ ' (A)  o tM- l~,  whence a = ~x = - ~ ' (A)  a ( , fM-a~n . 
As a 4= 0, this gives 
-7 (  A )~TM- I~.  = 1, (2.25) 
where M is a nonsingular generalized ultrametric matrix. Thus, we have from 
Theorem 2.1 that M -1 is a row and column diagonally dominant M-matrix, 
so that M t> O and M-I~, /> 0, Applying (2.7) of Lemma 2.2 to the matrix 
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M gives that 
/ . t , (M)(~TM-I{.)  >/ 1 for all i ~ N. 
In particular, with M = [mij], we see from (iv) of Definition 2.1 that 
mk, k =/zk(M),  so that the above inequality becomes mk, k (~fM-~, )  >>, 1, 
which, with (2.23), gives -~-(A)(~TM-~,)  > 1. As this contradicts (2.25), A 
is then nonsingular. • 
EXAMPLE 2.4. The hypothesis in Theorem 2.5, namely, that A has a 
negative diagonal entry, cannot in general be weakened to A having a 
nonpositive diagonal entry. To show this, consider the matrix 
A := 
i -1  - 3 0 -3  
0 1 
0 0 
-3  
-3  
-1  
1 
so that 
3 3 
As A + 3~4~ f can be verified to be a generalized ultrametric matrix, then A 
is a shifted generalized ultrametric matrix. Note that A is evidently singular, 
but A has no zero row or no zero column, and no two rows or two columns 
of A are the same. 
As an application of Theorem 2.5, we have 
COROLLARY 2.6. Let A = [a~,j] ~ •,,n be a matrix of type D (-1)p,._p for 
some p with 0 <~ p <<, n. Then A is nonsingular. 
Proof. As previously noted, any matrix in D {- l) is a shifted generalized p,n -p  
ultrametric matrix. If A is of type D~-2) p for some p with 0 ~< p < n, then 
from Definition 2.3, A has a negative'ciiagonal entry, and A has no zero row 
or zero column, and no two rows or two columns which are the same. Thus, 
n D (1 )  A is onsingular from Theorem 2.5. If A is of type p_,_p with p = n, then 
A is strictly diagonally dominant from Definition 2.3, and hence is nonsingu- 
lar. • 
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Having characterized the nonsingular shifted generalized ultrametric ma- 
trices of type U (- l) we consider the determinant of these matrices. p,n-p, 
THEOREM 2.7. Let A = [a~ j] ~ Rn'" be a nonsingular shifted general- 
ized ultrametric matrix of type (fp~n~p. If 0 ~ p < n, then 
det A < 0. 
Moreover, each principal minor of order m with p < m < n is nonpositive, 
and there exists a positive principal minor of order p. If p = n (i.e., A is of 
type U2,o 1)) or if A is a nonsingular generalized ultrametric matrix, then 
det A > 0. 
Proof. I f  A is a nonsingular generalized ultrametric matrix, then (cf. 
Theorem 2.1) A -1 is a row and column diagonally dominant M-matrix, so 
that (cf. [2, p. 134, A1]) det A -1 > 0. As 1 = det(AA -1) = det Adet  A -1, 
then det A > 0. Similarly, if A is of type U~(,o l) (i.e., A is a nonsingular 
M-matrix), then det A > 0. This establishes the last part of Theorem 2.7. 
Next, assume that A ~ R n' n is a nonsingular shifted generalized ultra- 
metric matrix of type Up~-~12p with 0~<p <n.  I f  n = 1 so that p =0,  it 
follows that A = [or] ~ ~1,1 with a < 0; whence, det A < 0. For 1 ~< m < 
n, assume the inductive hypothesis that any B ~ R m'm which is a nonsingu- 
lar shifted generalized ultrametric matrix of type Uq~ml~q for some q with 
0 4 q < m satisfies det B < 0 (where, from the above discussion, if B 
U~mTO 1), then det B > 0). 
For n > 1, A can be represented from Theorem 2.3, up to a permutation 
of indices, as 
[ AI,1 A12] 
A= [A2,1 A2',2 ' .  
(2.26) 
where A1,1 ~ R r'r and A2, 2 ~ R "-r'n-r, 1 <~ r < n, are shifted generalized 
ultrametric matrices. Moreover,  A1, 2 = "r(A)(;r~T_r and A2, l = 
o)( A)~n_r~r T.
Since A is assumed to be nonsingular, then so is A + ~I for all ~ > 0 
sufficiently small. Hence, this shift allows us to assume that both A1,1 and 
A2, 2 in (2.26) are nonsingular. As in the proof of Theorem 2.5, we have that 4 
det A = det A1, 1 det (A /A I ,1 )  
= det A,, 1 det[ A2, 2 - z( A)og( A)( ~rrA{,~ r)¢n-r~:-r]" 
We now consider various cases. 
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If A1,1 is of type U~o 1) (i.e., A1,1 is a nonsingular M-matrix), then 
det AIA > 0. Now, assume that the Schur complement A/AI ,  1 = A2, 2 - 
r(A)to(AX~rA~,~r)~,_r~nr_r is a nonsingular M-matrix. If A is any lead- 
ing principal submatrix of A in (2.26) whose order is greater than the order 
of Ax, l, the Schur complement A/AI .  1 is a principal submatrix of A/A1,,t. 
Hence, deft A/Aa, 1) > 0, and as det A = det A1, l det(A/A1, x), then det A 
> 0. As all leading principal minors of A are then positive, A is a nonsingu- 
lar M-matrix (cf. [2, p. 135, El7]), which contradicts our assumption on A. 
Therefore, A/AI ,  x is not a nonsingular M-matrix, but again, as det A = 
det A1,1 deft A/A1,1) where det A ~ 0 and where det A1,1 > 0, then A/A1,1 
is nonetheless nonsingular. Hence,, by the inductive hypothesis, it follows 
that det(A/A1, 1) < 0, which implies det A < 0. 
If A1,1 is not of type U},o l), i.e., A1,1 is not a nonsingular M-matrix, then 
by the induction hypothesis, (let Aa, 1 < 0. Moreover, A/A I ,  1 is a generalized 
ultrametric matrix from (ii) of Lemma 2.4, so that from the first part of the 
proof, deft A/A1,1) > 0. Thus, det A < 0. [In all cases, we have actually 
shown that det(A + ¢I) < 0 for any • > 0 sufficiently small, so that the 
conclusion remains unchanged on letting • ~ 0, since A is by hypothesis 
nonsingular.] 
Since p is the order of the largest principal submatrix which is a 
nonsingular M-matrix, the remaining statements follow immediately. • 
For arbitrary Z-matrices A, det A > 0 is a necessary condition for A to 
be a nonsingular M-matrix. We next show that, with our additional structure 
for the off-diagonal entries, det A > 0 is also sufficient. 
COROLLARY 2.8. I f  a Z-matrix A e ~"'" is a shifted generalized ultra- 
metric matrix, then A is a nonsingular M-matrix if and only if det A > 0. 
Proof. If A is a nonsingular M-matrix, then it is well known that 
det A > 0. On the other hand, if A is a nonsingular shifted generalized 
ultrametric matrix, then A is a matrix of type Up ~ ~1) for exactly one integer 
p with 0 ~< p < n. If det A > 0, we obtain witia T[aeorem 2.7 that p = n. 
Thus, A is a nonsingular M-matrix. 
THEOREM 2.9. Let A = [ai, j] ~ ~n, n be a nonsingular shifted general- 
ized ultrametric matrix. I f  A is a generalized ultrametric matrix, then A -x is 
in L, .  I f  A is of type U (-1) , for an m satisfying 1 ~ m <~ n, then A - ~ is in n -m,  m 
L,,,_ 1, i.e., A -1 is of the form (cf. (1.1)) 
A -~ = tI - B, 
with B >10and Pm-I(B) < t < pm(B). Moreover, pm_t(B) = t if and only 
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i f  there exists a principal submatrix, of order n - m + 1, in A which is 
singular. 
Proof. For nonsingular generalized ultrametric matrices, this is proved 
in [15] and [17]. For the other cases, let us first assume that A is a 
nonsingular strictly shifted generalized ultrametric matrix of type U ¢- 1) n-m,m 
where m satisfies 1 ~< m ~< n. Then from Theorem 2.3, 
A = M + ~'(A)~.s or, 
where M is a strictly generalized ultrametric matrix. Hence from Theorem 
2.1, M is nonsingular. Using the Sherman-Morrison formula, A -1 can be 
expressed as 
[M + - '  
~'(A) 
= M-1 - 1 + r (A)~. rM-~.  M-~"~"rM-l '  (2.27) 
where z (A)~fM-~,  ~ 1. From Theorem 2.1, M -1  is an M-matrix which 
satisfies M-I~, > 0. Since m 4= 0, i.e., A is not a nonsingular M-matrix, we 
have from the proof of (i) of Lemma 2.4 that r(  A)~nrM- ~, < - 1. With this, 
it follows from (2.27) that A- t  is also a Z-matrix, since all the entries in the 
final matrix in (2.27) are negative. If A is a nonsingular shifted generalized 
ultrametric matrix of U ¢- 1) then A is a limit of strictly shifted generalized n- re ,  m,  
ultrametric matrices. Therefore, the inverse of A is also a Z-matrix. 
It is well known (cf. [7, p. 21]) for conformally partitioned nonsingular 
matrices, with square diagonal submatrices, that with 
IT,1 is1, s121 
Z = T2',I T2,2 ] and T-I=S=[sz, 1 S2,z  l ,  
we have 
1 -1 detT2, 2 = (det Sl ,~)(detT-  ) . (2.28) 
Then, choose T = A and S = A-1 in (2.28), where A is assumed to be a 
nonsingular shifted generalized ultrametric matrix of type ~ 1) . UIn - . . . .  where m 
satisfies 1 ~ m ~ n. From Theorem 2.7, det A < 0 [so that (det T - l )  -1 < 0 
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in (2.28)], and each principal minor of A, of order s with n - m < s < n, is 
nonpositive, while there exists a principal minor of A, of order n - m, which 
is positive. But, as (2.28) gives a coupling of  a principal minor of A with its 
associated complementary minor of A-1, it follows that each principal minor 
of A-1, of order j with 1 ~< j ~< m - 1, is nonnegative and there exists a 
principal minor of A -  1, of order m, which is negative. Recalling that A -  1 is 
a Z-matrix, we can write that A -1 = tI - B where B >/O, and, with the 
notation of (1.1), the above discussion gives that 
pm_, (B)  <. t < pro(B). 
Hence, A -1 ELm_ 1 for any I < m ~< n. I fm = 1, we again have pl (B)  > t, 
and as Po(B) := -oo, then Pl(B) > t > P0(B), whence A -1 ~ L 0. 
Finally, from (2.28) we see that Pm- I(B) = t, for some m with 1 < m ~< 
n, if and only if there exists a principal submatrix in A, of order n - m + 1, 
which is singular. • 
With Theorem 2.9, we have one of our main results. 
THEOREM 2.10. I f  a nonsingular Z-matrix A ~ R"'" is a shifted general- 
ized ultrametric matrix, then A 1 ~ Lm_ l i f  and only if A is of  type (- l) Url- m, 111 
for  an m with 1 <~ m <<. n. 
Proof. I f  AE  U (- l)  for an m with l~<m ~<n, then A - I  ELm_ l  n-m,m 
follows from Theorem 2.9. I f  A-1 ~ Lm - 1 for an m with 1 < m <<. n, then 
A -1 = tI - B, with B >~ O, satisfies pm_l(B)  <~ t < pro(B). Hence, there 
exists a principal minor of A-1, of order m, which is negative, and that each 
principal minor of A -  1, of order m - 1, is nonnegative. From the proof of 
Theorem 2.9, this implies that A has a principal minor, of order n - m, 
which is positive, and that each principal minor of A, of order s with 
n - m < s < n, is nonpositive. From Definition 2.2, it follows that A 
U,(-~I! m. The proof for the case m - 1 is similar. • 
(1 )  Since the classes of type D~-,_p-matrices are subclasses of the classes of 
type Up(,~p-matrices, we imme~ately obtain 
COROLLARY 2.11. I f  A ~ R"'" is of  type D~])n_l, then A -1 is in L n.  I f  
A ~ R"'" is of  type D (-1) with 1 <<.m <<.n, then A -1 is in L m l, i.e., n-m,m,  
A-  1 is of  the form 
A -~ = tI - B, 
with B >~ 0 and Pm- 1 (B) < t < Pm(B). 
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Proof. The proof follows directly from Theorem 2.9 and Corollary 2.6, 
which states that matrices of type D(p~2)_p are nonsingular. I f  m = 1, one 
diagonal entry of A-1 is negative; hence, A-1 ~ L0" • 
EXAMPLE 2.5. Consider the matrix 
A :___ 
5 -4  -4  -4 ]  
] -4  5 -3  -3  -4  -3  -2  -2  ' 
-4  -3  -2  -1  
whichisin D(p~nl)_p for n = 4, p = 2, dj := -5  + j  forl ~<j ~< 4, e := {1,2}, 
and M .'= {3, 4}. The inverse of A is given by 
A - -1  
19 
1 -4  
239 -32  
0 
26 -31  
- 31 230 - 239 
0 - 239 239 J 
4 213 31 ~ =: I -B .  1 I 
23----9 32 31 9 23 
0 0 239 
Using the definitions of (1.1), we have that pl(B) = 0.9205 . . . .  and p:(B) = 
1.0190 . . . .  so that, since pl(B) < 1 < p2(B), A -1 ~ L 1, which is in agree- 
ment with Corollary 2.11. 
3. NONARCHIMEDEAN MATRICES 
The results of the previous section can be applied to a special class of 
distance matrices, the so-called nonarchimedean matrices, which we consider 
in this section. Nonarchimedean matrices arise in p-adic number theory [22] 
and in taxonomy [1]. We will show that these matrices are negative symmetric 
shifted ultrametric matrices of type U0(,~ 1). Moreover, we will see that 
nonarchimedean matrices are closely related to symmetric ultrametric matri- 
ces. 
Recall that a valuation I" Iv: K ~ R~, where K denotes a field and R~- 
denotes the nonnegative real numbers, is called nonarchimed- 
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ean if 
]a + blv <~ max{lal~;[blv} for all a,b ~ K. 
Using a nonarchimedean valuation, we obtain a metric d on the field K 
which satisfies 
a(a, b) < max(a(a, c), a(c, b)} (3.1) 
for all a, b, c ~ K. A metric, which satisfies the strong triangular inequality 
(3.1), is called a nonarchimedean metric or an ultrametric metric. 
EXAMPLE 3.1. Let p be a fixed prime number. If Q denotes the set of 
all nonzero real rational numbers, then any a in Q can be uniquely written as 
r 
a =-p"  with s > O, 
S 
where r and s are integers which do not have a common divisor, p does not 
divide rs, and n is an integer (positive, negative, or zero). Then, we obtain for 
any p a nonarchimedean valuation (called the p-adic valuation), defined by 
lalp:={Op_, for a=0 
for a 4:0. 
As Ostrowski [18] proved, the valuations I" Ip and the absolute value are 
the only nonequivalent valuations of Q. Here, for two valuations I" I and II" ]l 
to be equivalent means that ]ql < Ipl if and only if Ilqll < Ilpll for all 
p,q~Q.  
If the set K is a finite set, we obtain a distance matrix, which we call 
nonarchimedean. 
DEFINITION 3.1. A matrix A = [a~,j] ~ R "''~ is called nonarchimedean 
if 
A is symmetric and A >i O, (3.2a) 
a~, i = 0 for all i ~ N, (3.2b) 
a,,j<~max{a,,k;ak,j} for all i , j , k~N.  (3.2c) 
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It is evident hat (3.2c) implies 
--a~,j >>, min{--ai,k; --ak,j} for all i , j , k  ~ N. 
Hence, on comparing Definition 3.1, for a nonarchimedean matrix, and 
Definition 2.2, for a matrix in U~o.-, 1), and noting that the diagonal entries of a 
matrix in U~o,-, 1) are all nonpositive, we directly obtain 
PROPOSITION 3.1. Let A be a nonarchimedean matrix in R"" ". I f  A is not 
the null matrix, then -A  is a symmetric shifted generalized ultrametric 
matrix of type Uo~~ 1) with zero diagonal entries. Conversely, if B is a 
symmetric shifted generalized ultrametric matrix of type U0~n 1) with zero 
diagonal entries, then -B  is a nonarchimadean matrix. 
Moreover, the nonarchimedean matrices and the symmetric generalized 
ultrametric matrices are closely related in another easily verified way. 
PROPOSITION 3.2. Let A be a nonarchimedean matrix in R n' ". Then, for 
all c ~ ~ with c >1 I~( A), where Iz( A) denotes the maximal entry of A, the 
matrix B ~ R ~' n with 
B := c n¢. -A  
is a symmetric generalized ultrametric matrix. Conversely, / f  B = [bi, fl 
R n' ~ is a symmetric generalized ultrametric matrix, then 
A := c~,, ~ - B - diag(e - bl, 1; . . .  ;c - b,~,,), (3.3) 
where c >>,/z(B), is a nonarchimedean matrix. Here, diag(c - bl, 1; "'" ;c - 
bn, n) denotes a diagonal matrix in ~"'~ having c - bi, ~ as diagonal entries. 
In the following, we use the previous propositions to establish properties 
of nonarchimedean matrices. We begin with a representation of nonar- 
chimedean matrices. 
PROPOSITION 3.3. Let A ~ R n'n, n > 1, be a nonarchimedean matrix. 
Then, up to a suitable permutation, A is given by 
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where C ~ R r'r and D ~ ~n- r ,n - r ,  1 <~ r < n, are nonarchimedean matri- 
ces, and 
T T ~n. n:= [~? ,0  . . . . .  o]T~-~ n and v :=[0  . . . . .  O,~n_r] 
Conversely, i f  C ~ R r' ~ and D ~ R" - r ,  n- r  1 <<. r < n, are nonar- 
chimedean matrices, and i f  T ~ R satisfies T >~ ; (C)  and T >~ /z(D), then 
is a nonarchimedean matrix. 
Proof. The proof follows immediately from Theorem 2.3, since, from 
Proposition 3.2, there exists a symmetric generalized ultrametric matrix B 
such that A = /~(A)~.~ T - B. • 
The reduction in Proposition 3.3 can be applied again to the matrices C 
and D. Thus, Proposition 3.3 describes the nested block structure of a 
nonarchimedean matrix. As introduced in [16] for strictly ultrametric matrices 
and in [17] for generalized ultrametric matrices, an associated binary rooted 
tree seems to be the most convenient way to illustrate this procedure. This 
tree determines, at each vertex, the two disjoint sets of indices which 
} #'{2} 
{3} d' {4} {5}Xe {6} 
ul :-- (1 ,1 ,0 ,0 ,0 ,0)T ;  v, :-- (0 ,0 ,1 ,1 ,1 ,1 )  r 
,,2 := 0 ,o ,o ,o ,o ,0 ) r ;  v2 := (o, 1,o,o,0,o)  r
ua := (0,0, 1, 1,0,0)T; va := (0,0,0,0,1,  1) T 
u4 :-" (0, 0,1,  0, 0, 0)r; v4 :-- (0,0,0,  1,0,0)  T 
U5 :'-- (0,0,0,0,1,0)T;  ~5 := (0,0,0,0,0,1)  T, 
FIG. 2. 
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correspond to the matrices C and D, and to the vectors u and v, as well as 
the scalar/z. In contrast o generalized ultrametric matrices, the rooted tree 
consists just of n -  1 vertices, since the diagonal entries of a nonar- 
chimedean matrix are zero. 
EXAMPLE 3.2. The binary rooted tree shown in Figure 2, together with 
(/x 1 . . . . .  /z 5) = (5, 1, 3, 2, 1), yields the nonarchimedean matrix 
A = 
5 
E .,(u,v{ + 
i=1  
with 
A = 
[i15555] 0 5 5 5 5 
5 0 2 3 3 
5 2 0 3 3 " 
5 3 3 0 1 
5 3 3 1 0 
Hence, we obtain 
PROPOSITION 3.4. Let A = [ai. j] ~ ~n, n be a nonarchimedean matrix. 
Then there exists a associated binary rooted tree for N = {1, 2 . . . . .  n}, 
consisting of n - 1 vertices, such that 
n-1  
A = ~_, Ixi(u,v ~ + v, uT), (3.6) 
i=1  
where the vectors u i and v i in (3.6) are nonzero vectors, having only 0 and 1 
entries, determined from the vertices of the tree, and the I~i's are nonnega- 
tive. Moreover, these I~'s, which correspond to a path from the root of the 
tree to a leaf, build a nonincreasing sequence. Conversely, given any binary 
rooted tree for N = {1 . . . . .  n} which determines the vectors u i and v~ ~ R", 
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and given any nonnegative constants { lz~}~l 1 such that these I~'s, which 
corresponds to a path from the root to a leaf, do not increase, then 
n-1  
E + v,u ) 
i= i  
is a nonarchimedean matrix. 
Since we are interested in nonsingular nonarchimedean matrices, we 
formulate the following result. 
THEOREM 3.5. Let A = [a~ j] ~ ~n,n, n > 1, be a nonarchimedean 
matrix. Then A is singular if and' only if a,,j = 0 for at least one pair ( i , j )  
with i ~ j, i, j ~ N. 
Proof. The diagonal entries of a nonarchimedian matrix are, by defini- 
tion, zero. Thus, it follows from the nested block structure of a nonar- 
chimedean matrix that two rows or two columns in the matrix are the same if 
there exists a zero off-diagonal entry. I f  no zero off-diagonal entry exists, then 
no two rows or two columns are the same. Moreover, as we then have that 
ai, ~ < max{ai, k: k ~ N\  {i}}, we can apply, to -A ,  the same proof as in the 
proof of Theorem 2.5, and the desired result follows. • 
Using Theorem 3.5, we note that we would obtain a nonsingular matrix if 
we make use of the property of a metric that 
d(a ,b )  =0 if and only if a =b 
in the definition of a nonarchimedean matrix. 
The relation between nonarchimedean matrices and symmetric shifted 
generalized ultrametric matrices of type U0~ t~, as described in Proposition 
3.1, gives rise to the following theorem which summarizes properties of 
nonsingular nonarchimedean matrices. 
THEOnEM 3.6. Let A E R n, n, n > 1, be a nonsingular nonarchimedean 
matrix, given in the block form of (3.4). Then Al, 1 and A2, 2 are nonsingular, 
and the Schur complements S 1 := A//AI, 1 and S 2 := A//A2,2 are negative, 
nonsingular symmetric generalized ultrametric matrices, i.e., - S 1 and - S 2 
are nonsingular symmetric generalized ultrametric matrices. The sign of the 
determinant of A is given by 
det A < 0 ifn is even, (3.7) 
det A > 0 /fn is odd. 
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The inverse of A, A -1 := [ai,j], is a -No-matrix, i.e., -A  -1 is a No-matrix, 
or equivalently - A -1 E Ln_ 1, and 
ai,i =0  for  all i ~ N if n =2,  
ai,i <0  for all i ~ N if n >2.  
(3.8) 
In addition, as the diagonal entries of A are all zero, all n principal 
submatrices of A - l ,  of order n - 1, are singular. Moreover, A-1 satisfies 
A-l~n > 0 and oJ ( -A)~fA- l~.  < -1 .  (3.9) 
Proof. All statements of this result follow immediately with Proposition 
3.1 and the corresponding results of the previous ection. Equations (3.8) and 
(3.9) follow from the fact that the off-diagonal entries of A and A -1 are 
nonnegative. • 
EXAMPLE 3.3. To illustrate the results of Theorem 3.6, consider the 
matrix A ~ R 6' 6, of Example 3.2. From Theorem 3.5, it is seen by inspection 
that A is nonsingular. Next, computation shows [cf. (3.7)] that det A = 
-1732, and its inverse A -1 := [ai. j] ~ R 6'6 is given [cf. (3.8)] by 
-450 416 25 25 20 20 / 
416 -450 25 25 20 20 
1 A-1 = 25 25 -266 167 47 47 
866 25 25 167 -266 47 47 " 
20 20 47 47 -482 384 
20 20 47 47 384 -482 J  
Thus, -A  -1 is a Z-matrix, which can be expressed as -A  -1 = ~(482 I  - 
B), where 
B := 
I 32 416 25 25 20 20] 
416 32 25 25 20 20 
25 25 216 167 47 47 
25 25 167 216 47 47 " 
20 20 47 47 0 384 
20 20 47 47 384 0 
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It can be verified that all six principal submatrices, of order 5, of -A  -1 are 
singular, so that ps(B)= 482, and that p6(B)= 528.1440 . . . .  Conse- 
quently, from (1.1) we have that -A  -1 ~ L 5. In addition, 
A- 76 = [56, 56, 45, 45, 36, 36]T/866 > 0, 
and 
o~( -a )  ~[a -  ~0 = - 1.5819 . . . .  
in accordance with (3.9). 
We close this section with the following observations concerning nonar- 
chimedean metrices again. If we have a nonarchimedean metric d on a finite 
set K = {1 . . . . .  n}, then we obtain a distance matrix A ~ R"'", with ai. j := 
d(i, j). This matrix is nonsingular and there exists a strictly ultrametric matrix 
B such that 
a = ix (a )¢ .C  - B .  
With Theorem 3.4 of [17], there exists a weighted rooted tree such that the 
entries of B are given, as indicated in (2.3) and (2.4). Since the matrices are 
symmetric, we need just one weighting function I. If p(i) denotes the path 
with distinct edges from leaf i to the root of the tree, we have, for 
i , j= l , . . . ,n ,  
d ( i , j )  = ix(A) - ~,, l (v, ,v,+l) for i 4~j, 
p(i)Op(j) 
d(i ,  i) = O. 
Thus, we have established a proof, which is based on matrix theory, of the 
following known result (cf. [1]): 
PROPOSITION 3.7. Each nonarchimedean metric on a finite set is repre- 
sentable by the metric on a rooted tree, as indicated above. 
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