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ABSTRACT
A new dynamical core of Environment and Climate Change Canada’s
Global Environmental Multiscale (GEM) atmospheric model is presented.
Unlike the existing log-hydrostatic-pressure-type terrain-following vertical
coordinate, the proposed core adopts a height-based approach. The move to
a height-based vertical coordinate is motivated by its potential for improving
model stability over steep terrain, which is expected to become more prevalent
with the increasing demand for very high resolution forecasting systems. A
dynamical core with height-based vertical coordinate generally requires an it-
erative solution approach. In addition to a three-dimensional iterative solver, a
simplified approach has been devised allowing the use of a direct solver for the
new dynamical core that separates a three-dimensional elliptic boundary value
problem into a set of two-dimensional independent Helmholtz problems. The
new dynamical core is evaluated using numerical experiments that include
two-dimensional nonhydrostatic theoretical cases as well as 25-km resolution
global forecasts. For a wide range of horizontal grid resolutions—from a
few meters to up to 25 km—the results from the direct solution approach is
found to be equivalent to the iterative approach for the new dynamical core.
Furthermore, results from the numerical experiments confirm that the new
height-based dynamical core leads to results that are equivalent to the existing
pressure-based core.
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1. Introduction
The dynamical core of the Global Environmental Multiscale (GEM) model, used operationally
by Environment and Climate Change Canada (ECCC) for numerical weather prediction (NWP),
employs a log-hydrostatic-pressure-type terrain-following vertical coordinate. The system of
nonlinear model equations is linearized around a basic state and is then reduced to an elliptic
boundary value (EBV) problem through numerical discretization and elimination of variables
(Girard et al. 2014). The existing pressure-type coordinate system then permits the use of a direct
solver for the discretized EBV problem to resolve the dynamical component of the flow. The
direct solver starts by separating the EBV problem vertically in terms of the vertical eigenvectors
of the part of the coefficient matrix that only includes the discretized difference and average
operators in the vertical direction (Qaddouri and Lee 2010). For N number of model vertical
levels, the resulting N vertically-decoupled two-dimensional Helmholtz problems are then
separated along the longitude, leading to a system of tridiagonal problems depending only on the
latitude. The tridiagonal problems are finally solved using LU decomposition without pivoting.
Such an approach is computationally more efficient than most iterative methods, particularly for
the spatial resolutions of the current operational NWP systems at ECCC.
One of the principal incentives for the adoption of the existing pressure-type vertical coordinate
in GEM is the computational advantage of the direct solution approach that is permissible with
such a coordinate. However, numerical experiments carried out at ECCC have revealed that
vertical separability, which is an imperative for the direct solution approach, can become quite
restrictive for very high spatial resolutions, e.g., for sub-kilometer horizontal grid spacing. Fur-
thermore, the reduction of the 2D Helmholtz problems into the 1D tridiagonal problems requires
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projection of right hand side (RHS) of the 2D problems along the pertinent eigenvectors which is
based on Fourier transformation. This necessitates transposing the coefficient matrix that involves
global communications, and therefore, becomes inefficient for very large number of processor
cores. As a result, the direct solver is found to lose scalability with increasing number of processor
cores. Initial research at ECCC as well as published research literature (Mu¨ller and Scheichl 2014)
reveal that optimized three-dimensional iterative solvers may possess better scalability in these
circumstances. The different limitations of the existing direct solver, particularly its potential lack
of scalability for future generations of massively parallel supercomputers, therefore warrants the
development of more scalable iterative solvers at ECCC. A height-based vertical coordinate is
considered to be more amenable to such iterative solvers as the metric terms originating from the
vertical coordinate transformation appear explicitly in the discretized EBV.
Another, but more challenging, problem pertaining to the existing GEM dynamical core is
the fact that the current model exhibits strong numerical instability over steep orography. Tests
conducted at ECCC have determined the maximum permissible terrain slope for maintaining
stability to be approximately 45◦ (Vionnet et al. 2015). This is generally considered to be a
limitation inherent to the terrain-following coordinate (TFC) systems (Za¨ngl 2012). With a
growing demand for very high-resolution operational NWP systems, steep orographic slopes
are expected to become more prevalent in the near future. Improving model stability over steep
mountains is therefore of critical importance for the future development of sub-kilometer NWP
systems. A number of approaches have been investigated to improve numerical stability with the
existing pressure-type vertical coordinate in GEM. These include increased off-centering in the
discretized vertical momentum equation, a vertically-variable basic state temperature profile, and
modifications to the nonhydrostatic contributions in the linear system arising from the discretized
4
GEM formulation. However, none of these approaches has been found to lead to any meaningful
stability improvement for steep orography.
Although the instability induced by steep orography is often characterized as a limitation of
the terrain-following nature of the vertical coordinate itself, Smolarkiewicz et al. (2007) were
successful in resolving flow around the Pentagon with a model involving height-based TFC
where the maximum slope was well above the widely acknowledged 45◦ threshold. Previous
experience with the Mesoscale Compressible Community model at ECCC also suggests that a
dynamical core with height-based TFC does not suffer from similar severe orography-induced
instability (Girard et al. 2005). Apparently, a dynamical core with a height-based TFC can lead
to improved numerical stability through better implicit treatment of the metric terms arising from
the vertical coordinate transformation through iterative solvers. More importantly, conventional
numerical approximation of the horizontal gradients in a TFC becomes less accurate with
increasing terrain slope as well as with increasing vertical resolution close to the model surface
(Mahrer 1984). In this context, Za¨ngl (2012) argues that the pressure gradient term, in particular,
becomes susceptible to triggering numerical instability when the height difference between two
adjacent grid points along a terrain-following vertical level is much larger than the vertical grid
resolution adjacent to the level. Numerical approximation of the horizontal gradient terms in
the TFC, however, can be significantly improved following the corrections proposed by Mahrer
(1984). These corrections require determination of the modified horizontal differencing stencils
associated with each grid-point location that minimize the error in the metric corrections for the
terrain-following nature of the coordinate. The existing pressure-type TFC varies with time and,
therefore, would require determination of the pertinent grid-point locations in the vertical for
the modified differencing stencils at every time step. On the contrary, the height-based TFC is
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time-invariant and thus would require the determination of these grid-point locations only once
at the beginning of the time integration. Therefore, from a computational efficiency standpoint,
a height-based TFC is more suitable for implementing improved numerical approximation of
horizontal gradients to address instabilities induced by steep orography.
The aforementioned challenges associated with the existing log-hydrostatic-pressure-type
TFC motivated the development of a new dynamical core for the GEM model that utilizes a
height-based TFC. The primary objective of the present study is to demonstrate that, for the
model configurations where orography-induced numerical instability is not relevant—i.e., for
horizontal grid resolutions within the hydrostatic regime—the new dynamical core developed at
ECCC with height-based TFC makes predictions that are equivalent to those from the existing
model. The present study also explores the appropriate strategy for coupling the operational
Physics Parameterization Package (PPP) of RPN (Recherche en pre´vision nume´rique) with the
new height-based dynamical core. Different setups for numerical experiments are utilized to
compare the newly-developed dynamical core with the existing one covering both hydrostatic and
nonhydrostatic scenarios. The experiments include two-dimensional theoretical cases (Robert
1993; Scha¨r et al. 2002) as well as three-dimensional global forecasts over a Yin-Yang grid
(Qaddouri and Lee 2011).
Relevant background information on the GEM dynamical core with the proposed height-based
TFC—from the spatial and temporal discretizations to the derivation of the elliptic boundary value
problem—is presented in section 2. The different solution methods utilized for the discretized
elliptic problem is discussed in section 3. The issue of coupling between the dynamical core and
the parameterized physics forcings is presented in section 4. Section 5 contains the comparisons
6
between the existing and the proposed dynamical cores in the context of two-dimensional
theoretical benchmark cases as well as three-dimensional deterministic global predictions. The
conclusions are then summarized in section 6.
2. Model Description
a. Governing equations
The GEM model equations originate from the Euler equations. With the traditional shallow at-
mosphere approximation (Phillips 1966), the system of equations in a spherical coordinate (λ ,φ ,r)
can be expressed as follows:
du
dt
−
(
f +
tanφ
a
u
)
v+
1
ρ
∂ p
∂x
=
(
du
dt
)
phys
, (1)
dv
dt
+
(
f +
tanφ
a
u
)
u+
1
ρ
∂ p
∂y
=
(
dv
dt
)
phys
, (2)
dw
dt
+
1
ρ
∂ p
∂ z
+g=
(
dw
dt
)
phys
, (3)
d lnρ
dt
+
∂u
∂x
+
∂v
∂y
+
∂w
∂ z
− tanφ
a
v=
(
d lnρ
dt
)
phys
, (4)
d lnT
dt
−κ d ln p
dt
=
(
d lnT
dt
)
phys
, (5)
where Eqs. (1)–(5) govern the evolutions of the u, v, and w components of velocity, mass and
energy, respectively. The spatial coordinates in the above equations are denoted by (x,y,z) which
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are related to the spherical coordinate (λ ,φ ,r) through the differential relations given by
dx= acosφdλ ,dy= adφ ,dz= dr, (6)
such that u, v and w are the physical wind components. In Eq. (6), a denotes Earth’s radius. The
Lagrangian derivative in this case can be expressed as
d
dt
=
∂
∂ t
+u
∂
∂x
+ v
∂
∂y
+w
∂
∂ z
. (7)
In addition to the four independent variables (x,y,z, t), the system of five equations (1)–(5) involves
six dependent variables, namely, the velocity components u, v, and w, the temperature T , the
pressure p, and the density ρ . Also, in the above equations, f is the Coriolis parameter and
κ = R/cp where R is the gas constant and cp is the specific heat of air at constant pressure. The
terms on the RHS of Eqs. (1)–(5) with subscript “phys” denote the various physical forcings.
Depending on the equation, these physical forcings may arise from different sources that include
friction, diabatic heating and frictional dissipation of kinetic energy. A sixth equation is required
to close the system described by the six dependent variables and is provided by the equation of
state, given by
p= ρRT. (8)
It is important to note that the atmospheric substance does not only contain dry air but also water
vapor and different types of hydrometeors. The displacement and evolution of water vapor and hy-
drometeors in the atmosphere are governed by their own evolution equations. However, they will
also affect the RHS terms through fluxes of water vapor and precipitation which constitute sources
of mass. The total air density in the presence of water in its different forms can be expressed as
ρ = ρd+ρw = ρd(1+ rw), (9)
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where ρd is the dry air density, ρw =
ρw
ρd
is the density of water vapor and hydrometeors, and rw
is the mixing ratio for the total water content of the atmosphere. The equation of state in such a
scenario is strictly given by
p= (ρdRd+ρvRv)T, (10)
where ρv and Rv are the density and gas constant of water vapor. Eq. (10) can then be further
rearranged in terms of the total air density ρ as
p= ρRdTv, (11)
where Tv is the virtual temperature of moist air which is given by
Tv =
1+ RvRd rv
1+ rw
T, (12)
where rv =
ρv
ρd is the water vapor mixing ratio. Rewriting the dynamical equations (1)–(5) in terms
of Tv is helpful as the equations can then be expressed using only the dry gas constant that does
not vary due to the atmospheric water content. It also allows to account for the effects of water
vapor buoyancy and condensed water loading implicitly. Furthermore, from the adiabatic point
of view, the introduction of Tv has no consequence since the water content is conserved during
dynamical transport.
b. Vertical coordinate
The log-hydrostatic-pressure-type terrain-following vertical coordinate of the operational GEM
model (Girard et al. 2014) has the form
lnpi = ξ +Bs, (13)
where ξ defines the terrain-following vertical coordinate, pi denotes the hydrostatic pressure,
B is a metric term prescribing the rate of flattening of the vertical coordinate with elevation,
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and s = ln
(
pis/pre f
)
with pis being the hydrostatic pressure at the surface and pre f = 103 hPa
is a reference pressure. The definition of this vertical coordinate follows the concept of the
generalized hydrostatic-pressure-type hybrid coordinate proposed by Laprise (1992). Further
details regarding the log-hydrostatic-pressure-type vertical coordinate are provided by Girard
et al. (2014) and Husain and Girard (2017).
The present study proposes to develop a GEM dynamical core where the vertical coordinate,
given by Eq. (13), in the existing dynamical core is replaced by a height-based TFC. The tradi-
tional formulation for height-based TFC can be expressed as
ζ (z) = H
z− zS
zT − zS , (14)
where z is the the true geometric height, zS and zT are the surface and the model top level heights,
and H is a scaling constant. A more general form of Eq. (14) can be devised as
z= A+BzS, (15)
where A= (zT/H)ζ and B= (1−ζ/H). Assigning H = zT implies zT = ζT and, as a result, Eq.
(15) becomes
z= ζ +BzS, (16)
which is similar to Eq. (13) in form. The vertical coordinate for the proposed dynamical core in
the present study, however, is further generalized as
z= ζ +B1zSL+B2(zS− zSL), (17)
which follows the concept of SLEVE (Smooth LEvel VErtical)-like coordinate system proposed
by Scha¨r et al. (2002), where zSL denotes the large-scale components of the orography. The vertical
coordinate defined by Eq. (17) permits separate rates of flattening for the large and small-scale
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contributions of the orography on the terrain-following vertical coordinate with changing elevation
through the metric terms B1 and B2 that are defined as
Bn =
(
ζT −ζ
ζT −ζS
)rn
, (18)
where rn = [rn,max− (rn,max− rn,min)λk] and λk = (ζ1− ζk)/(ζ1− ζS). The values of rn,min and
rn,max together determine the rate of flattening of the vertical levels with increasing height. The
subscript k of λ indicates the model vertical level number. Furthermore, the value of k decreases
with increasing height above the surface such that k=1 indicates the top-most model level.
Henceforth, in this paper, the two dynamical cores with vertical coordinates based on log-
hydrostatic-pressure and height are referred to as GEM-P and GEM-H, respectively. Different
aspects of the GEM-P dynamical core, including the model formulation, discretization and
numerical solution of the discretized problem along with the various modifications to the
formulation over the past years, have been discussed in detail in the existing literature (Yeh
et al. 2002; Qaddouri and Lee 2011; Girard et al. 2014; Husain and Girard 2017). The follow-
ing subsections therefore only present the relevant details of the proposed GEM-H dynamical core.
c. GEM-H formulation
The development of the GEM-H formulation requires further modifications to the system of
equations (1)–(5). First, virtual temperature, given by Eq. (12), is introduced in the system of
equations along with an isothermal basic state temperature T∗ such that Tv = T ′v + T∗, where T ′v
is the temperature deviation. The corresponding basic state pressure p∗ is defined hydrostatically
as ∂ (ln p∗) = −g∂ z/(RdT∗). The equation of state, given by Eq. (11), is then used to eliminate
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density ρ as a prognostic variable followed by a transformation of the resulting equations from
the geometric height coordinate to the terrain-following ζ -coordinate. The vertical coordinate
transformation leads to the replacements of the independent variables (x,y,z) associated with the
z-coordinate by (X ,Y,ζ ) that are defined in the ζ -coordinate. As a result, the system of equations
(1)–(5) is modified as follows:
du
dt
−
(
f +
tanφ
a
u
)
v+
Tv
T∗
(
∂q
∂X
− JX
Jζ
∂q
∂ζ
)
=
(
du
dt
)
phys
, (19)
dv
dt
+
(
f +
tanφ
a
u
)
u+
Tv
T∗
(
∂q
∂Y
− JY
Jζ
∂q
∂ζ
)
=
(
dv
dt
)
phys
, (20)
dw
dt
+
Tv
T∗
(
1
Jζ
∂q
∂ζ
−gTv
′
Tv
)
=
(
dw
dt
)
phys
, (21)
d
dt
(
q
c2∗
+ lnJζ
)
+
∂u
∂X
+
1
cosφ
∂ (cosφv)
∂Y
+
∂ ζ˙
∂ζ
− g
c2∗
w=
(
d lnρTv
dt
)
phys
, (22)
d
dt
[
ln
(
Tv
T∗
)
− q
cpdT∗
]
+
N2∗
g
w=
(
d lnTv
dt
)
phys
, (23)
where q= RdT∗ ln(p/p∗) is the pressure deviation from the basic-state pressure p∗, ζ˙ = dζdt is the
vertical motion with respect to the transformed ζ -coordinate, N2∗ = g2/(cpdT∗) is the square of the
basic-state Brunt-Va¨isa¨la¨ frequency and c2∗ = RdT∗/(1−κd) is the square of the speed of sound.
In Eq. (22), κ is replaced by κd = Rd/cpd as an approximation. It is also important to note that,
the physical forcings associated with the modified continuity equation, given by Eq. (22), now
includes the same diabatic heating term that appears in the thermodynamic equation, given by Eq.
(23).
In the above equations, the terms JX , JY and Jζ appears due to the vertical coordinate transfor-
mation where JX = ∂ z∂X , JY =
∂ z
∂Y and Jζ =
∂ z
∂ζ . It is however important to note that the coordinate
12
transformation used to derive the Eqs. (19)–(23) is incomplete and only the following derivative
operators have been transformed:
∂
∂x
=
∂
∂X
− JX
Jζ
∂
∂ζ
, (24)
∂
∂y
=
∂
∂Y
− JY
Jζ
∂
∂ζ
, (25)
∂
∂ z
=
1
Jζ
∂
∂ζ
, (26)
d
dt
=
∂
∂ t
+u
∂
∂X
+ v
∂
∂Y
+ ζ˙
∂
∂ζ
. (27)
As a result, the original vertical velocity w has not been completely eliminated from the system.
The system of equations in the ζ -coordinate has its own vertical velocity in the form of ζ˙ =
dζ
dt , whereas w =
dz
dt remains in the system as a kinematic relation that needs to be dealt with
explicitly. Charron et al. (2004) have demonstrated that such an approach is perfectly equivalent
to a full coordinate transformation. As the treatment of advection in GEM is based on the semi-
Lagrangian approach (Husain and Girard 2017), the kinematic relation defining w is also solved
semi-Lagrangially. However, for convenience, the kinematic relation is modified as
d
dt
(z−ζ )+ ζ˙ −w= 0, (28)
where Eq. (28) along with the Eqs. (19)–(23) constitute the complete system of equations for the
GEM-H formulation.
One important aspect of any NWP model is how the effects of the physics forcings, as presented
in the RHS of the Eqs. (19)–(23), are accounted for as the model equations are integrated at each
time step. One way is to resolve the dynamical equations in the absence of any physics forcing
13
and then modify the solution with the parameterized forcing as adjustments outside the dynamics
step. Another possible approach is to compute the physics forcing and combine their effects with
the nonlinear terms in a semi-implicit way within the dynamics step. This important aspect of
the GEM model with particular focus on its impact pertaining to the GEM-H dynamical core is
discussed in further details in section 4.
d. Spatial grid and discretization
The objective of this project has been to implement the option of a dynamical core based on
height-type vertical coordinate in addition to the existing pressure-type coordinate in the GEM
model. The strategy has been to add the new coordinate option with minimal changes to the
dynamical core and the rest of the GEM model source code. Therefore, the spatial grid struc-
tures in GEM-H, both in the horizontal and the vertical, are kept the same as those in GEM-P,
which implies a staggered Arakawa C grid (Arakawa 1988) in the horizontal and a staggered
Charney-Phillips grid (Charney and A.Phillips 1953) in the vertical. The horizontal and vertical
grid structures are presented in Fig. 1.
In addition to being similar to GEM-P for the limited-area model (LAM) grids, the global grid
system is also kept unchanged in GEM-H, and is therefore, based on a Yin-Yang grid system
(Qaddouri and Lee 2011). The Yin-Yang system combines two overlapping latitude-longitude
LAM grids to form a global grid following the Schwarz method for non-matching domain
decomposition (Qaddouri et al. 2008) and thus avoids pole-related singularity and convergence
issues associated with a conventional global lat-lon grid. Further details on the Yin-Yang grid are
provided by Qaddouri and Lee (2011).
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e. Discretization in time
The general form of an individual equation in the system comprised of Eqs. (19)–(23) and (28)
can be expressed as
dFi
dt
−Gi = Pi (29)
where Fi denotes the advected quantity for an individual equation i within the system, Gi is the
associated dynamics source term with linear and nonlinear components, and Pi denotes the corre-
sponding physics forcing. Similarly to GEM-P, treating the advection terms in a semi-Lagrangian
way and applying a two-time-level Crank-Nicholson temporal discretization leads to
FAi −FDi
∆t
− 1+bi
2
GAi −
1−bi
2
GDi = scPi (30)
where ∆t indicates the time-step length, and the superscripts A and D denote the arrival and depar-
ture positions of the air parcels at the current time t and the previous time (t−∆t), respectively.
The integrals of the source terms Gi for the different dynamical equations are approximated by
trajectory averages. The parameter bi denotes the off-centering weight factor for the averaging
of the dynamics source terms. When bi = 0, the averaging of the source term is fully centered,
whereas bi > 0 implies additional weight placed on the implicit component of the source term.
Historically, off-centering was implemented in GEM-P primarily to address spurious resonance
originating from stationary orographic forcing (Rivest et al. 1994). However, it also suppresses
computational noise and improves numerical stability. These other beneficial impacts have been
found to be equally important in the current and previous implementations of GEM-P for the
different operational NWP systems at ECCC. As the principal objective of this study is to have
a GEM-H dynamical core that is equivalent to GEM-P for the different operational GEM-based
NWP systems, off-centering has been retained in GEM-H. Also, following the latest implemen-
tation of GEM-P (Husain and Girard 2017), a differential approach for off-centering has been
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adopted for GEM-H where bi varies depending on the dynamical equation denoted by the sub-
script i. At present, the system of equations, given by Eqs. (19)–(23) and (28), are separated into
three groups with an associated off-centering parameter for each group as follows:
(i) bm for the horizontal momentum equations [Eqs. (19)–(20)],
(ii) bh for the continuity and thermodynamic equations [Eqs. (22)–(23)], and
(iii) bnh for the vertical momentum and kinematic equations [Eqs. (21) and (28)].
On the RHS of Eq. (30), the term Pi denotes the parameterized physics source term and the
parameter sc indicates the mode of coupling between physics and dynamics. Depending on the
chosen method for dynamics-physics coupling, the value of sc can be either 0 or 1. Also, the
approach for dynamics-physics coupling determines how the contribution of Pi is accounted for in
the model. Further discussions regarding the coupling of the parameterized physics forcing with
the dynamical core is presented in section 4.
f. Trajectory calculations
Semi-Lagrangian treatment of advection requires the solution of kinematic displacement equa-
tions of the form
dX
dt
= u,
dY
dt
= v, (31a)
dζ
dt
= ζ˙ , (31b)
to determine the departure positions of the air parcels. In the context of GEM-P, Husain and Girard
(2017) have shown that the consistency in the numerical discretizations between the dynamical and
trajectory equations is fundamentally important for accurate solution of the advection problem.
In order to be numerically consistent, similarly to the treatment of the dynamics source term in
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Eq. (29), the averaging of the velocities in Eq. (31) needs to be done using the trapezoidal
rule. Furthermore, the interpolation scheme employed to determine the wind field at the departure
positions for the trajectory calculations need to be the same as the one applied to determine the
source terms in the dynamical equations at the departure positions. In the case of GEM-P, cubic
interpolation is used for both the wind field and the dynamical source terms to achieve numerical
consistency. Following the conclusions of Husain and Girard (2017), similar consistent trajectory
calculation approach is adopted in GEM-H, i.e., trapezoidal rule for evaluating the integral of the
source term in Eq. (31) along with cubic interpolation to determine the wind field at the departure
positions.
g. The elliptic problem
In order to solve the system of equations associated with the GEM-H formulation, each equation
of the form (30) is rearranged to separate the linear and nonlinear components of the implicit part
and is expressed as
Li = Ri−Ni, (32)
where Li = (FAi /τi−GAi )linear, Ni = FAi /τ −GAi − Li, and Ri = FDi /τi+ βiGDi + scPi with βi =
(1− bi)/(1+ bi) and τi = ∆t(1+ bi)/2. Eqs. (19)–(23) and (28) are rearranged as in Eq. (32),
giving
Lu =
u
τm
+δXq− siJXJ−1ζ δζq
Xζ
, (33)
Lv =
v
τm
+δYq− siJY J−1ζ δζq
Yζ
, (34)
Lw =
w
τnh
+(siJ−1ζ + sd)δζq−g
T
′
v
Tv
, (35)
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Lc =
1
τh
(
q
c2∗
+ lnJζ
)
+δXu+
1
cosφ
δY (cosφv)+δζ ζ˙ − εwζ , (36)
LT =
1
τh
(
T
′
v
Tv
− q
ζ
cpdT∗
)
+µw, (37)
Lz =
z−ζ
τnh
+ ζ˙ −w, (38)
where the symbol δi denotes the finite difference operator along the i-direction, and the overline
operator ()
j
implies spatial averaging in the j-coordinate. For convenience of notation the terms
g
c2∗
and N
2∗
g have been replaced by ε and µ , respectively. The corresponding nonlinear components
Ni associated with the discretized forms of the Eqs. (19)–(23) and (28) as well as the associated
RHS terms Ri are provided in Appendix A. The parameters si and sd in the above equations denote
the choice of the solver for the dynamical core, where the subscripts i and d stand for iterative and
direct respectively. Based on the selected solution approach, these parameters can be either 1 or
0, and are mutually exclusive such that si = 1− sd. Further discussion on the solution approaches
is presented in Section 3. As shown by Coˆte´ and Staniforth (1988), the solution of the system
of equations of the type (32) requires nonlinear iterations for convergence, where the nonlinear
terms Ni are re-evaluated during each iteration using the latest values of the prognostic variables.
Furthermore, Crank-Nicholson iterations are required, where the Ri terms are re-evaluated during
each iteration at the departure positions calculated using the latest velocity estimates. At present,
the GEM-based operational NWP systems at ECCC utilize two Crank-Nicholson iterations and
within each Crank-Nicholson step two nonlinear iterations are carried out. As a result, irrespective
of the solution approach, the solver is called four times during each dynamical time step.
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The discretized equations with the left hand sides (LHSs) given by Eqs. (33)–(38) are then
reduced into a single elliptic boundary value (EBV) problem through elimination of variables,
where the LHS of the final elliptic problem has the form
L
′′′
c = δXA+
1
cosφ
δY [cosφB]+δζC− εCζ − γq, (39)
where A =
(
δXq− siJXJ−1ζ δζq
Xζ
)
, B =
(
δYq− siJY J−1ζ δζq
Yζ
)
and C = Γ
[
(siJ−1ζ + sd)δζq−
µqζ
]
. Also, in Eq. (39), γ = 1/(c2∗τhτm) and Γ = 1/(τm/τnh+N2∗τhτm). It is important to note
that, with si = 1, the terms A, B and C (with µ = 0) are simply the components of the gradients
in the terrain-following coordinate system. The sequence of steps involved in deriving the EBV
problem, i.e., the final form of L
′′′
c , is provided in Appendix B.
h. Initial and boundary conditions
As with the case of any initial value problem, in order to initiate integration in time, the GEM-H
dynamical core requires initial values of all the prognostic variables. At present, ECCC’s opera-
tional data assimilation system provides analyzed initial values for the horizontal wind components
u and v, virtual temperature Tv and surface pressure ps. The remaining prognostic variables w, ζ˙
and q are computed in a diagnostic manner at time t = 0. The initial value of q is obtained from the
analyzed surface pressure ps with a hydrostatic approximation. Substituting dwdt = 0 in Eq. (21)
gives
1
Jζ
∂q
∂ζ
= g
Tv
′
Tv
(40)
as a hydrostatic approximation. The value of q at the different model levels are then obtained by in-
tegrating Eq. (40) where at the surface, due to the hydrostatic approximation, qs= RdT∗ ln(ps/p∗).
The initial value of ζ˙ is computed by assuming ∂ρ∂ t = 0 at time t = 0 in the continuity equation. In
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the ζ -coordinate, this takes the form
∂
∂X
(
ρu
∂ z
∂ζ
)
+
1
cosφ
∂
∂Y
(
cosφρv
∂ z
∂ζ
)
+
∂
∂ζ
(
ρζ˙
∂ z
∂ζ
)
= 0, (41)
which is then discretized to compute the initial value of ζ˙ . Once ζ˙ is known, the initial value of w
is obtained from its definition in the ζ -coordinate. i.e., w≡ dzdt = uJX + vJY + ζ˙Jζ .
The boundary conditions for the upper and lower boundaries are given by ζ˙T = ζ˙S = 0. This
implies that the vertical motion in the ζ -coordinate vanishes at the surface and the model top which
is flat. For LAM problems, GEM-H also requires lateral boundary conditions which are obtained
from the driving fields. As the global Yin-Yang system is based on two interacting geometrically
identical LAM domains, it therefore similarly requires lateral boundary conditions. In this case,
the boundary conditions for one sub-domain (Yin or Yang) depend on the solution in the other.
Thus the solution of the global problem is obtained by iteratively solving the two sub-problems
separately and updating the values in the overlapping region until a certain convergence criteria is
satisfied (Qaddouri and Lee 2011).
3. Solution of the EBV problem
The EBV problem to be resolved by GEM-H at each model time-step can be expressed as
∇2ζq+Mq= R, (42)
by replacing L
′′′
c in Eq. (39) with (∇2ζ +M)q, where∇
2
ζ = (δXX+
1
cosφ δY (cosφδY )) is a discretized
two-dimensional horizontal operator in the ζ -coordinate, M contains all the remaining terms of
L
′′′
c that include the discretized difference and averaging operators in the horizontal and vertical
dimensions, q is the unknown and R includes the explicit RHS terms as well as the implicit non-
linear terms. It is important to note that the nonlinear terms in R require iterations for convergence,
irrespective of the solution approach. At present, the GEM dynamical core uses two iterations for
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the sufficient convergence of the nonlinear terms and two iterations for trajectories. As a result,
the solver is called into action four times during each dynamical step.
Once Eq. (42) is solved to obtain the unknown q, the other prognostic variables are obtained
through back substitution as presented in Appendix C. As has been mentioned earlier, two general
approaches are available for solving the elliptic problem – direct and iterative. The selection of
these approaches depends on which terms are included in M, and is determined by the values of
the terms si and sd in Eqs. (33)–(37).
a. The direct solver
The direct solver works by first decoupling Eq. (42) in the vertical. It is achieved through the
expansion of the unknown q and the RHS R in terms of the eigenvectors that diagonalizes the
operator M (Qaddouri and Lee 2011). This is only possible when the operator M does not in-
clude contributions from the metric terms arising from the vertical coordinate transformation that
involves horizontally variable coefficients imparting horizontal coupling. Therefore, the imple-
mentation of direct solver in GEM-H requires a ‘simplified approach’ where all the metric terms
of the relevant discretized equations are treated as nonlinear terms. This is achieved by setting
sd = 1. For Nk number of vertical levels used in the model, vertical separation reduces Eq. (42) to
a set of Nk independent horizontal Helmholtz problems of the form
∇2ζ q˜+mq˜= R˜, (43)
where q˜ and R˜ are the vertical projections of q and R, respectively, and m is the eigenvalue of the
operator M. The horizontal solution of the algorithm then proceeds by expanding q˜ and R˜ in terms
of the eigenvectors that diagonalize the X-component of the two-dimensional operator ∇2ζ . For Ni
number of grid points along the longitude X , this leads to Ni independent tridiagonal problems of
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N j dimension for each model vertical level, where N j denotes the number of grid points along the
latitude Y . The total number of tridiagonal problems to solve is therefore Nk×Ni. Solution to the
tridiagonal problems are computed by Gaussian elimination without pivoting, and afterwards, the
final three-dimensional solution q is reconstituted (Qaddouri and Lee 2010).
The ‘simplified approach’ has been primarily implemented in GEM-H to take advantage of the
computational performance of the direct solver. The direct solver uses Fast Fourier Transform
to compute the horizontal solution q˜ and outperforms any iterative approach implemented at the
ECCC by a substantial margin for the configurations of the various GEM-based NWP systems
running operationally. The ‘simplified approach’ thus makes the application of GEM-H for such
configurations feasible and keeps the option of a future replacement of the GEM-P core with
GEM-H. The simplified approach, however, works as long as the vertical-horizontal coupling, im-
parted through the metric terms, is not too significant so that these terms can be treated efficiently
through nonlinear iterations. This approach works unless the maximum terrain slope is not suffi-
ciently steep (less than 30◦) which is generally the case for most of the operational GEM-based
NWP systems. However, with increasing spatial resolution, the slopes in grid-scale orography also
increase, particularly over complex terrain, which leads to increased vertical-horizontal coupling
and, at one point, makes the ‘simplified approach’ inapplicable.
b. The iterative solver
When all the metric terms in A and B (see Eq. 39) are included in M, the resulting vertical-
horizontal coupling makes the problem non-separable. This is done by setting si = 1. In such a
scenario, the three-dimensional equation of the form (42) can only be solved at each time step by
using an iterative solver. The current iterative solver for the EBV problem in GEM-H is based
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on the flexible generalized minimal residual (FGMRES) method (Saad 1993; Qaddouri and Lee
2010).
The fully discretized system of equations of the form (42) can be further generalized as
Aq= R (44)
where coefficient matrix A contains the discretized operator (∇2ζ +M). The FGMRES method
approximates the solution in a Krylov sub-space of small dimension by minimizing the Euclidean
norm of its residual. A major advantage of such a method is that instead of explicitly generating
the coefficient matrix A, one only needs to compute the vector resulting from the action of the
underlying operator (∇2ζ +M) on the vector q. Efficient functioning of such an iterative solver,
however, requires a pre-conditioner. At present, the pre-conditioner is based on the block Jacobi
iteration for the EBV in Eq. (42), where all the metric terms in M are absent. This pre-conditioner
improves the convergence rate of the FGMRES solver. However, the time of execution is still high
compared to the fast direct solver. Significant research is currently underway at ECCC to devise
iterative solvers that are competitive with the direct approach and will work for both GEM-P and
GEM-H. At present, the current implementation of the iterative solver in GEM-H—although not
as efficient—provides the necessary reference for the direct solver approach.
4. Dynamics-physics coupling
Along with the dynamical core, parameterization of the subgrid-scale physical processes consti-
tutes the other fundamental component of any NWP model. Coupling between the dynamical core
and the parameterized subgrid-scale physical processes is of critical importance. How to devise
the most appropriate coupling strategy is still an unsettled question (Beljaars et al. 2018). This
issue is being actively studied at ECCC. However, it is not the objective of this study to delve
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deep into the fundamental questions around dynamics-physics coupling. Rather, in this section,
the issue of coupling the RPN Physics Package with the GEM dynamical core is discussed in order
to determine which approach is the most feasible for GEM-H among the options that are available
for GEM-P.
It is important to note that, during every model time step in GEM, the RPN Physics Package
is executed after the dynamical equations have been resolved by the dynamical core and thus the
physics schemes utilize the outputs of the dynamics step as inputs. However, irrespective of the
vertical coordinate used in the dynamical core, the physics schemes use a traditional σ -coordinate
in the vertical, defined as
σ =
pi
pis
, (45)
where pi is the hydrostatic pressure. Also, the physics schemes work within a one-dimensional
configuration where each processor core only has access to the vertical structure of the meteoro-
logical fields associated with a single horizontal grid point. The various physical processes are
parameterized sequentially where the tendencies estimated by one parameterization scheme af-
fects the ones that follow. The parameterization sequence during each physics step initiates with
the radiation scheme and is followed by the parameterizations of the surface processes, gravity
wave drag, boundary layer turbulence, convection and grid-scale condensation. At the end of the
physics step, the tendencies from the different physical parameterization schemes are aggregated
to compute the grid-scale tendencies for the wind components, temperature, water vapor and the
hydrometeors.
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a. Different coupling approaches in GEM
Particularly in the context of GEM-P, two approaches are presently available to couple the RPN
Physics Package with the GEM dynamical core. A brief discussion on these methods will be
helpful in establishing the rationale behind the approach selected for the GEM-H dynamical core.
(i) Split method: As has been mentioned earlier, sc determines the mode of coupling between
dynamics and physics. If sc = 0 then the dynamical equations are resolved in the absence of
any physical forcing and at the end of the dynamics step their contributions are incorporated
as adjustments in the so called ‘split mode’. In the absence of physics forcing, Eq. (30)
becomes
FA∗i −FDi
∆t
− 1+bi
2
GA∗i −
1−bi
2
GDi = 0 (46)
where FA∗i is the interim solution of the dynamics step. Once Eq. (46) is resolved, the physics
source term is then applied as grid point adjustments as follows
(δF)phys = FAi −FA∗i = ∆tPi. (47)
Thus, in the split method, the dynamics step predicts an inviscid and adiabatic solution that
is modified through adjustments attributable to the parameterized physics forcings in order
to obtain the complete solution at the end of each model time step.
(ii) Explicit method: The second option for dynamics-physics coupling treats the physics source
terms explicitly by setting sc = 0 and replacing Pi by PDi . This method is referred to as the
‘explicit method’ and moves by solving equations of the following form at each model time
step
FAi −FDi
∆t
− 1+bi
2
GAi −
1−bi
2
GDi = P
D
i . (48)
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In this approach, physics tendency Pi from the previous time step is combined with the RHS
term Ri, followed by the determination of RDi at the departure positions in a semi-Lagrangian
way. In other words, the explicit method works by directly incorporating the impact of
physics forcings as tendencies into the discretized dynamical equations.
b. Coupling in GEM-H
Although both of the aforementioned coupling methods are available for GEM-P, it is important
to note that all the operational NWP systems based on GEM-P at present utilize the split method
for dynamics-physics coupling. Nevertheless, there exists strong concern about the split method
in general, and a brief discussion highlighting the pertinent issues will be helpful.
In the context of model formulations for both GEM-P and GEM-H, the term Fi does not nec-
essarily coincide with the prognostic model variables. For example, in the case of GEM-P in its
hydrostatic mode, as presented by Girard et al. (2014):
F =
{
u,v,Bs+ ln
(
1+
∂B
∂ζ
)
, ln
Tv
T∗
−κdBs
}
, (49a)
P=
{
d
dt
(
u,v, lnρ, lnTv
)}
phys
, (49b)
whereas the prognostic variables are u, v, s, ζ˙ , and Tv. Therefore, in the actual model implemen-
tation of the split method, the prediction from the dynamics step is utilized to compute the interim
state of the prognostic variables and adjustments are then applied to these variables at the end of
the physics step. It is important to note that in this case, the only adjustments that have been found
to not result in any issue of major concern are (δu)phys, (δv)phys and (δTv)phys. Also in GEM-P,
adjustments are required for density, as in effect
(
d lnρ
dt
)
phys
≡ d
dt
ln(1+ rw). (50)
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Although water vapor and hydrometeors are updated through physical parameterizations, the only
variable that could be updated in the split mode appears to be s through a surface pressure adjust-
ment δpis that may be computed as
δpis =
∫
δ ln(1+ rw)dpi, (51)
which takes into account the net inflow/outflow of mass through the Earth’s surface at every model
grid point. Unfortunately, the vertical distribution of this change in mass through water vapor and
precipitation fluxes cannot be correctly accounted for in the split mode, and is found to produce
considerable noise in the wind forecast.
Furthermore, in the context of three-time-level discretization, Caya et al. (1998) have shown
that the split method can lead to erroneous results for long time steps that are permissible with
the semi-implicit semi-Lagrangian models. Similar conclusions were drawn from a theoretical
analysis for two-time-level schemes by Staniforth et al. (2002). Figure 2a shows the geopotential
height contours at 400 hPa from a 72-h global forecast with ECCC’s 25-km resolution Global De-
terministic Prediction System (GDPS) using the GEM-P dynamical core. The results correspond
to split method for dynamics-physics coupling. Although the distribution of geopotential height
for the meso and large scales does not reveal any issue of immediate concern, when one looks at
the smallest scales, i.e., scales of about a few grid lengths, some spurious computational noise is
visible (see Fig. 2b). Historically, the operational NWP systems at ECCC have been utilizing spa-
tial filters over the model-predicted meteorological fields of interest, like the geopotential height,
to smooth out any computational noise in the model outputs. As a result, the kind of computa-
tional noise shown in Fig. (2b) has not been troublesome for the meteorologists using ECCC’s
operational NWP outputs. Nevertheless, the computational noise associated with the split method
remains as a concern. However, as shown in Fig. 2c, when the split method for coupling is re-
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placed by the explicit method, the noise in the geopotential height disappears. It should be noted
that, although explicit coupling can impose stability limitations in terms of the acceptable length
of time steps, ECCC’s operational NWP system configurations are found to function with explicit
coupling without requiring any adjustments to the time-step lengths.
Similarly to GEM-P, the Fi terms do not coincide with the prognostic variables for all of the
GEM-H model equations, where
F =
{
u,v,w,
q
c2∗
+ lnJζ , ln
Tv
T∗
− q
cpdT∗
}
, (52a)
P=
{
d
dt
(
u,v,w, lnρTv, lnTv
)}
phys
. (52b)
Particularly, the presence of the physics forcing term
(
d lnρTv
dt
)
phys
in the modified continuity
equation (22) poses an additional challenge for the GEM-H formulation, as far as the split method
is concerned. If one attempts to apply this tendency as a hydrostatic adjustment to pressure in
the split mode then of course its effect is not limited to the continuity equation alone. Rather,
applying the adjustments to pressure, i.e. changing q in the case of GEM-H, also affects the
thermodynamic equation. Such an adjustment leads to over compensation and is found to result
in spurious bias in the temperature in upper troposphere and stratosphere, which is unacceptable
(not shown). Also, the jet-level wind is found to be adversely affected. As a result, in GEM-H the
physics contributions are accommodated through the explicit method by including them as explicit
grid-scale tendencies in the RHS of the discretized dynamical equations. For a fair comparison
between the new and the existing dynamical core, the results for both the GEM-P and GEM-H
cores presented in the rest of this paper are obtained with explicit dynamics-physics coupling. It is
also important to mention that, even though parameterization of physical processes like boundary-
layer turbulence can modify vertical motion w, at present the impact of physics on w is neglected.
This is the case for both GEM-P and GEM-H.
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A hybrid ‘split-explicit method’ has also been tested with GEM-H, where the physics contri-
butions to the thermodynamic and horizontal momentum equations are accounted for through the
‘split method’ while the contributions to the continuity equation is accommodated using the ‘ex-
plicit method’. Such a hybrid approach with GEM-H produces results that are equivalent to those
obtained with the ‘split method’ for GEM-P. However, questions remain about the numerical con-
sistency of the hybrid split-explicit method.
It is important to mention that the current implementation of the RPN Physics Package, when
coupled with the GEM-P (GEM-H) dynamical core through the explicit method, leads to some
deterioration in temperature bias in the upper troposphere compared to the split (split-explicit)
method. This implies that further research is necessary to have a more consistent dynamics-
physics coupling with the explicit method. Particularly, the grid-scale condensation scheme in
GEM, for 10 km or coarser horizontal resolutions, has been found to exhibit large sensitivity with
the explicit method which leads to under-prediction of clouds (R. McTaggart-Cowan, ECCC, per-
sonal communication). This implies that some process-specific adjustments in the computation
of the relevant physics tendencies may be required to improve the overall dynamics-physics cou-
pling. The challenges imposed by the process-specific issues are also being explored by other
operational NWP centers (Beljaars et al. 2018). Currently, work is underway at ECCC to explore
the various issues within the coupling interface as well as the parameterizations of the different
physical processes to improve the dynamics-physics coupling in general. Further discussion on
this issue, however, is beyond the scope of this paper.
5. Evaluation of GEM-H
One of the most important objectives of this study has been to develop a dynamical core for
the GEM model that utilizes a height-based TFC and is capable of producing predictions that
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are equivalent to the results obtained by the pressure-based dynamical core. In order to evaluate
the consistency and performance of the new dynamical core, a number of numerical experiments
covering a wide range of scales—ranging from microscales to the meso and synoptic scales—have
been carried out. These include two-dimensional theoretical test cases involving bubble convection
(Robert 1993) and nonhydrostatic mountain waves (Scha¨r et al. 2002) as well as three-dimensional
global NWP. The two-dimensional test cases selected in this paper have become ubiquitous tools in
testing the consistency and performance of nonhydrostatic dynamical cores. Also, the availability
of the GEM-P core provides the opportunity to have reference solutions for all these cases.
a. Robert’s bubble convection case
Robert (1993) presented a two-dimensional theoretical case involving the evolution of a warm
bubble within a dry isentropic atmosphere. Initially, the bubble has a diameter of 500 m and is
placed 10 m above a flat surface within a 1 km × 1 km computational domain, and has a uniform
potential temperature of 30.5◦C. Also, the basic-state atmosphere is at rest under a hydrostatic
equilibrium with an isentropic basic-state temperature of 30◦C. As the bubble has a potential
temperature excess of 0.5◦C compared to the surrounding atmosphere, it rises due to the action of
the buoyancy force. The absence of any orographic variation makes this experiment an excellent
benchmark to test the functioning of advection and buoyancy within a dynamical core during the
early stages of its development.
The numerical experiment for bubble convection is carried out with a spatial grid resolution of
10 m and a time step of 5 s. No explicit numerical diffusion is used. The resulting evolution
of the bubble, in terms of its potential temperature distribution at two different times (7 min and
10 min), is presented in Fig. 3 for both GEM-P and GEM-H. The bubbles predicted by the two
cores initially deform into a somewhat mushroom-like shape (see at t = 7 min) and then are de-
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formed further (at t = 10 min). Overall, the predictions from GEM-P and GEM-H are equivalent
for the entire range of scales - from the large to the smallest scales. Such a good resemblance be-
tween the two predictions imply negligible impact of the choice of the vertical coordinate and the
other modifications in model formulations in the absence of any orographic variation at the model
surface. It also indicates that the representation of the advection and buoyancy effects are compa-
rable between the two GEM cores. It is important to note that, due to considerable differences in
the model formulations and spatiotemporal discretizations, it is difficult to compare the evolution
of the bubbles between two completely separate models in a quantitative manner. Only qualita-
tive comparisons are feasible. Therefore, the lesser resemblance between the results from Robert
(1993) and the GEM dynamical cores are not unusual. Although the predictions from the two GEM
cores have some large-scale resemblance to the results presented by Robert (1993), significant dif-
ferences appear at the upper half of the bubble - particularly at t = 10 min. However, the upper
structure of the bubble compares better with the predictions by Smolarkiewicz and Pudykiewicz
(1992). Also, because of the implicit dissipation associated with the semi-Lagrangian approach,
the GEM solution does not suffer from computational noise like models based on Eulerian ad-
vection (Juang 2000). Overall, as GEM-P is being used operationally at ECCC, the resemblance
between GEM-H and GEM-P is of more significant importance, as it confirms consistency of the
GEM-H formulation and a neutral impact of the vertical coordinate modification on buoyancy and
advection.
b. Scha¨r’s mountain case
Scha¨r et al. (2002) presented a linear two-dimensional theoretical test case of mountain waves
which is an excellent benchmark for verifying nonhydrostatic dynamical cores, particularly in
determining the presence of possible inconsistencies in the numerical details (Husain and Girard
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2017; Melvin et al. 2010; Girard et al. 2005; Klemp et al. 2003). The bottom boundary profile of
the idealized mountain for this case is defined by
zs = z0e−(x/a)
2
cos2(pix/lx), (53)
where z0=250 m, lx=4 km, a=5 km, and pi is the conventional mathematical constant. The upstream
flow conditions are given by uniform upstream wind U=10 m s−1, upstream surface temperature
Tsur f=288 K, upstream surface pressure p0=1000 hPa, and a constant Brunt-Va¨isa¨la¨ frequency
N∗=0.01 s−1. All other conditions for the simulations of this test case is similar to those presented
by Husain and Girard (2017).
One major advantage of Scha¨r’s mountain case is the availability of a steady-state analytical
solution of the corresponding to the linearized problem as a reference (Scha¨r et al. 2002). The
simulated quasi-steady vertical velocity obtained after 4 hours of integration with both the GEM-P
and GEM-H dynamical cores are presented in Fig. 4. The analytical solution of the problem, as
presented by Scha¨r et al. (2002), is a combination of rapidly decaying small-scale nonhydrostatic
mountain waves close to the surface and large-scale hydrostatic waves extending to much higher
altitudes. As can be seen in Fig. 4, the solutions with both types of vertical coordinates generate
these two regimes of the mountain waves and are very similar. Results shown in this figure repre-
sent simulations that have been carried out without any off-centering in the discretized dynamical
equations and with consistent trajectory calculations, i.e., integration of the wind field in the tra-
jectory equations is based on the trapezoidal rule while the wind field at the departure positions
is obtained with cubic interpolation. Inconsistent trajectory calculations were found to produce
similar distortion in the large-scale hydrostatic waves with GEM-H (not shown) as has been found
for GEM-P earlier by Husain and Girard (2017). Although the GEM-H results presented here cor-
responds to the direct solver based on the simplified approach, results with the iterative solver is
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found to be almost identical (not shown). Figure 5 reveals that off-centering in the discretized dy-
namical equations leads to distortions in the vertical velocity distribution, irrespective of the type
of the vertical coordinate. The solutions presented here are obtained with uniform off-centering
involving bm = bh = bnh = 0.2, which are the standard values used in the current GEM-based
operational NWP systems. The results correspond to ∆t=32 s, for which the maximum Courant
number is approximately 0.76. Reducing the time step to even 4 s is unable to remove these dis-
tortions. Also, reducing the level of off-centering is found to reduce the level of distortion in the
mountain waves, but the distortions are only completely eliminated when bm = bh = bnh = 0 (not
shown). This conforms to the conclusions drawn by Husain and Girard (2017) in the context of
GEM-P. Furthermore, as has been shown by Husain and Girard (2017), consistent trajectory calcu-
lations in the presence of off-centering necessitates off-centered averaging applied to the integrals
of the source term on the RHS of Eq. (31). With uniform off-centering applied to the discretized
dynamical equations, the discretized trajectory equations also require uniform off-centering of the
same degree. Figure 6 reveals that in the presence of consistent off-centering in the trajectory
calculations, the distortions in the vertical velocity distribution are eliminated for the both dynam-
ical cores. In the presence of differential off-centering, i.e., with different values of bh and bnh
for hydrostatic and nonhydrostatic contributions in the system of dynamical equations, a similar
differential approach is required for off-centering in the discretized trajectory equations. As has
been shown for GEM-P by Husain and Girard (2017), in order to achieve numerical consistency,
the off-centering in the discretized source terms in Eq. (31a) and (31b) need to be equal to the
values of bh and bnh used in the discretized dynamical equations, respectively.
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c. Global deterministic prediction
A series of 5-day global forecasts, with 25 km horizontal grid spacing, has been carried out
covering winter and summer periods for the Northern Hemisphere to compare the predictions
by GEM-H and GEM-P from NWP standpoint. Each seasonal period includes 44 cases where
the initialization between two consecutive cases are apart by 36 hours. The first summer and
winter cases start at 0000 UTC of 25 June 2014 and 19 December 2014, respectively. The global
predictions have been obtained with uniform off-centering in the discretized dynamical equations
(bm = bh = bnh = 0.2). Husain and Girard (2017) have shown that inconsistent off-centering has
negligible effects for three-dimensional NWP applications. Therefore, the global forecasts are
carried out without any off-centering in the discretized trajectory equations. Furthermore, as has
been mentioned in section 4, physics is coupled with dynamics through the explicit method for
both GEM-H and GEM-P for all the tests presented in this section.
First, comparisons are made in the spectral space by comparing the variance spectra associated
with the different meteorologically important fields. In order to compute the spectral variance of
any meteorological field, it is first interpolated from the Yin-Yang grid to a global Gaussian grid.
Afterwards, variance spectra of the field are calculated by decomposing the field at a given pressure
level using the spherical harmonics. Figure 7 shows the spectral variance of the geopotential height
and temperature fields for 120-h forecasts at three different pressure levels for an average over 10
cases for the winter period. The results show spectral similarity between GEM-P and GEM-H
for the entire range of scales resolved by the global model - from synoptic to mesoscales. The
spectra of kinetic energy and vertical velocity are presented in Fig. 8. The spectral slope of kinetic
energy is critical for accurate representation of atmospheric dynamics, and as can be seen in this
figure, both GEM-H and GEM-P have the same spectral slope at the synoptic and mesoscales. The
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vertical motion is also important, particularly for physical processes like convection. Fig. 8 shows
close spectral similarity between the vertical motions from the two dynamical cores. This implies
that changing the vertical coordinate has negligible sensitivity to the extremely important physical
process like convection and convection-driven precipitation. Also, the comparisons in the spectral
space confirms that the height-based TFC does not lead to any spurious noise or damping in the
meteorological fields for any model-resolved length scale.
Objective forecast scores are computed by comparing the model predictions against radiosonde
observations at different pressure levels. The evaluation is based on the bias and standard deviation
of error (SDE) in model predictions for the individual cases as well as for the average of the 44
cases covering each seasonal period. Figure 9 presents the vertical profile of error in the predic-
tions from GEM-P (blue) and GEM-H (red) for the winter period. These figures represent global
average scores of 120-hour forecast from 44 winter cases for zonal wind (UU), wind speed (UV),
geopotential height (GZ), and temperature (TT). An important thing to note while reading this
figure is the presence of the statistical confidence scores at the different pressure levels along the
left and right vertical axes of the individual subplots for bias and SDE, respectively. A confidence
value (in %) shaded in blue (red) color implies statistically significant improvement obtained with
the GEM-P (GEM-H) core with respect to the other. The confidence score for the average of SDE
and bias are estimated by applying the F-test and t-test, respectively. Figure 9 reveals that although
there are small differences in the bias for the average of the 44 winter cases, there is no statistically
significant difference in the SDE. When tested in the absence of physics forcings, no statistically
significant difference is found between the two dynamical cores in either bias or SDE (not shown).
The meteorological fields are interpolated from the TFC of the dynamics to the σ -coordinate for
physics through vertical interpolation which can lead to small differences in the vertical for the
different definitions of the TFC. Physical parameterizations can be sensitive to the position of the
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vertical levels and is apparently responsible for the small bias differences shown in Fig. 9. Even
though small differences in bias are present, the objective scores from GEM-P and GEM-H can be
safely assumed to be equivalent as a whole. During the summer period, the two dynamical cores
have also been found to be similarly equivalent (not shown).
The geopotential height at 1000 hPa in Fig. 9 shows a negative bias for both dynamical cores.
This indicates a loss of mass conservation, which is a consequence of the non-conservative nature
of semi-Lagrangian advection. This can be improved by introducing a simple global mass fixer
that works by conserving the global mean surface pressure after each dynamics step in the model.
The scores in the presence of a global mass fixer is shown in Fig. 10, where the bias at the lowest
model level is eliminated for both dynamical cores. The overall scores for the two cores are again,
as expected, found to be equivalent in the presence of a global mass fixer.
Overall, the results presented in the Figures 3-10 clearly demonstrate that the implementation
of GEM-H as presented in this paper produces results that are equivalent to the existing GEM-P
dynamical core.
6. Summary
A newly-developed dynamical core for ECCC’s GEM model with a height-based terrain-
following vertical coordinate has been presented. With increasing focus on three-dimensional
iterative solvers at ECCC driven by the limitations of the operational direct solver as well as the
strong numerical instability induced by steep-orography for sub-kilometer resolution NWP, a dy-
namical core with height-based TCF is expected to be better placed to address the future NWP
challenges at ECCC. The principal objective of this paper is to provide information pertaining to
the different aspects of the new height-based dynamical core including changes to the model for-
mulation, discretizations, solvers for the discretized problem and the strategy for coupling the new
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core with the RPN physics package. Another important objective is to demonstrate that the new
GEM-H core is capable of making meteorological predictions that are equivalent to the existing
GEM-P dynamical core, which is based on a log-hydrostatic-pressure-type vertical coordinate.
Numerical experiments have been conducted throughout the different stages of GEM-H devel-
opment. Initially, the bubble convection test revealed that the advection and the buoyancy effects in
GEM-H are accurately represented and are producing results that are equivalent to GEM-P. When
tested for the idealized Scha¨r’s mountain case, the nonhydrostatic and hydrostatic components of
the mountain waves predicted by GEM-H are found to be very close to the GEM-P predictions
as well as the analytical solution. The dynamics source terms in GEM are averaged over the
air parcel trajectories using the trapezoidal method and the calculation of the RHS terms in the
dynamical equations are carried out using cubic interpolation. Although it has not been shown
explicitly, similarly to GEM-P, in the absence of any off-centering in the discretized dynamical
equations, numerical consistency in GEM-H requires a trapezoidal averaging of the source terms
in the discretized trajectory equations along with a cubic interpolation for the wind fields at the de-
parture positions. Furthermore, in the presence of off-centering, the Scha¨r’s mountain case shows
that the discretized sources terms in the trajectory equations also necessitate off-centered averag-
ing for the sake of consistent numerics in both GEM-H and GEM-P. In general, the knowledge
acquired over years regarding the different numerical aspects of the GEM-P dynamical core is
proven to be equally applicable to the case of GEM-H. Comparisons between GEM-H and GEM-
P for global deterministic predictions are also presented. The results are found to be equivalent in
the spectral space confirming that GEM-H does not produce any spurious noise or damping over
the model-resolved scales. When compared against upper-air radiosonde observations, except for
small differences in bias, GEM-H and GEM-P are found to produce equivalent results.
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The rationale behind the choice of the solution approach for the discretized EBV resulting from
the GEM-H formulation as well as the method for dynamics-physics coupling is discussed in
detail. Although the general structure of the EBV originating form the GEM-H discretized sys-
tem of equations require an iterative approach, a simplified approach has been devised where
the horizontally-variable metric terms—attributable to the vertical-coordinate transformation—are
coupled with the nonlinear terms and are treated with nonlinear iterations. This makes the EBV
vertically separable and allows the use of a direct solver which is computationally very efficient
for the currently operational NWP system configurations. A three-dimensional iterative solver
based on FGMRES is also developed for situations when the simplified approach is not feasible.
The fact that the GEM-H core can utilize the direct solver approach for global and regional scale
model resolutions, eliminates the concern of computational efficiency as far as its implementation
in the current and near-future plans for operational NWP systems at ECCC is concerned.
Improving any NWP model is a continuous process. As a stable GEM-H dynamical core is
now developed, a number of other relevant issues are currently being studied. The objective
is to improve the GEM model in general and the GEM-H dynamical core in particular. One
of the most important short-term goal in this regard is to devise a more numerically consistent
and accurate coupling between RPN Physics and GEM dynamics which will benefit both the
dynamical cores. Also, extensive research is being conducted to develop highly optimized
three-dimensional iterative solvers that can be competitive against the operationally-used direct
solver while scaling better for very large number of processor cores for the future generations
of massively parallel supercomputers. Currently, the Yin-Yang system uses the Schwarz method
where the global solution is produced by iteratively solving two elliptic sub-problems for the
two sub-domains (Yin and Yang) separately and updating the solutions in the overlapping
regions until a certain convergence criteria is satisfied. One promising solution to reduce the
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execution time of the iterative solver for the Yin-Yang system is to remove the Schwarz iterations
and to solve the two elliptic sub-problems as one by using FGMRES (Zerroukat and Allen
2012). Also, pre-conditioners based on other types of methods, e.g., incomplete factorization,
block Gauss-Siedel or multigrid method, could be used in order to improve the convergence
rate of the FGMRES solver. Finally, on the GEM-H front, another important short-term
objective is to improve its numerical stability over steep orography by implementing more ac-
curate numerical approximation of the horizontal gradients in the discretized dynamical equations.
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APPENDIX A
Nonlinear and RHS components of the discretized equations
The nonlinear components of (19)–(23) and (28), associated with linear components (33)–(38),
are given by
Nu =−
(
f +
tanφ
a
u
)
vXY +
(
Tv
Xζ
T∗
−1
)
δXq−
(
Tv
Xζ
T∗
− si
)
JXJ−1ζ δζq
Xζ
, (A1)
Nv =
(
f +
tanφ
a
uXY
)
uXY +
(
Tv
Yζ
T∗
−1
)
δYq−
(
Tv
Yζ
T∗
− si
)
JY J−1ζ δζq
Yζ
, (A2)
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Nw =
[(
Tv
T∗
− si
)
J−1ζ − sd
]
δζq−
(
Tv
T∗
−1
)
g
T
′
v
Tv
, (A3)
Nc = 0, (A4)
NT =
1
τh
[
ln
(
Tv
T∗
)
− T
′
v
Tv
]
, (A5)
Nz = 0. (A6)
The corresponding RHS terms, in the absence physics forcing, take the following forms
Ru =
u
τm
−βm
[
−
(
f +
tanφ
a
u
)
vXY +
Tv
Xζ
T∗
(
δXq− JXJ−1ζ δζq
Xζ
)]
, (A7)
Rv =
v
τm
−βm
[(
f +
tanφ
a
uXY
)
uXY +
Tv
Yζ
T∗
(
δYq− JY J−1ζ δζq
Yζ
)]
, (A8)
Rw =
w
τnh
−βnh
[
Tv
T∗
(
J−1ζ δζq−g
T
′
v
Tv
)]
, (A9)
Rc =
1
τh
(
q
c2∗
+ lnJζ
)
−β
[
δXu+
1
cosφ
δY (cosφv)+δζ ζ˙ − εwζ
]
, (A10)
RT =
1
τh
[
ln
(
Tv
T∗
)
− q
ζ
cpdT∗
]
−β [µw], (A11)
Rz =
z−ζ
τnh
−βnh[ζ˙ −w]. (A12)
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APPENDIX B
Deriving the EBV problem
The LHS of the EBV problem to be solved at every time step in GEM-H is derived by manipulating
the discretized system of equations of the form (32). The sequence of operations to derive the EBV
are provided below in terms of its linear components:
L
′
c = δXLu+
1
cosφ
δY (cosφLv)− 1τm
(
Lc−
lnJζ
τh
)
, (B1)
L
′
z = Lz−
z−ζ
τnh
, (B2)
L
′
w = Lw+L
′
z/τnh, (B3)
L
′
T = LT +µL
′
z, (B4)
L
′′
T = Γ(gτhL
′
T +L
′
w), (B5)
L
′′
c = L
′
c+
ε
τm
L′z
ζ
, (B6)
L
′′′
c = L
′′
c+δζL
′′
T − εL′′T
ζ
. (B7)
Similar manipulations are also applied to the nonlinear and RHS components of the discretized
equations to obtain R
′
c, N
′
c, R
′
z, N
′
z, R
′
w, N
′
w, R
′
T , N
′
T , R
′′
T , N
′′
T , R
′′
c, N
′′
c , R
′′′
c and N
′′′
c .
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APPENDIX C
Back-substitution to obtain the other prognostic variables
The solution of the EBV computes the unkown q. The rest of the variables are then calculated
from the discretized dynamical equations through back-substitution in the following sequence:
u= τm
[
Ru−Nu−
(
δXq− siJXJ−1ζ δζq
Xζ
)]
, (C1)
v= τm
[
Rv−Nv−
(
δYq− siJY J−1ζ δζq
Yζ
)]
, (C2)
ζ˙ = τm
[
R
′′
T −N
′′
T −Γ
(
(siJ−1ζ + sd)δζq−µqζ
)]
, (C3)
w= ζ˙ −L′z, (C4)
Tv = gT∗
[
g− ζ˙
τnh
+(siJ−1ζ + sd)δζq−R
′
w−N
′
w
]−1
. (C5)
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FIG. 9. Comparison of 120-h 25-km GDPS forecasts obtained with GEM-P (blue) and GEM-H (red) dy-
namical cores against radiosonde observations for zonal wind (UU), wind speed (UV), temperature (TT), and
geopotential height (GZ). The dashed and solid lines, respectively, indicate bias and standard deviation of error
(SDE). The scores are obtained by averaging over 44 Northern Hemisphere winter cases. The red and blue
shaded numbers along the left (right) vertical axes within each panel indicate the confidence in percentage in the
statistically significant improvements in bias (SDE) for the dynamical core associated with each color. Signifi-
cance for bias and SDE are computed using t- and F-test, respectively.
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FIG. 10. Same as in Fig. 9, but with a global mass fixer in the simulations for both GEM-P and GEM-H to
improve mass conservation.
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