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RÉSUMÉ
Ce texte, effectuant une synthèse de divers travaux de l'auteur, présente une méthodologie de modélisation des
signaux non stationnaires, au moyen d'une classe de modèles autorégressifs à moyenne ajustée (ARMA)
. La
non-stationnarité du signal y est caractérisée par l'évolution temporelle des coefficients du modèle : ceux-ci
s'expriment comme combinaisons linéaires d'une famille de fonctions connues, suivant en cela les idées dues à
Rao, Mendel, puis Liporace. Il sera montré que cette hypothèse conduit à un ensemble d'estimateurs dont on
détaillera plusieurs variantes, pour les modèles autorégressifs, puis les modèles à moyenne ajustée, enfin pour les
filtres en treillis, et leur paramétrisation en terme de fonctions d'aire logarithmiques. La synthèse de parole est
une des applications où de tels modèles s'avèrent performants et une description de cette application concluera
l'article .
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SUMMARY
This paper describes a framework for time-dependent modelling of nonstationary signais, based upon autoregressive
or ARMA models with time-varying coefficients . Previous works by the author are summarized here
: starting front
ideas proposed by Rao, Mendel and then Liporace, it is assumed that the coefficients of the model are expressed as
linear combinations of known time functions . A class of estimators is described in this text, comprising autoregressive
models, moving average models, and also lattice filters, parametrized through reflection coefficients or through Log
Area Ratios . Speech synthesis, which is one of the applications for which these models are efficients, concludes the
paper.
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Introduction
Les méthodes paramétriques de traitement du signal
n'ont plus à faire leurs preuves, tant que les signaux
à traiter peuvent être considérés comme stationnaires,
qu'ils le soient exactement ou que ce soit une approxi-
mation valable : les modèles autorégressifs et autoré-
gressifs à moyenne ajustée ont de nombreuses applica-
tions dans ce contexte. Par contre lorsque la stationa-
rité est manifestement absente, la situation est moins
simple. Diverses méthodes coexistent, les plus répan-
dues sont les méthodes adaptatives où le modèle est
réajusté à l'arrivée de chaque nouvel échantillon. Si
leur efficacité est certaine en ce qui concerne les
aspects purement liés à l'estimation, ils ont cependant
l'inconvénient de ne pas se plier au principe de parci-
monie, qui veut qu'on représente un signal par le
nombre minimal de paramètres . En effet, ces métho-
des adaptatives remplacent N échantillons par Np
coefficients si p est l'ordre de chaque modèle instan-
tané. Pour éviter cette accroissement, il est nécessaire
de paramétrer non seulement chaque modèle, mais
aussi leur évolution . L'approche qui fait l'objet de ce
texte utilise une classe de modèles introduits dans les
travaux de Mendel [36], Rao [43], Liporace [34], que
nous conviendrons de dénommer dans ce qui suit
« modèles évolutifs », pour les distinguer des autres
modèles non stationnaires, modèles adaptatifs
(méthodes récursives sur le temps avec oubli exponen-




Les cinq parties de ce texte recouvrent les contenus
suivants : une description générale des modèles évolu-
tifs, l'estimation des modèles autorégressifs, l'estima-
tion des modèles MA, d'autres modèles dérivés du
modèle ARMA, et enfin, une application aux signaux
de parole.
1. Description des modèles
Le signal yt mesuré sur l'intervalle [0, T] sera repré-
senté soit par un modèle autorégressif
( 1 ) yt+a,(t - 1) y,-I+ . . . +ap(t-p)yt-,=£,




=bo(t)s,+bl(t-1)E,_I+ . . . + b q (t-q)Et _ q
OÙ Et est un bruit blanc gaussien, centré, de variance
a2 dans le modèle AR et 1 dans le modèle ARMA .
Le modèle autorégressif (1) et le modèle ARMA (2),
seront dits évolutifs lorsque leurs coefficients sont







a il fj (t).
i=o
1 . 1 . CHOIX DE LA BASE
La première question qui se pose est celle du choix des
fonctions fi (t) pour une application donnée . Liporace
[34], ne précise pas ce point, mais contraint les
fonctions fi (t) à être orthogonales . Ceci n'est pas
nécessaire pour l'identification du modèle, mais amé-
liore l'estimation par un meilleur conditionnement
numérique des systèmes à résoudre. La base de fonc-
tions la plus simple est celle des puissances du temps,
issue du développement limité des ai (t)
(4 ) .Îm (t) = m
i~
Cette base est utilisée par plusieurs auteurs (tableau),
de même que son équivalent après orthogonalisation,
où les fonctions f (t) sont des polynômes de Legendre .
Hall et al. [25, 26], ont introduit un second jeu de
fonctions, issues de la décomposition en série de







Une troisième base, introduite par [17], est celle des
fonctions sphéroïdales aplaties .
1 . 2 . MÉTHODES D'ESTIMATION
Cette diversité dans le choix des bases possibles se
retrouve bien entendu aussi dans les méthodes d'esti-
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mation (tableau) . La méthode la plus simple est la
méthode du gradient ou approximation stochastique,
utilisée par Mendel [36, 37] . Plus complexe mais plus
efficace, est la méthode de moindres carrés utilisée
par Rao [43], et plusieurs autres auteurs . La méthode
du maximum de vraisemblance a été mise en oeuvre
par Rao [43], Kozin [31], Abdrabbo [1], Clergeot [8] .
On trouve aussi chez Hinich et Roll [28], l'emploi
d'une méthode robuste et non paramétrique d'estima-
tion des a~ (t) suivie par leur approximation par des
polynômes de Legendre . Certains auteurs utilisent une
estimation en plusieurs étapes du modèle : à chaque
étape est estimé une partie du modèle, en principe les
composantes des a ; (t) sur une des fonctions de la
base, cette partie est estimée sur le résidu obtenu par
filtrage du signal avec les parties déjà identifiées du
modèle. Nakajima et Suzuki [38-40], le font de façon
optimale, et Martinelli [35], d'une manière sous-
optimale. Pearson [41], est le seul auteur à avoir appli-
qué ces idées pour des signaux à temps continu .
Gersch et Kitagawa [12], ont étendu le modèle AR
évolutif au cas vectoriel. Ginn [13], identifie un
modèle autorégressif complexe sur une sinusoïde
modulée, sa procédure d'estimation est non linéaire .
Xianya et Evans [49, 50], font de ces modèles une
estimation adaptative sous une fenêtre glissante.
Pitarque [42], étudie l'identification de modèles évolu-
tifs sous forme d'équations d'état, en utilisant un filtre
de Kalman Etendu .
1 . 3 . SÉLECTION DE L'ORDRE
La mise en pratique de ces modèles évolutifs suppose
que des procédures permettent une prise de décision
purement mécanique entre deux bases de fonctions
possibles, ou entre plusieurs ordres, plusieurs dimen-




Comparaison des méthodes évolutives publiées, vis-à-vis du modèle choisi (A=autorégressif M=mixte autorégressif à moyenne ajustée,
R=régression linéaire), de l'estimateur (G=gradient, C=moindres carrés, V=maximum de vraisemblance, A=approximations successives)




étudié. Seuls Kozin, Nakajima [32], et Clergeot [9],
ont considéré le problème de l'estimation de l'ordre
du modèle, et ceci lorsque les paramètres sont estimés
au sens du maximum de vraisemblance . Ils montrent
que la consistence et la normalité asymptotique des
paramètres assurent la validité du critère d'Akaike . Il
semble alors raisonnable d'utiliser les divers critères
d'ordre existants : le critère AIC d'Akaike [2], celui
de Schwarz [47], et de Rissanen [45], celui de Hannan
et Quinn [27], pour choisir la meilleure structure
« ordre+dimension de la base » d'un modèle dans
une base donnée, sur un ensemble d'échantillons
[Yo . . . yT]
d'un signal non stationnaire . Le choix entre
deux ou plusieurs bases possibles se fait alors simple-
ment en retenant pour chaque base la structure mini-
misant le critère d'ordre, puis la base associée au
plus petit des critères ainsi obtenus . Un exemple de
détermination de l'ordre d'un modèle AR [6] est pré-
senté en section 5 .
1 .4. EXTENSION Au CAS ARMA
Il est possible d'étendre à d'autres modèles l'idée de
cette méthodologie qui est de postuler l'existence et
la connaissance d'une famille de fonctions f (t) expri-
mant les évolutions des paramètres du modèle . L'ex-
tension la plus directe, mais pas nécessairement la
plus facile à obtenir, du modèle autorégressif est don-
née par le modèle mixte autorégressif à moyenne
ajustée ou ARMA . L'identification de ces modèles
peut se faire en deux temps . Dans le premier, c'est la
partie autorégressive du modèle qui est estimée, par
une équation du type Yule-Walker, rendue non symé-
trique [17, 19] . De même que, pour le modèle station-
naire, la partie autorégressive peut être estimée par
une variante correspondant à un système d'équations
surdéterminé, dans la méthode dite de « covariance
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sur la corrélation » ou la méthode pondérée due à
Cadzow, de même dans le cas non stationnaire peut
s'écrire un système d'équations sur-déterminé [17],
mais il semble alors que tout algorithme rapide soit
à exclure.
Le second temps, dans l'identification ARMA, sera
celui de l'estimation de la partie MA, après qu'ait été
éliminée, par filtrage inverse, la contribution de la
partie AR du modèle . Deux solutions à ce problème
peuvent être proposées . Dans l'une, le modèle MA
est approximé par un modèle autorégressif d'ordre
élevé, nettement supérieur à l'ordre du modèle MA .
Le retour de ce modèle autorégressif au modèle MA
se fait par l'estimation de l'entrée (filtrage inverse) et
par régression du signal MA sur cette entrée [17, 19] .
Dans l'autre résolution du modèle MA, on réalise une
factorisation de la covariance du signal qui peut être
vue comme une extension de la paramétrisation de
Schur d'une covariance stationnaire, extension au cas
non stationnaire, avec la contrainte que la solution
soit exprimée sur la base des fonctions f (t) . Cette
solution comporte une factorisation d'un signal vecto-
riel, suivie par une renormalisation pour obtenir le
modèle scalaire non stationnaire [18] .
Plutôt que cette approche en deux temps de la modéli-
sation ARMA, on peut aussi concevoir une identifica-
tion simultanée de la partie autorégressive et de la
partie à moyenne ajustée. Une méthode de maximum
de vraisemblance exacte a pu être proposée, assortie
d'un calcul du gradient et du Hessien de la vraisem-
blance, permettant d'utiliser pour sa maximisation
une méthode de Newton-Raphson [15, 16] . Le calcul
de la vraisemblance étant cependant très coûteux, une
méthode d'estimation simultanée des parties AR et
MA était souhaitable. Une telle procédure a été pro-
posée par [23] : le modèle ARMA est ajusté de
manière à approcher au mieux la réponse impulsion-
nelle (à deux indices car non stationnaire) d'un
modèle AR d'ordre élevé estimé sur un sur-ensemble
de la base de fonctions. Cette méthode constitue une
généralisation non stationnaire de celle proposée par
Graupe et al . [14], pour le modèle ARMA station-
naire .
2. Modèles autorégressifs
Dans ce paragraphe est étudiée l'estimation du modèle
autorégressif ou de la partie autorégressive du modèle
mixte ARMA. Le point essentiel est l'introduction
d'un vecteur dont les composantes sont les produits
du signal par chacune des fonctions de base . Ce vec-
teur se retrouvera dans toutes les équations d'optima-
lité, et tous les estimateurs traités dans ce texte, qu'ils
concernent le modèle autorégressif ou le modèle à
moyenne ajustée MA .
2 . 1 . MISE EN ÉQUATIONS
2 . 1 . 1 . Signal vectoriel associé au signal scalaire
Le modèle autorégressif évolutif est décrit par
l'équation (1), où les coefficients a i sont des fonctions
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du temps obtenues comme combinaisons linéaires des
fonctions f
i
(t) connues. On remarquera le choix de
l'origine des temps pour a,, afin de faire coïncider
l'indice temporel des deux termes du produit
prédicteur-signal retardé, et multiplier y, _ i par
a; (t-i) . Quel est l'intérêt de cette écriture? C'est de
faire apparaître dans chaque produit les variantes
décalées d'un même signal vectoriel, et des vecteurs
constants
(6) ai(t-i)y,-i= (






aij(f (t - i)y,-i)
j=o
= [a,, . . . ai,,,] Y,
- i
.
Le vecteur Y, est le vecteur des produits de y, par
chacune des fonctions de la base, ou en quelque sorte








Ceci permet de faire apparaître le modèle autorégres-
sif non stationnaire comme une régression, cette fois
stationnaire, du signal y, sur le passé du vecteur Y,
Y,-1
(8) yy
+[a10 . . .
a1ma20 .
. . ap.] = E,.
Y,-p
Toute la méthodologie des modèles évolutifs tient en
ce tour de passe-passe : remplacer un signal scalaire
non stationnaire par un signal vectoriel, donc plus
complexe, mais pour lequel le modèle deviendra inva-
riant dans le temps et par conséquent identifiable avec
un effort modéré.
Un des relecteurs de cet article indique qu'il existerait
une explication plus logique que l'argument
« technique » employé ici . Il suffirait, dit-il, d'écrire
l'équation d'état associée à un modèle ARMA station-
naire et de remplacer les coefficients dans l'équation
d'état par des coefficients de la forme a i (t) et bi (t)
tous synchrones : en écrivant alors la forme entrée-
sortie équivalente, on obtient des termes de la
forme ai (t - i) y, _i. Certes, la remarque s'avère exacte
si l'on considère l'équation d'état sous forme canoni-
que observable (9) : dans ce cas, si l'on indexe les
coefficients stationnaires par le temps t, on obtient
bien une équation telle que (2), donc avec des coeffi-
cients tous synchrones.








y,=[l 0 0]x,+b0 e,
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Malheureusement, cet argument n'a pas le caractère
de généralité qu'on attendrait de lui . Ainsi la forme
canonique observable, si elle est écrite en ligne, au
lieu d'être écrite en colonne comme cela vient d'être
fait, réalise également un modèle ARMA stationnaire,
mais nécessite, pour conduire à l'équation (2) dans
le cas non stationnaire, le remplacement des a ; par
a i (t+p-i) . Quant aux formes canoniques comman-
dables, leur situation est encore pire, car elles peuvent
ne pas conduire à un modèle ARMA [20, p . 77-79],
ou bien à un modèle ARMA d'ordre supérieur à la
dimension de l'état . La plus grande prudence s'impose
donc dans la manipulation des systèmes dépendant
du temps, qu'ils soient décrits par une équation d'état,
ou par une relation entrée-sortie. L'écriture de coeffi-
cients synchrones dans l'équation (6) reste ainsi ce
qu'elle était, une convention d'écriture, arbitraire mais
simplificatrice . Il est d'ailleurs possible, avec de
nombreuses bases de fonctions de convertir les
composantes a ;  d'une forme synchrone à une forme
asynchrone, et vice-versa.
2 .1 .2. Équations d'optimalité du modèle AR
L'identification du modèle requiert le choix d'un cri-
tère d'optimalité . La triple signification de r, qui est
à la fois l'entrée du modèle autorégressif, l'innovation
du signal yt, mais aussi une erreur de prédiction, rend
le choix du critère immédiat : E t étant une erreur, il
faut minimiser la variance de cette erreur . Soit 0 le
vecteur des paramètres a ; ;
(10)
	
0=[alo . . .a
lm a2o
. . .aP„t] T .
La minimisation de E (Ef) par rapport à 0 conduit au
système d'équations
Yt-1 Yt-1
(11) E [YT 1 . . .YTP] 0=-E l y
t
Yt-P Yt-P
On reconnaît dans (11) la forme habituelle des
équations de Yule-Walker pour la prédiction linéaire,
mais les éléments du passé sont remplacés par les
vecteurs Y t. Par contre le vecteur inconnu ne dépend
plus du temps . C'est cette remarque qui expliquera
qu'on puisse utiliser des sommes temporelles pour
faire l'estimation .
2 .1 .3 . Équations pour la partie AR du modèle ARMA
Pour passer d'un estimateur du modèle autorégressif
à un estimateur de la partie autorégressive du modèle
ARMA, il faut revenir sur la minimisation de la
variance de st. En écrivant l'équation (11) comme
(12) 0 = Grad e E (Ei) = 2 . E (E t Grade Et)
avec
Yt-1






on fait apparaître l'équation (11) comme une équation
d'orthogonalité entre Et et les p derniers échantillons
du passé de Y t. Une telle relation résulte directement
de l'équation du modèle AR, eq . (1), et de la blan-
cheur de E t. Le modèle mixte ARMA sera donné
par (2), où Et sera toujours un bruit blanc centré, mais
ici sa variance sera 1 . A cause de la moyenne mobile
de et . . . Et _ q, on n'a plus l'orthogonalité de la partie
autorégressive avec le signal yt-1Yt-2 . . .
La
quantité w, définie par (14) contenant les échantillons
du passé de E t jusque E t _ q , n'est orthogonale aux
échantillons y t- ; (et donc aux échantillons Y,_ t), que
pour i > q .






E ((Yt +OT [ . YT ; =0
Yt-P
La relation (11) se trouvera donc transformée en la
relation (16) exprimant une condition nécessaire pour
que O soit le vecteur des coefficients a t, de la partie
autorégressive .
Yt-q- 1










Cette dernière relation est l'équivalent non station-
naire de l'équation utilisée par Hsia et Landgrebe
[29], puis Gersch [11], pour estimer la partie autoré-
gressive du modèle ARMA . Il faut cependant
remarquer que les équations (11) donnant les condi-
tions d'optimalité du modèle AR, ou (16) donnant
celles de la partie AR du modèle ARMA ne consti-
tuent pas des conditions suffisantes pour que 0 les
vérifiant soit le vecteur des paramètres du modèle .
En effet, aucune des matrices figurant dans ces trois
systèmes linéaires n'est de rang complet car le vecteur
aléatoire Y t est le produit d'un scalaire aléatoire y t
par le vecteur des fonctions fo (t) . . . f, ,,(t) qui sont
certaines. Les matrices multipliant 0 dans les trois
équations sont de rang au plus égal à p dans (11) et
(16) alors que leur dimension est p . (m + 1) . C'est le
passage de l'espérance mathématique à la somme tem-
porelle de l'estimateur ergodique qui rend ces matrices
inversibles et de rang complet, les conditions devien-
nent des conditions suffisantes sur 0 .
2 . 2 . ESTIMATION
L'emploi du terme « estimateur » à propos des
équations (11) et (16) n'était pas justifié, car rien
n'indiquait comment était estimées les espérances
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mathématiques figurant dans ces équations . Il est
clair, du fait de l'invariance temporelle de 9 que le
remplacement dans les équations de l'espérance par
une somme sur le temps, entraîne des équations qui
expriment encore des conditions nécessaires sur 0, et
si la somme se fait sur un intervalle assez long, on
obtient des conditions suffisantes pour que 0 soit solu-
tion au problème posé.
Pour l'estimation de la partie autorégressive du
modèle ARMA, on retiendra l'équation






















Ainsi les modèles AR et ARMA évolutifs permettent
pour un signal non stationnaire de tourner la non-
ergodicité inhérente à un tel signal, et de fabriquer
un estimateur à partir de sommes temporelles . Il est
visible que ceci est permis par la conjugaison de
deux propriétés : l'existence d'une transformation du
modèle dans laquelle les paramètres inconnus devien-
nent tous invariants vis-à-vis du temps, et la linéarité
des équations d'optimalité, qui est liée au fait que ces
équations expriment des conditions d'orthogonalité .
L'estimation qui en résulte, biaisée par les variations
de l'énergie résiduelle pourra être rendue sans-biais
par une estimation a posteriori des variations incrimi-
nées, et leur incorporation dans les équations . Ainsi
procède Clergeot [8], qui propose une minimisation
de la vraisemblance d'un modèle autorégressif évolu-
tif, dont le gain est lui aussi évolutif. Les équations
d'optimalité conduisent cependant à un système non
linéaire.
Ceci ne fixe pas totalement l'équation (17) . Il est en
effet possible de distinguer comme pour le modèle
autorégressif stationnaire deux cas, connus sous les
dénominations malencontreuses mais fermement éta-
blies de « méthode de corrélation » et « méthode de
covariance » . Si on veut obtenir dans (17) une matrice




prolongées par des zéros, utiliser une somme sur l'in-
tervalle F = ] - oo, + oo [ et ceci constituera la
«méthode de corrélation » . Si on ne veut pas faire
cette hypothèse, on limitera F à l'intervalle
t = [p + q, T], mais la matrice figurant dans (17) ne
sera plus de Toëplitz. Ce sera la «méthode de
covariance » pour laquelle existera cependant un algo-
rithme rapide . Peut-on départager les deux méthodes?
Hall et al . [26], à cause du biais de la «méthode de
corrélation » penchent nettement pour l'autre
méthode. Je ne partage pas cette opinion . Les simula-
tions que j'ai réalisées [20], montrent un avantage
certes pour la « méthode de covariance », mais le gain
est si faible qu'il ne me paraît pas justifier le coût de
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cette méthode : le code Fortran de la «covariance »
est environ huit fois plus encombrant que celui de la
corrélation ».
3. Modèles MA
Ce, paragraphe est consacré à l'estimation du modèle
à moyenne ajustée MA (moving-average) . Il pourra
s'agir indifférement d'un signal uniquement MA ou
d'un signal ARMA dont la partie autorégressive a
déjà été identifiée et éliminée par filtrage inverse du
signal yt d'origine. Deux méthodes ont été dévelop-
pées pour déterminer les paramètres du modèle MA .
La première en réalise une approximation par un
modèle autorégressif d'ordre élevé, suivie par l'appro-
ximation en retour du modèle AR par un modèle
MA qui sera la solution cherchée. Cette méthode
s'apparente à celle établie pour le modèle MA station-
naire par Durbin [10], Shanks [48]. La seconde
méthode repose sur la décomposition de Schur de la
transformée en z de la suite des matrices estimant la
corrélation du vecteur Y t projection du signal y t. En
d'autres termes, il s'agira d'utiliser une forme de
modélisation MA du vecteur Y t . Le passage de cette
décomposition ou de ce modèle vectoriel au modèle
MA scalaire non stationnaire se fait par une sélection
sur les lignes des matrices du modèle vectoriel, en
maximisant la vraisemblance de covariances déduites
des observations relativement à celles déduites du
modèle. Une troisième méthode concernera un cas
particulier, celui du modèle MA d'ordre zéro! Modèle
qui est tout à fait trivial dans le cas stationnaire, où
le coefficient b o s'identifie au gain du modèle AR et
n'est autre que l'écart-type de l'erreur de prédiction .
Modèle cependant où la non-stationnarité du coeffi-
cient bo (t) forcera inéluctablement l'estimateur à la
non-linéarité. La solution tiendra en une transforma-
tion non-linéaire des données après laquelle un estima-
teur linéaire constituera un bon compromis .
3 . 1 . RÉSOLUTION PAR MOINDRES CARRÉES
Dans cette méthode, on approxime le modèle MA
par un modèle AR d'ordre élevé. On effectue successi-
vement l'identification de ce modèle AR par un des
estimateurs décrits au paragraphe précédent, puis un
filtrage inverse du signal yt pour reconstituer
l'entrée st du modèle MA, et enfin le calcul du modèle
MA connaissant simultanément son entrée et sa sor-
tie.
On introduit alors comme pour le modèle AR un
vecteur produit du signal par chaque fonction de la




(t) Et . . .
fm (t) EtIT
.
Avec ce nouveau vecteur le modèle MA se réécrit
(19) Yt = [Et
. . . E~q ] 0 + vt
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où le vecteur 0 contient les paramètres inconnus
bij : 0=[boo . . . bgm]T et v t représente l'erreur due à
l'approximation de l'entrée par le résidu du
modèle AR .
Si on minimise cette erreur v t , au sens d'un critère
des moindres carrés, cela signifie qu'on réalise l'esti-
mation de 0 comme une identification de système
avec bruit sur la sortie. Les équations deviennent,
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La matrice multipliant 0 dans (20) sera, suivant le
choix de F, une matrice de Toëplitz ou bien le produit
de deux matrices de Toëplitz .
3 . 2 . FACTORISATION MA NON STATIONNAIRE
La famille de méthodes d'identification de modèles
MA ou ARMA, qui vient d'être décrite reposait sur
une approximation par un modèle autorégressif
d'ordre élevé. Celle qui va maintenant être décrite est
construite autour de l'idée de factorisation spectrale,
autre méthode de modélisation MA dans le cas sta-
tionnaire. Le passage au cas non stationnaire se fait
par l'interprétation de cette factorisation spectrale
comme un recours implicite à un modèle autorégressif
dont on fait tendre l'ordre vers l'infini . Ces méthodes
de factorisation spectrale sont issues des travaux de
Schur [46], Rissanen [44], Le Roux et Gueguen [33],
Youla et Kazanjian [51] .
3 .2 . 1 . Équivalence a AR long » et MA non station-
naire
Mettre cette démarche en eeuvre dans la modélisation
MA non stationnaire suppose donc de trouver un
équivalent autorégressif au modèle MA dont les b i (t)
sont les coefficients . Le modèle autorégressif cherché
s'écrira
m
(21) a i (t -




entre eux permet en identifiant










avec a o (t) = (b o (t)) -1
L'équivalence entre modèle MA d'ordre q et modèle
AR d'ordre infini suppose ainsi deux conditions dans
le cas non stationnaire qui sont déduites du calcul
précédent et n'apparaissaient pas dans le cas station-




doit être abandonnée. La seconde est que la base de
fonctions sur laquelle s'expriment les bi (t) n'est pas
la même que celle associée aux a i ( t) .
Le passage des b, (t) aux a i (t) se fait non seulement
par l'accroissement de l'ordre q à l'infini, mais aussi
par l'accroissement du degré m de la base à l'infini .
Fort heureusement, ces deux effets n'ont pas la même
amplitude, et l'accroissement du degré m se fait appro-
ximativement linéairement avec i, or les a i (t) tendent
vers 0 quand i croît, ce qui permet sans trop d'erreur
de limiter ce degré à une valeur M finie, égale à deux
ou trois fois m .
3 .2 .2. Passage au modèle MA non stationnaire
Dans le cas stationnaire, la dualité entre l'algorithme
de Levinson pour le calcul du modèle autorégressif,
et l'algorithme de Schur pour le calcul du modèle
MA ou la factorisation spectrale, s'explique en
remarquant que les coefficients calculés à le k-ième
itération de l'algorithme de Schur sont les intercorré-
lations entre l'entrée et la sortie du modèle autorégres-
sif d'ordre k . Lorsque l'algorithme de Schur est appli-
qué à la corrélation d'un signal MA, on obtient, en
faisant tendre k vers l'infini, la convergence de l'entrée
du modèle autorégressif implicite d'ordre k, vers le
bruit blanc excitateur du modèle MA, tandis que
l'intercorrélation tend vers la réponse impulsionnelle
du modèle MA, et donc vers les coefficients b i eux-
même. C'est cette idée que l'on tente de réutiliser ici .
Observant alors que le modèle autorégressif non sta-
tionnaire sur une base de fonctions de dimension M
fait appel au vecteur Y, de dimension M, produit du
signal y, par la base, on prend comme point de départ
ce vecteur qui est MA (q) comme y, mais n'est pas
stationnaire. La décomposition de Schur de sa corré-
lation conduira à des matrices E i qui s'interprètent





d'un modèle AR (oc) vectoriel .
(23) Ei=E(1Y +i)
De plus [18], il existe une relation entre l'entrée du
modèle MA scalaire de yt
et celle du modèle MA
vectoriel de Y t : l'entrée
et
du modèle MA scalaire est
obtenue comme combinaison linéaire des composan-




Utilisant alors l'expression de
Y t en fonction de y,, et la nature MA de y t, on en
déduit une relation entre les matrices E i et le modèle
MA cherché
r





(t) . . .
fm (t)]
` fm(t+i} bim
Ainsi peut-on calculer le modèle MA non stationnaire,
dès que L est connu, à partir de la factorisation de




. . .fm (t)] .
3 . 2 . 3 . Réduction du signal vectoriel au signal scalaire
Le seul point restant à préciser est le calcul du vecteur
L permettant de passer du modèle vectoriel de Y t au
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modèle scalaire non stationnaire . Il faut pour cela
réintroduire l'information : le vecteur Y, est obtenu à
partir du signal y, à moyenne ajustée, d'ordre q, ou
encore, le modèle AR implicite n'est pas quelconque,
mais approxime l'inverse d'un modèle MA . Une façon
de le faire est de contraindre les matrices de covarian-
ces du signal y, ou Y, à être égales à la même matrice
calculée théoriquement à partir du modèle MA (qui
dépend de L) . On ne pourra pas en réalité obtenir
l'égalité entre la matrice mesurée et la matrice théori-
que, c'est-à-dire reconstruite à partir du modèle, du
fait des approximations (il faut bien arrêter la récur-
rence sur p à un certain point, et de plus M étant
limité supérieurement, l'évolution temporelle du
modèle AR n'est pas exactement celle de l'inverse
du modèle MA). Il suffira alors de maximiser la
vraisemblance de l'hypothèse d'égalité des deux matri-
ces. Anderson [3], donne l'expression de la
vraisemblance V de l'hypothèse R = R * où R et R*
sont deux matrices de covariance de dimension n,
calculées sur N points
(25) Log V=N/2 .(n+Log Det(R .(R*)-')
-Tr(R . (R*)
La relation (25) peut être rendue plus symétrique sous
la forme
(26) Log V=N/2






. R . (R* ) - T/2 ))
Dans le problème posé ici, R sera la matrice de
covariance théorique, estimée à partir des b i (t), et R*
la même matrice, mais mesurée sur y,. Plusieurs choix










Bien entendu, l'espérance est dans R* remplacée par
une somme temporelle, ce qui contraint, vu la non-
stationnarité de yr, à effectuer la même somme tempo-
relle dans R . La matrice R est une fonction quadrati-
que des b,j et donc des X i , les composantes du





figurant dans le critère de
vraisemblance comme
M




Les matrices C,j dépendent uniquement des Ek ,
k e [0, q] et de R* mesuré (voir [18] pour leur expres-
sion) . Le problème est maintenant ramené à la maxi-
misation de la quantité Log Det(C)-Tr(C) où C est
une matrice carrée, fonction quadratique des X i






C(X0 . . . ? M)= Xik j C,j (Cij=C ,j
= Cji).
La présence du logarithme et du déterminant rendent
cependant impossible cette maximisation de façon
directe. Il faudra recourir à un algorithme du type
Newton-Raphson pour la recherche du maximum de
la fonction . Il est pour cela nécessaire de calculer son
gradient et son Hessien . Le calcul montre en posant
C* =C -112 C,
j C-T/2
j=0
que le gradient et le Hessien sont




V (k, . . . km)
= Tr (2 C~- C* C*) - 2 Tr (C, j ) .
On aura intérêt à démarrer cette partie itérative de
l'algorithme en choisissant des valeurs initiales L
0
voisines de l'optimum, ce qui pourra se faire en utili-
sant les valeurs de b, j données par la méthode utilisant
explicitement le modèle AR long et en calculant L
au moyen de (24) . Il est évident que cet algorithme
consomme beaucoup plus de temps de calcul et de
place mémoire que l'algorithme explicite, mais sa pré-
cision est nettement supérieure .
3 . 3. GAIN NON STATIONNAIRE
Il existe un cas très particulier du modèle MA, c'est
le modèle MA (0) . Dans le cas stationnaire, un tel
modèle est réduit à un gain qui s'estime en général
sans difficulté . Dans le cas non stationnaire, ce gain
responsable des fluctuations de la variance
62 (t) du
résidu E, est une fonction du temps et il est possible
de tenter de l'estimer comme le modèle MA habituel,
avec l'hypothèse qu'il s'exprime comme combinaison
linéaire des fonctions fi(t) de la base. Aucune des
méthodes MA décrites dans ce paragraphe ne permet
cependant de calculer le gain b0 (t) tel que
cil
(t) = (b o (t)) 2 . En effet les deux méthodes décrites
font appel à un modèle AR long (explicite ou impli-
cite) alors que le gain non stationnaire n'est pas équi-
valent à un modèle AR, ce qui contraint à développer
une méthode spécifique pour ce cas .
Le problème étant non linéaire, il faut se ramener
par une transformation des données à un problème
linéaire . Un moyen consiste à remplacer E, par I c,
1
.






reste blanche, mais sa moyenne




Il est alors possible de calculer bo (t) approximant au





bo (t)) 2 .
t











=(ir/2) 1 / 2
t
IetI
Bien que le gain bo (t) ainsi calculé soit la plupart
du temps satisfaisant, on peut regretter qu'il lui soit
possible de s'annuler, et même d'être négatif, par
exemple si f (t) = t, bo (t) devient un polynôme dont
la valeur peut sur certains intervalles de temps être
en dessous de 0. Un moyen d'y remédier consiste à
poser que le gain bo (t) est en réalité une
exponentielle
m
(33) bo (t) =e9 i`I avec g (t)
_
E
gi fi (t) .
i=o
Il s'agit ici aussi de rendre le problème linéaire, ce





(34) E (Log I E,
I)
=Log (b o (t)) -
C + Log 2





Ce qui donne en utilisant l'expression de
g
(t) sur la
base de fonctions f (t)
fo (t) go
(36) y : [fo
(t)
. . . fm (t)]






: t t I 2 )
Y,1m( )
Il est clair que ces deux estimateurs (31) et (36), bien
que pris au sens des moindres carrés, ne sont pas








contrairement à E, . Cependant, dans la pratique, la
dynamique de bo (t) ou g (t), qui est le rapport entre
les amplitudes extrêmes prises par bo (t) ou g (t), est
réduite, restant de l'ordre de 1 et ces estimateurs sont
amplement suffisants.
4. Modèles en treillis
Les méthodes décrites dans les paragraphes précé-
dents, concernant les parties, autorégressive puis à
moyenne ajustée, du modèle ARMA peuvent être
considérées comme une formulation standard de la
modélisation non stationnaire . Tout en restant dans
le cadre des modèles dont les paramètres s'expriment
sur une base de fonctions, il est possible de réaliser
des variations autour de la solution standard. Deux
d'entre elles consistuent la matière de ce paragraphe .
4 .
1 . FILTRE EN TREILLIS, COEFFICIENTS DE RÉFLEXION
La première méthode considérée dans ce paragraphe
a son origine dans le modèle autorégressif classique
avec son entrée en bruit blanc. La variante porte sur
la forme de la réalisation du modèle, entraînant un
remplacement du filtre transverse de coefficients a i,
par un filtre en treillis dont les coefficients sont les
k;, corrélations partielles . Le filtre en treillis, introduit
à partir du modèle AR stationnaire par Itakura et
Saito [30], se présente sous deux formes, d'une part
un filtre « blanchissant » qui calcule le résidu E, du
modèle AR à partir du signal y„ et le filtre inverse,
effectuant la synthèse de y, . C'est le premier type qui
interviendra ici, le seul pour lequel se pose la question
de l'identification dans le cadre autorégressif .
Le filtre en treillis est très directement lié à l'algo-
rithme de Levinson. Aux modèles AR (p) direct et
rétrograde (forward, backward) sont associés respecti-
vement les deux résidus Ep (t) et e (t). Le filtre en
treillis est une transcription du filtre autorégressif
transverse en une structure de filtre constituée d'une
cascade de p cellules, ayant en entrée les résidus
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s
*(t)
cP_ t (t )
Fig . 1 . - Structure du filtre en treillis .
Dans un contexte non stationnaire, les a i et les k i
deviennent des fonctions du temps . La relation
entrée-sortie pour chaque cellule est
Ei+ (t) 1 k; (t-1) E I (t)
(37) CES





cÇ_ 1 (t) Ç(t)
Pour interpréter cette équation sous forme d'une cel-
lule du filtre en treillis, il devient nécessaire d'intro-
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Fig. 2 . - Structure d'une cellule à 2 retards
.
L'identification du modèle (37) sera bien entendu
calquée sur les méthodes existant dans le cas station-
naire, en postulant que chaque coefficient de réflexion








ki (t)= kij fj (t)
j=0
Comme dans la méthode de Burg [4], on cherchera à
optimiser les cellules l'une après l'autre en initialisant
avec sô (t) = s- ( t) =yt . Le calcul de la i-ième cellule
se fait en minimisant l'énergie des sorties qui sont des
erreurs de prédiction . Si les données yt sont mesurées
sur l'intervalle [0, T], le critère J est
T
J = ((c (t)) 2 + Ei (t)) 2 )
t=i
Introduisant les vecteurs Ki et Ki des paramètres
k et kij , et les projections H i+ et Hi des résidus
ai~
(t) et si (t), sur la base des fonctions f (t), il est
possible de réécrire J
T









La minimisation de J relativement aux paramètres
k
~
et kij aboutit à deux systèmes d'équations
distincts
(41) (E+ . K1 = -Y i+ et (I)i . Ki = -'YÏ
avec
T





















Il est clair que les vecteurs Kz et Ki généralisent les
coefficients de corrélation partielle, car les équations
(41) les présentent comme des « rapports » entre les
intercorrélations 'P et les autocorrélations (b .
4 .2 . FONCTIONS D'AIRE LOGARITHMIQUES
Ce troisième type de modèle, après le modèle autoré-
gressif et le filtre en treillis, s'est avéré nécessaire sous
la pression d'une application particulière qui est la
synthèse de la parole, mais bien sûr, il n'est en rien
spécifiquement lié au signal de parole. Ce qui était
recherché, était un modèle qui reste toujours stable .
Rien ne garantit en effet la stabilité du modèle autoré-
gressif évolutif que l'on estime sur un signal . Il est
même facile de construire des signaux tels que si on
en sélectionne une portion, le modèle estimé sur celle-
ci est instable. La stabilité se définit, rappelons le
comme une sommabilité absolue de la réponse
impulsionnelle h (t, s) du modèle, et ceci pour tout t,
la sommation se faisant sur s. Dans la pratique, en
analysant un signal qui s'annule aux deux extrémités
de la fenêtre, on est assuré de trouver un modèle
stable. C'est le cas par exemple, d'un segment de
parole compris entre deux zones de silence
(cf. section 5) .
Pourtant, si le modèle tangent au modèle évolutif
devient instable sur un petit intervalle de temps
(t1, t 2 ), et même si la stabilité du modèle non station-
naire n'en est pas affectée, ceci a de graves inconvé-
nients, ainsi en synthèse de parole, le signal synthétisé
présentera sur l'intervalle (t 1 , t 2 ) un comportement
explosif, son amplitude divergera, ce qui créera une
petite bouffée d'énergie à un niveau plusieurs fois
supérieur à l'énergie moyenne avant et après cet inci-
dent. Il s'avère que l'oreille est très sensible à ces
variations brèves d'amplitude qu'elle analyse comme
des bruits de choc, ou des explosions . Il est donc
nécessaire d'éliminer ces accidents .
Une méthode pour forcer la stabilité du modèle sans
déformer son contenu spectral consiste à remplacer à
tout instant où il est instable le modèle tangent par
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un modèle équivalent où les pôles stables sont inchan-
gés, mais où les pôles instables sont stabilisés, par
une inversion qui les renvoie à l'intérieur du cercle
unité. Une autre méthode, développée ici, consiste à
remplacer les coefficients de réflexion du filtre en
treillis, qui ne sont pas contraints, quand on les estime
sur une base de fonctions, par l'estimateur (41), à
rester dans l'intervalle [-1, + 1]. Une application de
cet intervalle sur l'intervalle ]- oc, + oo[ permettra de
garantir la stabilité, lorsqu'on estimera les paramètres
transformés : par construction, les coefficients de
réflexion que l'on reconstruira ne pourront qu'être
bornés en module par 1 . La transformation la mieux
adaptée semble être le recours aux fonctions d'aire
logarithmiques (ou Log Area Ratios), définis par (42),
et exprimés sur la même base de fonctions
(42)






Yi (t) _ É Yi, f; (t) •
j=o
On reconstitue les coefficients de réflexion à partir
des fonctions d'aire logarithmiques par la relation









Deux méthodes ont été considérées pour l'estimation
de fonctions d'aire logarithmiques [5] . La première
recourt à une linéarisation, et va être décrite ci-après .
La seconde maximise la vraisemblance du modèle,
mais présente l'inconvénient lorsque les k i ( t) sont trop
proches de + 1 ou - 1, de ne converger que très
lentement, ce qui lui fait préférer la première procé-
dure, moins précise, mais beaucoup plus rapide . A
cause de la tangente hyperbolique figurant dans (43),
il n'est pas possible de minimiser l'erreur quadratique
moyenne en sortie d'une cellule du filtre, sans recourir
à une méthode d'optimisation non linéaire . Pour évi-
ter ceci, il s'agit de linéariser le problème . On
cherchera à approximer la trajectoire des fonctions
d'aire logarithmiques Y i (t), à partir de celles déduites,
par la formule (42), d'une trajectoire de coefficients
de réflexion. Ainsi s'obtient une procédure en deux
étapes. La première étape réalise l'estimation d'un
modèle en treillis, par l'estimateur (41) . La seconde
transforme ce modèle en fonctions d'aire logarithmi-
ques, en ajustant au sens des moindres carrés les deux
trajectoires. L'estimateur qui s'en déduit est donné















Les sommations ci-dessus sont effectuées sur tous les
instants où le membre de droite est défini, c'est-à-dire
tous les instants où les coefficients de réflexion, direct
et rétrograde, sont tous deux, en module, inférieurs
à 1 . Si T est le nombre d'échantillons, ce que la
première étape (filtre en treillis) requiert est de l'ordre
de mz T/2 opérations, la seconde, de l'ordre de 2 m T
opérations, car la matrice figurant au membre de
gauche ne dépend que de la base et non du signal
elle peut être calculée exactement et avant toute modé-
lisation . L'accroissement du coût de calcul lorsque
l'on passe du filtre en treillis aux fonctions d'aire est
largement contrebalancé par la certitude que le
modèle obtenu sera stable tout au long de l'intervalle
d'analyse. En synthèse de parole, par exemple, ceci
éliminera la procédure de stabilisation du modèle, qui
est très coûteuse.
5. Applications
Il eut été dommage de ne pas conclure cette descrip-
tion d'une méthodologie pour le traitement des
signaux non stationnaires, sans décrire son applica-
tion à un certain nombre de signaux issus de situations
réelles et concrètes . Une application est suffisamment
avancée pour que les expériences se soient stabilisées
autour de résultats probants, qui vont être présentés
dans ce qui suit : il s'agit du codage suivi de restitution
de la parole par unités supra-phonémiques, dans un
contexte de type messagerie vocale .
Puisque les modèles évolutifs sont à même de repré-
senter une transition entre contenus spectraux diffé-
rents, il a semblé naturel de tenter de réaliser une
synthèse de parole où chaque modèle serait associé à
la transition d'un phonème à un autre, ce qui corres-
pond à une synthèse par diphones . On peut en détec-
tant les zones où le signal a un contenu spectral stable
au cours du temps, segmenter le signal en leur milieu .
L'analyse se fera sur chaque segment commençant et
finissant à un des points de segmentation . A la syn-
thèse le problème sera de concaténer correctement les
divers segments ou diphones synthétisés. Cette der-
nière opération est cependant délicate, car elle se fait
dans les zones les plus énergétiques du signal où les
défauts sont très audibles . Cette difficulté nous a
conduits à nous tourner maintenant vers une synthèse
utilisant des entités plus longues que les diphones, en
interdisant la segmentation et donc la juxtaposition,
au milieu des voyelles [6].
Il ne s'agit pas d'une véritable synthèse, mais dans
un premier temps d'une analyse du signal suivie par
une restitution de ce signal à partir des paramètres
issus de l'analyse. En court-circuitant ainsi la longue
phase d'acquisition du catalogue des modèles, on
occulte un certain nombre de difficultés associées au
choix du bon représentant de chaque élément du
dictionnaire, à la concaténation de modèles issus de
contextes très différents_ Mais esquiver ces problè-
mes permet de ce concentrer plus vite sur ceux liés à
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la détermination des modèles, et qui sont les premiers
à résoudre quand on souhaite, comme ici, mettre en
aeuvre une méthodologie nouvelle dont on ignore le
comportement sur un signal de parole .
Chaque expérience comportera les mêmes phases
(A) Segmentation, c'est-à-dire détection des limites
entre syllabes . Dans un premier temps, on détermine
à partir de l'histogramme dés énergies de segments
courts (32 échantillons), un seuil de détection silence/-
parole, qui permet donc de détecter les zones de
parole. On ajoute à ces zones, celles contenant des
fricatives ou des plosives non voisées, qui ont pû
échapper à la détection précédente, en les repérant au
moyen du taux de passage par zéro supérieur à un
seuil fixe. Dans une troisième phase, cette segmenta-
tion est affinée, par un ensemble de règles permettant
d'éliminer les trop courtes portions de silence (le plus
souvent, entre la plosive et la voyelle qui suit) . On
obtient ainsi des zones de parole, séparées par des
silences . La succession de segments qui en résulte est
prête à être traitée, mais si des segments ont une
longueur excédant 2 500 échantillons, on redécoupe
ces unités en segments tous d'une durée inférieure à
2 500 échantillons, en détectant les instants où l'éner-
gie est minimale, ceci pour atténuer les effets éventuels
de la concaténation, opération pour laquelle on pré-
voit de plus un recouvrement de 64 échantillons entre
deux segments non séparés par du silence .
(B) Analyse de chaque segment, de façon à obtenir
un modèle autorégressif évolutif pour chaque
segment . C'est à cette étape que se situe la variable
essentielle dans cette expérience, à savoir le choix de
la structure du modèle . Celle-ci se caractérise par
(B1) Le choix de l'ordre de la partie autorégressive .
On peut s'aider pour celui-ci de la connaissance
acquise dans la modélisation stationnaire sous fenêtres
brèves où l'ordre AR est compris entre 10 et 16 . La
figure 3 montre l'application sur un segment de parole
du critère d'Akaike, pour quatre degrés m différents .
(B2) Le choix de la base de fonctions et de son
degré m . Deux bases seront utilisées ici : Legendre et
Fourier, mais ceci ne préjuge pas de l'expérience d'une
base de fonctions idéalement adaptée à la parole. Le
degré m est la grande inconnue, il devra être au
moins 1, pour avoir avec les deux fonctions fo (t) et
f, (t) une valeur moyenne et une transition . Sur
l'exemple de la figure 3, la valeur optimale de m est 5,
pour un ordre 10.
(B3) Le choix de l'algorithme et du type de modèle .
Le modèle peut avoir trois formes, du moins pour sa
partie autorégressive qui peut être transverse avec les
prédicteurs a • (t) ouen treillis avec soit les coefficients
de réflexion k,(t), soit les fontions d'aire y . (t) . Dans
l'estimation du modèle autorégressif, on retiendra
pour son compromis qualité de l'estimateur/coût de
calcul, la méthode de « corrélation » . Les deux autres
modèles sont' estimés par les estimateurs (41) et (44) .
(C) Calcul d'une excitation, qui peut être obtenue
avec une détection du fondamental, soit par une





















. 3. - Application du critère d'kaike à la détermination de l'ordre
du modèle (fonctions d'aire logarithmiques), et du nombre de
fonctions dans la base (polynômes de Legendre)
. Le segment de
parole contient le diphone « LE ».
temporelle des impulsions. Une variante est l'excita-
tion de type multi-impulsionnelle, qui s'utilise mainte-
nant couramment avec les méthodes stationnaires, et
pour lequel nous avons élaboré une extension non
stationnaire [7] .
(D) Synthèse (ou plutôt restitution) du signal par
passage de l'excitation (impulsions/bruit blanc ou
multi-impulsions) dans le système correspondant à
chaque segment. Les segments ainsi reconstruits sont
alors concaténés, avec soit insertion des silences
intermédiaires, soit (lorsqu'il n'y avait pas de silence),
passage progressif d'un signal au suivant, au moyen
d'une pondération en cosinus (de t, le temps) sur la
zone où les deux segments successifs se recouvrent .
Ceci réduit fortement les parasites dus à la concaténa-
tion .
Quelles étapes de ce processus ont engendré des diffi-
cultés spécifiques aux modèles non stationnaires?
Sûrement par l'étape A, indépendante de la modélisa-
tion. L'étape B ne présente pas plus de difficultés . On
prendra seulement la précaution de pré-accentuer le
signal de parole, pour réduire sa dynamique spectrale
et améliorer le conditionnement de la matrice de cova-
riance du signal Y t des projections sur la base. La
pré-accentuation retenue a été la même que dans la
LPC classique : on remplace le signal yt par sa diffé-
rence première y*=y,-y,_, (le signal est échantil-
lonné à 8 khz, sur 12 e. b) . Les ordres et le degré de
la base ont été fixés pour chaque expérience, en les
choisissant dans les limites données ci-dessus . Les
meilleurs résultats avaient été obtenus pour la base
de Legendre, un modèle d'ordre 12 sur les fonctions
fo (t) . f4 (t) . La phase C soulève dans le cas multi-
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impulsionnel des problèmes de temps de calcul et de
taille de matrices qui n'ont pu être résolus qu'en
rendant la résolution séquentielle [7]. Mais les difficul-
tés essentielles se sont situées dans la phase D,
de
synthèse, tant que nous travaillions avec les modèles
AR ou en treillis, du fait de la stabilité non garantie
par ces modèles .  Le recours au modèle des fonctions
d'aire logarithmiques s'est donc imposé pour cette
raison .
Les résultats, à l'écoute de cette synthèse semblent
satisfaisants
. Les fenêtres ont une durée moyenne
comprise entre 800 et 2000 échantillons, les ordres
des modèles sont en moyenne de 12, avec 3 à
6 fonctions dans la base de Fourier
. Ceci assure un
codage du contenu spectral du signal sur environ
250 paramètres par seconde, ce qui est à mettre en
parallèle avec les 500 paramètres par seconde que
représente la LPC-10 (prédiction linéaire à l'ordre 10,
un modèle toutes les 20 ms)
. Ceci fait espérer un gain
probable d'un facteur 2 sur cette méthode, avec une
qualité analogue sinon meilleure
. La figure 4 montre
un exemple de segment avec le résidu, l'excitation
multi-impulsionnelle calculée par la méthode décrite
en [7], et le signal reconstruit .
Pour ne pas allonger inutilement cet article,
seule
l'application à la restitution de parole a été décrite
231
ici. Cependant diverses études ont montré que la
méthodologie des modèles AR ou ARMA évolutifs
pouvait aussi s'appliquer à l'analyse temps-fréquence
de nombreux signaux . Des simulations dans des cas
difficiles peuvent être trouvées dans [22], pour des
signaux dont l'évolution n'est pas continue, ce qui
contredit l'hypothèse d'existence d'une base de fonc-
tions, aussi dans [21], où la loi de fréquence instanta-
née de signaux très fortement bruités a pu être
reconstituée grâce à des modèles AR évolutifs, ainsi
que dans [24], où est présentée une analyse de signaux
multi-composantes, qui sont des émissions sonars pro-
duites par des chauves-souris .
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