This paper considers 1 -regularized linear inverse problems that frequently arise in applications. One striking example is the so called compressive sensing method that proposes to reconstruct a high dimensional signal u P R n from low dimensional measurements R m Q b " Au, m ! n. The basis pursuit is another example. For most of these problems the number of unknowns is very large. The recovered signal is obtained as the solution to an optimization problem and the quality of the recovered signal directly depends on the quality of the solver. Theoretical works predict a sharp transition phase for the exact recovery of sparse signals. However, to the best of our knowledge, other state-of-the-art algorithms are not effective enough to accurately observe this transition phase. This paper proposes a simple algorithm that computes an exact 1 minimizer under the constraints Au " b. This algorithm can be employed in many problems: as soon as A has full row rank. In addition, a numerical comparison with standard algorithms available in the literature is exhibited. These comparisons illustrate that our algorithm compares advantageously: the aforementioned transition phase is empirically observed with a much better quality.
INTRODUCTION
Compressive sensing and sparsity promoting methods have gained a significant interest. These methods are used for e.g., data analysis, signal and image processing or inverse problems and amounts to find a suitable u which satisfies
where b can be seen as some observed data, A P M mˆn pRq and m ! n. The columns of A can for instance model an acquisition device or may represent some frame or dictionary designed to adequately encode u. The problem (1) is ill-posed. Therefore, some a priori information is needed. The most standard assumption is that u is "simple", i.e., u has minimal 0 pseudo norm. However, finding an 0 minimizer of (1) is difficult as the optimization problem is nonsmooth and non-convex. Hence, methods (Foucart, 2013; Jain et al., 2011; Mallat and Zhang, 1993; Pati et al., 1993; Tropp and Gilbert, 2007; Blumensath and Davies, 2009; Dai and Milenkovic, 2009; Maleki, 2009 ) that aim at tackling 0 pseudo norm minimization usually guarantee only an optimal solution with high probability and, to the best of our knowledge, for a specific class of matrices A. The second class of methods proposes to use an 1 relaxation and the problem becomes # inf uPR n }u} 1 s.t. Au " b.
(P 1 )
Problem (P 1 ) is known as the "basis pursuit problem", see, e.g., (Chen et al., 2001) . Under various assumptions, the minimizers remain the same if one replaces the 0 pseudo-norm by the 1 norm (see, e.g., (Candes and Tao, 2005; Candes and Tao, 2006; Donoho, 2006; Donoho and Elad, 2003) and the references therein). Problem (P 1 ) enjoys strong uniform guarantees for sparse recovery, see, e.g. (Needell and Vershynin, 2009) . Loosely speaking, one can easily check if a vector is optimal for (P 1 ) and the theoretical works bridge the gap between 1 and 0 . Yet, problem (P 1 ) is a convex one but it is a non-smooth optimization problem in high dimensions (n can be, e.g., the number of pixels of an image). For these reasons developing efficient algorithmic solutions is still a challenge in many cases. For instance, the standard CVX solver is not suitable (Grant and Boyd, , Sec. 1.3) for very large problems that arise from signal/image processing applications. Therefore, many methods have been proposed to solve (P 1 ) for large signal/images, see, e.g. (Osher et al., 2005; Hale et al., 2007; Beck and Teboulle, 2009; Yin et al., 2008; Zhang et al., 2011; Moeller and Zhang, 2016) . This paper proposes a new algorithm that computes an exact solution to (P 1 ) that can be employed in many problems. Indeed, we only assume that A is full row rank. This paper also exhibits a numerical comparison with standard algorithms available in the literature. These comparisons illustrate that our algorithm compares advantageously: the theoretically predicted transition phase, see e.g., (Maleki and Donoho, 2010; Candès et al., 2006) is empirically observed with a much better quality.
Outline of this Paper. The paper is organized as follows. Section 2 gives a very compact, yet selfcontained, presentation of the formalism that underlies the algorithm proposed in this paper. The construction yields to algorithm 1 page 3. Section 3 proposes a numerical evaluation and comparison of our algorithm with some other state-of-the-art solution solving (P 1 ). We demonstrate in this section that our method outperforms other state-of-the-art methods in terms of quality. Discussions and conclusions are summarized in section 4. The appendix 4 on page 8 contains a Matlab code of the algorithm proposed in this paper and a glossary containing notations and definitions. In the sequel, Latin numerals refer to the glossary of notations page 9.
ALGORITHM
This section presents the algorithm proposed in this paper and its underlying mathematical formalism. The method we propose in this paper begins by computing a solution to the dual problem associated to (P 1 ) then computes a solution to the primal. The first step involves the exact computation of a finite sequence. The last iterate of this sequence is a solution to the dual problem. The second step consists in computing a constrained least squares problem. We now give the formalism that underlies this algorithm then state the algorithm (see algorithm 1 page 3). Hereinafter, we assume that A P M mˆn pRq is full row rank. Consider the Lagrangian L : R nˆRm Ñ R of (P 1 )
Lpu,λ λ λq :" Jpuq`xλ λ λ, Auy`xλ λ λ,´by , 
In (3), dd t denotes the right-derivative (viii), Bg pλ λ λq " ! b`ř iPSpλ λ λq η iÃ e i : η i ě 0, i P S pλ λ λq ) , the matrixÃ P M mˆ2n pRq is defined by the column-wise concatenationÃ :" rA |´As and the set S pλ λ λq is defined by S pλ λ λq :" i P t1, . . . , 2nu :
where e i denotes the i-th canonical vector of R 2n . We further denote by Π Bgpλ λ λptqq the Euclidean projection (x) operator on the non-empty closed convex set Bgpλ λ λptqq and λ λ λ 0 P dom Bg (iv) is some initial state.
(We set λ λ λ 0 " 0 in our experiments). Using similar arguments to the ones developed in (Hiriart-Urruty and Lemarechal, 1996a, Chap. 8, section 3.4), one can easily prove that the trajectory converges to a solution of (D 1 ) and that it is constant after some finite time t K P r0,`8q. It remains to show how one can compute (3) and then compute a solution to (P 1 ).
By the same arguments as the ones developed in, e.g., (Hiriart-Urruty and Lemarechal, 1996a, Lem. 3.4.5, p. 381 ) the trajectory (3) is piecewise affine. This means that (3) can be obtained from a sequence. In other words there exist pd k ,t k q k such that λ λ λ k`1 " λ λ λ k`p t k`1´tk q d k (we set t 0 " 0) with d k "´Π Bgpλ λ λpt kp0q (where Π denotes the projection operator (x)). It remains to give a formula for the sca-lars pt k`1´tk q. The scalars pt k`1´tk q are given by
where S`pd k q :" i P t1, . . . , 2nu :
Thus, to compute a solution to (D 1 ) one can simply compute (3) using (4)- (6). The cornerstone of this algorithm is the computation of a projection on a convex cone given by the maximal monotone operator Bg.
(One can use for instance a constrained least squares solver, available in, e.g., Matlab, to compute the solution). The computation of s ∆t k is straightforward: it relies on the evaluation of the signs of inner products. It remains to compute a solution to (P 1 ) from a solutionλ λ λ of (D 1 ).
Given a solution of (D 1 ) denoted byλ λ λ, we can compute a solutionū to (P 1 ) by solving the following constrained least squares problem
where e i denotes the i-th canonical vector of R n . The construction is now complete. Before we state the algorithm, let us make the following remarks.
Remark 1. The reconstruction formula given by (7) is different from the reconstruction methods that can sometimes be found in the literature (see, e.g., (Moeller and Zhang, 2016, algorithm 6, p. 11)). However, for matrices satisfying compressive sensing assumptions (see, e.g., (Candes and Tao, 2006; Donoho, 2006) ), the signal can be obtained from an unconstrained least-squares solution to Au " b. Indeed, the support constraint issued formλ λ λ boils down to solving, in the least squares sense, Bu " b, where B is a sub-matrix formed from A by removing appropriate columns. Notice that in this case, there is no sign constraint on u i contrarily to (7). In addition, in many cases, the unconstrained least squares solution can be computed using a Moore-Penrose pseudo inverse formula. However, the least squares solution and (7) will, in general, differ: they have same 0 pseudo norms but different 1 norms.
. We have d k "´Π G p´bq´b. This vector can be computed from a constrained least squares problem similar to (7). For instance, one can use the lsqnonneg Matlab function. In our implementation, we used (Meyer
3. Compute S`pd k q then s ∆t k (see (6) and (5));
if }A : λ λ λ} 8 ą 1; until d k " 0 (see remark (2)); Computeū using (7).
Algorithm 1: Algorithm computingū solution to (P 1 ). 2013) that is supposedly faster than the Matlab routine. The stopping condition, namely d k " 0, was replaced by }d k } 2 pR m q _} s ∆t k d k } 2 pR m q ă 10´1 0 in all of our experiments. In step (3), to prevent numerical issues, we test if the computed s ∆t k satisfies s ∆t k ě 0. If s ∆t k ă 0 we set s ∆t k :" 0 and which ends the while loop at the current position.
A Matlab code for algorithm 1 is given in appendix (4). The computations of (2) can be done at relatively low precision. Indeed, algorithm 1 converges for any starting point in Ω :" tx : A :
x P B 8 u and step (5) ensures that every iterate belongs to Ω. This also means that the current error (e.g., due to finite quantization of numbers) does not depend on previous errors: algorithm 1 is error forgetting.
Claim: Algorithm 1 converges after finitely many iterations to an 1 minimizer under the constraints Au " b.
For the sake of completeness we now give some theoretical remarks on algorithm 1. The sequence pd k q k is the steepest Euclidean descent direction for g defined in (2). The time steps calculated in algorithm 1 step 3 guarantee that g pλ λ λpt k`1ă g pλ λ λpt k qq. In other words, this algorithm can be interpreted as a descent method on the dual problem (D 1 ). This descent method is ruled by an evolution equation governed by the maximal monotone operator (Brézis, 1973, Chap. 3) Bg. It is well known that this evolution converges to a solution of (D 1 ) (Aubin and Cellina, 2012, Chap. 3) . In addition, since g is polyhedral (Rockafellar, 1997, Section 19) , the evolution equation (3) is piecewise affine. As we have seen, the trajectory (3) satisfies λ λ λptq " λ λ λpt K q for some t K P r0,`8q and any t ě t K . Thus, algorithm 1 computes exactly the trajectory (3) and converges after finitely many iterations to a solution to (D 1 ). The last step allows us to retrieve a solution to (P 1 ) using (7).
NUMERICAL EXPERIMENTS
This section proposes an empirical evaluation of the following methods to solve (P 1 ): OMP (Pati et al., 1993) , CoSamp (Needell and Tropp, 2009 ), AISS (Burger et al., 2013 ) GISS (Moeller and Zhang, 2016) , and algorithm 1. These methods are compared in terms of quality and number of iterations needed. The first paragraph gives the experimental setup considered. The second paragraph gives the criteria used for the comparisons in terms of quality. The last paragraph reports the results in terms of number of iterations needed.
In these experiments the sensing matrix A always has 1000 columns. The entries of A are drawn from i.i.d. realizations of a centered Gaussian distribution. Without loss of generality we normalize the columns of A to unit Euclidean norm. The number of rows of A, i.e., the dimension of the ambient space m, vary in M :" t50, . . . , 325u with increments of 25. For each number of rows, we vary the sparsity level s between 5% and 40% with increments of 5% and therefore consider the discrete set S :" t0.05, . . . , 0.4u. The sparsity level is related to the 0 norm of u by "}u} 0 " round psˆmq" following (Candès et al., 2006) . The positions of the non-zero entries of u are chosen randomly, with uniform probability. The nonzero entries of u are drawn from a uniform distribution on r´1, 1s. To do so, for each parameter (i.e., sparsity level s, dimension of ambient space m, type of values for u, i.e., Bernoulli or uniform) we repeated the experiments 1, 000 times. The implementation of CoSamp and OMP we used are due to S. Becker (code updated on Dec 12th, 2012) and can be found on Mathworks file exchange 1 . The implementation of AISS and GISS we used are the ones given by the authors of (Burger et al., 2013; Moeller and Zhang, 2016) . The implementation of CoSamp requires an estimate of the sparsity. In all the experiments we used an oracle for CoSamp, i.e., provided the exact sparsity of the source element. We now give the criteria used for the comparisons in terms of quality.
We need to define the "success" of algorithm 1. In our opinion, two options can be considered. A natural choice would be to define the success as "the output of algorithm 1 is a solution to (P 1 )". However, this criterion would be verified for every output. Indeed, algorithm 1 ends with someū that numerically verifies an optimality condition to (P 1 ). Thus, this choice seems uninformative. Another natural choice is to define the success as "the output of algorithm 1 is equal to the source element u". This choice can be justi-fied by several theoretical works, see, e.g., (Candes and Tao, 2005; Candes and Tao, 2006; Donoho, 2006; Donoho and Elad, 2003) . Thus, this second criterion, namely the output is equal to the source element, is chosen for the numerical experiments proposed thereafter. Note that this criterion seems slightly in favor of methods specifically designed for the compressive sensing method compared to methods that propose to solve (P 1 ). Here, this means that the comparisons are slightly biased in favor of (Pati et al., 1993; Needell and Tropp, 2009) . We need to deal with the finite numerical precision. Thus, we define that a reconstruction is a success if the relative error satisfies }u´u est } 2 }u} 2 ă 10´1 0 . Hence, for any pm, sq P MˆS, the empirical probability of success is given by P pm,sq :" 1 # of tests
where u i est (resp. u i ) is the estimated signal (resp. source signal) and # denotes the cardinality of a set. Each method is tested on the same data by using the same random seed. Remark this type of experimental setup has been used before, for instance in (Jain et al., 2011) . Figure 2 depicts the empirical probability of success 8 for OMP, CoSamp, AISS, GISS and algorithm 1. We also consider the difference of probability of success between algorithm 1 and the other methods:
D pm,sq :" P algo p1q
pm,sq´P pm,sq ,
where m P M, s P S, P algo 1 pm,sq (resp. P pm,sq ) denotes the quantity (8) obtained with algorithm 1 (resp. OMP, CoSamp, AISS or GISS). It is easy to see that if (9) is positive then algorithm 1 performed better than the other method in terms of success as defined above. These differences are depicted in figure 3. It is easily seen that OMP and CoSamp succeed at retrieving the source signal with a probability of approximately 80% for a larger set of parameters than any other method. However, they produce correct results with a probability of nearly 100% for a much smaller set of parameters than AISS, GISS, and algorithm 1. An overview of the similarities and differences between OMP (Pati et al., 1993) , CoSamp (Needell and Tropp, 2009) , AISS (Burger et al., 2013) GISS (Moeller and Zhang, 2016) , and algorithm 1 is given in table 1. In this table, we recall the assumption(s) on A, the variables to maintain during the iterations, the update rule and the type of convergence the method enjoys. In table 1, we also give the empirical probability that a least x% of signals are successfully reconstructed. This statistical indicator is defined by Overview of main similarities and differences between OMP, CoSaMP, AISS, GISS and algorithm 1. Below, ERC stands for exact recovery condition see, e.g., (Pati et al., 1993) and RIC stands for restricted isometry constant see, e.g., (Needell and Tropp, 2009 ).
Method OMP (Pati et al., 1993) CoSamp (Needell and Tropp, 2009 ) AISS (Burger et al., 2013) GISS (Moeller and Zhang, 2016 ) Algorithm 1
Assumption(s)
A satisfies ERC A satisfies RIC Du P R n : Au " b A satisfies ERC A full row rank Variable(s) uk P R n uk P R n uk P R n and pk P R m uk P R n and pk P R m λ λ λk P R m Update(s) rule(s) least squares in R n least squares and hard threshold in R n constrained least squares in R n least squares in R n projection onto cone of R m where P pm,sq is defined by (8). We now report results concerning the number of iterations needed to achieve convergence. Figure 1 gives the average number of iterations needed by algorithm 1. The maximal average number of iterations is bounded from above by 600. Comparing figures 1 and 2 it can be noticed that when the algorithm succeeds in recovering the source element the average number of iterations remains below (about) 250. This suggests modifying algorithm 1 to use an early stopping criterion. The stopping criterion would be either the optimality condition is reached or a maximal number of iteration is attained. The computational efficiency of the other algorithms considered here can be found in, e.g., (Moeller and Zhang, 2016) . 
CONCLUSIONS
In this paper, a new fast algorithm to solve 1 -regularized linear problems was proposed. The algorithm is exact: it produces an exact 1 minimizer under the constraints Au " b in finite time. The method relies on the calculation of a finite sequence of feasible points of the dual. This sequence converges to a solution of the dual problem. A solution of the primal problem is then obtained by a simple least squares with signs constraints. Numerical comparisons with existing methods of the literature has been proposed for the noiseless compressive sensing (also called basis pursuit) problem. These comparisons allowed us to illustrate the accuracy of the algorithm developed in this paper compared to existing methods for the compressive sensing paradigm. Indeed, the number of parameters 2 where the 1 reconstruction was nearly always equal to the 0 (sparsest) one is bigger with our algorithm. The algorithm developed in this paper only requires that A is full row rank. Hence, it can be used in many problems. For instance, it can be applied with matrices that do not comply with RIP-like properties. The initialization of our algorithm was chosen arbitrarily as the null vector. Future work could investigate the benefits of a smarter initial guess to further speed up the method. Another ongoing work studies plausible stopping criteria. (Moeller and Zhang, 2016) . A positive value indicates that algorithm 1 performs better, a negative value the contrary.
