Upper bounds of T ∝−T2T2 p(t) dt and the differential equation x″ + p(t) x = 0  by St. Mary, Donald F & Eliason, Stanley B
JOURNAL OF DIFFERENTIAL EQUATIONS 6, 154-160 (1969) 
and 
Upper Bounds of TJT/,2,,, p(t) dt 
the Differential Equation x” + p(t) x = 0 
DONALD F. ST. MARY 
Department of Mathematics, Iowa State University Ames, Iowa 50010 
STANLEY B. ELIASON 
Department of Mathematics, University of Oklahoma, Norman, Oklahoma 73069 
Received March 20, 1968 
1. INTRODUCTION 
A continuous real valued functionp(t) is said to be admissible on the interval 
[a, b] if there exists an associate solution x(t) of the second order linear 
differential equation 
XN +p(t)x = 0 (1) 
which satisfies the conditions 
x(a) = x(b) = 0, x(t) > 0 on (a, b). (2) 
The equation (1) is said to be disconjugate on the interval [a, b] if no 
nontrivial solution has more than one zero on [a, b]. In this case we shall 
simply say that p(t) is disconjugate on [a, b]. It is known ([7] Cor. 6.1, p. 351) 
that for continuous functions p(t) disconjugacy of (1) on [a, b] is equivalent 
to the existence of a solution of (1) positive on [a, b]. 
Fink [3], [#I, [5] and El iason [2] have considered upper bounds of the 
functional (b - a) JL p(t) dt, when p(t) is admissible on [a, b]. Also, Fink [#] 
and Leighton [S] have considered sufficient conditions for disconjugacy and 
conjugacy of (1). 
The purpose of this paper is twofold. First, we wish to enlarge the class 
of functions for which we may obtain upper bounds of the functional. 
Secondly, we wish to apply these results to the equation 
xn + g(t)x’ +f(t)x = 0 
where g(t) has a continuous derivative andf(t) is continuous on [a, b]. 
It was shown in [2] that by a change in the independent variable we may 
restrict ourselves to functions p(t) which are admissible on [-T/2, T/2]. 
Also in that paper an idea of balance was introduced. 
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DEFINITION 1.1. A continuous function p(t) is left-bahnced OP, 
[--T/2, T/2] provided p(t) < p(-t) for all t E LO, T/2], and there exist 
constants n, b, -T/“/2 < n < b < T/2, such that p(t) > 0 on [n, 61 and 
p(t) < 0 on [-T/2, u) u (b, T/2]. Also, p(t) is right-balanced on [--T/2, T/2] 
if P(t) = p( -t) is left-balanced; and is balanced if both left- and right-balanced. 
For purposes of comparison we state here Theorem 1 of Section 3 of [2]. 
THEOREM A. Let p,(r) und pp(t) b e a d missible on [-T/2, Tj2] with pl(t) 
be&g left-balanced. Define q(t) = p,(t) - pg(t). Suppose the follozuing con- 
ditions hold: 
(a) q(t) < 0 on [-Tj2,0] and q(t) + 0 on [-X/2, TjZJ; 
(b) iJ q(c) + 4(-c) > 0 for any c E (0, T/2) then q(t) + 4(---t) > Of& 
all t e [c, T/2]. 
Then 
s 
T/2 PT,‘l 
PI(~) dt > J P*(t) dt. 
-T/2 -TiZ 
We wish to call attention to the fact that condition (a) of Theorem A does 
not allow the functions pi(t) and p2(t) to cross on [-T/2, O]. In this paper 
a theorem simiiar to Theorem A is established in which the places at which 
PI(t) andp,(t) cross are unrestricted. In this new theorem it shall be necessary 
to require pi(t) to be even but pe(t) need only be admissible or disconjugate 
on [-T/2, T/27. Th’ is relaxation of the restrictions .on pP(t) together with 
essentially dropping condition (a) will provide major improvements in 
certain results of [2]. 
2. Aiv INTEGRAL INEQUALITY 
In the proof of the main theorem of this paper, conditions on the function 
p(t) in (1) shall be needed which insure that the solution x(t) of (1) is non- 
decreasing on [-T/2,0] and non-increasing on [0, T/2]. Let p(t) be a con- 
tinuous function and x(t) be the solution of (1) on [-T/2, T/2] with X(O) = 1, 
x‘(O) = 0, we shall say that p(t) is nzonotone iTEducing on [-T/2, T/2] if 
x’(t) 3 0 on [-T/2, 0] and x’(t) < 0 on [0, T/2]. The following two 
propositions give sufficient conditions for a function p(t) to be monotone 
inducing. The proof of the first proposition is straight forward and shall be 
omitted. 
PROPOSITION 2.1. Ifp(t) . b I zs a anced arid admissible on [-T/2, T/2] then 
p(t) is monotone inducing on [-T/2, T/2]. 
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PROPOSITION 2.2. Let p(t) be an even admissible function on [--T/2,T/2]. 
rf sip(s) ds 3 0 for all t E [O, T/2] then p(t) is monotone inducing OH 
[-T/2, T/2]. 
Proof. Observe that the solution x(t) of (1) associated withp(t) is an even 
function and thus it suffices to show that d(t) < 0 on [0, T/2]. It follows 
from (1) that 
s’(t) = -1: p(s) x(s) ds = -s:, x(s) (j+) d7) ’ ds 
= -x(t) jip@) do + j’ x’($ ( jsptT) d7) ds 
< 1: x’(s) $ p(T) d7) d:. ’ 
Now, an application of the Gronwall Inequality yields d(t) < 0. 
The proof of the main theorem of this paper, as well as that of Theorem A, 
depends on a corollary of Leighton’s Theorem in [a] which was stated in [2]. 
We state it here in a slightly more general form. 
COROLLARY (Leighton). Let PI(t) be admissible on [-T/2, T/2] with 
associate solution xl(t). If p2(t) is continuous and is either admissible or dis- 
conjugate on [-T/2, T/2], then 
f 
T/B 
b,(t) - p,(t)1 @(t> dt > 0, 
-T/Z 
unless PI(t) and p8(t) are identical on [ - T/2, T/2]. 
Condition (b) of Theorem A shall be relaxed to the condition given in 
the following definition. 
DEFINITION 2.3. A continuous function r(t) is said to satisfy a positive 
property on [-T/2, T/2] provided that if r(c) + r(-c) > 0 for some 
c E (0, T/2) then r(t) + r(-t) > 0 for all t E [c, T/2]. 
The main theorem shall now be stated. 
THEOREM 2.4. Let PI(t) 6 e monotone inducing, even, and admissible on 
[-T/2, T/2]. Let pe(t) = u(t) + v(t) b e admissible or disconjugate on 
[-T/2, T/2], where u(t), v(t) are continuous and v(t) is odd. Ifq(t) =pl(t) -p,(t), 
err equivalently PI(t) - u(t), satisfies a positive property on [-T/2, T/2] then 
,I:,, pi(t) dt > j;:,, p&) dt = s”’ u(t) dt, 
d -T/2 
(3) 
where equality holds if and only ;fpl(t) and pz(t) are identical. 
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Proof. Equality obviously holds when p,(t) and pz(t) are identical. 
Suppose then that pi(t) and p”,(t) are not identical and let xi(t) be an associate 
solution of pi(t) on [-T/2, T/2]. By the Corollary to Leighton’s Theorem 
we have 
s T/2 q(t) q(t) at> 0. -Tl2 
The conditions on PI(t) insure that x1(t) is an even function, which is 
non-increasing on [0, T/2]. It follows that the same can be said of :x1*(t). 
By Bank’s Lemma ([I], p. 823) we have 
= sF’“’ ( j”b’“’ [q(t) + 2(--t)] dt) dy
where [--a(y), a(y)] = {t E [-T/2, T/2]: x12(t) > y} is defined for each 
Y E P9 ~,2eY1~ 
As a consequence of (I) and (II) we may assert the existence of a 
ya E [O, xr2(0)] such that 
(111) 
s 
dY#J) 
[z(t) + d-t)1 fit > 0. o 
If ol(y,) = T/2 the theorem is established. If not, then by (III) there exists 
a number c E (0, &(yo)) such that p(c) + 4(-c) > 0. Since q(t) satisfies 
a positive property, q(t) + q(-t) > 0 on [c, T/2]. It follows from (III) that 
s 
T/e 
-T,‘2 
q(t) dt = j”” [q(t) + q(-t)] dt > 0. 
0 
It was noted in [2] that certain balanced admissible functions yielded 
maximum values of jr!,, p(t) dt. This fact provided the incentive to derive 
Theorem 2.4. 
We shall now state some corollaries which point to various applications. 
The first corollary is similar to Theorem 1 due to Fink [3]. 
COROLLARY 2.5. Let PI(t) be monotone inducing, even, and admissible on 
[--T/2, T/2], and let p,,(t) be admissible or diswnjugate on [-T/2, T/2]. If 
a E [0, T/2] is such that PI(t) > p2(t) on [-T/2, -a] w [a, T/2] and 
PI(t) <p,(t) on (--a, a) then (3) holds, with epuaZity excluded unZessp,(t) = pz(t). 
It is not difficult to show that a convex function q(t) defined on the interval 
L-772, T/2] satisfies a positive property on that interval. We use this 
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information to deduce the next theorem. This theorem extends Theorem 6 
of [2], Corollary 1 of [5], and also a result implicit in the work of Galbraith [a. 
THEOREM 2.6. Let p(t) be a concave fuficlzction on [-T/2, T/2]. If p(t) is 
admissible or disconjugate on [-T/2, T/2] then 
T 1”” p(t) dt < rr’), --T/Z 
wit?2 equality if arzd only ifp(t) G r2/T2. 
Proof. Let p,(t) = G/T”, p2(t) = p(t) and q(t) = pi(t) -p2(t). It 
follows that q(t) is convex and hence satisfies a positive property. The 
conclusion of the theorem now follows from Theorem 2.4. 
In [2] it was shown that for each real Y > 1 there exists an a, > 0 such 
that a, / t ]r is admissible on [-T/2, T/2]. Furthermore, it was shown that 
Tl’2 
T a, 1 t IT dt = 
-T/2 
is given in terms of T and z,. , the first positive zero of JJx], the Bessel 
function of order --v = -l/(r + 2), B, = 15.67+, B, = 21.46-I.. It can be 
shown that these calculations remain valid when 0 < Y < 1, in particular B, 
is determined by the same rule as above. It is easily verified using Corollary 2.5 
that 3, is an increasing function of Y. 
Hereafter, for T > 0, we shall let s,(t) denote the function a, / t )+ which 
is admissible on [-T/2, T/2]. Also, we shall let s,,(t) = n2/T2 and B, = r2. 
We now apply Theorem 2.4 to obtain upper bounds of T ST&, p(t) dt, 
where p(t) is admissible on [-T/2, T/2] and is required to satisfy less 
restrictive conditions than those needed in [2]. 
COROLLARY 2.7. gpp,(t) = sr(t) and u(t) = k + h(t) for some constant k 
in Theorem 2.4, then (3) gives 
T s”” 
h(t) dt < B, - kT2. 
-TI2 
It is not difficult to see that Theorem 2.6 and Corollary 2.7 may be used 
to derive so-called conjugacy theorems (e.g. see [S] Section 3). 
3. APPLICATIONS TO X" +g(t)x' + f(t)% = 0 
We now turn to the consideration of 
X” -tg(t)x’ +f(t)x = 0. (4) 
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It is well known that when g’(t) andf(t) are continuous on [a, h] and 
PM = f(t) - (%Mw - Wg’(t) (5) 
is admissible on [a, 61 with associate solution x2(t), then 
xl(t) = x2(t) exp r-(g) J:g(s) dp] (f-9 
is a solution of (4) which satisfies (2). Under the above conditions such 
a solution %(t) will be called an associate solution of the admissible pair of 
functions (g(t),f(t)) on [a, b]. Also, the pair (g(t),f(t)) will be called &s- 
conjzcgate on [u, ZJ] if p(t) given by (5) is d&conjugate on [a, b]. 
An obvious result is that when p(t) in (5) satisfies Theorems 2.6 or 2.7 the 
corresponding conclusions can be drawn. However, to attain more specific 
applications we have the following theorem. 
THEOREM 3.1. Let (g(t),f(t)) b e a d missible or disconjugate on [---T/2, T/2], 
a?zdg(t) be eoen. If W(t) = s,.(t) -f(t) + ( #g(t)12 satisjes a positive property 
on [-T/2, T/2] for some I’ 3 0 then 
where equaZity holds if and only if 
f(t) - (t)W)l" - (8)gW = srW on [-T/2, T/2]. 
Proof. Let PI(t) = s,(t), u(t) =f(t) - (&)[g(t>]” and v(t) = -($)g’(t). 
Then, since g(t) is even, g’(t) is odd and hence we may apply Theorem 2.4. 
Finally, we consider the case of g(t) being odd. 
THEOREM 3.2. Let (g(t),f(t)) b e a d missible or disconjugate on [-T/2, T/2], 
and let g(t) be odd, g’(0) > 0 and g’(t) b e nondecreasing on LO, T/2]. If zv(t) = 
.w) -f(t) -B-t) is nondecreaskg on [0, T/2] for some r > 0, then for 
p(t) as in (5) T ~~~~/ap(~) ds < B, , zvith equality if and only if p(t) = s,.(t). 
Proof. In Theorem 2.4 let pl(t> = ST(t), u(t) =p(t) and e)(t) = 0. It 
fohows that q(t) - p(t) satisfies a positive property for g” and g’ both being 
even implies 2$,.(t) - p(t) - p( -t) is monotone increasing in t for t E [O, T/2]. 
As in [2] many of the results stated here carry over to functions which are 
only assumed to be integrable. 
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