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Abstract—Reed-Muller (RM) and polar codes are a class of
capacity-achieving channel coding schemes with the same factor
graph representation. Low-complexity decoding algorithms fall
short in providing a good error-correction performance for RM
and polar codes. Using the symmetric group of RM and polar
codes, the specific decoding algorithm can be carried out on
multiple permutations of the factor graph to boost the error-
correction performance. However, this approach results in high
decoding complexity. In this paper, we first derive the total
number of factor graph permutations on which the decoding can
be performed. We further propose a successive permutation (SP)
scheme which finds the permutations on the fly, thus the decoding
always progresses on a single factor graph permutation. We show
that SP can be used to improve the error-correction performance
of RM and polar codes under successive-cancellation (SC) and
SC list (SCL) decoding, while keeping the memory requirements
of the decoders unaltered. Our results for RM and polar codes of
length 128 and rate 0.5 show that when SP is used and at a target
frame error rate of 10−4, up to 0.5 dB and 0.1 dB improvement
can be achieved for RM and polar codes respectively.
Index Terms—Reed-Muller Codes, Polar Codes, Factor Graph
Permutations.
I. INTRODUCTION
The next generation of wireless communications standard
(5G) requires channel coding techniques for the control chan-
nel which are of short length. Polar codes [1] are a class of
channel coding techniques that were recently selected for the
enhanced mobile broadband (eMBB) control channel of 5G
[2]. Initially, polar codes attracted a lot of research attention
because of their capacity achieving property at infinite code
length, with the low-complexity successive-cancellation (SC)
decoding. However, for the 5G control channel applications
with short code lengths, SC falls short in providing a reason-
able error-correction performance. A SC list (SCL) decoder
can reduce the error-correction performance gap between SC
and maximum a posteriori (MAP) decoder [3]. However,
the error-correction performance of polar codes under MAP
decoding is not satisfactory.
Reed-Muller (RM) codes [4], [5] are similar to polar codes
in the sense that the generator matrices of both codes are con-
structed by selecting rows from a Hadamard matrix. The row
selection of polar codes minimizes the error probability under
SC decoding, while the row selection of RM codes maximizes
the minimum distance. As a result, polar codes outperform
RM codes under SC decoding and RM codes outperform polar
codes under MAP decoding. Recently, it was shown that RM
codes achieve the capacity of a binary erasure channel (BEC)
under MAP decoding [6]. Since MAP decoding is practically
intractable, sub-optimal decoding algorithms such as SC [7]
and SCL [8] are used to decode RM codes. However, SC
decoding provides a poor error-correction performance when
used to decode RM codes and SCL decoding requires a large
list size to achieve a desirable error rate.
The symmetric group of RM and polar codes were used
to improve their error-correction performance. In particular, a
number of permutations on the factor graph representation of
polar and RM codes is selected and the decoding algorithm
is performed on them [9], [10]. It was shown in [8] that
using the factor graph permutations of RM codes helps boost
the error-correction performance of SCL decoding. Moreover,
[10] showed that for a polar code of length N = 2n, there
are n! factor graph permutations on which the decoding can
be performed. To limit the complexity of the decoder, it
was suggested in [10] and [11] that only the cyclic shifts
or random permutations are selected for decoding. However,
the error-correction performance of decoding polar codes
under the aforementioned schemes deteriorated significantly
in comparison with using all the factor graph permutations.
In [12], a method was derived to carefully select the factor
graph permutations in order to improve the error-correction
performance of polar codes. However, all of these techniques
require multiple decoding attempts on different factor graph
permutations, which adversely affects the decoder complexity.
In this paper, we first show that by considering the permuta-
tions on polar code partitions [13], the number of factor graph
permutations is larger than n!. We then use these permutations
to propose a successive permutation (SP) scheme which can
find the suitable permutations during the decoding process
on the fly. We show that this approach can significantly
improve the performance of RM codes under SC decoding
with low complexity overhead. We further apply the proposed
SP scheme to the SCL decoder for RM codes and show
that SP can help SCL decoder to approach MAP decoding
performance with a smaller list size than the SCL decoder
alone. We then devise a method to apply SP on SC and
SCL decoding of polar codes to improve their error-correction
performance. Since the SP scheme enables the decoder to
progress on a single factor graph, the memory requirements of
the underlying decoder remains unchanged. Our results show
that for a code of length 128 and rate 0.5 at a target frame error
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rate (FER) of 10−4, SP results in up to 0.5 dB improvement
for SC and SCL decoding of RM codes, and up to 0.1 dB
improvement for SC and SCL decoding of polar codes.
II. PRELIMINARIES
A. Construction of Polar and RM Codes
A polar code of length N = 2n with K information bits is
denoted as P(N,K). Similarly, a RM code of length N = 2n
and dimension K is represented as RM(N,K). Let us denote
by R = KN the rate of the code. The encoding process of polar
and RM codes includes a matrix multiplication as
x = uG⊗n, (1)
where x = {x0, x1, . . . , xN−1} is the sequence of coded bits,
u = {u0, u1, . . . , uN−1} is the sequence of input bits, and
G⊗n is the n-th Kronecker power of the matrix G = [ 1 01 1 ].
Construction of polar and RM codes relies on the selection
of K rows of matrix G⊗n to build the generator matrix.
This process is equivalent to assigning information bits to
the corresponding K elements in u and setting the remaining
N − K bits to 0. In this paper, we denote by the indices in
the vector u which carry information as the information set
A and we call the remaining bit indices as the frozen set Ac.
In case of polar codes, the selection of information set
A is performed by using the polarization property. It was
shown in [1] that as the code length goes to infinity, the
bit-channels polarize in the sense that some of them become
completely noisy and the others become completely noiseless.
The fraction of noiseless bit-channels tends to the capacity of
the channel. For finite practical code lengths, the bit-channels
are divided into two sets A and Ac depending on the number
of information bits. It should be noted that the polarization
process is dependent on the channel over which the data
transmission takes place.
In case of RM codes, the information set A is generated
by selecting the rows of G⊗n with largest Hamming weights.
For a RM code with minimum distance 2m, the rows with
minimum Hamming weight 2m are selected. Therefore, the
code rate for RM codes is constrained to
RRM =
m∑
i=0
(
n
i
)
N
, (2)
where 0 ≤ m ≤ n. The advantage of RM codes over
polar codes is that the construction of RM codes is channel-
independent.
After u is populated, the matrix multiplication in (1) is per-
formed to generate x. Subsequently, x is modulated and trans-
mitted through the channel. In this paper, we consider binary
phase-shift keying (BPSK) modulation and binary additive
white Gaussian noise (AWGN) channel model with variance
σ2. Therefore, the received vector y = {y0, y1, . . . , yN−1} can
be translated into logarithmic likelihood ratio (LLR) domain
as α = 2σ2y, where α = {α0, α1, . . . , αN−1}.
(a)
(b)
Fig. 1: (a) Factor graph representation of a polar (RM) code
with N = 8, K = 4, and {u0, u1, u2, u4} ∈ Ac, (b) a
processing element (PE).
B. Decoding of Polar and RM Codes
Decoding of polar and RM codes can be represented on
a factor graph as shown in Fig. 1a for a code of length
N = 8 with K = 4. The messages are propagated through
the processing elements (PEs) as shown in Fig. 1b where βi,l
denotes a left-to-right message, and αi,l denotes a right-to-left
message of the i-th bit index at layer l of the factor graph.
1) Successive-Cancellation Decoding: In SC decoding, the
right-to-left messages αi,l are soft LLR values and the left-
to-right messages βi,l are hard decision bits. The messages in
the factor graph are updated as
αi,l = f
(
αi,l+1, αi+2l,l+1
)
, (3)
αi+2l,l = g
(
αi,l+1, αi+2l,l+1, βi,l
)
, (4)
βi,l+1 = βi,l ⊕ βi+2l,l, (5)
βi+2l,l+1 = βi+2l,l, (6)
where
f (a, b) = 2 arctanh
(
tanh
(a
2
)
tanh
(
b
2
))
≈ sgn (a) sgn (b)min (|a| , |b|) , (7)
g (a, b, s) = b+ (1− 2s) a, (8)
and ⊕ is the bitwise XOR operation. SC decoding is initialized
by setting αi,n = yi and the decoding schedule is such that
the bits are decoded one by one from u0 to uN−1. Therefore,
the function f is given priority in SC decoding. At layer 0,
the elements of u are estimated as
uˆi =
{
0, if i ∈ Ac or αi,0 ≥ 0,
1, otherwise.
(9)
2) Successive-Cancellation List Decoding: SCL decoding
improves the error-correction performance of SC decoding by
running multiple SC decoders in parallel. Unlike SC, instead
of using (9) to estimate u, each bit is estimated considering
both its possible values 0 and 1. Therefore, at each bit
estimation, the number of candidates doubles. In order to limit
the exponential growth in the complexity of SCL, at each bit
estimation a set of L candidates are allowed to survive based
on a path metric which is calculated as [14], [15]
PMi` =
i∑
j=0
ln
(
1 + e−(1−2uˆj` )αj,0`
)
, (10)
≈ 1
2
i∑
j=0
sgn(αj,0`)αj,0` − (1− 2uˆj`)αj,0` , (11)
where ` is the path index and uˆj` is the estimate of bit j at
path `.
3) Factor Graph Permutations: Factor graph permutations
are a way to provide multiple representations of a single code.
It was observed in [10] that there exists n! different ways to
represent a polar code by permuting the layers in its factor
graph. In [12], the permutations in the factor graph layers
were translated into permutations in the bit indices. Each
permutation is then decoded with a decoding algorithm and
the codeword resulted from the decoding of the permutation
with the best metric is selected as the output.
III. SUCCESSIVE FACTOR GRAPH PERMUTATIONS
In this section, we first show that the number of permuta-
tions in the factor graph representation of polar and RM codes
is higher than n!. Based on this observation, we introduce the
SP scheme.
Consider the setting introduced in [12] in which the bit
indices are permuted instead of the layers in the factor graph
representation. Let bi = {bn−1i , . . . , b0i} be the binary expan-
sion of the index i and let pin : {0, . . . , n−1} → {0, . . . , n−1}
be a permutation of n elements. We show a permutation in
the bits of bi as bpin(i) = {bpin(n−1)i , . . . , bpin(0)i}. Clearly,
since each index can be represented by n bits, there are n!
permutations available. However, polar and RM codes can be
represented as the concatenation of polar and RM sub-codes
and it was shown in [13] that each sub-code can be decoded
independently. We use this idea to permute each sub-code
independently. This is depicted for a polar (RM) code with
N = 8 and K = 4 in Fig. 2. At each layer l in the factor
graph representation of polar and RM codes, there are 2n−l
polar or RM codes of length 2l. Therefore, the total number
of permutations for a polar or RM code can be calculated as
n−1∏
l=0
(n− l)(2l) , (12)
which quickly grows with n. For example, for a code of length
32, (12) results in 1658880, while for a code of length 128, the
result is more than 1.9×1027. Since the memory requirements
and the computational complexity of permutation decoding
Fig. 2: Permutations on a factor graph representation of a polar
(RM) code with N = 8, K = 4, and {u0, u1, u2, u4} ∈ Ac.
grows linearly with the number of permutations over which
the decoding is performed, decoding over all of the above
permutations is impossible.
It should be noted that if all the sub-codes in layer l are
permuted similarly, then the total number of permutations
reduces to n!. In fact, one can represent the permutations
in the bit indices as a nested permutation of cyclic shifts at
each layer. At layer l in the factor graph, there are l cyclic
shift permutations, therefore, the total number of permutations
can be calculated as (12). In order to limit the complexity of
running multiple decoding attempts on different permutations,
we devise a method to induce the best permutations during
the course of decoding on the fly.
A. Successive Permutation for SC Decoding
SC decoding is serial in nature where the bits are decoded
one by one. The success of SC decoding relies on the correct
estimation of bits in the early stages of the decoding process.
This is due to the fact that if a bit is estimated incorrectly,
there is no way to correct it. The decoding process follows the
calculation of LLR values at each decoding layer using f and g
functions as in (7) and (8), with priority given to f function.
Therefore, it is crucial for SC decoding that the f function
provides reliable LLR values for the intermediate layers. Note
that the reliability of a LLR value can be measured by taking
the absolute value of it [16]. Therefore, we can measure the
reliability of a vector of LLR values α of length N as
R(α) =
N−1∑
i=0
|αi| . (13)
A larger R(α) indicates a more reliable LLR vector.
In order to find the most reliable LLR vector resulting from
the permutations, we successively permute the layers, consid-
ering only the cyclic shifts. We then pick the permutation with
which the f function results in the most reliable LLR values.
Let us consider the vector of LLR values resulting from the
f function at layer l as αfl = {α0,l, α1,l, . . . , α2l−1,l}. The
reliability of αfl can be computed as
R(αfl ) =
2l−1∑
i=0
|αi,l| =
2l−1∑
i=0
∣∣f (αi,l+1, αi+2l,l+1)∣∣ . (14)
Now consider all the cyclic shift permutations pil+1 at layer
l+1. We find the permutation Pl+1 at layer l+1 which results
in the largest R(αfl ) in accordance with
Pl+1= argmax
pl+1∈pil+1
2l−1∑
i=0
∣∣f(αpl+1(i),l+1, αpl+1(i+2l),l+1)∣∣ . (15)
The process is successively repeated at each layer whenever
the f function calculation is performed. The permutation is
then fixed at that layer and is used whenever the corresponding
g function calculation is conducted. Note that at each layer l,
there are only l cyclic shift permutations to be checked in
(15). Since only one permutation is selected at each layer, SP
algorithm does not change the memory requirements of SC.
However, it will add to the computational complexity of SC
by a factor of n, in order to perform (15). We now analyse the
effect of SP for SC decoding in case of RM and polar codes.
1) RM Codes: The rate of RM codes is limited to those
in (2). In fact, (2) guarantees that all of the rows in G⊗n
which have the same Hamming weight are either included in
the information set A or the frozen set Ac. On the other hand,
the permutations in each layer only permutes the bit indices
which correspond to the same Hamming weight. Therefore
in RM codes, permutations do not change the location of
information and frozen bits as seen by the SC decoder. In other
words, while the order of the bits that are decoded by SC is
changed, the frozen/information bit pattern remains unaltered.
This specifically results in significant improvement in error-
correction performance when SP is used with SC decoding on
RM codes. This is due to the fact that while the code remains
unchanged, the bits which are more likely to be decoded
correctly are decoded in the earlier stages of the SC decoding
process.
2) Polar Codes: Unlike RM codes, polar codes are con-
structed based on reliabilities of bit indices under SC decoding.
In other words, the frozen/information bit pattern of polar
codes is optimized to result in the best error-correction per-
formance under SC decoding for a specific channel condition.
Since the bit indices of information bits are not selected based
on their Hamming weights, the permutations may result in
a different frozen/information bit pattern which may not be
optimized for the specific channel on which the transmission
takes place. This in turn may result in error-correction per-
formance loss when SP is used along with SC. In order to
resolve this issue, we only apply SP on the sub-codes of polar
codes which are RM codes. For decoding the rest of the code,
we use the conventional SC decoding. This will guarantee that
the frozen/information bit pattern remains unchanged in case
of polar codes.
B. Successive Permutation for SCL decoding
SCL decoding with list size L can be considered as L
different SC decoders which are running in parallel and at
each bit estimation, L candidates are allowed to survive. In
order to use SP with SCL decoding, we apply SP to each
of the L SC decoders in a SCL decoder. More formally,
consider the vector of LLR values resulting from the f
function at layer l for the `-th path in the SCL decoder as
αfl` = {α0,l` , α1,l` , . . . , α2l−1,l`}. For each path `, we find the
permutation Pl+1` at layer l + 1 which results in the largest
R(αfl`) in accordance with
Pl+1`= argmax
pl+1`∈pil+1`
2l−1∑
i=0
∣∣∣f(αpl+1(i),l+1` , αpl+1(i+2l),l+1`)∣∣∣ ,
(16)
where pil+1` represents all the cyclic shift permutations for
path ` at layer l + 1. Consider after SP, bit i at path ` is
permuted to a new position pi`n(i). The path metric associated
with the `-th path when SP is applied to SCL decoding can
be calculated as
PMi`=
i∑
j=0
ln
(
1 + e
−(1−2uˆ
pi`n(j)
)α
pi`n(j),0
)
, (17)
≈ 1
2
i∑
j=0
sgn(αpi`n(j),0)αpi`n(j),0 − (1− 2uˆpi`n(j))αpi`n(j),0,
(18)
where ` is the path index and uˆj` is the estimate of bit j at
path `.
We will use the same considerations when using SP for
SCL decoding in case of polar and RM codes, i.e., since
permutations do not change the frozen/information bit pattern
in RM codes, we directly use SP in SCL decoding for RM
codes and only apply SP on the sub-codes of polar codes
which are RM codes.
IV. RESULTS
In this section, we evaluate the application of SP on SC and
SCL decoding for RM and polar codes. The simulations in
this section are carried out for RM(128, 64) and P(128, 64),
where the polar code is constructed for SNR = 6 dB. The
results are reported based on FER. The SC decoder with SP
is denoted as SPSC and the SCL decoder with SP is denoted as
SPSCL. SCL(L) and SPSCL(L) denote the SCL and SPSCL
decoders with list size L respectively.
A. RM Codes
Fig. 3 shows the effect of applying SP on SC and SCL
decoding when RM codes are used. It can be seen that SPSC
outperforms SC by around 0.5 dB at a target FER of 10−4. In
addition, SP brings significant improvements when applied to
SCL decoding. For example, SPSCL(4) slightly outperforms
SCL(8) at a target FER of 10−4 and SPSCL(16) provides an
FER performance which is less than 0.05 dB away from the
MAP lower bound at FER of 10−4.
2 2.5 3 3.5 4 4.5 5 5.5 6
10−6
10−5
10−4
10−3
10−2
10−1
100
Eb/N0 [dB]
FE
R
SC SCL(2) SCL(4) SCL(8)
SPSC SPSCL(2) SPSCL(4) SPSCL(8)
SCL(16) SPSCL(16) MAP Lower Bound
Fig. 3: FER performance of RM(128, 64) under SC, SPSC,
SCL, and SPSCL decoding.
B. Polar Codes
Fig. 4 illustrates the effect of applying SP on SC and
SCL decoding when polar codes are used. An 11-bit cyclic
redundancy check (CRC) is used in case of SCL and SPSCL
decoders. It can be seen that the FER performance improve-
ment brought by applying SP is around 0.1 dB at a target
FER of 10−4. This improvement is smaller than the case of
RM codes since we only apply SP on the sub-codes of polar
codes which are RM codes. In fact for polar codes, SP is
more beneficial when the polar code has many RM sub-codes.
Therefore, the performance of SP for polar codes is dependent
on the polar codes construction.
V. CONCLUSION
In this paper, we first derived the total number of factor
graph permutations for Reed-Muller (RM) and polar codes.
We then proposed successive factor graph permutations for
RM and polar codes which can find the suitable factor graph
permutations on the fly. We showed that the proposed suc-
cessive permutation (SP) scheme significantly improves the
error-correction performance of successive-cancellation (SC)
and SC list (SCL) decoders. Our results for RM and polar
codes of length 128 and rate 0.5 show that by using SP, the
error-correction performance of RM and polar codes under SC
and SCL decoding can be improved by up to 0.5 dB and 0.1 dB
respectively, at a target frame error rate of 10−4. Moreover,
SP enables RM code of length 128 and rate 0.5 to approach
within 0.05 dB of the maximum a posteriori (MAP) lower
bound with SCL decoder of list size 16.
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