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17 STRICHARTZ ESTIMATES FOR SCHRO¨DINGER EQUATIONS IN
WEIGHTED L2 SPACES AND THEIR APPLICATIONS
YOUNGWOO KOH AND IHYEOK SEO
Abstract. We obtain weighted L2 Strichartz estimates for Schro¨dinger equa-
tions i∂tu + (−∆)a/2u = F (x, t), u(x, 0) = f(x), of general orders a > 1 with
radial data f, F with respect to the spatial variable x, whenever the weight is in
a Morrey-Campanato type class. This is done by making use of a useful property
of maximal functions of the weights together with frequency-localized estimates
which follow from using bilinear interpolation and some estimates of Bessel func-
tions. As consequences, we give an affirmative answer to a question posed in [1]
concerning weighted homogeneous Strichartz estimates, and improve previously
known Morawetz estimates. We also apply the weighted L2 estimates to the well-
posedness theory for the Schro¨dinger equations with time-dependent potentials
in the class.
1. Introduction
In this paper we consider the following Cauchy problem for Schro¨dinger equations:{
i∂tu+ (−∆)a/2u = F (x, t),
u(x, 0) = f(x),
(1.1)
where (x, t) ∈ Rn+1, n ≥ 2, and (−∆)a/2 is given for a > 1 by means of the Fourier
transform Ff (= f̂ ) as follows:
F [(−∆)a/2f ](ξ) = |ξ|af̂(ξ).
These equations arise in mathematical physics. Particular interest is granted to the
fractional-order cases where 1 < a < 2. This is because fractional quantum mechanics
has been recently introduced by Laskin [32] where it is conjectured that physical
realizations may be limited to the fractional cases. Of course, the classical case
a = 2 has attracted interest from the ordinary quantum mechanics. The higher-order
counterpart (a > 2) of it has been also attracted for decades from mathematical
physics. Especially when a = 4, (1.1) can be found in the formation and propagation
of intense laser beams in a bulk medium ([20, 21]).
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By Duhamel’s principle, we have the solution of (1.1) which can be given by
u(x, t) = eit(−∆)
a/2
f(x)− i
∫ t
0
ei(t−s)(−∆)
a/2
F (·, s)ds, (1.2)
where the evolution operator eit(−∆)
a/2
is defined by
eit(−∆)
a/2
f(x) =
1
(2π)n
∫
Rn
eix·ξeit|ξ|
a
f̂(ξ)dξ.
There has been a lot of work on a priori estimates for the solution which control
space-time integrability of (1.2) in view of those of the Cauchy data f and F . This
is because they play central roles in the study of (nonlinear) dispersive equations
(cf. [4, 46]). In the classical case a = 2, such an estimate was first obtained by
Strichartz [44] in Lqt,x(R
n+1) norms. Since then, Strichartz’s estimate has been studied
by many authors [16, 25, 5, 22, 15, 49, 26, 33, 29] naturally in more general mixed
norms Lqt (R;L
r
x(R
n)). (See also [12, 39, 34] and references therein for different related
norms.) Similar estimates are also well known for the higher-order cases and can be
found in [6]. In recent years, much attention has been devoted to the fractional-order
cases under the radial assumptions that the Cauchy data f, F are radial with respect
to the spatial variable x (see [42, 24, 19, 9, 8] and references therein).
1.1. Weighted estimates. In this paper we address the problem of obtaining the
Strichartz estimates for (1.2) on weighted L2 spaces of the form L2(w(x, t)dxdt). More
precisely, we want to find a suitable function class of weights w(x, t) ≥ 0 for which∥∥eit(−∆)a/2f∥∥
L2(w(x,t))
≤ Cw‖f‖L2 (1.3)
and ∥∥∥∥ ∫ t
0
ei(t−s)(−∆)
a/2
F (·, s)ds
∥∥∥∥
L2(w(x,t))
≤ Cw‖F‖L2(w(x,t)−1) (1.4)
hold. (For simplicity, we are using the notation L2(w(x, t)) instead of L2(w(x, t)dxdt).)
When a = 2, Strichartz estimates in a weighted L2 setting as above have been
studied for time-independent weights w(x) in the Morrey-Campanato class Lβ,p de-
fined by the norm
‖w‖Lβ,p := sup
x∈Rn,r>0
rβ
(
1
rn
∫
Q(x,r)
w(y)pdy
)1/p
<∞
for β > 0 and 1 ≤ p ≤ n/β ([38, 48, 2, 41]). To handle time-dependent weights in this
paper, we first introduce a function class Lβ,pa−par of weights w(x, t) on Rn+1 which are
defined by the norm
‖w‖
L
β,p
a−par
:= sup
(x,t)∈Rn+1,r>0
rβ
(
1
rn+a
∫
Q(x,r)×I(t,ra)
w(y, s)pdyds
)1/p
<∞
for β > 0, a ≥ 1 and 1 ≤ p ≤ (n+ a)/β. Here, Q(x, r) denotes a cube in Rn centered
at x with side length r, and I(t, l) denotes an interval in R centered at t with length
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l. Notice that Lβ,pa−par when a = 1 is the Morrey-Campanato class on Rn+1, and it
has the homogeneity
‖w(λ·, λa·)‖
L
β,p
a−par
= λ−β‖w‖
L
β,p
a−par
.
This motivates the definition of the class Lβ,pa−par. In other words, it is an anisotropic
variant of the usual Morrey-Campanato class adapted to scaling consideration (x, t) 7→
(λx, λat). In this regard, when a = 2, this class is called the parabolic Morrey-
Campanato class1 and was already appeared in [1] concerning the homogeneous es-
timate (1.3) (see Remark 1.3 below). Now we shall call Lβ,pa−par a-parabolic Morrey-
Campanato class. Following [1], we also observe the following properties:
• Lβ,pa−par = Lp when p = (n+ a)/β, and Lp,∞ ⊂ Lβ,pa−par for p < (n+ a)/β,
• Lβ,pa−par ⊂ Lβ,qa−par for q < p.
In [28], the estimates (1.5) and (1.6) were obtained by the authors particularly for
higher-order cases where a > (n+2)/2, with a more restrictive class Lα,β,p of weights
w satisfying
‖w‖Lα,β,p := sup
(x,t)∈Rn+1,r,l>0
rαlβ
(
1
rnl
∫
Q(x,r)×I(t,l)
w(y, s)pdyds
)1/p
<∞
for some 0 < α ≤ n/p, 0 < β ≤ 1/p and p ≥ 1 with the scaling condition a = α+ aβ.
(Note that Lβ,p(R;Lα,p(Rn)) ⊂ Lα,β,p(Rn+1).) From the definition, it is easy to check
that when l = ra, Lα,β,p becomes equivalent to the a-parabolic Morrey-Campanato
class Lα+aβ,pa−par . Hence, L
α,β,p ⊂ La,pa−par under the condition a = α+ aβ.
Our result on the estimates (1.3) and (1.4) deals with weights in a-parabolic
Morrey-Campanato classes, which are the most natural Morrey-Campanato type
classes adapted to scaling structure of Schro¨dinger equations, and is stated as fol-
lows:
Theorem 1.1. Let n ≥ 2 and w ∈ La,pa−par. Assume that f and F are radial functions
with respect to the spatial variable x. Then we have∥∥eit(−∆)a/2f∥∥
L2(w(x,t))
≤ C‖w‖1/2
L
a,p
a−par
‖f‖L2 (1.5)
and ∥∥∥∥ ∫ t
0
ei(t−s)(−∆)
a/2
F (·, s)ds
∥∥∥∥
L2(w(x,t))
≤ C‖w‖La,pa−par‖F‖L2(w(x,t)−1) (1.6)
if a > 1 and a/(a− 1) < p ≤ (n+ a)/a.
Remark 1.2. Here we are assuming β = a but this is just needed for the scaling
invariance of the estimates (1.5) and (1.6) under the scaling (x, t)→ (λx, λat), λ > 0.
1It was independently considered by the second author in the s
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Figure 1. The region of (s, 1/p) for (1.7) particularly when a = 2.
Remark 1.3. For (1.5), we will prove more generally∥∥eit(−∆)a/2f∥∥
L2(w(x,t))
≤ C‖w‖1/2
L
a+2s,p
a−par
‖f‖H˙s (1.7)
if a > 1, s > −a2 (1− 1p ) and max{ aa−1+2s , 1} < p ≤ n+aa+2s . Thus we have a smoothing
effect with a gain of
(
a
2 (1 − 1p )
)−
in x. When a = 2, it was shown in [1] that (1.7)
holds for general functions f ∈ H˙s if (s, 1/p) lies in the triangle with vertices B,C,D
and fails if (s, 1/p) lies in the triangle with vertices A,B, F . See Figure 1.1. So it was
naturally asked in [1] whether (1.7) with a = 2 might hold for the quadrangle with
vertices B,D,E, F . With the radial assumption on f , we give an affirmative answer
to this question that it can hold on the quadrangle and even on a region off the line
BF . This improvement particularly on s = 0 enables us to apply weighted estimates
like (1.7) to the Cauchy problem (1.10) with L2 initial data in a weighted L2 setting.
The estimate (1.7) was shown for the wave equation (a = 1) ([27]) and can be
compared with the following smoothing estimates (known for Morawetz estimates)∥∥|x|−b/2eitDaf∥∥
L2t,x
≤ C‖D(b−a)/2f‖2 (1.8)
which have been studied by many authors for the wave equation (a = 1) [35] and for
the Schro¨dinger equation (a = 2) [23, 45, 48]. For fractional Schro¨dinger equations,
(1.8) can be found in Theorem 1.10 of [14] that (1.8) holds for b ∈ (1, n) and a > 0
if f is a radial function. As a direct consequence of (1.7), we improve this result
to cases where b > a/p and extend (1.8) to more general time-dependent weights
instead of |x|−b. Indeed, by taking s = (b−a)/2 in (1.7) and using the simple relation
‖wb‖
L
b,p
a−par
= ‖w‖b
L
1,pb
a−par
, we get the following corollary.
Corollary 1.4. Let n ≥ 2, a > 1, b ∈ (a/p, n+ a) and f be a radial function. Then
we have ∥∥|w(x, t)|b/2eitDaf∥∥
L2t,x
≤ C‖D(b−a)/2f‖2 (1.9)
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if w ∈ L1,pba−par(Rn+1) for max{a/(b− 1), 1} < p ≤ (n+ a)/b.
Remark 1.5. Since |x|−α|t|−β ∈ L1,pba−par(Rn+1) for α+β = 1 and α, β ≥ 0, (1.9) covers
particularly (1.8).
1.2. Applications. Now we present a few applications of our estimates to the well-
posedness theory for the following Cauchy problem in the radial case:{
i∂tu+ (−∆)a/2u+ V (x, t)u = F (x, t), a > 1,
u(x, 0) = u0(x),
(1.10)
where we assume that u, u0, V and F are radial functions with respect to the spatial
variable x. Making use of Theorem 1.1, we obtain here that (1.10) is globally well-
posed in the space L2(|V |dxdt) with potentials V ∈ La,pa−par. More precisely, we have
the following result.
Theorem 1.6. Let n ≥ 2, a > 1 and a/(a − 1) < p ≤ (n + a)/a. Assume that
V ∈ La,pa−par with ‖V ‖La,pa−par small enough, and that u, u0, V and F are radial functions
with respect to the spatial variable x. Then, if u0 ∈ L2 and F ∈ L2(|V |−1), there
exists a unique solution of the problem (1.10) in the space L2(|V |). Furthermore, the
solution u belongs to CtL
2
x and satisfies the following inequalities:
‖u‖L2(|V |) ≤ C‖V ‖1/2La,pa−par‖u0‖L2 + C‖V ‖La,pa−par‖F‖L2t,x(|V |−1) (1.11)
and
sup
t∈R
‖u‖L2x ≤ C‖u0‖L2 + C‖V ‖
1/2
L
a,p
a−par
‖F‖L2t,x(|V |−1). (1.12)
The well-posedness for linear Schro¨dinger equations with potentials has been stud-
ied by many authors (see [37, 38, 13, 36, 2, 41, 28, 8]). In the context of the weighted
L2 setting, it has been studied in [38, 48, 2, 41] essentially for time-independent po-
tentials V (x) contained in various classes like Morrey-Campanato classes. The first
result on time-dependent potentials was obtained in our previous work [28] where we
prove Theorem 1.6 for higher orders a > (n + 2)/2 and a more restrictive potential
class Lα,β,p with a = α+aβ. The contribution of Theorem 1.6 is that we allow general
orders a > 1 and a-parabolic Morrey-Campanato potential classes which are the most
natural Morrey-Campanato type classes adapted to scaling structure of Schro¨dinger
equations. See also [27] for a related result where we consider the wave equation
corresponding to the case a = 1.
1.3. Main ideas. We end this section with an outline of the main ideas and the
organization of this paper.
The known approach to weighted L2 Strichartz estimates with time-independent
weights is based on weighted L2 bounds for resolvent of the Laplacian and for Fourier
restriction (see, for example, [38, 48, 2, 41]), but it is no longer available in the case
of general time-dependent weights. Our method that works for the time-dependent
case is entirely different from them and is based on a combination of the usual TT ∗
argument, bilinear interpolation, and frequency as well as spatial localization based
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on a property of maximal functions of weights and asymptotic expansion of Bessel
functions. This is done in several steps:
Frequency localization on weighted spaces and maximal functions of weights. To show
(1.7) as well as the inhomogeneous estimate, the first step is to work on spatial
Fourier transform side by making use of the Littlewood-Paley theorem on weighted
L2 spaces with Muckenhoupt A2 weights in the spatial variable. A key observation
in this step is to remove the A2 assumption w(·, t) ∈ A2(Rn) when applying the
theorem by using a useful property (Lemma 2.1) of n-dimensional maximal functions
w∗(x, t) = (M(w(·, t)q)(x))1/q of weights in a-parabolic Morrey-Campanato classes.
Here, M(f) is the usual Hardy-Littlewood maximal function of f . This property,
which is the main part of Section 2, says that ‖w∗‖Lβ,pa−par ≤ C‖w‖Lβ,pa−par if β > a/p
and p > q, and w∗(·, t) ∈ A2(Rn) uniformly in t ∈ R. Now, since w ≤ w∗ and
‖w∗‖Lβ,pa−par ≤ C‖w‖Lβ,pa−par , it suffices to show (1.7) replacing w with w∗. So we
may assume w(·, t) ∈ A2(Rn) for simplicity and can now apply the Littlewood-Paley
theorem to (1.7) without assuming the A2 condition on the weight. This finally leads
us to estimating a number of frequency-localized pieces like∥∥eit(−∆)a/2Pkf∥∥L2(w) ≤ C2k(β−a)/2‖w‖1/2Lβ,pa−par‖f‖L2 (1.13)
in Proposition 3.1, where β > 1 + a/p, a > 1, 1 < p ≤ (n + a)/β and Pk is the
Littlewood-Paley projection. This approach allows us to take advantage of localization
in Fourier transform side which is a basic strategy in our argument. See Section 3 for
details.
TT ∗ argument and asymptotic expansion of Bessel functions. The next step is devoted
to proving frequency-localized estimates like (1.13) whose proof is based on a combi-
nation of the usual TT ∗ argument, spatial localization argument based on asymptotic
expansion (Lemma 4.2) of Bessel functions, and bilinear interpolation (Lemmas 2.2
and 2.3).
We shall give here a brief description of this step. See Section 4 for details. Notice
first that we only need to show the case k = 0 in (1.13) by the scaling (x, t) →
(λx, λat). Then, by using the usual TT ∗ argument we are reduced to showing the
bilinear form estimate (4.2),∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20F (·, s)
)
(x)ds,G(x, t)
〉∣∣∣∣ ≤ C‖w‖Lβ,pa−par‖F‖L2(w−1)‖G‖L2(w−1).
Of course, F and G are assumed here to be radial with respect to the space variable x.
By decomposing dyadically the involved functions F,G into spatially localized pieces
Fj , Gk, we are reduced to estimating a number of spatially localized pieces like∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
≤ C2C(j,k,β,p,a)‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1) (1.14)
with suitable constants C(j, k, β, p, a). Then using the Fourier transform of spherical
surface measure (4.36), the integral in the right-hand side of (1.14) can be written in
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terms of Bessel functions Jn−2
2
, as follows (see (4.37)):
∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds (1.15)
=r−
n−2
2
∫
R
∫ ∞
0
λ−
n−2
2
(∫ ∞
0
ei(t−s)ρ
a
Jn−2
2
(rρ)Jn−2
2
(λρ)ρψ(ρ)2dρ
)
λn−1F˜j(λ, s)dλds.
Note here that F˜j(λ, s) := Fj(λy
′, s) is independent of y′ ∈ Sn−1 since Fj is a radial
function in the x variable. The radial assumption comes into play at this step.
As mentioned above, the Morawetz estimates (1.8) and the classical Lq − Lr
Strichartz estimates have been studied under the radial assumptions on Cauchy data
in the fractional case 1 < a < 2, and its method is based on asymptotic expansion of
Bessel functions similar as in our case (see [42, 24, 19, 9, 8] and references therein).
Up to now, such an approach seems quite general when handling the fractional case.
We think that this is because such estimates are due to the dispersive nature of the
equation, but the dispersion in the fractional case seems not to be strong enough
to have the estimates under general data. This naturally leads us to consider the
possibility of having the estimates under radial data. Following this approach, we
assume radial symmetry on the data, although a big picture in our argument is not
restricted to the case having the symmetry. Of course, there is still a possibility in
higher orders a ≥ 2 that we have such weighted estimates for general data, as shown
in our previous work [28].
Bilinear interpolation . Using (1.15) and the asymptotic expansion of Bessel func-
tions, we get (1.14) by dividing cases into j, k ≥ 0, |j − k| ≤ 1 and |j − k| > 1.
See (4.6), (4.7) and (4.8), respectively, which are proved through Subsubsection 4.1.1
and Subsection 4.2. To sum (1.14) over j, k ≥ 0 in Subsection 4.1, we finally inter-
polate these three cases using the bilinear interpolation lemmas 2.2 and 2.3. The
corresponding inhomogeneous part is similarly handled in Subsection 4.3.
In the final section, Section 5, we make use of our weighted L2 Strichartz estimates
to obtain the global well-posedness result, Theorem 1.6.
Throughout this paper, we will use the letter C to denote positive constants which
may be different at each occurrence. We also denote A . B and A ∼ B to mean
A ≤ CB and CB ≤ A ≤ CB, respectively, with unspecified constants C > 0.
2. Preliminary lemmas
In this section we present preliminary lemmas which will be used in later sections
for the proof of Theorem 1.1.
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Let us first recall that a weight2 w : Rn → [0,∞] is said to be in the Muckenhoupt
A2(R
n) class if there is a constant CA2 such that
sup
Q cubes in Rn
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)−1dx
)
< CA2 .
(See, for example, [18].) We also say that w is in the class A1 if there is a constant
CA1 such that for almost every x
M(w)(x) ≤ CA1w(x),
where M(w) is the Hardy-Littlewood maximal function of w defined by
M(w)(x) = sup
Q
1
|Q|
∫
Q
w(y)dy. (2.1)
Here, the sup is taken over all cubes Q in Rn with center x. Then,
A1 ⊂ A2 with CA2 ≤ CA1 . (2.2)
(See [18] for details.) In the following lemma, we give a useful property of weights
in a-parabolic Morrey-Campanato classes regarding the maximal function w∗(x, t) =
(M(w(·, t)q)(x))1/q . Similar properties for Morrey-Campanato type classes can be also
found in [7, 27, 28]. Such property has been studied earlier in [7, 40, 41] concerning
unique continuation for Schro¨dinger equations.
Lemma 2.1. Let w ∈ Lβ,pa−par be a weight on Rn+1 and w∗(x, t) be the n-dimensional
maximal function defined by
w∗(x, t) = sup
Q′
( 1
|Q′|
∫
Q′
w(y, t)qdy
) 1
q
, q > 1,
where Q′ denotes a cube in Rn with center x. Then, if β > a/p and p > q, we have
‖w∗‖Lβ,pa−par ≤ C‖w‖Lβ,pa−par , and w∗(·, t) ∈ A2(R
n) in the x variable with a constant
CA2 uniform in almost every t ∈ R.
Proof. We first show that ‖w∗‖Lβ,pa−par ≤ C‖w‖Lβ,pa−par . Fix a cube Q(z, r)× I(τ, r
a) in
R
n+1. Here, Q(z, r) denotes a cube in Rn centered at z with side length r, and I(τ, ra)
denotes an interval in R centered at τ with length ra. Then, we define the rectangles
Rk, k ≥ 1, such that (y, t) ∈ Rk if |t− τ | < 2ra and y ∈ Q(z, 2k+1r) \Q(z, 2kr), and
set R0 = Q(z, 2r)× I(τ, 4ra).
Now one may write
w(y, t) =
∑
k≥0
w(k)(y, t) + φ(y, t),
where w(k) = wχRk with the characteristic function χRk of the set Rk, and φ(y, t) is
a function supported on Rn+1 \⋃k≥0 Rk. Also it is easy to see that
w∗(x, t) ≤
∑
k≥0
(
w(k)
)
∗
(x, t) + φ∗(x, t)
2 It is a locally integrable function which is allowed to be zero or infinite only on a set of Lebesgue
measure zero.
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and by Minkowski’s inequality(∫
Q(z,r)×I(τ,ra)
w∗(x, t)
pdxdt
) 1
p ≤
∑
k≥0
( ∫
Q(z,r)×I(τ,ra)
(
w(k)
)
∗
(x, t)pdxdt
) 1
p
+
(∫
Q(z,r)×I(τ,ra)
φ∗(x, t)
pdxdt
) 1
p
. (2.3)
Since φ∗(x, t) is a maximal function of φ(y, t) with respect to the spatial variable y,
and φ(y, t) = 0 if |t − τ | < 2ra (from the support of φ), we see that φ∗(x, t) = 0 if
(x, t) ∈ Q(z, r)× I(τ, ra). Hence we may consider only the first part in the right-hand
side of (2.3).
For the term where k = 0, we use the following well-known maximal theorem
‖M(f)‖s ≤ C‖f‖s, s > 1, (2.4)
where M(f) is the Hardy-Littlewood maximal function defined as in (2.1). Indeed,
by applying (2.4) with s = p/q in x-variable, we see that if p > q
rβ
( 1
rn+a
∫
Q(z,r)×I(τ,ra)
(
w(0)
)
∗
(x, t)pdxdt
) 1
p
≤Crβ
( 1
rn+a
∫
Q(z,2r)×I(τ,4ra)
w(y, t)pdydt
) 1
p
≤C‖w‖
L
β,p
a−par
. (2.5)
Now we only need to consider the terms where k ≥ 1. Let k ≥ 1. Since (x, t) ∈
Q(z, r)× I(τ, ra), it follows that
(
w(k)
)
∗
(x, t) = sup
Q′⊂Rn
(
1
|Q′|
∫
Q′
w(y, t)qχRk(y, t)dy
) 1
q
≤ C
(
1
(2kr)n
∫
Q(z,2k+1r)\Q(z,2kr)
w(y, t)qdy
) 1
q
≤ C
(
1
(2kr)n
∫
Q(z,2k+1r)\Q(z,2kr)
w(y, t)pdy
) 1
p
,
where, for the first inequality we used the fact that w(y, t)qχRk 6= 0 only if y ∈ Q′
such that |Q′| ≥ (2kr)n − rn ≥ 12 (2kr)n, and for the last inequality we used Ho¨lder’s
inequality since p ≥ q. Hence,∫
Q(z,r)×I(τ,ra)
(
w(k)
)
∗
(x, t)pdxdt
≤ C
(2kr)n
∫
|τ−t|<ra
∫
Q(z,2k+1r)\Q(z,2kr)
w(y, t)p
∫
|z−x|<r
1 dxdydt
≤ C
2kn
∫
Rk
w(y, t)pdydt.
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Since Rk ⊂ Q(z, 2k+1r) × I(τ, 2ra), this implies that
rβ
( 1
rn+a
∫
Q(z,r)×I(τ,ra)
(
w(k)
)
∗
(x, t)pdxdt
) 1
p
≤ Crβ
( 1
2knrn+a
∫
Rk
w(y, t)pdydt
) 1
p
≤ C2−βk(2kr)β
( 1
2−ka(2kr)n+a
∫
Q(z,2k+1r)×I(τ,2ra)
w(y, t)pdydt
) 1
p
≤ C2−βk(2kr)β
( 1
2−ka(2kr)n+a
∫
Q(z,2k+1r)×I(τ,(2k+1r)a)
w(y, t)pdydt
) 1
p
≤ C2−βk+ akp ‖w‖
L
β,p
a−par
.
Hence, since β > a/p and p ≥ q, it follows that∑
k≥1
rβ
( 1
rn+a
∫
Q(z,r)×Q(τ,ra)
(
w(k)
)
∗
(x, t)pdxdt
) 1
p ≤ C‖w‖
L
β,p
a−par
.
By combining this and (2.5), we get ‖w∗‖Lβ,pa−par ≤ C‖w‖Lβ,pa−par if β > a/p and p > q.
It remains to show that w∗(·, t) ∈ A2(Rn). For this, we will make use of the
following fact that can be found in Chapter 5 of [43] (see also Proposition 2 in [11]):
If M(w)(x) <∞ for almost every x ∈ Rn, then for every δ ∈ (0, 1)
(M(w))δ ∈ A1 (2.6)
with CA1 independent of w. Now we are ready to show that w∗(·, t) ∈ A2(Rn) in the
x variable with a constant CA2 uniform in almost every t ∈ R. Note first that
w∗(x, t) = (M(w(·, t)q))1/q .
Since w ∈ Lβ,pa−par and p ≥ q, it is not difficult to see that M(w(·, t)q) <∞ for almost
every x ∈ Rn. Then, by applying (2.6) with δ = 1/q, we see that w∗(·, t) ∈ A1 with
CA1 uniform in t ∈ R. Finally, from (2.2), this implies immediately that w∗(·, t) ∈ A2
with CA2 uniform in t ∈ R. 
Let {A0, A1} be an interpolation couple. Namely, A0 and A1 are two complex Ba-
nach spaces, both linearly and continuously embedded in a linear complex Hausdorff
space. For 0 < t <∞ and a ∈ A0 +A1, let us set
K(t, a) = inf
a=a0+a1
‖a0‖A0 + t‖a1‖A1 .
For 0 < θ < 1 and 1 ≤ q ≤ ∞, we denote by (A0, A1)θ,q the real interpolation spaces
equipped with the norms ‖a‖(A0,A1)θ,∞ = sup0<t<∞ t−θK(t, a) and ‖a‖(A0,A1)θ,q =( ∫∞
0 (t
−θK(t, a))q
)1/q
, 1 ≤ q <∞. In particular, (A0, A1)θ,q = A0 = A1 if A0 = A1.
See [3, 47] for details.
We recall here two existing results concerning the real interpolation spaces. The
first one is the following bilinear interpolation lemma (see [3], Section 3.13, Exercise
5(a)).
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Lemma 2.2. For i = 0, 1, let Ai, Bi, Ci be Banach spaces and let T be a bilinear
operator such that
T : A0 ×B0 → C0 and T : A1 ×B1 → C1.
Then one has
T : (A0, A1)θ,p1 × (B0, B1)θ,p2 → (C0, C1)θ,q
if 0 < θ < 1, 1 ≤ q ≤ ∞ and 1/q = 1/p1 + 1/p2 − 1.
For s ∈ R and 1 ≤ q ≤ ∞, let ℓsq denote the weighted sequence space with the
norm
‖{xj}j≥0‖ℓsq =
{(∑
j≥0 2
jsq |xj |q
)1/q
if q 6=∞,
supj≥0 2
js|xj | if q =∞.
Then the second one concerns some useful identities of real interpolation spaces of
weighted spaces (see Theorems 5.4.1 and 5.6.1 in [3]):
Lemma 2.3. Let 0 < θ < 1. Then one has
(L2(w0), L
2(w1))θ,2 = L
2(w), w = w1−θ0 w
θ
1 ,
and for 1 ≤ q0, q1, q ≤ ∞ and s0 6= s1,
(ℓs0q0 , ℓ
s1
q1 )θ,q = ℓ
s
q, s = (1− θ)s0 + θs1.
The following lemma can be seen as a version of the van der Corput lemma ([43],
Chap. VIII) to suit our purpose, and will be used in Subsection 4.2 for the proof of
Lemma 4.1.
Lemma 2.4. Let a > 1 and t ∈ R. Then,∣∣∣∣ ∫ e±iRρ+itρaΦ(ρ)dρ∣∣∣∣ . R− 12 (‖Φ‖L∞ + ‖Φ′‖L∞) (2.7)
for R > 1 and Φ ∈ C1(R) supported in [1/2, 2]. Here, Φ′ denotes the derivative
dΦ/dρ.
Proof. We first decompose the left-hand side of (2.7) as∣∣∣∣ ∫ e±iRρ+itρaΦ(ρ)dρ∣∣∣∣ ≤ χ{ R8a<|t|< 8Ra }(t)
∣∣∣∣ ∫ e±iRρ+itρaΦ(ρ)dρ∣∣∣∣
+ (1− χ{ R8a<|t|< 8Ra }(t))
∣∣∣∣ ∫ e±iRρ+itρaΦ(ρ)dρ∣∣∣∣.
Then, when R8a < |t| < 8Ra , by the van der Corput lemma, it follows that∣∣∣∣ ∫ e±iRρ+itρaΦ(ρ)dρ∣∣∣∣ . R− 12 (‖Φ‖L∞ + ‖Φ′‖L∞).
For the second part where |t| > 8Ra or |t| < R8a , we first see that∫ (
1− a(a− 1)tρ
a−2
i(±R+ atρa−1)2
)
e±iRρ+itρ
a
Φ(ρ)dρ
=
[ 1
i(±R+ atρa−1)e
±iRρ+itρaΦ(ρ)
]ρ=2
ρ=1/2
−
∫
1
i(±R+ atρa−1)e
±iRρ+itρaΦ′(ρ)dρ
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by the integration by parts. Here we note that | ±R+ atρa−1| & R when |t| > 8Ra or
|t| < R8a . From this and the support of Φ, we now get∣∣∣∣ ∫ e±iRρ+itρaΦ(ρ)dρ∣∣∣∣ ≤ ∫ ∣∣∣∣ a(a− 1)tρa−2(±R+ atρa−1)2Φ(ρ)
∣∣∣∣dρ+ ∫ ∣∣∣∣ 1(±R+ atρa−1)Φ′(ρ)
∣∣∣∣dρ
. R−1
(‖Φ‖L∞ + ‖Φ′‖L∞)
as desired. 
3. Proof of Theorem 1.1
This section is devoted to proving Theorem 1.1 assuming Proposition 3.1 which
will be proved in Section 4.
Let us first consider the multiplier operators Pkf for k ∈ Z which are defined by
P̂kf(ξ) = ψ(2
−k|ξ|)f̂(ξ),
where ψ : R → [0, 1] is a smooth cut-off function which is supported in (1/2, 2) and
satisfies
∞∑
k=−∞
ψ(2−kt) = 1, t > 0.
Then we will obtain the following frequency localized estimates in the next section
which imply Theorem 1.1 using Lemma 2.1 and the Littlewood-Paley theorem on
weighted L2 spaces.
Proposition 3.1. Let n ≥ 2. Assume that f and F are radial functions with respect
to the spatial variable x. Then we have∥∥eit(−∆)a/2Pkf∥∥L2(w) ≤ C2k(β−a)/2‖w‖1/2Lβ,pa−par‖f‖L2 (3.1)
and ∥∥∥∥ ∫ t
0
ei(t−s)(−∆)
a/2
PkF (·, s)ds
∥∥∥∥
L2(w)
≤ C2k(β−a)/2‖w‖
L
β,p
a−par
‖F‖L2(w−1) (3.2)
if β > 1 + a/p, a > 1 and 1 < p ≤ (n+ a)/β.
To deduce Theorem 1.1 from this proposition, we first observe that we may as-
sume w(·, t) ∈ A2(Rn) uniformly in almost every t ∈ R. Indeed, since w ≤ w∗ and
‖w∗‖Lβ,pa−par ≤ C‖w‖Lβ,pa−par for β > a/p and p > q > 1 (see Lemma 2.1), if we show
the homogeneous estimate (1.7) replacing w with w∗, we get∥∥eit(−∆)a/2f∥∥
L2(w(x,t))
≤ ∥∥eit(−∆)a/2f∥∥
L2(w∗(x,t))
≤ C‖w∗‖1/2
L
a+2s,p
a−par
‖f‖H˙s
≤ C‖w‖1/2
L
a+2s,p
a−par
‖f‖H˙s
as desired. Similarly for the inhomogeneous estimate (1.6). So we may show the
estimates (1.7) and (1.6) by replacing w with w∗. By this replacement and the
property w∗(·, t) ∈ A2(Rn) in Lemma 2.1, we may assume, for simplicity of notation,
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that w(·, t) ∈ A2(Rn) uniformly in almost every t ∈ R. Since the constant CA1 in (2.6)
is independent of w, (from the proof of Lemma 2.1) we see that w∗(·, t) ∈ A2(Rn)
with CA2 independent of w. Thus we may also assume that w(·, t) ∈ A2(Rn) with
CA2 independent of w.
By this A2 condition we can use the Littlewood-Paley theorem on weighted L
2
spaces (see Theorem 1 in [31] and also Theorem 5 in [30]) to get∥∥eit(−∆)a/2f∥∥2
L2(w(x,t))
=
∫ ∥∥eit(−∆)a/2f∥∥2
L2(w(·,t))
dt
≤ C
∫ ∥∥∥∥(∑
k
∣∣Pkeit(−∆)a/2f ∣∣2)1/2∥∥∥∥2
L2(w(·,t))
dt
= C
∑
k
∥∥eit(−∆)a/2Pkf∥∥2L2(w(x,t)).
Here the constant C which follows from the Littlewood-Paley theorem is generally
depending on the weight w by C = Cw = CA2 , but in our case CA2 is independent of
w (see the first paragraph below Proposition 3.1). On the other hand, since PkPjf = 0
if |j − k| ≥ 2, it follows from (3.1) that∑
k
∥∥eit(−∆)a/2Pkf∥∥2L2(w(x,t)) =∑
k
∥∥eit(−∆)a/2Pk( ∑
|j−k|≤1
Pjf
)∥∥2
L2(w(x,t))
≤ C‖w‖
L
β,p
a−par
∑
k
2k(β−a)
∥∥ ∑
|j−k|≤1
Pjf
∥∥2
2
if β > 1 + a/p, a > 1 and 1 < p ≤ (n+ a)/β. Consequently, by taking β = a+ 2s, we
get ∥∥eit(−∆)a/2f∥∥
L2(w(x,t))
≤ C‖w‖1/2
L
a+2s,p
a−par
‖f‖H˙s
if a > 1, s > a2 (
1
p − 1) and max{ aa−1+2s , 1} < p ≤ n+aa+2s , as desired.
The inhomogeneous estimate (1.6) follows also from the same argument. Indeed,
by the Littlewood-Paley theorem as before, one can see that∥∥∥∥ ∫ t
0
ei(t−s)(−∆)
a/2
F (·, s)ds
∥∥∥∥2
L2(w(x,t))
≤ C
∑
k
∥∥∥∥ ∫ t
0
ei(t−s)(−∆)
a/2
Pk
( ∑
|j−k|≤1
PjF (·, s)
)
ds
∥∥∥∥2
L2(w(x,t))
.
By using (3.2), the right-hand side in the above is bounded by
C‖w‖2
L
β,p
a−par
∑
k
2k(β−a)
∥∥ ∑
|j−k|≤1
PjF
∥∥2
L2(w(x,t)−1)
if β > 1 + a/p, a > 1 and 1 < p ≤ (n+ a)/β. Since w(·, t)−1 ∈ A2(Rn) if and only if
w(·, t) ∈ A2(Rn), by applying the Littlewood-Paley theorem again and taking β = a,
this is now bounded by C‖w‖2
L
a,p
a−par
‖F‖2L2(w(x,t)−1) if a > 1 and a/(a − 1) < p ≤
(n+ a)/a. Consequently, we get (1.6). Theorem 1.1 is now proved.
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4. Proof of Proposition 3.1
In this section we prove Proposition 3.1. We first show (3.1) assuming Lemma 4.1
which is proved in Subsection 4.2, and then (3.2) follows from a similar argument in
Subsection 4.3.
4.1. Proof of (3.1). From the scaling (x, t) → (λx, λat), it is enough to show the
following case where k = 0:∥∥eit(−∆)a/2P0f∥∥L2(w(x,t)) ≤ C‖w‖1/2Lβ,pa−par‖f‖L2, (4.1)
where β > 1+ a/p, a > 1 and 1 < p ≤ (n+ a)/β. In fact, once we show this estimate,
we get∥∥eit(−∆)a/2Pkf∥∥2L2(w(x,t)) ≤ C2−kn2−ak∥∥eit(−∆)a/2P0(f(2−k·))∥∥2L2(w(2−kx,2−akt))
≤ C2−kn2−ak‖w(2−kx, 2−akt)‖
L
β,p
a−par
‖f(2−k·)‖22
≤ C2k(β−a)‖w‖
L
β,p
a−par
‖f‖22
as desired.
Now, by duality, (4.1) is equivalent to∥∥∥∥ ∫
R
e−is(−∆)
a/2
P0F (·, s)ds
∥∥∥∥
L2x
≤ C‖w‖1/2
L
β,p
a−par
‖F‖L2(w−1),
where we only use functions F which are radial with respect to x-variable, since f
is radial and the Schro¨dinger group evaluation and the Fourier projections keep the
radial property. Then, by using the usual TT ∗ argument it is enough to show the
following bilinear form estimate∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 F (·, s)
)
(x)ds,G(x, t)
〉∣∣∣∣
≤ C‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1) (4.2)
for β > 1+a/p, a > 1 and 1 < p ≤ (n+a)/β. Of course, F and G are assumed here to
be radial with respect to the space variable x. For this estimate, we first decompose
the involved functions into spatial-localized pieces as follows:
F (x, t) = χ[0,1)(|x|)F (x, t) +
∞∑
j=1
χ[2j−1,2j)(|x|)F (x, t)
and
G(x, t) = χ[0,1)(|x|)G(x, t) +
∞∑
k=1
χ[2k−1,2k)(|x|)G(x, t).
For simplicity, we set
F0 = χ[0,1)(|x|)F, Fj = χ[2j−1,2j)(|x|)F, j ≥ 1, (4.3)
and
G0 = χ[0,1)(|x|)G, Gk = χ[2k−1,2k)(|x|)G, k ≥ 1. (4.4)
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Then, by using this decomposition we are reduced to showing that
∞∑
j,k=0
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
≤ C‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1) (4.5)
for β > 1 + a/p, a > 1 and 1 < p ≤ (n+ a)/β.
To show (4.5), we assume for the moment the following three estimates for a > 1
which will be shown later:
• For j, k ≥ 0,∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣ . 2 12 (j+k)‖F‖L2‖G‖L2. (4.6)
• For |j − k| ≤ 1,∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
.2(
a+1
2 −
βp
2 )(j+k)‖w‖p
L
β,p
a−par
‖F‖L2(w−p)‖G‖L2(w−p). (4.7)
• For |j − k| > 1,∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
. 2(
2a+1
4 −
βp
2 )(j+k)2−
1
4 |j−k|2max(0,
1
2 [M(j,k)−am(j,k)])
× ‖w‖p
L
β,p
a−par
‖F‖L2(w−p)‖G‖L2(w−p), (4.8)
where M(j, k) := max(j, k) and m(j, k) := min(j, k).
When |j − k| ≤ 1, by the bilinear interpolation (see Lemma 2.2) between (4.6) and
(4.7), it follows that∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
. 2(
1
2+
a
2p−
β
2 )(j+k)‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1) (4.9)
for a > 1 and 1 < p ≤ (n + a)/β. Indeed, let T be a bilinear vector-valued operator
defined by
T (F,G) =
{〈∫
R
(
ei(t−s)(−∆)
a/2
P 20 Fj(·, s)
)
(x)ds,Gk(x, t)
〉}
j≥0
for fixed k ≥ 0. Then, (4.6) and (4.7) are equivalent to
T : L2 × L2 → ℓγ0∞ and T : L2(w−p)× L2(w−p)→ ℓγ1∞
with the operator norms 2k/2 and 2(
a+1
2 −
βp
2 )k‖w‖p
L
β,p
a−par
, respectively, where γ0 =
2−j/2 and γ1 = 2
−( a+12 −
βp
2 )j . Now, by applying Lemma 2.2 with θ = 1/p, q =∞ and
p1 = p2 = 2, we get
T : (L2, L2(w−p))1/p,2 × (L2, L2(w−p))1/p,2 → (ℓγ0∞, ℓγ1∞)1/p,∞
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for 1 < p <∞, with the operator norm
2
k
2 (1−
1
p )2
1
p (
a+1
2 −
βp
2 )k‖w‖
L
β,p
a−par
= 2(
1
2+
a
2p−
β
2 )k‖w‖
L
β,p
a−par
.
Finally, using the real interpolation space identities in Lemma 2.3, this implies that
T : L2(w−1)× L2(w−1)→ ℓγ∞
with the operator norm 2(
1
2+
a
2p−
β
2 )k‖w‖
L
β,p
a−par
and γ = (1− 1p )γ0+ 1pγ1 = 2−(
1
2+
a
2p−
β
2 )j .
Clearly, this is equivalent to (4.9). Now, if β > 1 + a/p, we get from (4.9) that∑
{|j−k|≤1}
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
≤ C‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1). (4.10)
On the other hand, when |j − k| > 1, by the bilinear interpolation between (4.6)
and (4.8) as above, it follows that∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
. 2(
1
2+
2a−1
4p −
β
2 )(j+k)2−
1
4p |j−k|2
1
p max(0,
1
2 [M(j,k)−am(j,k)])
× ‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1) (4.11)
for a > 1 and 1 < p ≤ (n + a)/β. Now we divide cases into j ≥ k and j ≤ k. Then,
when |j − k| > 1 and j ≥ k, from (4.11) we see that∑
{|j−k|>1,j≥k}
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
.
∑
{|j−k|>1,j≥k}
2(
1
2+
2a−1
4p −
β
2 )(j+k)2−
1
4p (j−k)2max(0,
1
2p (j−ak))
× ‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1).
Since the right-hand side in the above is decomposed as
∞∑
k=0
2(
1
2+
a
2p−
β
2 )k
ak∑
j=k+2
2(
1
2+
a−1
2p −
β
2 )j‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1)
+
∞∑
k=0
2(
1
2−
β
2 )k
∞∑
j=ak
2(
1
2+
a
2p−
β
2 )j‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1),
we get ∑
{|j−k|>1,j≥k}
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
≤ C‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1) (4.12)
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if β > 1 + a/p. Obviously, when |j − k| > 1 and j ≤ k, we get similarly∑
{|j−k|>1,j≤k}
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
≤ C‖w‖
L
β,p
a−par
‖F‖L2(w−1)‖G‖L2(w−1) (4.13)
for β > 1 + a/p, a > 1 and 1 < p ≤ (n+ a)/β. Combining (4.10), (4.12) and (4.13),
we now obtain the desired estimate (4.5).
4.1.1. Proofs of (4.6), (4.7) and (4.8). It remains to show the three estimates (4.6),
(4.7) and (4.8). These estimates are derived from the following lemma which will be
shown in Subsection 4.2.
Lemma 4.1. Let n ≥ 2. For integers j, k ≥ 0, let Fj and Gk be given as in (4.3)
and (4.4), respectively, which are radial functions on Rn+1 with respect to the spatial
variable x. If a > 1, we then have the following three estimates:
• For j, k ≥ 0,∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣ . 2 12 (j+k)‖Fj‖L2x,t‖Gk‖L2x,t . (4.14)
• For |j − k| ≤ 1,∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
. 2−
n−1
2 (j+k)‖Fj‖L1x,t‖Gk‖L1x,t . (4.15)
• For |j − k| > 1,∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
. 2−
2n−1
4 (j+k)2−
1
4 |j−k|‖Fj‖L1x,t‖Gk‖L1x,t . (4.16)
Indeed, the estimate (4.6) is just the same as (4.14). From now on, we deduce
(4.7) and (4.8) from (4.15) and (4.16), respectively. For fixed j, k ≥ 0, we denote
R = max(2j , 2k), and we set
φ0ν(t) = χ[ν−R,ν+R)(t)
and for l ≥ 1
φlν+(t) = χ[ν+2l−1R,ν+2lR)(t), φ
l
ν−(t) = χ[ν−2lR,ν−2l−1R)(t).
Then we may write〈∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉
(4.17)
=
∑
ν∈RZ
〈∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds, φ0νGk(x, t)
〉
=
∑
ν∈RZ
〈∫
R
(
ei(t−s)(−∆)
a/2
P 20
(
[φ0ν +
∞∑
l=1
(φlν+ + φ
l
ν−)]Fj
)
(·, s)
)
(x)ds, φ0νGk(x, t)
〉
.
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To show (4.7) and (4.8), we assume for the moment that
∑
ν∈RZ
∞∑
l=2
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
≤CM2−(j+k)M‖w‖p
L
β,p
a−par
‖F‖L2(w−p)‖G‖L2(w−p) (4.18)
for a sufficiently large number M > 0, where φlν stands for φ
l
ν+ or φ
l
ν−. This will be
shown in the end of this subsection. Then by (4.18), we only need to bound∑
ν∈RZ
〈∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉
, (4.19)
where φν(t) := (φ
0
ν + φ
1
ν+ + φ
1
ν−)(t) = χ[v−2R,v+2R)(t).
To show the bound (4.7) for (4.19), from (4.15) we first see that∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2−
n−1
2 (j+k)
∥∥φνFj∥∥L1∥∥φ0νGk∥∥L1 ,
and note that∥∥φνFj∥∥L1 ≤ ∥∥φνF∥∥L2(w−p)∥∥φν(t)χ[2j ,2j+1)(|x|)w(x, t)p/2∥∥L2 (4.20)
and ∥∥φ0νGk∥∥L1 ≤ ∥∥φ0νG∥∥L2(w−p)∥∥φ0ν(t)χ[2k,2k+1)(|x|)w(x, t)p/2∥∥L2 . (4.21)
Then we get∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
.2−
n−1
2 (j+k)
∥∥φν(t)χ[2j ,2j+1)(|x|)wp/2∥∥L2∥∥φνF∥∥L2(w−p)
×
∥∥φ0ν(t)χ[2k,2k+1)(|x|)wp/2∥∥L2∥∥φ0νG∥∥L2(w−p). (4.22)
Since we are assuming |j − k| ≤ 1, R = max(2j , 2k) = C2j . Hence we see that
∥∥φν(t)χ[2j ,2j+1)(|x|)w(x, t)p/2∥∥2L2 = ∫ ν+2C2j
ν−2C2j
∫
|x|∈[2j,2j+1)
w(x, t)pdxdt
≤
∫ ν+2C2aj
ν−2C2aj
∫
|x|∈[2j,2j+1)
w(x, t)pdxdt
≤ C2j(n+a−βp)‖w‖p
L
β,p
a−par
(4.23)
from the definition of the a-parabolic Morrey-Campanato class. Similarly,∥∥φ0ν(t)χ[2k,2k+1)(|x|)w(x, t)p/2∥∥2L2 ≤ 2k(n+a−βp)‖w‖pLβ,pa−par . (4.24)
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By combining (4.22), (4.23) and (4.24), it follows now that∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2−
n−1
2 (j+k)2
1
2 (j+k)(n+a−βp)‖w‖p
L
β,p
a−par
∥∥φνF∥∥L2(w−p)∥∥φ0νG∥∥L2(w−p).
Consequently, we get the desired bound∑
ν∈RZ
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
.2(a+1−βp)(j+k)/2‖w‖p
L
β,p
a−par
‖F‖L2(w−p)‖G‖L2(w−p) (4.25)
using the Cauchy-Schwarz inequality in ν with the trivial estimates∑
ν∈RZ
∥∥φνF∥∥2L2(w−p) ≤ C‖F‖2L2(w−p) (4.26)
and ∑
ν∈RZ
∥∥φ0νG∥∥2L2(w−p) ≤ C‖G‖2L2(w−p). (4.27)
By (4.18) and (4.25), we obtain (4.7).
Now we have to show the bound (4.8) for (4.19). For simplicity, we will consider
the case j ≥ k only, because the other case j ≤ k can be shown clearly in the same
way. From (4.16), we first see that∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(j+k)(−
2n−1
4 )2−
1
4 |j−k|
∥∥φνFj∥∥L1∥∥φ0νGk∥∥L1 .
Then by (4.20) and (4.21), it follows that∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(j+k)(−
2n−1
4 )2−
1
4 |j−k|
∥∥φν(t)χ[2j ,2j+1)(|x|)wp/2∥∥L2∥∥φνF∥∥L2(w−p)
× ∥∥φ0ν(t)χ[2k,2k+1)(|x|)wp/2∥∥L2∥∥φ0νG∥∥L2(w−p). (4.28)
Since R = max(2j , 2k) = 2j , we see that∥∥φν(t)χ[2j ,2j+1)(|x|)w(x, t)p/2∥∥2L2 ≤ C2j(n+a−βp)‖w‖pLβ,pa−par (4.29)
as in (4.23). Now we claim that∥∥φ0ν(t)χ[2k,2k+1)(|x|)w(x, t)p/2∥∥2L2 ≤ C2max(0,j−ak)2k(n+a−βp)‖w‖pLβ,pa−par . (4.30)
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Indeed, when j − ak ≥ 0,∥∥φ0ν(t)χ[2k,2k+1)(|x|)w(x, t)p/2∥∥2L2 = ∫ ν+2j
ν
∫
|x|∈[2k,2k+1)
w(x, t)pdxdt
≤
[2j−ak−1]∑
m=0
∫ ν+(m+1)2ak
ν+m2ak
∫
|x|∈[2k,2k+1)
w(x, t)pdxdt
≤ C2j−ak2k(n+a−βp)‖w‖p
L
β,p
a−par
,
where [2j−ak− 1] denotes the least integer greater than or equal to 2j−ak− 1. On the
other hand, when j − ak ≤ 0,∥∥φ0ν(t)χ[2k,2k+1)(|x|)w(x, t)p/2∥∥2L2 = ∫ ν+2j
ν
∫
|x|∈[2k,2k+1)
w(x, t)pdxdt
≤
∫ ν+2ak
ν
∫
|x|∈[2k,2k+1)
w(x, t)pdxdt
≤ C2k(n+a−βp)‖w‖p
L
β,p
a−par
.
The claim (4.30) is proved. By combining (4.28), (4.29) and (4.30), it follows now
that ∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(
2a+1
4 −
βp
2 )(j+k)2−
1
4 (j−k)2max(0,
1
2 (j−ak))
× ‖w‖p
L
β,p
a−par
∥∥φνF∥∥L2(w−p)∥∥φ0νG∥∥L2(w−p).
Using the Cauchy-Schwarz inequality in ν with (4.26) and (4.27), we get∑
ν∈RZ
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(
2a+1
4 −
βp
2 )(j+k)2−
1
4 (j−k)2max(0,
1
2 (j−ak))
× ‖w‖p
L
β,p
a−par
‖F‖L2(w−p)‖G‖L2(w−p)
as desired.
Proof of (4.18). It remains to show the estimate (4.18). First we write∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)
)
(x)ds
=
∫
R
∫
Rn
(∫
Rn
ei(x−y)·ξ+i(t−s)|ξ|
a
ψ2(ξ)dξ
)
φlνFj(y, s)dyds.
From the support of φ0νGk and φ
l
νFj , we may assume that |x| ∼ 2k, |y| ∼ 2j and
|t− s| ∼ 2lR since l ≥ 2. Then by the integration by parts, we easily see that∣∣∣∣ ∫
Rn
ei(x−y)·ξ+i(t−s)|ξ|
a
ψ2(ξ)dξ
∣∣∣∣ ≤ CN (2lR)−N (4.31)
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for a sufficiently large number N > 0. Using this, we now get∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
≤
∥∥∥∥ ∫
R
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)ds
∥∥∥∥
L∞
∥∥φ0νGk∥∥L1
≤ CN (2lR)−N
∥∥φlνFj∥∥L1∥∥φ0νGk∥∥L1 . (4.32)
Next, by Ho¨lder’s inequality we note that∥∥φlνFj∥∥L1 = ∫∫ φlν(t)χ[2j−1,2j)(|x|)|F (x, t)|w(x, t)−p/2w(x, t)p/2dxdt
≤ ∥∥φlνF∥∥L2(w−p)(∫ w(x, t)pφlν(t)χB(0,2j+1)(x)dxdt)1/2,
where B(0, 2j+1) denotes the ball in Rn centered at the origin with radius 2j+1. Also,
by the definition of Lβ,pa−par ,∫
w(x, t)pφlν(t)χB(0,2j+1)(x)dxdt ≤
∫
|t−ν|≤(2lR)a
∫
|x|≤2lR
w(x, t)pdxdt
≤ C(2lR)n+a−βp‖w‖p
L
β,p
a−par
.
Hence it follows that∥∥φlνFj∥∥L1 ≤ C(2lR)(n+a−βp)/2‖w‖p/2Lβ,pa−par∥∥φlνF∥∥L2(w−p). (4.33)
Similarly, ∥∥φ0νGk∥∥L1 ≤ CR(n+a−βp)/2‖w‖p/2Lβ,pa−par∥∥φ0νG∥∥L2(w−p). (4.34)
Combining (4.32), (4.33) and (4.34), we conclude that∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
≤ CN (2lR)−N (2l/2R)n+a−βp‖w‖p
L
β,p
a−par
∥∥φlνF∥∥L2(w−p)∥∥φ0νG∥∥L2(w−p).
Using this and the Cauchy-Schwarz inequality as before, we finally get∑
ν∈RZ
∞∑
l=2
∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
≤ CN
∞∑
l=2
(2l/2R)n+a−βp(2lR)−N‖w‖p
L
β,p
a−par
∑
ν∈RZ
∥∥φlνF∥∥L2(w−p)∥∥φ0νG∥∥L2(w−p)
. CNR
n+a−βp−N‖w‖p
L
β,p
a−par
‖F‖L2(w−p)‖G‖L2(w−p). (4.35)
Here, to apply the Cauchy-Schwarz inequality, we have used the following trivial
estimates: ∑
ν∈RZ
∥∥φlνF∥∥2L2(w−p) ≤ C2l‖F‖2L2(w−p)
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and ∑
ν∈RZ
∥∥φ0νG∥∥2L2(w−p) ≤ C‖G‖2L2(w−p).
Since N is sufficiently large and R = max(2j, 2k) ≥ 2(j+k)/2, (4.35) implies directly
the estimate (4.18). 
4.2. Proof of Lemma 4.1. Here we prove Lemma 4.1. First, we show (4.15) and
(4.16), and then we show (4.14).
4.2.1. Proofs of (4.15) and (4.16). Let us first consider x = rx′, y = λy′ and ξ = ρξ′
for x′, y′, ξ′ ∈ Sn−1, where r = |x|, λ = |y| and ρ = |ξ|. Recall the fact3 (see [43], p.
347) that ∫
Sn−1
e−irρx
′·ξ′dσ(x′) = cn(rρ)
− n−22 Jn−2
2
(rρ). (4.36)
Using this as in (27) of [8] and setting F˜j(λ, s) := Fj(λy
′, s),4 one can easily see that
χIk(|x|)
∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds =
∫∫
Kjk(r, λ, t− s)λn−1F˜j(λ, s)dλds
(4.37)
with Kjk(r, λ, t), j, k ≥ 0, which is given as
Kjk(r, λ, t) =
χIk(r)
r
n−2
2
χIj (λ)
λ
n−2
2
∫
eitρ
a
Jn−2
2
(rρ)Jn−2
2
(λρ)ρψ(ρ)2dρ
where I0 = (0, 1), and for j, k ≥ 1, Ik = [2k−1, 2k) and Ij = [2j−1, 2j). Since∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣
≤ sup
r,t
∣∣∣∣ ∫∫ Kjk(r, λ, t − s)λn−1F˜j(λ, s)dλds∣∣∣∣‖Gk‖L1x,t
≤ sup
r,λ,t
|Kjk(r, λ, t)|
∥∥λn−1F˜j(λ, s)∥∥L1λ,s‖Gk‖L1x,t
≤ C‖Kjk‖L∞
r,λ,t
‖Fj‖L1x,t‖Gk‖L1x,t ,
we are now reduced to showing that
‖Kjk‖L∞
r,λ,t
.
{
2−
n−1
2 (j+k),
2−
2n−1
4 (j+k)2−
1
4 |j−k| particularly if |j − k| > 1.
(4.38)
First we show the first bound in (4.38). For n ≥ 2, we see that
|Jn−2
2
(r)| ≤ Cmin{r n−22 , r− 12 } (4.39)
3Here, σ is the measure induced by the Lebesgue measure on Sn−1 and Jm denotes the Bessel
function with order m.
4Note here that Fj(λy
′, s) is independent of y′ ∈ Sn−1 since Fj is a radial function in the x
variable.
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using the following known estimates for Bessel functions Jν(r) (see [17], pp. 429-431):
For Re ν > −1/2
|Jν(r)| .
{
Cνr
Re ν if 0 < r ≤ 1,
Cνr
−1/2 if r ≥ 1.
Hence it follows from (4.39) that
|Kjk(r, λ, t)| ≤ χIk(r)
r
n−2
2
χIj (λ)
λ
n−2
2
∫
|Jn−2
2
(rρ)||Jn−2
2
(λρ)|ρφ(ρ)2dρ
. χIk(r)χIj (λ)min{1, r−
n−1
2 }min{1, λ−n−12 }.
From the supports of χIk and χIj , this implies now the desired bound.
Now we turn to (4.38) for the case |j − k| > 1. We divide cases into the case
j, k ≥ 1 and the case where j = 0 or k = 0.
The case j, k ≥ 1 when |j − k| > 1. In this case, we will decompose Kjk into four
parts based on the following asymptotic expansion of Bessel functions (see Lemma
3.4 in [8]). We also refer the reader to [50] for the theory of Bessel functions.
Lemma 4.2. For r > 1 and Re ν > −1/2,
Jν(r) =
√
2√
πr
cos(r− νπ
2
− π
4
)− (ν −
1
2 )Γ(ν +
3
2 )
(2π)
1
2 (r)
3
2Γ(ν + 12 )
sin(r− νπ
2
− π
4
)+Eν(r), (4.40)
where
|Eν(r)| ≤ Cνr− 52 (4.41)
and
| d
dr
Eν(r)| ≤ Cν(r− 52 + r− 72 ). (4.42)
Indeed, using this lemma as in (46) of [8], we may write
Jn−2
2
(λρ)Jn−2
2
(rρ) =
4∑
l=1
Jl(r, λ, ρ),
where
J1(r, λ, ρ) = (cn(λρ)
− 12 + cn(λρ)
− 32 )e±iλρ(cn(rρ)
− 12 + cn(rρ)
− 32 )e±irρ,
J2(r, λ, ρ) = (cn(λρ)
− 12 + cn(λρ)
− 32 )e±iλρEn−2
2
(rρ),
J3(r, λ, ρ) = (cn(rρ)
− 12 + cn(rρ)
− 32 )e±irρEn−2
2
(λρ),
J4(r, λ, ρ) = En−2
2
(λρ)En−2
2
(rρ).
From this, Kjk is now decomposed as Kjk =
∑4
l=1Kjk,l, with
Kjk,l(r, λ, t) =
χIk(r)
r
n−2
2
χIj (λ)
λ
n−2
2
∫
eitρ
a
Jl(r, λ, ρ)ρψ(ρ)
2dρ.
Then we only need to show
‖Kjk,l‖L∞
r,λ,t
. 2−j
2n−1
4 2−k
2n−1
4 2−
1
4 |j−k| (4.43)
for l = 1, 2, 3, 4.
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Remark 4.3. As shown below, although the cases l = 2, 3, 4, which follow from the
error term Eν(r) in the asymptotic expansion (4.40) of the Bessel function, would
give a better bound than (4.43), the bound for the first case l = 1, which follows from
the first term in the expansion, dominates those better bounds. But, if we use the
usual expansion of the Bessel function having the error term on and after the second
term, the error estimates like (4.41) and (4.42) are not enough so that the first case
dominates the other cases. This is the reason why we compute the second term and
have the terms on and after the third term as the error term in Lemma 4.2 .
For l = 4, it follows easily from (4.41) that
‖Kjk,4‖L∞
r,λ,t
. 2−j
n+3
2 2−k
n+3
2 ≤ 2−j 2n−14 2−k 2n−14 2− 14 |j−k|.
Next, for l = 1, we may show the desired bound for
K˜jk,1(r, λ, t) =
χIk(r)
r
n−1
2
χIj (λ)
λ
n−1
2
∫
eitρ
a±iλρ±irρψ(ρ)2dρ, (4.44)
since the factors (λρ)−
3
2 and (rρ)−
3
2 in J1 would give a better boundedness than
(λρ)−
1
2 and (rρ)−
1
2 , respectively. Now, applying Lemma 2.4 with Φ(ρ) = ψ2(ρ) and
R = |λ± r| ∼ 2max(j,k) since |j − k| > 1 and j, k ≥ 1, we get∣∣K˜jk,1(r, λ, t)∣∣ . χIk(r)
r
n−1
2
χIj (λ)
λ
n−1
2
2−
1
2 max(j,k)
∼ 2−j 2n−14 2−k 2n−14 2− 14 |j−k|,
as desired.
It remains to bound Kjk,2 and Kjk,3. We shall consider only for Kjk,2 because
the same argument used for Kjk,2 works clearly for Kjk,3. Since the factor (λρ)
− 32 in
J2 would give a better boundedness than (λρ)
− 12 , we only need to show the desired
bound for
K˜jk,2(r, λ, t) =
χIk(r)
r
n−2
2
χIj (λ)
λ
n−1
2
∫
eitρ
a±iλρEn−2
2
(rρ)ρ
1
2ψ(ρ)2dρ.
Applying Lemma 2.4 with R = |λ| ∼ 2j and Φ(ρ) = En−2
2
(rρ)ρ
1
2ψ2(ρ), we get∣∣K˜jk,2(r, λ, t)∣∣ . χIk(r)
r
n−2
2
χIj (λ)
λ
n−1
2
2−
j
2
(‖Φ‖L∞ + ‖Φ′‖L∞).
Using (4.41) and (4.42), we notice here that ‖Φ‖L∞ + ‖Φ′‖L∞ . r− 32 which follows
from
|En−2
2
(rρ)| . r− 52
and ∣∣∣ d
dρ
En−2
2
(rρ)
∣∣∣ = ∣∣∣ d
dv
En−2
2
(v)
dv
dρ
∣∣∣ . ((rρ)−5/2 + (rρ)−7/2)r . r− 32 .
Thus, we get ∥∥K˜jk,2∥∥L∞
r,λ,t
. 2−j
n−1
2 2−k
n−2
2 2−
j
2 2−k
3
2
≤ 2−j 2n−14 2−k 2n−14 2− 14 |j−k|.
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The case where j = 0 or k = 0 when |j − k| > 1. In this case, we will use the
following known fact (see [17], p. 426): For 0 ≤ r < 1 and Re ν > −1/2,
|Jν(r)| ≤ Cνrν and
∣∣ d
dr
Jν(r)
∣∣ ≤ Cνrν−1. (4.45)
We consider only the case where k = 0 and j ≥ 1 since the other case where j = 0
and k ≥ 1 follows clearly from the same argument. Now we have to show that for
j ≥ 1
‖Kj0(r, λ, t)‖L∞
r,λ,t
. 2−j
n
2 (4.46)
where
Kj0(r, λ, t) =
χI0(r)
r
n−2
2
χIj (λ)
λ
n−2
2
∫
eitρ
a
Jn−2
2
(rρ)Jn−2
2
(λρ)ρψ(ρ)2dρ.
Notice from Lemma 4.2 that
Jn−2
2
(λρ) = (cn(λρ)
− 12 + cn(λρ)
− 32 )e±iλρ + En−2
2
(λρ). (4.47)
By (4.41) and (4.45), the part of Kj0 coming from En−2
2
(λρ) in (4.47) is bounded as
follows: ∣∣∣∣χI0(r)
r
n−2
2
χIj (λ)
λ
n−2
2
∫
eitρ
a
Jn−2
2
(rρ)En−2
2
(λρ)ρψ(ρ)2dρ
∣∣∣∣ . 2−j n+32 ≤ 2−j n2 .
Now we may consider only the part of Kj0 coming from (λρ)
− 12 , because the factor
(λρ)−
3
2 in (4.47) would give a better boundedness than (λρ)−
1
2 . Namely, we have to
show the bound (4.46) for
K˜j0(r, λ, t) =
χI0(r)
r
n−2
2
χIj (λ)
λ
n−1
2
∫
eitρ
a±iλρJn−2
2
(rρ)ρ
1
2ψ(ρ)2dρ.
Applying Lemma 2.4 with R = |λ| ∼ 2j and Φ(ρ) = Jn−2
2
(rρ)ρ
1
2ψ2(ρ), and by (4.45),
we then get∣∣K˜j0(r, λ, t)∣∣ . χI0(r)
r
n−2
2
χIj (λ)
λ
n−1
2
2−
j
2
(‖Φ‖L∞ + ‖Φ′‖L∞) . 2−j n2 ,
as desired.
4.2.2. Proof of (4.14). To show (4.14), by Ho¨lder’s inequality, it is enough to show
that for j, k ≥ 0∥∥∥χIk(|x|)∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds
∥∥∥
L2x,t
. 2
1
2 (j+k)‖Fj‖L2x,t.
For this, we consider the operators Tk, k ≥ 0, defined for r > 0 and t ∈ R by
Tkh(r, t) = χIk(r)r
− n−22
∫ ∞
0
eitρ
a
Jn−2
2
(rρ)ϕ(ρ)h(ρ)dρ,
where ϕ(ρ)2 = ρψ(ρ)2. Then the adjoint operator T ∗k of Tk is given for ρ > 0 by
T ∗kH(ρ) = ϕ(ρ)
∫
e−isρ
a
∫
χIk(λ)λ
− n−22 Jn−2
2
(λρ)H(λ, s)dλds,
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and so
TkT
∗
j (λ
n−1H)(r, t)
=
χIk(r)
r
n−2
2
∫∫
χIj (λ)
λ
n−2
2
(∫
ei(t−s)ρ
a
Jn−2
2
(rρ)Jn−2
2
(λρ)ϕ2(ρ)dρ
)
λn−1H(λ, s)dλds.
Then, by regarding ρψ2(ρ) and Fj(λy
′, s) as ϕ2(ρ) and H(λ, s), respectively, in (4.37),
Then, by we are reduced to showing that for j, k ≥ 0
‖TkT ∗j (λn−1H)‖L2tL2r . 2
1
2 (j+k)‖H‖L2tL2r ,
where L2r = L
2(rn−1dr). By the usual TT ∗ argument, this follows from
‖Tkh‖L2tL2r . 2
k
2 ‖h‖L2
for k ≥ 0. To show this, by changing the variable ρ to ρa, we first see that∫ ∞
0
eitρ
a
Jn−2
2
(rρ)ϕ(ρ)h(ρ)dρ = a−1
∫ ∞
0
eitρJn−2
2
(rρ1/a)ϕ(ρ1/a)h(ρ1/a)ρ1/a−1dρ,
and so we get
‖Tkh‖L2tL2r = C
∥∥∥χIk(r)r− n−22 Jn−2
2
(rρ1/a)ϕ(ρ1/a)h(ρ1/a)ρ1/a−1
∥∥∥
L2rL
2
ρ
= C
(∫
Ik
r−(n−2)
∫ 2
1/2
|Jn−2
2
(rρ)|2|h(ρ)|2ρ1−adρ rn−1dr
)1/2
.
(∫
Ik
r−(n−2)
∫ 2
1/2
min
{
(rρ)n−2, (rρ)−1
}|h(ρ)|2ρ1−adρ rn−1dr)1/2
. 2k/2‖h‖L2,
using Plancherel’s theorem in t and (4.39).
4.3. Proof of (3.2). Let us now show the inhomogeneous part (3.2) in Proposition
3.1. For this we show a stronger estimate∥∥∥∥ ∫ t
−∞
ei(t−s)(−∆)
a/2
F (·, s)ds
∥∥∥∥
L2(w(x,t))
≤ C‖w‖
L
β,p
a−par
‖F‖L2(w(x,t)−1) (4.48)
which implies (3.2). Indeed, to deduce (3.2) from this, first decompose the L2t norm
in the left-hand side of (3.2) into two parts, t ≥ 0 and t < 0. Then the latter can
be reduced to the former by a change of variables t 7→ −t, and so we only need to
consider the first part t ≥ 0. But, since [0, t) = (−∞, t) ∩ [0,∞), by applying (4.48)
with F replaced by χ[0,∞)(s)F , the first part follows directly, as desired.
To show (4.48), by duality we may show the following bilinear form estimate as
before:∣∣∣∣〈 ∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20F (·, s)
)
(x)ds,G(x, t)
〉∣∣∣∣ ≤ C‖w‖Lβ,pa−par‖F‖L2(w−1)‖G‖L2(w−1).
But, once we have Lemma 4.1 replacing
∫
R
with
∫ t
−∞, this estimate follows clearly by
repeating the previous argument used for the homogeneous part (3.1). Since (4.38)
is obviously valid for this replacement, it does not affect the last two estimates in the
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lemma. We only need to consider the first estimate (4.14). For this we first modify it
as∣∣∣∣〈 ∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣ . 2( 12+ε)(j+k)‖Fj‖L2x,t‖Gk‖L2x,t
uniformly in 0 < ε < 1. Since ε is arbitrary and may be sufficiently small, it is not
difficult to see that this modification is harmless in repeating the previous argument.
See Remark 4.5 for the reason for this modification.
Now we show the above modified estimate. Similarly as in (4.17), we may write〈∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉
=
∑
ν∈RZ
〈∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20
(
[φ0ν +
∞∑
l=1
(φlν+ + φ
l
ν−)]Fj
)
(·, s)
)
(x)ds, φ0νGk(x, t)
〉
.
As in (4.32), we easily see that for a sufficiently large number N > 0,
∑
ν∈RZ
∞∑
l=2
∣∣∣∣〈 ∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)
(
x)ds, φ0νGk(x, t)
〉∣∣∣∣
≤
∑
ν∈RZ
∞∑
l=2
CN (2
lR)−N
∥∥φlνFj∥∥L1x,t∥∥φ0νGk∥∥L1x,t
.
∑
ν∈RZ
∞∑
l=2
CN (2
lR)−N2l/2R2(j+k)n/2
∥∥φlνFj∥∥L2x,t∥∥φ0νGk∥∥L2x,t
. 2−
N−n−1
2 (j+k)
∞∑
l=2
2−(N−1)l
∑
ν∈RZ
∥∥φlνFj∥∥L2x,t∥∥φ0νGk∥∥L2x,t , (4.49)
where R = max(2j, 2k) ≥ 2(j+k)/2 and φlν stands for φlν+ or φlν−. Here we also
used Ho¨lder’s inequality for the second inequality. Next, using the Cauchy-Schwarz
inequality together with the following trivial estimates∑
ν∈RZ
∥∥φlνFj∥∥2L2 ≤ C2l‖Fj‖2L2 and ∑
ν∈RZ
∥∥φ0νGk∥∥2L2 ≤ C‖Gk‖2L2,
we bound ∑
ν∈RZ
∥∥φlνFj∥∥L2x,t∥∥φ0νGk∥∥L2x,t ≤ 2l/2∥∥Fj∥∥L2x,t∥∥Gk∥∥L2x,t .
Combining this and (4.49), we conclude that
∑
ν∈RZ
∞∑
l=2
∣∣∣∣〈 ∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20 (φ
l
νFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2−
N−n−1
2 (j+k)‖Fj‖L2x,t‖Gk‖L2x,t
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for a sufficiently large number N > 0. Hence it suffices to show that∑
ν∈RZ
∣∣∣∣〈 ∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(
1
2+ε)(j+k)‖Fj‖L2x,t‖Gk‖L2x,t, (4.50)
where φν(t) := (φ
0
ν + φ
1
ν++φ
1
ν−)(t) = χ[v−2R,v+2R)(t). For this, we first observe that
for 0 < ε < 1,∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(
1
2−
n
2 (
ε
2−ε ))(j+k)‖φνFj‖L2−ǫx,t ‖φ
0
νGk‖L2−ǫx,t (4.51)
which follows from real interpolation between the estimates in Lemma 4.1. Indeed,
we first note that from (4.15) and (4.16),∣∣∣∣〈 ∫
R
(
ei(t−s)(−∆)
a/2
P 20Fj(·, s)
)
(x)ds,Gk(x, t)
〉∣∣∣∣ . 2−n−12 (j+k)‖Fj‖L1x,t‖Gk‖L1x,t
(4.52)
for j, k ≥ 0, because 2− 2n−14 (j+k)2− 14 |j−k| . 2−n−12 (j+k) in (4.16). Now, by real
interpolation between (4.14) and (4.52), with φνFj and φ
0
νGk instead of Fj and Gk,
respectively, we get (4.51) after some easy computations.
Using the dual characterisation of Lp spaces and Ho¨lder’s inequality, we also easily
see that (4.51) is equivalent to∥∥∥∥ ∫
R
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)ds
∥∥∥∥
L
2−ε
1−ε
x,t (Ik)
. 2(
1
2−
n
2 (
ε
2−ε ))(j+k)‖φνFj‖L2−ǫx,t . (4.53)
Since 2−ε1−ε > 2− ε, we now get (4.53) replacing
∫
R
with
∫ t
−∞, which is equivalent to∣∣∣∣〈 ∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(
1
2−
n
2 (
ε
2−ε ))(j+k)‖φνFj‖L2−ǫx,t ‖φ
0
νGk‖L2−ǫx,t ,
by applying the following Christ-Kiselev lemma with q = 2−ε1−ε and p = 2− ε.
Lemma 4.4 ([10]). Let X and Y be Banach spaces. Assume that T : Lp(R;X) →
Lq(R;Y ), 1 ≤ p < q <∞, is a bounded linear operator defined by
Tf(t) =
∫
R
K(t, s)f(s)ds,
where K : R×R→ B(X,Y ) and B(X,Y ) is the space of bounded linear transforma-
tions from X to Y . Then the operator T replacing
∫
R
with
∫ t
−∞ has the same L
p−Lq
boundedness.
Remark 4.5. This lemma does not hold when q = p. So, if we consider directly the
estimate without the modification, that is, with ε = 0, the exponents q = 2−ε1−ε and
p = 2 − ε in (4.53) are equivalent each other. Notice that the lemma does not work
for this case.
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Then by Ho¨lder’s inequality,∣∣∣∣〈 ∫ t
−∞
(
ei(t−s)(−∆)
a/2
P 20 (φνFj)(·, s)
)
(x)ds, φ0νGk(x, t)
〉∣∣∣∣
. 2(
1
2−
n
2 (
ε
2−ε ))(j+k)(R2jn)
ε
2(2−ε) (R2kn)
ε
2(2−ε) ‖φνFj‖L2x,t‖φ0νGk‖L2x,t
. 2(
1
2+ǫ)(j+k)‖φνFj‖L2x,t‖φ0νGk‖L2x,t.
Here, for the last inequality, we have used the fact that R = max(2j, 2k) ≤ 2j+k. By
summing in ν and using the Cauchy-Schwarz inequality as before, we get the desired
estimate (4.50).
5. Proof of Theorem 1.6
In this final section, we deduce the well-posedness (Theorem 1.6) for the Cauchy
problem (1.10) from the weighted L2 Strichartz estimates in Theorem 1.1 using the
fixed point argument.
The starting point is that the solution of (1.10) can be given by the following
integral equation
u(x, t) = eit(−∆)
a/2
u0(x) − i
∫ t
0
(
ei(t−s)(−∆)
a/2
F (·, s)
)
(x)ds+Φ(u)(x, t), (5.1)
where
Φ(u)(x, t) = −i
∫ t
0
(
ei(t−s)(−∆)
a/2
(V u)(·, s)
)
(x)ds.
Here we observe that
(I − Φ)(u) = eit(−∆)a/2u0 − i
∫ t
0
ei(t−s)(−∆)
a/2
F (·, s)ds,
where I is the identity operator. Then, since u0 ∈ L2 and F ∈ L2(|V |−1), by applying
the weighted L2 Strichartz estimates in Theorem 1.1 with w = |V |, we see that
(I − Φ)(u) ∈ L2(|V |).
Hence, it is enough to show that the operator I − Φ has an inverse in the space
L2(|V |), needed for the fixed point argument. For this, we want to show that the
operator norm for Φ in the space L2(|V |) is strictly less than 1. Namely, we show
that ‖Φ(u)‖L2(|V |) < 12‖u‖L2(|V |). Indeed, from the inhomogeneous estimate (1.6)
with w = |V |, it follows that
‖Φ(u)‖L2(|V |) ≤ C‖V ‖La,pa−par‖V u‖L2(|V |−1)
= C‖V ‖La,pa−par‖u‖L2(|V |)
<
1
2
‖u‖L2(|V |). (5.2)
Here, for the last inequality, we have used the smallness assumption on the norm
‖V ‖La,pa−par .
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On the other hand, from (5.1), (5.2) and Theorem 1.1, we easily see that
‖u‖L2(|V |) ≤ C
∥∥eit(−∆)a/2u0∥∥L2(|V |) + C∥∥∥∥ ∫ t
0
ei(t−s)(−∆)
a/2
F (·, s)ds
∥∥∥∥
L2(|V |)
≤ C‖V ‖1/2
L
a,p
a−par
‖u0‖L2 + C‖V ‖La,pa−par‖F‖L2t,x(|V |−1). (5.3)
Now (1.11) is proved. To show (1.12), we will use (5.3) and the following estimate∥∥∥∥ ∫ ∞
−∞
e−is(−∆)
a/2
F (·, s)ds
∥∥∥∥
L2x
≤ C‖w‖1/2
L
a,p
a−par
‖F‖L2(w(x,t)−1) (5.4)
which is just the dual estimate of (1.5). First, from (5.1), (5.4) with w = |V |, and
the simple fact that eit(−∆)
a/2
is an isometry in L2, it follows that
‖u‖L2x ≤ C‖u0‖L2 + C‖V ‖
1/2
L
a,p
a−par
‖F‖L2(|V |−1) + C‖V ‖1/2La,pa−par‖V u‖L2(|V |−1).
Since ‖V u‖L2(|V |−1) = ‖u‖L2(|V |) and ‖V ‖La,pa−par is small enough, from this and (5.3),
we now get
‖u‖L2x ≤ C‖u0‖L2 + C‖V ‖
1/2
L
a,p
a−par
‖F‖L2t,x(|V |−1)
as desired. This completes the proof.
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