The application of graph analysis methods to the topological organization of brain connectivity has been a useful tool in the characterization of brain related disorders. However, the availability of tools, which enable researchers to investigate functional brain networks, is still a major challenge. Most of the studies evaluating brain images are based on centrality and segregation measurements of complex networks. In this study, we applied the concept of graph spectral entropy (GSE) to quantify the complexity in the organization of brain networks. In addition, to enhance interpretability, we also combined graph spectral clustering to investigate the topological organization of sub-network's modules. We illustrate the usefulness of the proposed approach by comparing brain networks between attention deficit hyperactivity disorder (ADHD) patients and the brain networks of typical developing (TD) controls. The main findings highlighted that GSE involving sub-networks comprising the areas mostly bilateral pre and post central cortex, superior temporal gyrus, and inferior frontal gyri were statistically different (p-value = 0.002) between ADHD patients and TD controls. In the same conditions, the other conventional graph descriptors (betweenness centrality, clustering coefficient, and shortest path length) commonly used to identify connectivity abnormalities did not show statistical significant difference. We conclude that analysis of topological organization of brain sub-networks based on GSE can identify networks between brain regions previously unobserved to be in association with ADHD.
Introduction
Attention deficit hyperactivity disorder (ADHD) is a behavioral disorder that usually begins in childhood and often persists in adults. ADHD affects at least 3-5% of children globally (Nair et al., 2006) . This condition is currently diagnosed by the combination of structured diagnostic interviews and assessments of cognitive, social, school, and family functioning (Pastor and Reuben, 2008) . However, the available measurements are still considered subjective. In the search for objective biological markers and more quantitative analyses, we are investigating the application of computational and mathematical models to assist in the diagnosis of ADHD. Functional brain mapping techniques, such as functional magnetic resonance imaging (fMRI), exploit recent advances of neuroimaging technology data acquisition. These techniques brought remarkable innovation in the search for investigation of neural modules associated with cognitive functions, also called functional brain mapping. On the other hand, specialization in neural modules is only one aspect of brain functioning. Given that the brain is composed of several anatomical interconnected modules, functional segregation in spatially distributed networks also plays an important role in neurodevelopment and cognitive function (Fair et al., 2007) .
The investigation of large-scale brain networks has recently emerged as an exciting method to identify neural anatomical substrates of behavior, cognition and psychiatric disorders (Hagmann et al., 2012 ). Blood-oxygen-level-dependent (BOLD) signals from fMRI, for example, are used to extract information about neural inter-connectivity in the brain by correlating activity among distant brain regions. Graph modelling has become a very successful approach in the investigation of brain connectivity networks using fMRI data (Bullmore and Sporns, 2009 ). Rubinov and Sporns (2010, 2011) have suggested several descriptive measures of complex networks such as centrality (e.g.: betweenness) and modularity (e.g.: clustering) coefficients to explore topological features of brain networks. Two other approaches recently introduced by Zalesky et al. (2012a Zalesky et al. ( , 2012b ) allow statistical inferences on graph differences between groups and correlation analysis with continuous data (e.g.: behavioral scores). During the development of their graph models, the authors were especially concerned about controlling the family-wise error of multiple comparisons. They introduced concepts as the Network Based Statistics (NBS) and Spatial Pairwise Clustering (SPC). As a direct application to analysis of resting state fMRI data, Zang et al. (2004) proposed an intra-regional functional connectivity measure named Regional Homogeneity (ReHo). Furthermore, Hagmann et al. (2012) and Power et al. (2010) applied complex network analysis to describe the brain networks during neurodevelopmental maturation stages.
The use of network modelling combining graph analysis and neuroimaging was also recently applied to the characterization of atypical neurodevelopment processes. Investigations performed by Lynall et al. (2010) and Fornito et al. (2012) demonstrated the suitability of graph-based approach when they evaluated networks of patients with schizophrenia. In addition, the application of graph theory has been very successful in the study of attention-deficit/hyperactivity disorder (ADHD). Wang et al. (2009) described differences in small-world measures in children with ADHD when compared to typical development (TD) controls. Fair et al. (2007) have identified the neural substrates associated to control networks that may contribute to the high heterogeneity of ADHD, using the community detection method. More recently, Tomasi and Volkow (2012) have used a data-driven graph theory approach to investigate functional connectivity between a large sample of ADHD children and TD controls. Higher connectivity was found in reward-motivation regions such as the ventral striatum and orbitofrontal cortex. Opposing, lower functional connectivity was found in regions of the dorsal attention such as the superior parietal cortex and unexpected functional attributes of the region precuneus were observed comparing neuroimaging from ADHD patients versus controls.
Certainly, complex network analysis techniques can be used to enhance the comprehension of connective topology; however, most available graph modelling studies focused only on centrality and segregation measurements. Therefore, other characteristics of the graph have been neglected. One graph feature that could be investigated more is the complexity of the topological organization of sub-networks. This feature cannot be described by centrality neither by clustering measures, which were proposed or applied in previous cited studies. From an information theory perspective, data complexity is quantified by entropy measures. Thus, the assessment of the graphs' entropy can be used as a complementary approach to the existing methods, specifically to characterize the organization of brain networks.
In this study, we applied the graph's entropy measure to identify differences in the complexities of sub-networks. We illustrate the usefulness and applicability of the proposed approach by comparing the complexity of brain networks between typical developing controls (TD) and ADHD patients based on resting state fMRI data. The rationale for this comparison is our hypothesis that these two groups differ not only in local centrality measures but also in the complexity of the network organization. Indeed, we found statistically different (p-value = 0.002) entropy between ADHD patients versus TD controls in sub-networks comprising mostly bilateral pre and post central cortex, superior temporal gyrus, and inferior frontal gyri. The comparison with other conventional graph descriptors (betweenness centrality, clustering coefficient, and shortest path length) commonly used to identify connectivity abnormalities was not significantly different between the two groups.
Material and methods

Functional magnetic resonance imaging (fMRI) dataset
The dataset composed of resting state fMRI data from 638 children were downloaded from the ADHD-200 Consortium website. This database is publicly available at ADHD-200 website (The ADHD-200 Consortium, 2012 
Pre-processing of images
The fMRI dataset was pre-processed and functional networks of 351 brain's regions-of-interest (ROI) for each subject were estimated by Spearman's correlation (which is robust against outliers and monotonic non-linear relationships). The estimated functional network is clustered by spectral clustering algorithm (Luxburg, 2007; van den Heuvel et al., 2008) in order to identify partitions of the brain that are co-activated. Then, several features (betweenness centrality, clustering coefficient, shortest path length) for each cluster were quantified. These features were compared between the TD and ADHD groups in order to identify networks potentially related to the disorder.
The pre-processing of imaging data was performed using the Athena pipeline. The pre-processed data is available at the Neurobureau website. The pipeline focused on providing systematic processing of fMRI data, including the following steps: exclusion of the first four scans; slice timing correction; deoblique dataset; correction for head movements; masking the volumes to exclude non-brain regions; coregistration of mean image to the respective anatomic image of the subject; spatial normalization to MNI space (4 mm × 4 mm × 4 mm resolution); extraction of BOLD (Ogawa et al., 1990 ) time series from white matter (WM) and cerebrospinal-fluid (CSF); removing effects of WM, CSF, motion and trend using linear multiple regression; temporal band-pass filter (0.009 b f b 0.08 Hz); spatial smoothing the filtered data using a Gaussian filter (FWHM = 6 mm). The 351 regions-ofinterest (ROI) considered as the graph nodes were defined by using the functional parcellation defined by the CC400 atlas (Craddock et al., 2012) , obtained in a data-driven fashion by using the spectral clustering of the BOLD signals at distinct voxels. The average time series within the ROI was considered as the region representative.
Graphs
A graph is a pair of sets G = (P,E), where P is a set of n vertices (or nodes) v 1 , …, v n , and E is a set of m edges that connect two elements of P. Any undirected graph G with n nodes can be represented by its adjacency matrix A with n × n elements A ij , whose value is A ij = A ji = 1 if nodes i and j are connected, and 0 otherwise.
In the current study, nodes and edges represent the 351 ROIs and the functional connectivity for each pair of ROIs, respectively. The functional connectivity was obtained by calculating the p-value corresponding to the Spearman's correlation for each pair of ROIs, with p-values corrected for False Discovery Rate (FDR) (Benjamini and Hochberg, 1995) . The graph's adjacency matrices were constructed by adopting a p-value threshold of 0.05 after FDR correction, i.e., A ij = A ji = 1 if q-value b 0.05, and A ij = A ji = 0, otherwise. Thus, the graphs are undirected and the adjacency matrices A are symmetric.
Graph Spectral clustering
The problem of clustering ROIs (modules) consists of finding a partition of the network (graph) where different sub-networks (clusters) are lowly connected whereas the ROIs within a group are highly connected. One well-known solution for this problem is the spectral clustering (Luxburg, 2007; van den Heuvel et al., 2008) , described as following:
Input: Let W be the dissimilarity matrix of a graph G and k the number of desired clusters.
Compute the Laplacian matrix
where D is the degree matrix, i.e., the diagonal matrix with the degrees d 1 , …, d n of the vertices v 1 , …, v n , respectively, on the diagonal. 2. Compute the first k eigenvectors u 1 , …, u k of L. 3. Let U∈R nÂn be the matrix containing the vectors u 1 , …, u k as columns. 4. For i = 1, …, n, let y i ∈R k be the vector corresponding to the i-th row of U.
Cluster the points (y
The number of clusters k was estimated by the silhouette method (Rousseeuw, 1987) .
Descriptive measures
The comparison of functional connectivity patterns between classes of subjects requires descriptive measures that contain relevant or discriminative neurobiological information. Several network measures were recently developed and used (Rubinov and Sporn, 2010) . Some of them are described as follows:
• Average betweenness centrality: The betweenness centrality (relative importance of a vertex within the graph) is a measure of a node's centrality in a network equal to the number of shortest paths from all vertices to all others that pass through that node (Freeman, 1978) . The average betweenness centrality is the sum of the betweenness centralities divided by the number of vertices n.
• Average clustering coefficient: The local clustering coefficient for a vertex is given by the proportion of edges between the vertices within its neighborhood divided by the number of edges that could exist among them. The average clustering coefficient is the sum of the local clustering coefficients divided by the number of vertices n (Wasserman and Faust, 1994 ).
• Average shortest path length: The shortest path length between nodes v i and v j is the number of edges in a shortest path connecting them. The average shortest path length is the average of all the shortest path lengths for all pair of nodes v i and v j with i ≠ j.
Graph spectrum and entropy
Another descriptive measure used to analyze networks is the concept of graph's spectrum entropy, introduced by Takahashi et al. (2012) . The spectral density of the adjacency matrix of a graph has a tight relationship with the graph's structure. This idea was proposed by Takahashi et al. (2012) as a measure of the "uncertainty" of the graph.
The spectrum of an undirected graph G is the set of eigenvalues of its adjacency matrix A. A graph with n nodes has n real eigenvalues λ 1 ≥ λ 2 ≥ ⋯ ≥ λ n . Given a family of random graphs g generated by some probability law, the eigenvalues are random vectors for which we can take the expectation with respect to the law of the graph's family. Takahashi et al. (2012) proposed that brain functional networks can be modeled as random graphs and they defined the spectral density of a general graph family g as
where δ is the Dirac delta function and the brackets 〈〉 indicate the expectation with respect to the law of the random graph. In order to estimate the spectral densities, first, the eigenvalues of the adjacency matrix are computed. Then, the eigenvalues' distribution is constructed by using a Gaussian kernel regression with the Nadaraya-Watson estimator (Nadaraya, 1964; Watson, 1964) . The Nadaraya-Watson estimator is used to obtain a smoother histogram that improves the estimation. Then, the density is normalized to obtain the integral below the curve equal to one. The bandwidth of the kernel was chosen by
, where the number of bins (#bins) was selected by using the Sturges' criterion (Sturges, 1926) . Now, let ρ g be the spectra of the adjacency matrix of a random graph g. The spectral entropy H(ρ g ) is defined as (Takahashi et al., 2012 )
where we assume 0 log 0 = 0. It is necessary to mention that the entropy defined above (differential entropy (Cover and Thomas, 2006) can assume negative values and without loss of generality, it can be applied to sub-graphs. The higher the entropy, the higher is the uncertainty, and the lower the entropy, the less uncertainty is the graph. In order to provide an intuitive idea of graph entropy, we compute the approximate spectral entropy for the Erdös-Rényi random graph with parameter p as follows. For large n, the spectral density can be written as
and 0 otherwise. Using the above spectral density, we obtain the entropy of an Erdös-Rényi random graph as
By analyzing this formula, we verify that the maximum spectral entropy for the Erdös-Rényi graph is achieved for p = 0.5. This result is in accordance to our intuition that the Erdös-Rényi random graph with p = 0.5 is the one with the largest uncertainty. Moreover, notice that the entropy function is symmetric because the spectral density of the Erdös-Rényi graph generated with parameter p is equal to the spectral density of the Erdös-Rényi graph generated with parameter 1 − p. The entropy achieves its minimum values for p = 0 and p = 1, which is the situation of the empty (without edges) and complete (m = n 2 edges) graphs, respectively. The empty graph is the one with the lowest entropy among graphs, followed by the complete graph. For instance, an empty graph has all its eigenvalues zero, i.e., 0 n (we will denote the multiplicities as exponents). For this case, equation 2 does not define directly the entropy, but interpreting its entropy as the limit of entropy of probability distributions increasingly concentrating on zero. The entropy value of an empty graph is − ∞. The spectrum of the complete graph is composed of (n − 1) 1 and (− 1) n − 1 eigenvalues. By taking n → ∞, its entropy is also − ∞.
Another example is the G 1,n − 1 complete bipartite graph, also called "star" due to its topology (graph with n nodes and n − 1 edges where one node is connected to all other n − 1 nodes). The spectra of G 1,n − 1 is 0 n − 2 , AE ffiffiffiffiffiffiffiffiffiffi ffi n−1 p . By considering large networks, i.e., n → ∞, its entropy is also − ∞. Therefore, by excluding trivial graphs such as empty and complete, the star graph is the one with the lowest entropy. Interestingly, scale-free networks (Barabási and Albert, 1999) with high scaling exponent have low entropy (the eigenvalue density has a peak in zero, i.e., most part of the eigenvalues are concentrated in zero) and also present topologies similar to a star graph, where one vertex is the hub (highly connected) and a high number of vertices are connected to this hub. For more details, refer to (Takahashi et al., 2012) .
Brain networks analysis
The fMRI data set of TD controls and ADHD was analyzed as described in the schema of Fig. 1 .
For each subject, matrices of Spearman's correlation coefficients were calculated between the 351 ROIs. One hundred subjects with TD were randomly selected (training data) and the average correlation matrix was calculated, obtaining a representative connectivity matrix of the group with TD. These subjects are not included in further groups' comparison analysis (testing data). The dissimilarity matrix was constructed by calculating one minus the respective p-values of correlation coefficients. Notice that the higher is the absolute values of correlation coefficient, the lower is the p-value (for a fixed sample size), and consequently, the higher is the dissimilarity. The choice of the proposed dissimilarity measure instead of the standard one minus the correlation coefficient is due to the fact that we are interested in ROIs that are highly correlated, independent whether they present positive or negative correlation. Moreover, the use of p-value normalizes correlation coefficient by data variance.
The identification of modules of ROIs was carried out by applying the spectral clustering algorithm on this dissimilarity matrix. The number of clusters was determined by using the silhouette method (Rousseeuw, 1987) .
Then, the labels of clusters identified in the set of 100 subjects (representative connectivity matrix) were applied to the remaining data set (testing data) composed of 538 subjects (379 subjects with TD + 159 with ADHD). The graph's adjacency matrices were constructed for data of each of the 538 children, using a p-value threshold of 0.05 after FDR (False Discovery Rate) correction (Benjamini and Hochberg, 1995) , i.e., A ij = A ji = 1 if q-value b 0.05, and A ij = A ji = 0, otherwise. Notice that the descriptive features analyzed here (average betweenness centrality, average clustering coefficient, average shortest path length, and graph's entropy) are only applicable for unweighted graphs, i.e., graphs with adjacency matrices composed of 0s (absence of an edge) or 1s (presence of an edge). Therefore, it was necessary to discretize the dissimilarity matrices in order to obtain the adjacency matrices.
In the following, the averages of different descriptive measures of each sub-graph (average betweenness, clustering coefficient, average shortest path length, and entropy) were statistically compared between TD and ADHD by using the General Linear Model. Gender, age and site of image acquisition were included as covariates in order to remove their effects.
Results
Number of clusters
The identification of sub-networks associated to ADHD subjects was based on clustering of the ROIs (see Material and Methods) using the spectral clustering algorithm. A preliminary step to every clustering algorithm including the spectral clustering method is the need to define the number of clusters k to be used in further analysis. Here, we estimated the number of clusters by the silhouette method (Rousseeuw, 1987) . The silhouette measures the quality of clustering. A sudden change in the silhouette value occurring with an increase in the number of clusters indicates a breakdown of a cluster.
The number of clusters was plotted against the silhouette value as illustrated in Fig. 2 . The sudden change in the silhouette value is represented by the largest gap between values associated to the number of clusters four and five. This gap defines the number of clusters in our dataset as being equal to four. Therefore, in our data-driven analysis, the average functional brain network is basically composed of four modules (sub-networks). The number of clusters was very robust with respect to the choice of the initial 100 individuals used to compute the clusters. The same procedure was repeated 10 times with samples represented by different sets of 100 subjects and in all the cases the number of chosen clusters was four.
Clustering the brain regions
After defining the number of clusters as being four, the ROIs were clustered into sub-networks as can be visualized in Fig. 3 one, two, three, and four are represented by the colors purple, green, yellow, and red, respectively. The number of time series is 97 for cluster 1, 99 for cluster 2, 38 for cluster 3, and 117 for cluster 4. As for the previous analyses, 10 sets of 100 randomly chosen subjects did not affect the clustered regions significantly.
An interesting aspect of the clustering was the inclusion of anatomically contiguous and symmetric areas in the same clusters, although these constraints were not included a priori in the analyses. This is consistent with the hypothesis that the spectral clustering method groups areas with similar brain activities in the same cluster. 
Identification of the sub-networks associated with ADHD
Finally, in order to identify sub-networks related to disease, we calculated the three commonly used descriptive measures namely betweenness centrality, clustering coefficient, shortest path length and the proposed graph entropy for each cluster of the control group and for the ADHD group. The values for the sub-networks' coefficients with the corresponding p-values are displayed on Table 1 . The different descriptive measures (betweenness centrality, clustering coefficient, shortest path length, and the proposed GSE) of each sub-graph were statistically compared between TD and ADHD by using the General Linear Model. Gender, age and site of acquisition were included as covariates in order to eliminate their effects. The p-value of significance at 5% after Bonferroni correction for multiple tests is highlighted in bold. Only the entropy in cluster 2 showed statistically significant correlation in children diagnosed with ADHD and TD controls. Notice that the p-values shown on Table 1 are not corrected for multiple tests.
When evaluating the brain regions included in cluster 2, we observed that they were composed of: bilateral pre and post central cortex, superior temporal gyrus, and inferior frontal gyri. This cluster presents statistically higher entropy for children with ADHD than for children with TD (p-value = 0.002). The data show that the uncertainty or randomness in the sub-network structure of cluster 2 is significantly higher in children with ADHD than in children with TD, while other descriptive measures did not present evidences of statistical difference. Notice that the clustering of brain regions was fundamental for the identification of the differences between the two groups.
Thus, our results indicate that the use of GSE in combination with sub-graph identification, can find previously unobserved connections among brain regions, which are likely correlated to ADHD.
Discussion
Complex networks analysis is a promising tool to investigate the organization of the functional brain connectivity structure (Rubinov and Sporn, 2010 ). In the current study, we introduced a complexity measure to quantify the entropy of brain networks and sub-networks, as a complementary approach to known descriptors. In addition, we also demonstrate the usefulness of this novel approach in an illustrative application to fMRI data, obtained from a large database of TD controls and ADHD patients, under a resting state protocol.
It is important to discuss some limitations of the proposed approach. First, the graph of each subject was modelled using Spearman correlation coefficient, which is a pairwise measurement. Thus, the graph edges may not necessarily mirror direct connections but only indirect dependences. Furthermore, because Spearman correlation is a symmetrical measure, it only allows the construction of undirected graphs. Since the direction of information flow between neural nodes is useful to understand cognitive processing, an approach based on undirected graphs may not consider all the relevant information. Despite these limitations, the proposed approach was able to successfully identify differences in the network organization between controls and ADHD patients.
An expected challenge when using graph descriptors is the translation of the mathematical constructs into a meaningful neurophysiological interpretation in the context of brain networks. Entropy measures are traditionally associated to information, complexity and randomness (Cover and Thomas, 2006; Greven et al., 2003; Rissanen, 2007) . In the case of networks, these characteristics mirror the ordering of randomness or organization of the edges connecting the nodes. For signalling pathways in breast cancer, for example, Teschendorff and Severini (2010) have used an entropy measure to quantify the degree of randomness in the pattern of information flow between different genes. The authors compared the entropies between non-metastatic and metastatic breast cancer networks, demonstrating that metastasis is characterized by a significant increase in the degree of randomness of local gene expression patterns. Analogously, the interpretation of entropy in the case of brain connectivity can be viewed as a coefficient to measure the degree of randomness of the patterns' information flow between distinct neural modules. High entropy levels could mean a lack of organization patterns, which may be associated to abnormal topologic structure or malfunctioning circuitry, which is expected in cases of neuropsychiatric disorders (Fornito et al., 2012) .
In addition, as evidenced in the current study, the combination between graph clustering and entropy might be used to evaluate the organization of sub-graphs, which is suitable to investigate brain networks. This property is desired since neural networks can be described at different scales of resolution. Finally, it is important to emphasize that in the ADHD illustration, the entropy was the only descriptor to highlight significant differences between controls and ADHD patients, evidencing the importance of having a broad set of descriptors available. The analyses were carried out 10 times with different sets of data from children with TD as a training set in order to guarantee the reproducibility of the results.
Our analysis of ADHD patients suggests that the organization of sub-networks comprising bilateral pre and post central cortices, superior temporal gyrus, and inferior frontal gyrus (cluster 2) has greater entropy levels when compared to TD controls. This possibly means an abnormal connectivity structure of this circuit in patients. These regions, including premotor cortex and supplementary motor area, are frequently associated with motor/sensitive functions, auditory processing (Wernicke's area and primary auditory cortex), and response inhibition. In accordance with our findings, abnormal functional connectivity encompassing frontal and temporal cortices was also detected in a non-clinical sample of young adult ADHD patients compared to controls (Cocchi et al., 2012) . Taken together, these results suggest the involvement of other brain circuits outside the frontalstriatal pathway in the physiopathology of ADHD (Castellanos and Proal, 2012) .
Differences in the organization of motor systems and its implications in ADHD were discussed in Castellanos and Proal (2012) . One study using a motor tapping task has shown that ADHD children presented hypoactivation of the primary motor cortex compared to controls (Mostofsky et al., 2006) . Likewise, in a study combining paced and unpaced finger tapping task with fMRI, adult ADHD patients showed less activity within several brain regions, such as temporal gyrus and the prefrontal and precentral gyri relative to controls (Valera et al., 2010) . Aron et al. (2004) described and discussed evidences for a relevant role of the right inferior frontal cortex in inhibition of responses and task-sets (e.g.: go/non-go tasks). Since one of the main symptoms of ADHD patients is impulsivity, the involvement of an abnormal sub-network of these regions is expected. A meta-analysis of fMRI studies reported hypoactivity of several frontal regions including the inferior prefrontal cortex in ADHD patients compared to controls (Dickstein et al., 2006) . Likewise, frontal hypoactivation within the precentral gyrus and also within the inferior frontal cortex was detected in fMRI studies performed in ADHD using response-inhibition tasks (Dickstein et al., 2006) . The network complexity of task-positive networks (cluster 1), which is frequently described in attention engagement, was not statistically different between patients and controls (although it would be significant if multiple comparison correction was not applied). In contrast, a recent study that investigated a similar sample of subjects obtained from the ADHD-200 Consortium found higher connectivity in brain regions involved in reward-motivation and lower functional connectivity in regions related to attention processes in ADHD patients compared to controls (Tomasi and Volkow, 2012) . The discrepancies between these two studies might be explained in part by methodological differences involving the computational algorithms. Whereas Tomasi and Volkow (2012) have used a functional connectivity density mapping approach, we have performed a seed-voxel correlation analysis. Moreover, the fraction of ADHD subjects versus TD controls was lower in our investigation (24%) compared to the study performed by Tomasi and Volkow (2012) (44%), which may have reduced our power to detect differences in other brain networks.
We believe that results can vary according to the considered atlas for brain parcellation that was used to define the nodes of the graph. Since there is no best atlas for a general case, we considered the CC400 atlas (Craddock et al., 2012 , available at the NeuroBureau website) for our studies due to its granular parcellation (351 regions than conventional ones (e.g., AAL) and its defined functional perspective. By using the graph spectral clustering, the whole brain graph based on this atlas was then split into four sub-graphs (the number of subgraphs was determined in an objective manner by using the silhouette method) from which graph descriptors were extracted. This approach allowed us to obtain a spatial description of these sub-networks.
Future development of the method is still necessary in order to extend its use to direct and directed description. These applications may result in the increase of statistical power to detect differences, and can provide additional valuable information about brain functioning. Furthermore, graph entropy measure can be considered as a complementary approach to the analysis of resting state functional networks, when compared to other methods. An integration of the entropy coefficient with the Network Based Statistics (NBS) and Spatial Pairwise Clustering (SPC) approach (Zalesky et al., 2012a (Zalesky et al., , 2012b may be promising considering the analyses of brain functional connectivity (hypothesis testing), because this combination could permit network-based multiple comparison corrections (control family wise errors).
Conclusions
In our study we found a statistically significant difference in the graph entropy of the sub-networks comprising mostly bilateral pre and post central cortex, superior temporal gyrus, and inferior frontal gyrus (cluster 2) in ADHD patients compared to TD controls. We demonstrate the proposed method to successfully identify sub-graph's entropy. The method was able to differentiate brain regions with connectivity abnormalities in ADHD that other measures could not identify.
The main contributions of our work can be summarized as following: (i) we developed a framework to identify brain regions that are potentially related to medical disorders; (ii) we applied comparisons among standard descriptive measures and the proposed measure based on the graph spectral entropy to actual biological data, and (iii) we were able to identify brain regions that might be related to ADHD. Thus, the results indicate that the use of graph spectral entropy, in combination with sub-graph identification, can be a useful tool to investigate neuronal network abnormalities in neuropsychiatric disorders.
