The vector form of a sixth-order A-stable explicit one-step method for stiff problems  by Wu, Xin-Yuan & Xia, Jian-Lin
PERGAMON 
ha I n ~  Journal 
computers & 
mathematics 
Computers and Mathematics with Applications 39 (2000) 247-257 
www.elsevier .nl/locate/camwa 
The Vector Form of a S ixth-Order  
A-Stable Expl icit  One-Step Method  
for Stiff P rob lems 
XIN-YUAN Wu AND J IAN-L IN  X IA  
Department of Mathematics, Nanjing University 
Nanjing, 210093, P.R. China 
(Received and accepted July 1998) 
Abst rac t - -A  sixth-order A-stable xplicit one-step method for stiff ordinary differential equations 
is extended irectly to solve systems of equations. Some defects of the component form of this method 
are avoided. To perform these, a new set of vector computations are introduced. Some numerical 
experiments are presented to show its superiority. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the system of ordinary differential equations 
y' =/ ( t ,  y), t e [0, T], IlYll < +~,  
~(0) = y0, 
whose theoretical solution is y(t). Let Yn be an approximation to y(tn). Here 
Y = [Yl, Y2 . . . .  , Ym] T , 
f=[/1,/2 . . . .  ,fm] T, 
and 
(1) 
y0 = [y01, y02,..., y0m] T
are elements of C m. It should be emphasized that though many numerical methods for ordinary 
differential equations have been developed, most of them are at most component applicable (see, 
for example, [1-6]). 
Now consider a deformed sixth-order Taylor series method for a single equation (see [1]) 
yn+l=yn+h A+h f~+h( -~g~+ h i : '  
(2) 
+-V- - + + 
Zn 
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where zn = f(~5)/f(n4), f(5) • f(4) # 0. Method (2) is L-stable, and thus A-stable. And it gives 
exact solution to the scalar test equation 
y' = Ay, Re(A) < 0, 
y(0) = y0. (3) 
For a vector system (1), the component applicable xtension of (2) is 
( (1 ,  /1  ,, 1 , , , \ \ )  
+.-W- - + , + , , 
zn,i 
i=  l ,2 , . . . ,m,  
(2') 
f(5)/f(4), f (5) ,  f(4) wherezn , i= ,n , i , jn , i  Jn,i ,n,i ~0 ,  i= l ,2 , ' " ,m"  
Unfortunately, in paper [1], method (2') is only component applicable to systems of ordinary 
differential equations, and it has some drawbacks in computational practice. Thus, this paper 
extends it directly to systems of equations. The extended method can be used more conveniently, 
and it keeps most of the above advantageous properties. What's more, some shortcomings of the 
component applicable form can be overcome. First, when applied to a system, the component 
applicable form of (2) cannot be used as long as f(5) = 0 or f(4) = 0 is encountered for one 
component (although, under these circumstances, we can employ the Taylor series method in 
this step). But with the vector applicable form, we only need that the norms [if(5)][2 and [[f(4)[[2 
do not vanish. Second, for an m-dimensional problem, by (2') we have to calculate the exp- 
functions m times in each step. But by the vector form, only one calculation is needed. Thus the 
vector form needs no more, but usually less computational work than the component applicable 
form of (2), especially for large systems. 
Here a new definition of vector product and quotient will be given. Then this definition will 
be used to derive a new vector function, in order to extend (2) to systems of equations. 
2. THE VECTOR PRODUCT AND QUOTIENT 
In our extension of (2) to a system of equations, quotients will appear of the form 
b.a  a 
d or b .~,  (4) 
and 
b. e a/b, (5) 
where a, b, d E C m. We first define (4), then based on this definition, (5) can be defined. 
Define the dot in (4) by the vector product (see [7]) 1 
b.  a = ba T + ab T - bTaIm = a .  b, 
i 
which is an m by m matrix, where Im is the identity matrix. Based on this product and the 
Samelson inverse of a vector [8] 
d d - l _  
(d, d)' 
lln this paper, the dot used in any multiplication is defined according to this vector product, and (a, b) denotes 
the scalar product of a and b. 
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the quotient (4) can be defined as (see [7,91) 
b. a = b. a = b Re(a, d) + a Re(b, d) - d Re(b, a) 
d d (d,d) 
It follows readily that  
and 
We further define 
For instance, we define 
(a+b) .c a .c  b.c 
d - ~ +  d '  
(b )  = Re(a,b)b + (b,b)a-  Re(a,b)b 
b. (b, b) 
=a.  
~--~.a  . a 
b 
(6) 
(7) 
_ (a .a /b ) .a  a .a  
- - -  (8) 
b b 
[2Re(a,b)] [Re(a ,a ) ]  
= L (b,b) ]a -  [ (b,b) Jb" 
It is clear that  a. (a/b) '~ is a linear combination of a and b. The coefficients are determined by 
Lemma 1. 
LEMMA 1. Assume 
then 
where 
n = 1 ,2 , . . . ;  (9) b. = ¢(n)a + ~(n)b, 
n-1 n-2 
¢(n) = ~ ,~p"-~-~, ~,(n) = ~ ,~'p"-~-~, ~,(t) = o, (lO) 
i=0 i=0 
/3 = 2 Re(a, b). 
(b, b) 
p=~ + 
(~,a) 
(b, b)' 
We use induction. Clearly, 
(n) 
( t2 )  
PROOF. 
n +p = fl, np= -c~. 
* Obviously, when n = 1, b. a/b = a -- ¢(1)a + ~b(1)b. Equation (9) holds true. 
• When n = 2, from (S), b. (a/b) 2 = 13a + ab = ¢(2)a + ~b(2)b. 
• So, if (9) holds true for n - 1, then 
1)a + ~(n-  1)b]. (b )  = ¢(n -1) (~a +ab)+ ¢(n-  1)a [¢(n- 
= [¢(n - 1)/3 + ~b(n - 1)] a + ¢(n - 1)ab 
[ = ,~,  ~'p~-~-'~ + ~ ~'o"-~-'~ ~ + b 
L~.=O i=0 Li=O 
= ¢(n)a + ~b(n)b. 
From Lemma 1 we have Lemma 2. 
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LEMMA 2. 
n(b)  n ~ (~) • =~, a .  • ~a.  (13) 
PROOF. We only need to prove 
With the notations in Lemma 1, let 
~C)  ' =~ 
, =-- ,  #=- ,  ~=- .  
Ol Oz p /¢~ 
then from Lemma 1, 
n n -2  
a . = £ipn-l-ib -F kipn-2-i&a. 
i=0 i=0 
Therefore, noticing (12), we have 
[¢(n)a + ¢(n)b]. (b )  n 
=¢(n)a. (b )n+¢(n)a .  (b )  n+l 
~ ^.^ _ _ '^  = Kipn-l-i ~i~n-l-ib+ tvZpn 2 Zog a
i=0 Li=0 i=0 
i=0 i=O i=O 
I n- -1  n--2 n--2 n--1 1 i~O i n--l-i ~ ^i^n--2--i^ ~ F ipn--2--iog a i=0 i=0 i=0 _[ 
+ /gipn-l-i ~ £i~n-l-i Jr £i~n-i b. 
Li=O i=0 i=0 i=0 
(.) 
If p # a, then from (.)  we have 
~ (~)° = -Tr  ~-~ 
~ ~-k  + 
=b.  
(_,~p----~ + • : a 
P-~ p 
pn-1 _ i~n-1 /~n+l _ /~n+l ] 
P-~ ~_£ '(-,~p)Jb 
If p = a, then ~32 + 4a = 0, p = a = (1/2)/3, thus from (.) 
b. • =b. | 
REMARK. As A = 82 +4a = (4/(b,b)2)[(Re(a,b))  2 - (a,a)(b,b)] <_ O, x/j32 + 4a  in (11) is equal 
to zero or an imaginary number. 
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3. THE FUNCTION b. e a/b AND THE DERIVAT ION 
OF THE VECTOR FORM OF METHOD (2) 
Now it is our purpose to define (5). If (2) is applied to a system, we can regard the multiplica- 
tions in (2) directly as the vector products defined in Section 2. Then the method can be written 
as 
Yn+l :yn@h(fn@h (~fn"kh (l ftn'"l-h (~-~fln")))) "~ (f(n4)'e(f'~)h)/f'~)) " ( f (4 )~5 
+ " + 
So if we let a = f(5)h, b = f(4) in (5), then (5) will be 
b. e a/b = f(4) . e(f~,5~h)/ f!? ~ ' (14) 
here Ila[]2 = IIf(5)hll2 = O(h) .  And if (14) is defined, then we can extend (2) directly to systems 
of equations. As (2) can be regarded as a deformation of a sixth-order Taylor series, and its local 
truncation error is 
h 7 [ l + o (h s) (15) T~+I = ~ y(7) (t~) - y(6)(t.). ~(~)(t.)J 
we intend to keep this order. Just like the definition of the notation e A, where A is a matrix (see, 
for example, [10-12]), we employ the Taylor expansion 
e x=l+x+lz22  +~z + .x 4+. . . ,  (16) 
where Ilxl12 is sufficiently small. Assume a, b, c 6 C m. We can let x = a/b in (16), and "1" in (16) 
might as well be regarded as c/c, where c # 0. Then with the vector product and quotient in 
Section 2, we multiple both sides of (16) by b (obviously b. (c/c) = b) 
a 1 (b )  2 lb . (b )3  1 (b )  4 b. e a/b = b + b. -~ + ~b.  + 3! + ¥.b.  + . . . .  (17) 
It can be seen that b. e a/b is also a linear combination of a and b. From Lemma 1, substitute all 
the multiplications 
b. , n= 1,2,. . .  
into (17), and (5) can be defined. 
THEOREM 1. With  the notat ions in Lemma 1, we have 
ep_e  n pe n - t~e p 
- - a  + b, 
b. e a /b  = P -- ~ P -- ~ (18) 
ePa + (1 -- p)e%, 
PROOF. 
p#n,  
p=-~¢. 
From (10) we have 
oo  
b . e a/b = b+ E ¢(n)a + ~(n)b 
n! 
n=l 
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Substituting (10) into this formula, we have 
b . e alb = b + E -~. [¢(n)a + ¢(n)b] 
= b+ ~ ~,pn- l - i  a + I~ipn-2-iO~ b 
n=l  k \ i=0 \ i=0  
[£ 1 n-, )1 [ £ 1 (n-~ /] = ~. (E  to'On-1-' a + 1 + -~. tcipn-2-'c~ b. 
n=l  \ i=0  ] J  n=l  \ i=0  i J  
If p • ~;, then from (*~) we have 
(**) 
[ 1 (Pn-p t~n)] [ 1 (Pn-~ -#~n-1 "~] b'ea/b-= n=l£~ll ~g a-t-1-I--£~]n=1 ; o~)Jb 
= n=l a+ 1+ 
p 
eP -- ea Pea -- ~eP b. 
- - - a +  
p-~ p -~ 
£ ((ton-1 -- /~ n-l) I n ! ) ( -pa)"  
n=l  
p-~ 
If p = ~,  thus a = _p2. From (**) 
b.ea lb=ePa + (1 - p)ePb. 
Thus with the new set of vector computations ((6),(9),(18), etc.), method (2) can be extended 
to systems of equations 2 
Yn+l--.~--yn @h (fn-{'-h (~ft  n -~'h (6ftnt-~-h ( l f tn l#) ) ) )  "P'f(4).e(f(,$)h)/f~,. 4) " ( f (4 )~ 5 
t,A ) 
[Sn(4). (Sn(4'~ 5 Sn(4). (Sn(4)~ 4 lf(4), (Sn(4)~3h2 
t,A=)) + ) h+ 2"° 
i 
L 
_,,<,>. <°>] ] + 
6"° t~)  tS:<=)) h°j ' 
(19) 
where []f(4)H2 * ]lfn(5)]]2 # 0. It can be seen that only the norms of certain vectors appear in the 
denominators in (6), thus in (19). Therefore, provided one component of each of these vectors 
is not zero, then the calculation can be continued without any trouble. And from the remark in 
Section 2 we can see p is the complex conjugate of a, then e p is the complex conjugate of e ~, too. 
So we only need to calculate one exp-function, e p or e a when using (19). 
4. LOCAL TRUNCATION ERROR 
AND STABIL ITY  OF  THE METHOD 
Assume that the solution of the initial value problem (1) has the desired continuous derivatives. 
Then the local truncation error for (19) is 
Sin paper [1], there is some carelessness with the formula of method (2). The formula should be of the form (2) 
in Section 1. 
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~n+l  : Y (tn%l) -- Yn+l 
[ ( =y(tn+l ) -  yn+h y:+hl~Ty ~ '1 I l l  
where ¢ is a vector and 1[~[[2 = O(hS). So we have the following theorem. 
THEOREM 2. Suppose [If(4)[[ 2 * I[f~(5)[[2 # 0. Then method (19) has order at least 6. | 
Just like method (2), method (19) gives exact solution to the scalar test equation (3), and it 
is A-stable and L-stable in the Dahlquist sense. 
5. NUMERICAL  EXPERIMENTS 
Consider some numerical experiments. The vector applicable method (19) and the component 
applicable method (2 I) were compared on some examples. We arranged the value T of indepen- 
dent variable, the step size h, the computation step numbers N, the theoretical solution, and 
the numerical results by (19) and (2r), respectively. All computations were done in MATLAB 
language with double precision arithmetic. 
PROBLEM 1. 
y i  = -BY  + UW, 
where 
Y(0)  = 
W = 
(') -1  
- -1  ' 
-1 
zl | 
z~ /
1 -1  1 
U=~ 1 -1  ' 
1 1 - 
Zl 
Z = z2 = UY, 
Z3 
Z4 
The theoretical solution of Problem 1 is 
B=U 
D = 
dl 
d3 
d4 
(:::1 d2 = 
tA) d4 
U, 
Y = UZ, 
where 
Z2 di 
Z= , z i=zdt )= 
za 1 - (1 + dd e ~'t' 
Z4 
The numerical results are illustrated in Table 1. 
i = 1,2,3,4. 
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e~ 
v 
z 
> 
0 
I I I ~ I 
++77+~++ 
r J 
°~ o 
o ~ ~  
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o 
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PROBLEM 2. 
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y~ = -1002yl + 1000y~, 
=yl  -y2(1+y2) ,  
Y~=Y2 - 2y3, 
y2(0) = 1, 
y3(0)=l  - ~  
eO.Ol 
64 
The theoretical solution of Problem 2 is 
Yl =- e -2t ,  
Y2 = e- t ,  
eO.Ol-2t 
y3 =e - t  
64 
And in this problem, Jn,3"e(5) = 0 at tn = 0.01 from theoretical point of view. In computations, r(5)jn,3 
may be very small at tn = 0.01, so we have to resort to other methods (here, the sixth-order 
~(5) may be greater than Taylor series method). However, because of the error in computations, Jn,3 
the tolerance (here, le -8) .  Thus the component applicable form of (2) can still be used. But 
this will lower the precision, and the results are not satisfactory. See Table 2. 
PROBLEM 3. 
y~ = -20y l  - 0.25y2 - 19.75y3, 
y~ ---- 20y l  - 20.25y2 + 0.25y3, 
y~ ---- 20yl - 19.75y2 - 0.25y3, 
y1(0)=1, 
y2(0)=0, 
y3(0)=-l. 
The theoretical solution of Problem 3 is 
e -° 'St  + e -2°t  (cos(20t) + sin(20t)) 
Yl -- 2 ' 
e -° 'St  - e -2°t  (cos(20t) - sin(20t)) 
Y2 -- 2 ' 
e -° 'St  + e -2°t  (cos(20t) - sin(20t)) 
Y3-- 2 
The numerical results are illustrated in Table 3. 
6. CONCLUSION 
In the present paper, certain derivations are made to extend a sixth-order A-stable explicit 
one-step method for stiff ordinary differential equations to systems of equations. The vector form 
also has the advantages of saving memory and computations, and some valuable properties make 
the vector form more preferable than the component form. 
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