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ABSTRACT.
The analysis of written language behaviour has attracted attention from many areas 
of science. Recent years have seen the development of forensic linguistics, a 
discipline concerned with the examination of the units of language, the results of 
which have been applied to criminal investigations. Such applications have been 
concerned largely with the attribution of authorship to questioned text (McMenamin, 
1993). The underlying assumption of such studies has been that individuals possess 
a unique and consistent writing style. However it appears problematic to establish 
a reliable set of linguistic characteristics of writing style that will enable individual 
differences and consistencies within written language behaviour to be ascertained. 
This research has enabled these issues to be explored and using anonymous threat 
letters has addressed theories of how personal characteristics may contribute to an 
individual’s writing style.
This research examined written language behaviour using a multivariate approach to 
the analysis of style. It was hypothesized that individual differences in written 
language could be identified employing such an approach. Smallest Space Analysis 
was first used to identify if an underlying structure existed between fifteen linguistic 
variables (Study 1). Two facet elements representing an author’s lexical repertoire 
(Content) and their syntactic constructions (Structure) were identified. These were 
submitted to a series of Partial Order Scalogram Analyses (Studies 2 and 3), which 
demonstrated that broad individual consistencies of written language behaviour
existed. It was then possible to review both the Content and Structure of anonymous 
forms of written threat to ascertain if the measures possessed a practical application 
within the forensic setting. The context sensitivity of the measures was demonstrated 
(Study 4) and their ability to discriminate between genuine and simulated threat letters 
was also evident (Study 5). However it was not possible to relate these measures to 
personality aspects of the authors (Study 6).
The conclusion of this research was that using a multivariate analysis of language, 
unique individual differences could not be reliably identified (despite the fact that 
individual consistencies can be identified). However the analysis of written threat, 
employing the two facet elements identified by the Smallest Space Analysis, offered 
some promising directions for future research.
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CHAPTER ONE 
THE AIMS OF THE RESEARCH: AN INITIAL ORIENTATION.
1.1. INTRODUCTION.
" . .  t h e r e f o r e  i n  r e a s o n i n g  a man must  t a k e  h e e d  o f  words  
which b e s i d e s  th e  s i g n i f i c a t i o n  o f  what we im ag in e  t h e i r  
n a t u r e ,  have  s i g n i f i c a t i o n  a l s o  o f  th e  n a t u r e ,  d i s p o s i t i o n  
and i n t e r e s t  o f  th e  s p e a k e r ."
(Thomas Hobbes - L e v ia th a n ,  1968)
The analysis of written communication and its application to the field of Forensic 
Science is fast becoming a challenging and far reaching area of academic research. 
The emergence of this new discipline, commonly referred to as ‘Forensic 
Linguistics’, is concerned primarily with the detailed examination of the units of 
language which comprise a piece of text or an utterance, the results of which are then 
applied to criminal investigations or to judicial questions (Coulthard, 1994; Gibbons, 
1994; McMenamin, 1993). Such applications have, in the past, been concerned with 
the reliability and validity of statements of confession, speaker identification and 
profiling, graphology, examination of suicide notes and the analysis of the notes taken 
during police interviews.
It is often the case that those working within Forensic Linguistics draw upon the 
‘Stylistic’ method of analysis (Crystal, 1987). For the purposes of this research, 
stylistics is defined as a systematic and scientific methodology of studying patterns
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of variation within language (McMenamin, 1993). However, it is widely 
acknowledged that differences exist between the spoken and the written word. These 
differences can be attributed to the fact that written language behaviour can be 
planned and revised; it lacks the spontaneity of speech (e.g. Akinnaso, 1982; Chafe 
& Tannen, 1987; Halliday, 1990). The present research focuses upon the stylistic 
analysis of written language behaviour as opposed to the analysis of spoken language. 
Such analysis of written text can be addressed on a number of levels, focusing on 
aspects such as the grammatical features of the text, spelling, use of vocabulary, 
semantic interpretations and punctuation habits. Samples of texts can, for example, 
be measured across these linguistic characteristics in an attempt to establish 
idiosyncratic ‘style’ patterns peculiar to individual authors (e.g. Arens & Meadows, 
1956). These patterns of written language behaviour can then be attributed to either 
group or individual characteristics of language use. The assumption is that patterns 
of language used by a writer will be dependent upon constraints acting on him/her. 
Stylistics can therefore identify those variables involved in these patterns or use the 
‘style patterns’ generated to determine or attribute authorship to questioned 
documents.
There are broadly two approaches to the analysis of written material: objective and 
subjective. The objective approach examines features of the text that are open to 
statistical analysis; they have numerical value and can be counted. The subjective 
approach focuses on the themes of the material, which may provide an indication as 
to the motives and intentions of the author. The present research is concerned with
2
the first approach. With the increase in computers, statistical summaries of the units 
of language contained within a text can be generated at a touch of a button (Ule, 
1975). Due to the nature of this approach, it is the surface features of the text which 
lend themselves to statistical analysis (Sandell, 1977; Shuy, 1981), and more 
importantly, enable objective comparisons to be made concerning the nature of 
written language behaviour.
Stylistic analysis is not a new method of enquiry into the examination of language 
behaviour, although its contribution to the legal process is still regarded as being in 
its infancy. The legal system appears to have realized the potential effectiveness of 
such an analytical method and has called upon ’experts’ to provide testimony across 
a number of high profile cases concerned with the language of documents (such as 
the ’Birmingham Six’ case which focused upon the fabrication of statements of 
confession; Coulthard, 1994). The appropriateness of utilizing stylistic analysis 
within this setting is, however, open to debate. Certain problems of reliability and 
validity exist which need to be addressed before this methodology is integrated into 
Forensic Linguistics, and subsequently a Court of Law.
The results of stylistic analyses within a forensic setting work within two frameworks: 
attributive and interpretative (McMenamin, 1993). Attributive forms of stylistic 
analysis examine the external linguistic forms of written material and their potential 
for authorship attribution. Samples of text are measured across single or multiple 
linguistic variables in an attempt to identify idiosyncratic ’style patterns’ peculiar to
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individual authors. These patterns can then be attributed to individual characteristics 
of written language use, and used for identifying authorship of disputed texts.
To develop a more in-depth analysis which serves to indicate the mental processes 
involved in language production, and to provide a general assessment of the 
individual’s personality, one would adopt an interpretative framework of analysis.
Stylistic analysis, however, can only be described as a ’mechanical tool’ for 
examining language and its units. It provides us with a comparative means for use 
within authorship studies, including forensic applications. Forensic Linguistics, 
however, is not merely limited to stylistic analysis (McMenamin, 1993). The 
discipline encompasses a broad spectrum of theoretical perspectives in the analysis 
of writing style, psycholinguistics being one example.
Psycholinguistics is concerned with the cognitive processes that enable individuals to 
both comprehend and produce language (e.g. Gamham, 1985; Steinberg, 1993). 
Within the forensic context, one can examine the text produced to analyze the 
psychological processes involved, in order to offer an insight into what processes are 
inherent in the language production of an individual, and to ascertain what such 
analyses would reveal about the author. Thus psycholinguistics may be used to 
establish a psychological profile of a person based upon the stylistic analysis of the 
individual’s written language behaviour (e.g. Casey-Owens, 1984; Crystal & Davey, 
1969; Miron & Douglas, 1979; Moerk, 1970, 1972).
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Stylistic analysis does not therefore investigate the relationship between language and 
behaviour. We are able to examine only the results of stylistics in order to analyze 
the psychological processes involved in written language production.
1.2. AIMS OF THE RESEARCH.
The overall goal of this research was to establish a scientific and objective means of 
analyzing written text. More specifically, the research aimed to develop a method 
which could be used to identify both individual differences within written text, and 
their relationship to the personality characteristics of the author. Therefore, this 
research drew upon both the attributive and interpretative frameworks of stylistic 
analysis.
Two main research questions were therefore addressed:
1. Are there individual differences, identifiable by stylistic analysis, in written 
language behaviour? If so, are these sufficient to enable one to discriminate between 
authors?
2. Can methods of stylistic analysis be reliably applied to the examination of 
anonymous threat letters? If so, what can the analysis of the writing style of threat 
letters tell us about their authors?
The first research question is concerned with language production. The production 
of writing is a cognitive activity which requires the writer to make choices concerning 
the content of the communication, and then to select the language forms that will best
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convey that intended meaning (Frederickson & Dominic, 1981). The writer has 
several constraints acting upon him/her.
Firstly, the production of the written material is hampered by the writer’s knowledge 
of language and of the rules governing it. S/he is only able to use that vocabulary 
and those syntactic rules that s/he is both familiar with, and are within her/his 
capabilities to use. S/he is limited by his/her capacities and thus unable to convey 
what s/he does not know (Bolinger & Sears, 1981; Miron, 1981). The author is 
therefore limited by what Shye (1981) refers to as "communicative competence".
Secondly, there are personal constraints acting upon the individual’s language 
behaviour. As humans, the language that we learn differs widely, it is suffused with 
variation. This is not a new argument; variations in the use of language are common. 
Social class, geographical location, educational achievement and experience, 
occupation, personality, sex and ethnic background have all been shown to lend 
themselves to differing patterns of communication (e.g. Ellis & Beattie, 1986; 
Tannen, 1990; Zwicky & Zwicky, 1982).
The use of language is learned by an individual through their interactions with other 
individuals and society. These series of interactions form a unique history of 
language experience for each person (Miron, 1981), and the use of language which 
is acquired will depend crucially upon that person’s particular social position and 
specific social experiences (which in turn may themselves be partially influenced by
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the individual’s own personality; Milic, 1966; Moerk, 1970, 1972).
Thus when an individual puts an idea into words, that individual selects, out of the 
vast number of words which are potentially available and the numerous grammatical 
options which are possible, those which reflect, to some degree, certain aspects of the 
writer and her/his social experiences. Hence, the word choice and the grammatical 
structure used by the writer may serve to reflect the individual’s own personality and 
social position (Bolinger & Sears, 1981; Miron, 1981).
Every piece of language is the product of a multiplicity of levels of choice (Ullman, 
1964). The same message may be expressed using a range of linguistic alternatives. 
This concept of choice is central to the definition of an author’s style (Sandell, 1977). 
The present research is concerned with the selection, by the writer, of some linguistic 
variables at the expense of rejecting other linguistic forms.
The ‘lexical repertoire’ of the individual accordingly provides a series of hypotheses 
about the characteristics and perspective of the individual that may be reflected in 
their written text. These lexical units are seen as being relatively independent of 
grammatical considerations. A second set of hypotheses derive from what might be 
broadly considered as the author’s ‘grammatical repertoire’. Syntactic structures have 
to be used in the text in order to convey the intended meanings. The author’s syntax 
can be measured in terms of the syntactic complexity of the text: the grammatical 
structures employed, clause length and sentence length, to name but a few.
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The second research question centres upon cases of anonymous written threat letters. 
In this research the focus was upon cases of ‘Consumer Terrorism’, that is threats of 
tampering with food, drink or drugs for financial gain; ‘Personal Blackmail’, where 
the motive appears to be one of attention and/or revenge; and finally ‘Political Threat’ 
which appears to act as a tool for airing an abundance of grievances against a 
politically salient individual or political party.
The research examined whether it is possible to discriminate, on the basis of stylistic 
analysis, between simulated and genuine threat letters (that is, those that have 
undergone police investigation). This could help provide direction for dealing with 
such threats and the decision as to whether the threat should be taken seriously and 
negotiations opened.
Another aspect of this research related to the issue of trying to understand the 
intentions and characteristics of the authors of threat letters. What are the meanings, 
associations, motives, values or intentions of the writer that can be inferred from the 
message? A common practice utilized within threatening forms of communication is 
one of anonymity. Perfect anonymity is extremely difficult to accomplish. To do so 
successfully, the writer must possess a thorough knowledge of the identifying details 
of his/her writing, and then must attempt to eradicate these habits. The author may 
be able to remove some of the more obvious habits of their writing but will 
nevertheless leave behind signs that could identify the individual and his/her 
personality (Hilton, 1982). Some characteristics of an author’s style are highly
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individual to the writer so that they can help in the positive identification of the 
source. What is it then that people cannot hide even when they are trying to? 
Detailed examination and analysis of the written text could therefore shed light on the 
personality characteristics of the writer, which may prove useful in authorship studies 
(Casey-Owens, 1984; Moerk, 1970, 1972). The attribution of personality traits to an 
author can be linked to particularities of the cognitive processes which work together 
to form written language. A great practical significance could lie in the prediction 
of likely outcome of intended dnreat under various circumstances, and again, to give 
directions for dealing with such threats.
1.3. STRUCTURE OF THE THESIS.
The present research can therefore be divided into two sections corresponding to these 
two main research questions. The first part of the research was concerned with the 
identification of individual differences within written language. This involved the 
selection and validation of stylistic measures of written language which discriminate 
between individual authors. The linguistic variables employed in the stylistic analysis 
were those that could be easily quantified through the use of computer programs. 
These variables were chosen because, if such variables do discriminate between 
writing styles of individuals, their uncomplicated accessibility and ease of use could 
be an important factor in the future practical applications of this research.
Part two of the research was concerned with the application of the selected 
discriminatory variables to the analysis of anonymous threat letters. What might the
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linguistic variables tell us about the author? Do they tell us anything about the threat 
process? And finally, do they serve to discriminate between those letters which are 
genuine and those which are simulated?
The first part of the research is reported in Chapters Three to Six of this thesis, while 
the second part of the research is reported in Chapters Seven to Ten. Before this 
research is reported however, Chapter Two provides a review of previous studies 
which have used stylistic analysis.
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CHAPTER TWO.
REVIEW OF PREVIOUS STUDIES USING STYLISTIC ANALYSIS.
2.1. INTRODUCTION.
Stylistic Analysis, although not always its title, has been involved in the study of 
authorship for over 100 years. Augustus De Morgan (1882) was among the first who 
hypothesized that distinctive traits of an author’s written style could be identified 
through word lengths, and that these identifiable linguistic traits could be applied to 
the scientific attribution and/or discrimination of authorship.
As a result, patterns of language use have been analyzed on a number of levels, 
drawing upon a variety of statistical techniques, to establish what variations exist in 
the identification of individual differences in the process of language production. The 
use of numerical approaches to this end also helps to illuminate our understanding of 
‘style checkers’ used as part of stylistic analysis, and the structures underlying them. 
A review of such studies, illustrating both the range of linguistic indices available, 
and the associated problems inherent in such techniques of authorship study, is 
necessary in order to explain the criteria which were used as the basis of 
measurement in the present research. The following review is based upon examples 
of studies centering around the individual’s lexical and syntactic repertoire. The 
former pertains to the words of the language alone, and the latter to the grammatical 
constructions of the sample texts.
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2.2. THE LEXICAL REPERTOIRE.
2.2.1. Word Length.
One of the first linguistic units of analysis that was employed within stylistic analysis 
was that of word length. It is one of the simplest measures to calculate. Mendenhall 
(1887, 1901) elaborated upon De Morgan’s idea. He felt that the frequency 
distribution of word length, measured in terms of the amount of letters within a word, 
would serve to discriminate between authors’ written language behaviour. The 
frequency distribution was visually represented as a "characteristic curve of 
composition" making it easy to distinguish between the "curves" if the two authors 
displayed marked differences across this linguistic variable.
Mendenhall’s first study in 1887 was a comparison of differences in word length 
between the works of Dickens, Thackery, Mill and Atkinson. Using 10,000 word 
samples from each author, his composition curves did serve to discriminate between 
the authors, with the exception of Dickens and Thackery. The use of word length 
was thus not an effective stylistic measure for these two authors. The mean word 
length for Dickens was calculated as 4.34 letters and Thackery, 4.48, not a significant 
discrepancy between the two.
Despite this failure to establish the validity of his linguistic measure, in 1901 he 
studied the composition curves for the works of Shakespeare and Bacon, basing his 
analysis on the authors’ use of three and four letter words. Mendenhall felt that such 
words would be used unconsciously by the writer. He was testing the hypothesis that
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Bacon wrote some of the plays previously attributed to Shakespeare. The frequency 
distributions were markedly different, reflecting a genuine difference in the linguistic 
style of the two authors. Bacon used four letter words at a rate of 175 per 1000 
words, and Shakespeare a rate of 238 per 1000 words; i.e. 1.36 times more 
frequently. These results led Mendenhall to conclude that "samples of Bacon’s 
writing... .proved markedly different from the Shakespeare samples" (page 103). 
However when Shakespeare’s work was later compared with that of Christopher 
Marlowe, no significant differences could be identified between the two authors - 
"Marlowe agrees with Shakespeare about as well as Shakespeare agrees with himself" 
(page 105).
The inconsistency of his results therefore cast a shadow of doubt over the validity of 
word length as a measure of stylistic variability. To be valid, the word length must 
reflect significantly more differences between authors than within each author. It is 
not clear from Mendenhall’s research whether the significant results found previously 
are merely a result of sampling fluctuation, and do not in fact point to a 
discriminating stylistic marker of authorship.
Mendenhall finally abandoned his research when he analyzed the writings of Shalor 
who had, quite consciously, attempted in his work ‘Armada Days’ to write in the 
style of the Elizabethan era. Shalor had successfully mimicked the appropriate style, 
one quite different from his own. This then leads us to question Mendenhall’s 
principal assumption, that word length frequency and the use of three and four letter
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words is in fact a feature of linguistic style unconscious to the author and one that 
cannot be readily imitated. If a writer does not want to be recognized by her/his own 
style of writing, it does appear from Mendenhall’s research that s/he could adopt a 
different style successfully, thus masking their individuality of written language 
behaviour.
Brinegar (1963) was influenced by Mendenhall’s work. His study revolved around 
the issue of whether Mark Twain was the author of a series of ten letters named "The 
Quintus Curtius Snodgrass Letters (QCS)". The argument was that if Twain was the 
author of the letters, this would act as evidence of his military connection in New 
Orleans. Like Mendenhall, Brinegar assumed that each author possessed a fixed 
frequency distribution of word length.
However, unlike Mendenhall, Brinegar first established the internal consistency of 
this linguistic variable within the known writings of Twain and the QCS letters. The 
ten QCS Letters were found to be consistent with there being one author. When the 
letters were compared to samples of Twain’s written text, the results were 
inconsistent thereby indicating that Twain was likely not to have been the author of 
the QCS letters. Further analysis, using the chi-square test of goodness of fit on the 
data, confirmed these findings.
However, Brinegar seems to have largely ignored the reason behind the cessation of 
Mendenhall’s work - the fact that it had appeared that word length could be imitated.
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As Francis (1966) argues, attribution of the QCS letters to Twain would have resulted 
in his imprisonment, surely giving motivation for Twain to consciously alter his 
writing style. Another weakness of this research is that Brinegar only compared the 
disputed letters against one potential candidate for authorship and not other suspected 
authors. These identified weaknesses, together with the inconsistency between 
Mendenhall’s and Brinegar’s research, appears to show that word length may be a 
characteristic of some authors, but that it cannot be applied as a general and reliable 
measure of discrimination between all authors.
2.2.2. Word Types.
Ellegard (1962) felt that an examination of the word types employed by an author 
could act as a linguistic marker of style. Ellegard’s study focused upon discovering 
the author of a series of political pamphlets, both printed and in manuscript, written 
in the period 1769 - 1773. The pamphlets are collectively known as "The Junius 
Letters", and have been a mystery of English literature for over two hundred years.
Ellegard’s research was one of the first studies of authorship to utilize a computer 
and, unlike Mendenhall and Brinegar, the purpose of the research was not to attribute 
authorship of the papers to one of a small group of likely candidates. There were no 
obvious candidates for authorship of the Junius Letters. Instead Ellegard was 
concerned with establishing the fact that the letters were the work of one author, and 
not a collective body of individuals.
15
Ellegard worked upon the assumption that a writer’s style is individual and that the 
linguistic feature of word types employed by an author will remain consistent; if they 
do change they will do so in a predictable manner. He also assumed that these 
linguistic features would be sufficiently rare to set the author apart from his/her 
contemporaries. His hypothesis was that the differences between authors, across this 
selected linguistic feature of style, will be more than any differences existing between 
different texts written by the same author. Ellegard also argues that certain criteria 
are necessary for this hypothesis to be borne out. The most important is that the 
sample text has to be large enough for personal stylistic features to reveal themselves. 
He recommends a sample text of at least 10,000 words if the measure is to be 
considered effective. His sample size, in the case of the Junius Letters was 
1,604,800 words.
Ellegard based his research on the calculation of a ‘Distinctiveness Ratio’. He 
identified ‘typical’ words and phrases from the Junius letters, where a ‘typical’ word 
or phrase was defined as an expression used often by the author in his writings. He 
referred to these ‘typical’ words as ‘plus words’. ‘Minus words’ were those 
uncharacteristic of the author in hand. Ellegard claimed that this presupposed two 
things: firstly, that it is meaningful to speak of the ‘frequency’ of a writer’s use of 
a word, and secondly, that it is meaningful to speak of the ‘average frequency’ of a 
whole group of writers’ use of the same words. Ellegard is therefore assuming that 
the frequency of occurrence of a word remains relatively constant in different texts 
written by the same author.
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Ellegard calculated a Distinctiveness Ratio in order to identify the author’s plus and 
minus words. This involved establishing the frequency of occurrence of a number 
of words used by a particular author and the corresponding relative frequencies in a 
representative sample of contemporary texts. The test however only shows the 
magnitude of difference of Junius from other writers. The magnitude is likely to be 
similar for a great many authors.
There are inherent problems with this method of literary analysis. Firstly, there is 
the definition of what constitutes a ‘typical’ word. This was a decision made by 
Ellegard. The subjective element of the analysis should be reduced to a minimum. 
The process of isolating linguistic features of style, in this case ‘typical’ words, 
should be objective enabling replication of the analysis. This is not possible as the 
method currently stands.
Ellegard argued that the sample size of the text needs to be at least 10,000 words or 
more for the analysis to be effective. For the purposes of literary analysis obtaining 
sample texts of this size is not an insurmountable problem. However, it does limit 
the range of the measure to other applications of the analysis of written language 
behaviour.
Ellegard himself realized that the technique required improvement. Ellegard points 
out areas in which the test needs to change and adapt for future use. The testing list 
needs to be more extensive to ensure that the test is more effective. Secondly, a
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complete inventory of the ‘comparative’ material will make it unnecessary for other 
investigators to read any other text than the one produced by the particular author 
whose works are under consideration. Finally, he argues that a complete inventory 
of the whole contemporary literature would make it possible for the investigator to 
base his testing list on one set of writers, whilst establishing the usage of a particular 
group of authors on another set. Such a complete inventory would, in effect, be a 
frequency dictionary, or a set of frequency dictionaries.
Mosteller and Wallace (1964) used a more statistical form of the analysis of word 
types in their study concerning the attribution of authorship of ‘The Federalist 
Papers’, a collection of eighty-five essays published under a pseudonym. Their aim 
was to calculate the likelihood of each essay having been written by one of three 
proposed authors, Hamilton, Madison or Jay. Unlike Ellegard’s study, it is important 
to note that Mosteller and Wallace were interested in assigning a probability of which 
author was responsible for the disputed essays.
Correct authorship was attributed to some of the essays but there was dispute over the 
remaining ones. Mosteller and Wallace compared the disputed essays against known 
writings of the authors. The focus of attention was upon apparent idiosyncratic use 
of the written language that drew the three authors apart. Thus, a variety of linguistic 
features which were shared between the disputed texts were employed in the initial 
analysis. Variables such as the use of marker words, comparative and superlative 
forms, emotional words, sentence length, clauses and phrases and the use of words
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were all examined. A particularly effective measure that Mosteller and Wallace 
settled upon were function words such as prepositions and conjunctions. They 
identified twenty-eight low frequency functor words which they argued would reliably 
discriminate between the authors. Using the Baysian technique, which enabled the 
initially assessed probabilities concerning the likelihood of authorship to be revived 
as more evidence was added, they calculated the final odds as to the authorship of the 
questioned documents. They were able to conclude from this method of analysis that 
there was a higher probability that Madison wrote the twelve disputed Federalist 
Papers, with the exception of essay number 55.
Morton and Farringdon (1990) highlighted some of the problems inherent in this 
method of analysis and its application to authorship studies. The sophisticated use of 
mathematical probabilities will tend to be beyond the scope of a student of literature 
and secondly, the results were expressed only in terms of a likelihood ratio. Morton 
and Farringdon point out that Mosteller and Wallace in some cases (e.g. essay 
number 19) felt that the essays possessed multiple authorship. However using their 
probabilistic approach they could only argue which was likely to be the greater 
contributor. Their technique was applied to each essay and did not assign authorship 
to particular parts of text within that disputed essay. The test does not therefore 
appear to be a sensitive enough measure.
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2.2.3. Word Positions.
Morton (1978) tackled the study of authorship by drawing upon the argument 
proposed by Wake (1957) that it was common words and their position within a 
sentence which could identify a characteristic style of an author.
Morton (1978) began his studies with the assumption that an author will possess 
unique writing ‘habits’ which cannot be explained as happening by chance, and which 
will remain consistent across different circumstances and occasions of writing. The 
individual will use the same ‘habit of expression’ throughout his/her adult lifespan.
Morton (1978) first studied three sets of such ‘habits’. The first ‘habit’ was 
concerned with the pairings of common words, such as ‘of the’, within the sentences 
of the text. The second was the use of proportional pairs of words, such as ‘no’ and 
‘not’, ‘with’ and ‘without’ and so on. The final ‘habit’ examined was the positions 
of certain words within a sentence of a text. For each of these ‘habits’ a ratio was 
determined by the number of occurrences of the particular ‘habit’ compared to the 
total number of occurrences of the word/s concerned within the sample text. Having 
determined each of these ratios across samples of text derived from more than one 
author, they are then able to be compared using a chi-square test. If the ‘habits’, or 
a majority of them, exhibit significant differences in their rates of occurrence then 
Morton concludes that this illustrates differences of authorship. If no significant 
differences are found this does not, as one may expect, prove common authorship, 
but instead that the texts are indistinguishable by the tests applied.
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The reliability of this technique has been questioned, and its usefulness appears 
limited. Smith (1985) suggests that it should only be used to refine a list of possible 
candidates for authorship, and not applied to an in-depth study of authorship.
Morton’s later work (1990) involved a similar approach but using a different 
statistical calculation - one known as the Cusum technique. Although Cusum was 
first suggested in a paper in 1965, it was not until 1988 that the technique was 
developed. One of its principle applications has been to forensic questions of 
authorship.
The Cusum analysis is based upon sentence length. Morton (1978) assumes that it is 
the sentence which forms the main structural unit of writing and speech. The 
technique possesses the advantage that it can be applied to small samples of text; 
Morton (1990) claims a minimum of twenty-five sentences is required for the test to 
be effective.
Both Morton, and his associate Michaelson (1990), claim that the technique is able 
to establish whether a piece of text contains inserted material by a different author, 
and to determine authorship of a given sample of text when comparing one text with 
another. The technique was therefore proposed for the purpose of discrimination 
between single and multiple authored texts.
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The Cusum approach utilizes cumulative sums to compare the ’habits’ of an author. 
Morton claims that individuals possess certain linguistic ‘habits’ within their 
production of language. The use of such ‘habits’ are seen as constant within an 
individual’s lifespan. Morton tends to draw upon five ‘habits’ of language 
production which include the use of two and three letter words (functor words) within 
a sentence, the use of initial vowel words and/or a combination of them both. Thus 
samples of text are scored across these ‘habits’ for each sentence contained within the 
sample of material used for the analysis of authorship. The scores are then compared 
with the total number of words per sentence, and the result is plotted graphically.
If both plots have the same shape when they are superimposed upon each other then 
the sample text is accorded single authorship. However, if an insertion should have 
been made into a person’s sample of text, Morton alleges that this can be identified 
by the way in which the charts vary at any particular point; discrepancies are 
highlighted, therefore the text possesses multiple authorship. What was perhaps so 
convincing of the technique was this visual representation of the calculations.
Farringdon and Morton (1990) used this technique in a further analysis of the 
disputed Federalist Papers. They were concerned with one of the conclusions that 
Mosteller and Wallace arrived at as a result of their analysis - that paper number 19 
was of mixed authorship, but with the likelihood that Madison was the dominant 
author. Using the Cusum technique, they examined this essay using sentence length 
distribution, two/three letter words and words beginning with a vowel as the ‘habits’
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of the author/s. The paper consisted of sixty-six sentences and they were able to 
conclude that Hamilton wrote thirty-five of the sixty-six sentences and to identify 
which, disproving Mosteller and Wallaces’ finding that Madison was the greater 
contributor to Paper 19.
Numerous criticisms exist pertaining to this method of literary analysis. One of the 
more contentious issues is the interpretation of the Chart (Canter, 1992; Hardcastle, 
1993). There is no obvious way of testing the significance of a discrepancy in a 
Cusum chart. The interpretation is based completely on the subjective decision of the 
‘inspector’. This method of interpretation has caused a great deal of controversy 
among many other experts in the field. They demand a rigorous statistical procedure 
to be incorporated into the process to help eliminate the element of subjectivity. 
Other problems with Cusum are discussed later on in this chapter in section 2.6.2.4.
Smith (1987b) examined the use of word positions and their frequency within 
‘Pericles’, a play commonly attributed to Shakespeare (1609). Debate is focused 
upon whether Shakespeare or Wilkins was the actual playwright of Pericles, or if in 
fact the two wrote the play as a joint effort. Smith (1983) was initially concerned 
only with identifying if in fact there were two authors of the play. His preliminary 
investigation showed that there was a high likelihood that one individual was 
responsible for Acts 1 and 2 and another for Acts 3,4, and 5.
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Smith (1987b) carried this investigation further by attempting to ascertain if Wilkins 
and/or Shakespeare was responsible for the play - attribution of authorship. Initial 
analysis focused on the first word in every speech comparing styles employed by 
Shakespeare, Wilkins and five other playwrights, Chapman, Johnson, Middleton, 
Webster and Tourneur. Results illustrated that Acts 1 and 2 were in fact the most 
similar to Wilkin’s style, and Acts 3, 4 and 5 to that of Shakespeare.
Frequently occurring words taken from the same data base as the previous study were 
then analyzed further. Words were defined as such if they occurred at a rate of more 
than 3 per 1000 words. Lexical items assigned to be context dependent such as 
pronouns, verbs and proper names were excluded from the analysis (as were the first 
words in every speech). The most frequently occurring words were identified as 
functor words. It has long been established within literary analysis that such word 
types achieve the greatest degree of success. They are argued to be used 
unconsciously by the author and thus reflect an aspect of written language production 
that cannot be so readily imitated, as well as not so heavily influenced by the context 
of the written material (Damerau, 1975).
Chi-square was applied to the data to select those words which discriminated between 
authors, with a value of 3.841 or more taken as a selection criteria for the word to 
be employed in the analysis. The study correctly assigned each playwright his own 
play, therefore validating the measures used. Results indicated that Wilkins, out of 
those examined, was more likely to have written Acts 1 and 2 of Pericles and that
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Shakespeare provided the closest fit to Acts 3,4 and 5.
Nevertheless, it must be pointed out that there is an inherent weakness within this 
study. Only the works of seven playwrights were examined, and of those seven, 
Wilkins provided, the ‘best fit’ for Acts 1 and 2. However, the author of the play 
may not have even been part of the sample set.
Jackson (1991) in his complementary investigation of ‘Pericles’ took this failing into 
account. Again using chi-square analysis and thirteen frequently occurring words, 
he expanded upon the sample set. He applied the measures to 112 plays by twenty 
playwrights against the disputed Acts 1 and 2 and Acts 3, 4 and 5. According to 
their chi-square values, he then placed the samples in rank order and his analysis 
confirmed that, of those examined, Wilkins was again the more likely to have been 
responsible for Acts 1 and 2 with Shakespeare responsible for the remaining three 
acts of the play. However, what Jackson also noted was that the variability between 
the authors may have been due to the genre of the material under examination.
2.2.4. Vocabulary Measures.
The richness of an author’s vocabulary is dependent upon the limited stock of words 
available to her/him. As mentioned in Chapter One, an individual’s vocabulary is 
learned as a result of their interactions with other individuals and society. No two 
individuals will go through the same life experiences, so one could argue that the 
richness of one individual’s vocabulary will be different from that of another.
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A common measure used to assess the diversity of vocabulary is the traditional Type - 
Token ration (TTR). Types refer to the number of different words that occur within 
the text. Tokens are the number of occurrences of those words. The ratio is thus 
defined by the number of tokens divided by the number of lexical units which form 
the vocabulary (types). The TTR can then act as a comparative index. However the 
problem with this simplistic calculation is in its sensitivity to text length. It proves 
useful as an index only when comparing samples of text identical in length. As the 
size of the sample text increases the rate at which new words (types) are introduced 
decreases due to the limits of an individual’s vocabulary. The frequency of the word 
occurrences (tokens) can only therefore increase.
Kjetsaa (1979), in his analysis of the ‘Quiet Don’, found the TTR to be an adequate 
measure of an author’s style where the sample text was fixed at five hundred Types. 
Chotlos (1944) attempted to find a formula which could account for these increases 
in text length. He employed a bilogarithmic TTR (Log TTR). This was calculated 
by dividing the logarithm of the number of types by the logarithm of the number of 
tokens. Chotlos acknowledged that the log TTR is not completely constant but 
nevertheless proves to be a more satisfactory measure than the traditional TTR for 
authorship studies.
Baker (1988) uses the TTR in order to calculate an index he terms PACE - the rate 
at which new words enter an individual’s piece of writing. PACE is calculated using 
the formula 1/TTR. Baker argues that an author’s PACE can be used as a measure
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to characterize an author’s style, and consequently as a measure in authorship 
discrimination studies. PACE scores for each individual can be placed in rank order 
and differences within and between authors analyzed. He argues that this calculation 
is independent of sample size and to an extent, is also not context dependent. It 
appears to possess potential as a statistical procedure for authorship study although 
further validation studies need to be carried out.
Yule (1944) measured vocabulary richness of an author using a statistical formula 
yielding a ‘Characteristic K \  a numerical value based upon word types and their 
frequency of occurrence. Yule argued that it was noticeable how one writer may use 
the same word types repetitively whereas another will possess a very low degree of 
repetition in their writing. ‘K’ therefore measures the repeat rate of word 
occurrences. The advantage of this calculation is that it is resistant to text length. 
In calculating the ‘K’ value for a given piece of text this could then be compared 
against a second piece of text to establish if a difference in vocabulary could prove 
to be a reliable discriminator.
This statistical measure assumes a Poisson distribution. The assumption is that an 
author uses each word in his/her vocabulary at a constant average rate. The 
occurrence of a particular word is therefore independent of the previous occurrence 
of that same word. So the occurrence of a word gives no information about its next 
occurrence - the occurrence of a given word is therefore based upon chance.
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This is opposed to a negative binomial distribution which rests upon the assumption 
that the occurrence of a certain word will bring counter pressures to bear on the next 
occurrence of that word. A writer may attempt to consciously avoid repetition of a 
word and so avoid using that word within the rest of the text. Conversely s/he may 
wish to repeat a word for the purposes of emphasis and clarity. The author thus 
varies slightly his rate of usage of a word (Francis, 1966).
Yule (1944) calculated the frequency distribution of the number of nouns in a 
sentence. He investigated the style of ‘De Imitatione Christ!' and compared it to the 
works of Thomas a Kempis and Jean Charlier de Gerson. The results were consistent 
with the former being the author of the work.
This ‘Characteristic K’ was used by Bennett (1969) to ascertain if the measure would 
be able to discriminate within and between authors. Bennett compared the use of 
common nouns from Shakespeare’s plays - ‘As You Like It’ and ‘Julius Caeser’. 
Unlike Yule he did not use a method of sampling vocabulary but looked at all the 
common nouns within the text. He discovered that both plays displayed internal 
consistency although there were differences between the acts. Bennett attributes this 
to the differences in subject matter of the acts themselves.
Kjetsaa (1979) also employed this measure as part of his authorship study into the 
analysis of "And Quiet Flows the Don", a text attributed to Mikhail Sholokov. It has 
since been argued that the original author was Fyodor Krykov. Using the
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‘Characteristic K’ it was shown that the vocabulary profile of the disputed text 
resembles most closely that of Sholokov, therefore confirming the authorship.
It could be that this vocabulary index does provide a statistical measure of one aspect 
of literary style. Its major importance has to be that it is a measure not influenced 
by sample size.
2.3. THE SYNTACTIC REPERTOIRE.
2.3.1. Milic (1966) in his investigation of the writing style of Jonathan Swift 
examined the syntactic properties of language. He assumed that a writer’s style was 
an unconscious reflection of his mind and personality. It should therefore be possible 
to detect the uniformity of style by close examination of the grammatical structure of 
the language. Syntactic variables are argued to be those aspects of language selected 
unconsciously by the author. Milic argues that they will remain consistent, context 
free and measurable.
Initially, like Mosteller and Wallace, he examined the writings of Swift and 
catalogued his markers of style. His initial analysis of Swift led to the identification 
of two idiosyncratic peculiarities of writing style - a tendency towards sériation and 
an addiction to connectives, especially at the start of a sentence. He compared 
10,000 word samples from Swift against those of other contemporary authors noted 
for their distinctive styles - Addison, Johnson and Macaulay. Swift’s individual style 
did serve to distinguish him from the other authors although there was no significant
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discrimination on the basis of those variables between the remaining authors.
Milic also focused upon parts of speech, examining twenty-four word class frequency 
distributions. Swift’s samples displayed an internal consistency with his reliance on 
nouns, determiners, coordinating conjunctions and prepositions. However the 
patterning of word classes in sequence did not act as an effective measure alone for 
discrimination between authors.
Percentages of sentence initial structures were also addressed. Swift was found to 
display a characteristic use of pronouns, determiners, conjunctions and conjunctive 
adverbs.
Using these three sets of measures Milic compared a disputed work of Swift’s, " A 
letter of Advice to a Young Poet", against other known writings of Swift and samples 
drawn from the three authors previously mentioned. The questioned document 
displayed a greater degree of resemblance with the writings of Swift than with any 
other of the sample texts, indicating Swift was the author of the disputed ‘Letter’.
However it must be pointed out that the controls used within this study were selected 
due to their already established individual styles. Such authors were not seen as 
likely contenders for the disputed document. Milic was not aware of who else was 
likely to have been the author of the disputed letter. If there had been a pool of 
possible candidates then this study and the measures used could possess more
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variability. It would also be interesting to consider what the outcome of the study 
could have been if other linguistic variables, characteristic of one of the control 
authors had been employed. Would the result have been the same?
2.3.2. Sentence Length.
Sentence length is a popular measure taken to reflect language complexity of a piece 
of written text. Sentence length is commonly measured in terms of words although 
syllables, clauses and letters are not unusual within such analysis (Sandell, 1977). 
However, its effectiveness as a discriminatory indicator appears to be drawn into 
question.
Sherman (1888) was one of the first to investigate sentence length of English texts. 
His focus though was upon changes in sentence style across the history of English 
literature, and not authorship discrimination per se. An example of his findings is the 
apparent differences between nineteenth century prose and Elizabethan prose - the 
former being shorter than the latter.
Yule (1938) employed sentence length as a measure of style drawing upon the works 
of Lamb, Bacon, Coleridge and Macaulay, assuming that individual differences could 
be established. His results acknowledged that sentence length is indeed a 
characteristic of style but that authors are unlikely to have a unique frequency 
distribution. It is possible that two authors could share identical sentence length 
distributions within a text. This fact was also discovered by Mosteller and Wallace
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in their analysis of the Federalist Papers. The average sentence length for Madison 
was 34.59 words and for Hamilton, 34.55.
The effectiveness of using sentence length as a measure to discriminate between 
authors is a debatable issue among those who employ this measure as part of stylistic 
analysis to cases of disputed authorship. Many argue that the frequency distribution 
of sentence length may be dependant upon the context of the material. Sentence 
length is also recognized as a feature of language that could be easily imitated, it is 
very much under the conscious control of the writer (Francis, 1966). It has also been 
argued that using sentence length as a measure is not in fact telling you anything 
about the author’s construction of language but is merely a reflection of punctuation 
habits (Coulthard, 1993; Report to Solicitor on Gilfoyle Case). Kjetsaa (1979) in his 
analysis of the "Quiet Don" found that sentence length was " seldom capable of really 
selective differentiation" (page 249).
It appears that sentence length, although not a measure to be used alone in authorship 
studies, could be a potentially useful indicator when employed in conjunction with 
other stylistic measures (Smith, 1983).
2.3.3. Parts of Speech.
Written text has also been analyzed, for the purposes of authorship studies, using 
parts of speech such as the percentage of nouns, adverbs, adjectives, conjunctions, 
articles and so on.
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Brainerd (1973) employed the analysis of article and pronouns within a piece of text 
in his studies concerning authorship. His research discovered that a relationship 
existed between the two forms of language. He used this measure in an attempt to 
distinguish between two genres of writing which differed markedly in their literary 
styles - a novel and a romance. The results did discriminate between the two in 
respect of their frequency of occurrence. This measure appears to possess the 
potential to be a useful tool in differentiating between two different ‘kinds’ of writing 
rather than between authors.
2.4. MULTIVARIATE APPROACHES.
- " Quantitative aspects of an investigation should aim to use a number of 
discriminators encompassing different and independent aspects of style"
(Kemp 1976, page 17).
The working hypothesis of the present research is that an author’s individuality is 
partially inherent in the frequency with which grammatical and lexical items occur 
within the text. What is apparent from the examination of the previous studies is that 
they tend to focus on the frequency of one linguistic variable, either lexical or 
grammatical, for the purposes of authorship discrimination. One stylistic measure 
alone does not appear to be an effective and reliable measure. However, with the 
increase in both the availability and technology of computers, great possibilities are 
now open to the analyst. What used to be a painstaking and laborious task of 
‘counting’ linguistic variables can now be accomplished with greater ease.
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Employing a multivariate analytical approach to authorship studies enables the analyst 
to examine the relationship between each of the linguistic variables chosen within the 
study of authorship. So variables, which by themselves, do not seem to correlate 
highly with authorship may still prove useful discriminators due to their relationship 
or interaction with other predicting linguistic variables. The analyst can therefore 
examine ‘linguistic profiles’ as opposed to single linguistic units of analysis (Sandell, 
1977).
2.4.1. Multiple Levels of Analysis.
Prior to discussing studies which have adopted the multivariate approach, there are 
a number of studies which have examined the question of authorship using multiple 
levels of analysis. Kjetsaa (1979) in his analysis of " Quiet Flows the Don”, used 
four parameters; sentence length (in words), word length (in letters), vocabulary 
concentration and vocabulary richness towards his study of the works’ authorship. 
All four parameters supported his hypothesis that Sholokhov was the author of the 
work, and that his style differed markedly from that of Kryukov, the disputed 
candidate for the work.
Kjetsaa (1981), in a second study, examined the claim that Dostoevsky was the author 
of a series of twelve anonymous articles that appeared in ‘Time’ and ‘Epoch’. He 
compared the disputed articles against those known to have been written by 
Dostoevsky, drawing upon fifteen parameters of writing style. However, what 
separates this authorship study from others is that Kjetsaa was not so much concerned
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with attributing Dostoevsky as the author of the disputed texts, but in excluding 
Dostoevsky as a possible candidate for authorship. Kjetsaa argued that if differences 
could be identified then this aim would be met. However, if similarities were found 
to exist between the disputed and undisputed texts, then he did not recognize 
Dostoevsky as the author due to the possibility of " two authors using styles and 
languages that cannot be sufficiently discriminated by quantitative methods" (page 
26). To this end Kjetsaa’s study was a success, excluding Dostoevsky as author of 
many of the anonymous articles.
However, what also became apparent from the study was the lack of internal 
consistency within many of the undisputed samples. Kjetsaa attributes this to the 
diverse nature of the sample material, ranging from philosophical essays to political 
letters.
2.4.2. Multivariate Analysis.
Stratil and Oakley (1988) using statistical and content analytical measures examined 
two disputed plays, "El Burlador de Sevilla" and "El Condenado for Desconfiado", 
attributed to the playwright Tirso de Molina. The disputed plays were compared 
against one of de Molina’s undisputed works and another, "El Magico Prodigioso" 
by Calderon as a control sample. Multiple levels of analyses were applied to the data 
- sentence length and form, word length and its distribution, total word counts, word 
frequency, word content and finally, the multivariate technique of cluster analysis. 
This exhaustive analysis illustrated that de Molina was the probable author of the two
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disputed plays, although there were apparent differences which suggested that his play 
"El Vergonzoso" may have been written during a different time period than his other 
two works.
The exception to this trend however came with the cluster analysis. A new play, " 
El Esclavo del Demonto" by Miro de Amescua added to the sample data base opened 
up a new research question. This play was shown to be similar in content to "El 
Condendo". This finding is illustrative of a recurrent problem within such analysis. 
One cannot assume that the identification of similarities in writing style between an 
anonymous piece of work and the works of a known author correspond to the 
attribution of that disputed text to that author. There may be other potential 
candidates for authorship that have not been investigated as such. Further analysis 
was therefore required with the addition of this new play.
Bernard O’Donnell (1963) adopted a multivariate approach to the problem of 
authorship discrimination of Steven Crane’s ‘The O’Ruddy’. Crane died before 
completion of the novel and it was finished by Robert Barr. O’Donnell’s task was 
to identify those parts of the novel written by Crane and those by Barr. As a result 
of a pilot study examining the writing styles of Barr and Crane, he based his analysis 
on twenty-three lexical and grammatical variables, using the paragraph as his unit of 
analysis.
36
The material was divided into two parts, using one part for generating the weighting 
for the variables and the other for testing and validating them. A two group 
discriminant analysis was performed on the data and authorship for Chapters One to 
Twenty-four were assigned to Crane and Chapters Twenty-five to Thirty-three to 
Barr. It appears therefore that this approach proved to be an objective statistical 
prediction of authorship of the material.
Using measures of correlation and Eigen analysis to graphically represent the results, 
Burrows (1987) compared the narrative styles of Jane Austen with Henry James, EM 
Forster, Georgette Heyer and the anonymous author who completed Austen’s 
unfinished manuscript of ‘Sanditon’. Three styles characteristic of Austen emerged 
from the analysis - pure narrative, character narrative and dialogue, which were used 
to also illustrate the chronological order of the writings. Analysis of the pure 
narrative style identified differences of narrative style between the authors.
A second, similar study conducted by Burrows and Hissell (1988) focused upon the 
narratives of Henry Fielding, to examine the claim that his more ‘female’ narratives 
were written by his sister, Sarah. Applying the technique to the narratives of Ann 
Bolyen in "A journey from this world to the next", they established that Henry began 
the narratives but they were completed by Sarah.
The results suggest that analysis of narrative styles could therefore be a useful 
discriminator towards the study of authorship.
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One of the more recent computer-driven approaches to the study of writing style is 
derived from neural networks. Using a multi-layer perceptron (MLP) form of neural 
net, Merriam and Matthews (1994) were able to discriminate between the works of 
Shakespeare and Marlowe. The input layer of the net comprised of a series of 
functor words, with the hidden layer defined by the weighted sum of all the input 
links, producing an output layer of two neurons, each relating to one of the two 
authors. The neural net was ‘trained’ using samples derived from ten of 
Shakespeare’s plays and three of Marlow’s.
This technique showed that it was able to distinguish between the two authors with 
a high degree of reliability. Thus neural nets appear to possess potential as a future 
technique within stylistic analysis. However, the authors are quick to point out that 
at present, neural nets should not exist as a ‘stand alone’ technique, but only to add 
evidential weight to questions of authorship.
One of the principle assumptions underlying studies of authorship attribution is that 
individuals possess a writing style that on some level is able to distinguish them from 
other writers. This style is argued to be consistent to them. Aked (1994) 
investigated this claim of individual constancies of written language production. She 
scored a collection of examination essays over twenty-three linguistic variables 
provided by the STYLE computer program. Twenty-five subjects provided a series 
of four essays each to the database. Using cluster analysis, it was hypothesized that 
if individual constancies existed, twenty-five clusters could be identified, each cluster
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corresponding to each subject’s set of essays. Individual constancies were not 
reflected through this method of analysis.
The twenty-three variables were then subjected to Factor Analysis in order to 
determine if patterns of intercorrelations existed between the variables. Five factors 
emerged from the analysis and were applied to the question of individual constancies, 
again with little success.
This illustrated that the twenty-three linguistic variables, when applied on a separate 
basis or when employed as part of a multivariate approach, possessed little reliability 
and validity when applied to the study of authorship discrimination.
2.5. OTHER ISSUES.
What has become apparent from this review is that the choice of which linguistic 
variables to use in the analysis of an author’s writing style does appear to be a 
difficult one for the analyst to make. The review of some of the examples used over 
the years illustrates the diversity of linguistic variables available for study in this area. 
Bailey (1979), in an attempt to surmount this problem of variable selection, proposed 
a set of principles governing which linguistic features should be used in authorship 
studies. The features should be "salient, structural, frequent, easily quantifiable and 
relatively immune from conscious control" (page 10). Such a general outline is still 
not much help to the analyst.
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One can see from examination of the past studies that there is a need to develop a set 
of criteria which enables one to select appropriate indices for stylistic analysis. 
Wachal (1966) proposed a comprehensive set of criteria for the selection of such 
measures, which remains one of the more extensive lists developed. However, it is 
vital within studies of this nature that the measures used possess high standards of 
both reliability and validity.
An inherent weakness contained within many of the linguistic studies was that they 
did not possess any external proof that they were correct in their analysis. For 
instance, it is still a matter of literary debate as to whether Shakespeare, Bacon or 
Marlowe were the authors of some of the plays previously attributed to Shakespeare; 
we will never know for certain who was responsible for some of the disputed 
Federalist Papers. It appears rare for validity to be established within literary studies 
of writing style.
As language is the product of the author’s choice, either functionally, structurally or 
contextually, no piece of language can be exhaustively analysed. This leads to the 
result that different experts may focus upon different aspects of a written sample, and 
come to different conclusions. Many of the studies within this review did not appear 
to assess the reliability of the techniques they employed. Some linguistic variables 
would prove useful in some authorship studies but could not be counted upon in other 
cases of authorship determination. Therefore there needs to be adequate testing of 
the methodology involved in order to weed out unreliable techniques.
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2.5.1. Validity.
The linguistic markers of style chosen must discriminate between authors effectively. 
The between-author differences must be greater than the within-author differences. 
It is recognized that the stylistic indicator cannot be seen as a fixed value determined 
unequivocally by an author’s writing ‘habit’. It is merely a tendency that is best 
described by a probability distribution of the individual’s use of that indicator. An 
author cannot be expected to exhibit identical values in all samples of her/his writing. 
Values of the sample frequency distributions in various texts by the same author will 
fluctuate within certain intervals around the stable values of the probability 
distribution. By using specific statistical tests, the analyst can distinguish between 
insignificant fluctuations, which do not affect the basic character of style, and the 
significant differences which will reflect marked stylistic differences. A validity 
check is therefore necessary before embarking upon further research.
This involves comparisons of known texts by each of the possible authors involved 
in the analysis to establish internal consistency. However, we must even treat such 
validated results with a degree of caution. Through stylistic analysis we may have 
established that linguistic similarities exist across a particular linguistic marker, 
between the authentic samples from an author and the disputed texts. However, the 
proposed author of the disputed material may have been just one of a number of 
potential authors who had not been considered in the analysis.
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2.5.2. Reliability.
The style markers must discriminate between authors across different circumstances 
and occasions of writing. The review of some of the past studies has illustrated that 
many of the linguistic variables employed in stylistic analysis are context dependent, 
and can even identify the chronological order of an author’s writings. This suggests, 
therefore, that when tackling the issue of authorship discrimination/attribution, the 
analyst must only draw upon those texts which are written in the same genre and time 
period.
The question also exists of how to quantify reliability. At what point shall the 
discriminatory value be set? For instance, returning to the study carried out by 
Mendenhall (1901) into the dispute between Shakespeare and Bacon, a characteristic 
of Shakespeare’s style was to use three and four letter words with 1.36 times more 
frequency than Bacon. On presentation of another questioned text, can we then say 
that if the unknown author uses 3 and 4 letter words 1.36 times more frequently than 
Bacon then the unknown author must be Shakespeare?
As Tallentire (1972) argues, it is evident that norms of written language behaviour, 
across different circumstances and occasions of writing, have to be established to aid 
this process. Such norms can be created through the development of corpora, large 
samples of written material stored in computer readable form (Bateman & Hovy, 
1992; Coulthard, 1994). Such a corpus of material provides linguistic information 
concerning the norms of particular periods and/or types of text. This would then
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enable identification of idiosyncratic usage of language behaviour (Bumard, 1992; 
Coulthard, 1994). The analysis of literary works has involved the examination of the 
writing styles of well established authors who have ‘polished’ their written language 
behaviour. A corpus of less ‘polished’ writing obtained from ‘ordinary’ writers 
would lend itself to more practical applications.
One method of achieving reliability is through the use of easily quantifiable measures 
which will enable the analysis to be replicated. It is important that clear definitions 
of each of the linguistic variables under analysis are provided in each instance of 
authorship studies to this end. The process of isolating the linguistic features to be 
used as markers of style must be clear and simple. The use of statistical measures 
in an attempt to quantify written language is one that crosses a broad range of 
disciplines. Philosophy, Psychology, Linguistics, Mathematics and Sociology to name 
but a few. It is not a discipline limited to Linguistics alone. A linguist would have 
no problem identifying a dependant clause for analysis, but what of a mathematician? 
Conversely, to a mathematician, analysis of linguistic variables drawing upon detailed 
probabilistic models may present no difficulty, but to a philosopher? It is therefore 
important that the numerical measures used within stylistic forms of analysis are well 
defined, and consequently easily identifiable. All too often linguistic variables appear 
to be selected on an intuitive basis.
Successful style markers appear to be those which are frequently occurring throughout 
a piece of written material. The occurrence of rare linguistic variables which may
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occur only once in the text - hapax legomena - can also be effective but frequently 
occurring items are preferable. Frequently occurring variables appear to have a 
greater degree of success than those which only occur once - they are argued to be 
less under the conscious control of the author. This criterion has appeared to be one 
that is readily agreed upon by those in the field. ‘Style’ of an author can be seen as 
individual but, as has been shown, some aspects of style can be readily imitated. The 
analyst must therefore focus upon those variables for which the author has no 
particular attention, functor words and grammatical categories being popular choices.
Past authorship studies have also had a tendency to require large samples of text. 
Ellegard (1962) required 10,000 words, as did Mendenhall (1887, 1901); Smith 
(1983, 1987b) required 1,000 word samples; and Morton (1990) required a minimum 
of twenty-five sentences. It is important that the indices selected can be applied to 
smaller samples of text. O’Donnell’s (1963) analysis of the O’Ruddy worked upon 
samples of 100 words, which illustrates that smaller samples can still produce reliable 
results. However, how small a sample can you reliably work with? At what size do 
significant regularities begin to emerge?
The first recorded use of statistical methods in the study of language was the 
investigation of Sanskrit Grammar of the Sutra period, 500 - 200 B.C. 1884 saw 
George Boole, in ‘Laws of Thought’, applying the principle of determinate frequency 
to deciphering Gogam and Cuneiform. Since 1893, other researchers have discovered 
the effectiveness, or not so, of other indices which serve to discriminate between and
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identify authors. So whilst a set of indicators may not be the same across such 
studies, there is usually an overlap of single stylistic indicators (McMenamin, 1993). 
It is true to argue that already established indicators of style will lend credibility to 
the analysis but the concept of progress cannot be forgotten. The present review 
imparts the rapid progress of stylistic analysis since 1882. If new combinations or 
new indices of language can be validated through research, then it is imperative that 
they be examined and incorporated as a future discriminator of an author’s style.
2.5.3. The Relevance of Research Objectives.
What has also become apparent from this review of previous studies is the need to 
identify the objectives of the research question. It appears that the appropriate 
analytical approach, and the stylistic indicators to be used, are dependent upon the 
question the researcher is concerned with. The major focus of authorship studies 
appears to be concerned with authorship discrimination and/or attribution. Wachal 
(1966) developed three models which he felt distinguished between the different 
research objectives into authorship studies.
The consistency model is employed when the researcher is faced with a collection of 
texts in the same genre. The samples are comprised of a mixture of genuine and 
disputed pieces which have been attributed to the same author, as there are no other 
likely candidates for authorship. Linguistic consistencies are identified between these 
texts; the more consistent the text across the indices, the higher the probability of the 
texts showing common authorship. These texts are then used as a basis for
45
comparison for any questioned texts then presented. Studies revolving around 
Shakespeare’s works often draw upon this model (Mendenhall, 1807,1901).
When the researcher is faced with a piece of text for which there is no likely 
candidate for authorship, the population model is drawn upon. Texts of ALL possible 
authors of the time period and genre are then analysed across linguistic variables, to 
determine if any similarities exist. Such a model was used with Ellegard’s (1962) 
analysis of the Junius Letters.
The resemblance model is utilized when there are likely candidates proposed for the 
authorship of the questioned text/s. Using sample texts from the suspected author 
stylistic indices are calculated. The questioned text is then compared against the 
known texts in order to determine the degree of resemblance. Mosteller and Wallace 
(1964) adopted this model in their investigation into the authorship of the Federalist 
Papers.
The analyst must therefore be explicit in defining the research objectives, the process 
of analysis, and ensure that those stylistic indices chosen reflect the criteria outlined 
above.
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2.6. APPLICATIONS OF STYLISTIC ANALYSIS TO FORENSIC 
QUESTIONS.
There have been several cases which have employed stylistic methods of analysis 
within the forensic context, usually to answer questions pertaining to authorship 
attribution and discrimination. This application is relatively recent, and initially 
appears to possess great potential as a source of evidence in a court of law. 
However, the relevance of this technique to the legal process has been called into 
doubt. Caution must be exercised in its application to forensic linguistics. Examples 
of cases will be examined, and the problems they highlight will then be discussed.
2.6.1. Examples of Cases.
Probably one of the earliest applications of stylistic analysis within the forensic setting 
was the examination of the Evans statements by Svartik (1968). Timothy Evans was 
hanged, 9th March 1950, for the murder of his daughter. Support for the guilty 
verdict came from four statements that Evans allegedly made to the police concerning 
the murder of both his wife and daughter. Evans possessed a mental age of 10.5 
years and was described as illiterate. Consequently his statements were transcribed 
from his spoken accounts; one officer transcribed the statements labelled NH1 and 
NH2 and another, statements MT1 and MT2 (NH2 was the main incriminating 
statement).
Svartik’s examination focused upon statements NH2, which Evans later alleged was 
not his own account, and MT2, the content of which Evans agreed with. Svartik 
established internal consistency by dividing each statement into three sections,
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analyzing the statements according to six different clause types, using chi-square to 
assess the goodness of fit, between both statements, and within each statement. 
Svartik noted significant stylistic differences between statements NH2 and MT2, 
thereby confirming that Evans was probably not the ‘author’ of the incriminating 
statement, NH2.
Stylistic analysis was also used by Bailey (1979) in his examination of the SLA tapes 
that formed part of the Patty Hearst trial. Such analysis of the tapes was not 
permitted to be used as evidence in the trial. Upon further linguistic examination 
(employing a series of individual linguistic variables) of the SLA tapes against 
extracts from Hearst’s diary and personal letters, Bailey did show that Hearst was 
likely to have written the script concerning her conversion to the SLA.
Cluster analysis is a method that has also been used in a forensic setting. Niblett and 
Boreham (1976) examined an oral statement of confession, of which parts were 
alleged to have been fabricated by the police. The reliability of this technique was 
first established through testing on literary samples, drawing upon six sonnets from 
both Shakespeare and Wordsworth. The unit of analysis employed was frequently 
occurring words. This technique was initially unable to distinguish between the two 
poets. However reliability, according to the authors, was established when the 
technique was applied to six extracts from the "Book of Common Prayer" and six 
extracts from the novel "Guys and Dolls".
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The disputed statement was then compared against a previously undisputed statement 
and significant stylistic differences were found to exist, thereby confirming the 
allegation, in Court, that the disputed confession was not written in the style of the 
defendant.
Eagleson (1994) investigated the authorship of a letter supposedly written by a wife 
to her husband informing him that she was leaving the family for another man. The 
husband was later arrested for the murder of the wife and as a result the authorship 
of the letter was called into question. Eagleson examined known samples of writing 
from both the husband and the wife, employing a broad set of linguistic variables 
such as spelling, punctuation habits and the use of tense. The language used in the 
letter was shown to be more likely that of the husband.
2.6.2. Problems.
Each of these cases highlight the major problems in utilizing stylistic forms of 
analysis within forensic linguistics, and the application of the results to a court of 
law.
2.6.2.1. Sample Size.
The review of literary studies of authorship indicated that large samples of text were 
required for reliable results. However within a forensic setting it is unlikely that 
statements of confession and other forms of disputed documents will involve large 
samples of material (Smith, 1985; Totty et al, 1987). For instance the average length
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of the statements used by Svartik were only 1,000 words in length.
2.6.2.Z. Comparability of Material.
Another problem that needs to be addressed is the comparability of the material used 
within this field. It is necessary that samples of material for whom the author is 
known are used for comparison with the contested material. This helps in 
establishing the internal reliability of the methods used.
However these samples do need to be reflective of the same genre of language and 
be written in the same context. Bailey (1979) drew upon extracts from Hearst’s 
personal documents to compare against the SLA tapes; he compared two different 
forms of language behaviour. The application of cluster analysis by Niblett and 
Boreham (1976) to the question of a fabricated statement did compare Tike with like’. 
However their test of internal reliability of the cluster analysis technique for the 
purposes of authorship discrimination was highly questionable. The cluster analysis 
appeared to be testing the internal consistency of the genre of the material and not 
identifying differences in authorship.
It is also often the case that those working within forensic linguistics will compare 
transcripts of interviews and statements of confession with written extracts. Firstly, 
it is widely recognized by linguistics and psycholinguists that there are major 
differences between the spoken utterance and the written word (e.g. Akinnaso 1982). 
Secondly, as Svartik argues, "it would be unrealistic to expect two persons taking
50
down the same spoken statement to produce two statements of identical written form" 
(page 20).
It has long been recognized that genre and context will affect the writing style of 
authors, therefore only comparable material should be employed within a forensic 
setting.
2.6.2.3. Circumstances of Writing.
A third important question that forensic linguists must investigate is the extent to 
which circumstances change the language production of an individual (Totty et al,
1987). For instance, is writing style consistent under different pressures? What 
about the changes that may occur when the author is trying to conceal her/his identity 
(Macrossam and Ambrose, 1987) and/or imitate aspects of writing style as in 
Eagleson’s (1994) study?
Psycholinguistic research has proposed that an individual’s language will vary with 
a multitude of factors (Bailey, 1979), such as the relationship between the writer and 
the recipient of the communication, the context, mood variations, and so on. For 
instance, social psychologists have shown that in an interview situation, if a less 
standard speech pattern is employed by the interviewer then it is likely that the 
interviewee will adopt a similar speech pattern (Giles & Coupland, 1991).
51
2.6.2.4. Reliability and Validity.
Finally, the most important problem which underlies the application of stylistic 
analysis to authorship studies within the field of forensic linguistics is the lack of a 
stringent theoretical and scientific base on which the techniques are established. This 
consequently casts doubt as to the reliability and validity of the techniques used. For 
instance, it is necessary that construct validity be established. This refers to the 
extent to which the measures employed actually measure the concept under study 
(Cronbach, 1990). The problems which can occur when the reliability and the 
validity of the techniques have not been demonstrated can best be illustrated through 
the use of the Cusum technique, developed by Morton (1990).
The Cusum technique, as mentioned previously in this chapter, was applied for 
forensic purposes in 1988. It is the only method of stylistic analysis that claims 
100% reliability (Morton, 1990). Morton and his colleagues claim that the technique 
has been validated with texts from over 2,000 authors, with only "one signal failure" 
which they attributed to deliberate manipulation of writing style.
Considering the importance that the evidence produced by Cusum can play in court, 
it is imperative that Morton’s claims concerning the reliability of the technique are 
thoroughly examined and empirically tested. Consequently, the technique, and the 
claims on which it is based, have become the subject of much research within the 
academic setting. Canter and Johnson (1993), in a report to the Crown Prosecution 
Service, cite a number of examples of studies which have cast doubt as to the
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reliability and validity of this technique. The results of such research have seriously 
questioned both the technique and its underlying assumptions.
For instance, Sanford et al (1994) attacked several of the underlying assumptions - 
that there is no difference in ‘habits’ between spoken and written language and that 
individual constancies of written language exist. They could find no empirical 
support for either of these claims. Drawing upon the lexical density hypothesis 
(Halliday, 1990), they illustrated the widely recognized fact by psycholinguists (e.g. 
Akinnaso, 1982; Chafe & Tanner, 1987) that differences exist between spoken and 
written forms of language; written language is comprised of more content words and 
fewer functor words compared to spoken language. The use of the ‘habits’ proposed 
by Morton were also found not to be constant. They exhibited large degrees of 
within-author variability.
Beatty and Dodd (1993) examined Morton’s assumption that an author’s ‘habit’ will 
remain consistent over time. They met with little success and concluded that "the 
cusum technique of analysis is without foundation in claiming that every individual 
maintains a consistent habit of their utterances across their lifespan" (page 11).
As a result of these criticisms, Cusum proponents presented an alternative technique 
based upon weighted Cusum sums. Weighted cumulative sums were primarily used 
in industrial processes, and their application in authorship attribution needs support 
from other independent groups. Therefore, to investigate differences between two
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texts, the analyst must estimate the average variation within each text. This is 
achieved by calculating the expected average of the language component for each 
sentence in the whole text, and then by counting the actual occurrence of the language 
component in each sentence. Deviations of the expected average from the actual 
occurrence for each sentence is then summed giving a weighted cumulative output for 
each text. Having calculated the variation within each text, t-tests can be 
implemented to evaluate the degree to which the variations in the two texts differ 
from each other. If the underlying assumptions of the weighted cusum test are valid, 
and if the probability resulting from the t-test is greater than 0.05, then the insert 
could have come from the same text; however, if the probability is equal to or less 
than 0.05, then the insert and the rest of the text are not alike.
Hilton and Holmes (1993), in an experiment conducted to test the validity of the 
weighted Cusum technique, found that they did not give reliable results. They 
suggested the reason for this was that authors do not follow ‘habits’ sufficiently 
rigidly for Cusum techniques to determine authorship correctly. Therefore it appears 
as though the test should be used for general guidance rather than for precise 
significance levels.
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2.6.3. Summary of the role of Forensic Linguistics.
The barrage of criticism that Morton and his Cusum technique have received 
illustrates the importance of independent testing of such methods before they are 
introduced into a forensic context. When the innocence or guilt of a person is being 
determined, it is vital that all techniques put forward as evidence within a court of 
law undergo thorough empirical testing in order to establish the highest possible 
standards of scientific proof. Care is needed, and caution should be exercised before 
one rushes in to apply these types of techniques. Bailey (1979) argues "...too often 
experts themselves advance premature or exaggerated claims for the validity of 
investigative techniques.." (page 1).
Thus, the role of forensic linguistics still has a long way to go before its results 
should be admitted into a court of law. This is not to say that it has no role to play 
within the legal process. As a Colorado Judge quotes "..it can be helpful in an 
investigative procedure" (Rice, 1981; page 64).
2.7. CONCLUSION.
One approach to the analysis of written language behaviour is through Stylistic 
Analysis. This quantitative approach to the analysis of language draws upon 
statistical techniques. The last century has seen many studies of authorship published 
drawing upon these statistical methods. This chapter has reviewed some of the 
stylistic measures employed within the field of stylistic analysis.
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The present research focused upon two levels of analysis, the individual’s lexical and 
syntactic repertoire. The multivariate approach to the analysis of language behaviour 
appears to be the most satisfactory approach to adopt. The analyst is faced with a 
multitude of linguistic variables on which to base his/her research. Singular units of 
linguistic measurement appear to offer inconsistent results. Confidence in the 
discriminatory abilities of both lexical and syntactic variables could be strengthened 
by using them as a set of well formulated discriminators of style.
It is also clearly vital that the stylistic discriminators chosen fulfil the set of criteria 
established previously. Reliability and validity of these selected measures is crucial. 
The analysis of literary style through stylistic analysis will provide us with a baseline 
from which to work:
"..it provides verifiable empirical evidence of stylistic habits or trends about a 
writer, his works, or literary genres under study. As with its earlier applications to 
literary research, the machine must keep its proper place, a powerful, accurate and 
speedy assistant, and sometimes even partner, with the scholar - in the enterprise of 
stylistic analysis" (Oakman, 1980; page 169).
The method of stylistic analysis that was used for the present research adopted a 
multivariate approach to authors’ lexical and syntactic repertoires. The way in which 
this method was developed is described in detail in Chapters Three to Six.
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CHAPTER THREE
STYLE AND WRITTEN LANGUAGE BEHAVIOUR.
3.1. INTRODUCTION.
The process of language production (whether written or spoken) involves translating 
a thought from a non-linguistic code into a linguistically structured message (e.g. 
Carroll, 1994; Garman, 1990). The writer has to construct a mental representation 
of the information to be conveyed; semantic knowledge must then be drawn upon in 
order to construct a literal meaning that can be used in the expression of the intended 
meaning; the chosen meaning is then encoded into sentence fragments, and then a 
complete set of sentences which form the text.
In order to accomplish this process, there are a number of factors at work, to varying 
degrees. The unique combination of these for each author results in a ‘style’ of 
language use; an author-specific pattern of language behaviour. For the purposes of 
this thesis, style is defined as "a characteristic mode of expression" (McMenamin,
1993). Such a definition implies that the creation of these linguistic patterns are 
subject to variation. The determinants of style, the factors which influence individual 
variation within the writing process, will now be discussed in turn.
3.2. MENTAL REPRESENTATIONS AND THE MENTAL LEXICON.
Many different cognitive demands are made within a writing task between the initial 
idea and the final production of the text. These cognitive operations during the
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writing process have been extensively researched (e.g. Bereiter, 1980; Fodor, Beaver 
& Garrett, 1974; Hayes & Flower, 1980; Scinto, 1986), but this thesis is only 
examining them in relation to how they could pertain to individual differences in the 
production of written language behaviour.
Firstly, the writer has to construct a mental representation of the information to be 
conveyed. This is a non-linguistic representation of the ideational content of the 
intended message (Fodor, 1975). This mental representation includes the information 
that is going to be represented in the written language.
Secondly, the writer must draw upon his/her mental lexicon; that is, his/her internal 
store of knowledge about words. The mental lexicon contains knowledge about the 
meanings of words, and about the relations between word meanings. It is our 
knowledge of words and concepts organized within a network of semantic relations.
The process of retrieving information from the mental lexicon is influenced by a 
number of factors. The frequency of usage of words enables easier retrieval (Carroll,
1994). Foss (1969) demonstrated in a phoneme monitoring study that there was an 
increase in processing load for low frequency words. This suggests that such words 
are not as ‘close to the surface’ of the mental lexicon, and are more difficult to access 
than high frequency words. Semantic priming is also argued to be an influential 
factor in the retrieval of information from the mental lexicon. Meyer & Schvaneveldt 
(1971) argue that the presentation of a word reduces the threshold for accessing a
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second related word. For example, the time needed to classify the word ‘butter’ as 
a word varied with the priming stimulus. The times were shorter when the prime was 
‘bread’ than when it was ‘nurse’. This can be explained through the Spreading 
Activation model (Collins & Loftus, 1975); the word ‘bread’ unlike ‘nurse’ spreads 
its activation to the closely associated concept of ‘butter’, thus reducing its threshold 
for activation. The context of a word narrows our processing to fewer words and 
word meanings. The context has been found to facilitate or inhibit lexical access 
(Stanovich & West, 1983; Tulving & Thompson, 1973). When context is 
appropriate, a priming effect is observed and the time needed to access that word is 
reduced, but when the word is ‘out of context’, time required for lexical access 
increases.
Both the mental representation and the contents of the mental lexicon, can be 
influenced by factors such as the level of education of the writer, and his/her 
repertoire of general plans and schemata (Bereiter, 1980). People bring different 
schemata into play when producing a text. Furthermore, the schemata by which an 
individual assimilates new knowledge into the mental lexicon are likely to depend on 
their background and life situation. Also, how frequently the writer has previously 
reconstructed a particular representation may influence its content; a representation 
may become increasingly rich as it is repeatedly constructed (Foss & Hakes, 1978).
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3.3. SYNTACTIC COMPETENCE.
In order to express the mental representation in written language the writer must also 
draw upon the structural devices of the language (Collins & Center, 1980; Scinto, 
1986). This involves the assignment of syntactic structures to the sentences being 
written. The syntax of a language specifies how words may be combined in a rule- 
governed way to form meaningful sentences.
As mentioned in Chapter One, every form of communication represents a series of 
choices, such as the choice of words to employ, punctuation and the grammatical 
structure of the words, in order to convey the intended meaning. Some of those 
choices are constrained by the requirements of the rules of the language system in 
which the communication is cast. For instance, the words ‘is’ and ‘are’ are 
determined by the number of entities in the sentence subject - ‘The apple is red’ 
versus ‘The apples are red’.
A language system possesses a hierarchical arrangement of linguistic units (Miron, 
1981). For example, the elemental unit of sound, phones, are grouped into 
phonemes, which are used to construct morphemes, which in turn are used to 
construct words, clauses, sentences, paragraphs, and finally the total form of 
communication. As the linguistic unit increases in complexity, the influence of the 
rules of the language system diminish, and personal influences begin to affect the 
form of communication (Miron, 1981). Therefore, the structure of a sentence is 
likely to be more reflective of the author than the phonemes or morphemes.
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An author’s use of language is also dependent upon both their linguistic knowledge, 
(Brand, 1989) and their competence in utilizing that knowledge. Some individuals 
will be more or less competent in employing the rules of the language system as part 
of their linguistic behaviour than others. Authors are only able to use that 
vocabulary, and those rules of syntax, that they are familiar with. This knowledge 
can be limited, in that an author cannot convey what s/he does not know.
Therefore the determinants of choice open to each author affect both the form and 
content of the written material. The linguistic ‘style’ of an individual results from the 
deliberate and non-deliberate choices of linguistic units available to them.
3.4. CONTEXT OF THE COMMUNICATION PROCESS.
The ‘style’ of written language behaviour can also be influenced by aspects relating 
to the context of the communication process itself. These can be divided into the 
genre of the language, the modality of the communication and the relationship 
between the parties involved.
The genre of the communication is important to variation within its language. It acts 
to shape the content of the text, and will therefore determine certain word choices 
made by an author. For instance, the style will vary when writing a formal business 
letter as opposed to an informal letter to a friend. There has been a vast amount of 
research that has illustrated that different genres of written language will influence the 
language behaviour of an author (e.g. Bennett, 1969; Holmes, 1985; Turner, 1973;
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Ullman, 1973). Antosch (1969) investigated the ‘Verb-Adjective Ratio’ as an 
objective measure of style. He examined its use across various literary genres and 
established that differences could be identified in its use, between novels and scientific 
papers, and between poems and ballads. It does appear that the linguistic choices 
made by an author in the production of language are determined by the genre and the 
situation for which they are writing.
Differences in style have also been determined by the mode of communication used. 
A plethora of research exists which focuses upon the differences between spoken and 
written forms of language behaviour. Written language typically uses a larger lexicon 
(Halliday, 1990) and a more orderly and complex syntax than oral forms of language 
behaviour (Bromley, 1991). This is attributed to the fact that written language 
production allows more opportunity for both thought and revision. Even here 
individual differences in writing style can be identified. For instance, you can have 
the writer who tries to produce a perfect sentence before moving onto the next, with 
planning, translating and reviewing being completed for each sentence before going 
on to the second (Hayes & Flower, 1980; Scinto, 1986). Another type is the author 
whose thoughts are written down as they occur with reviewing taking place later. 
Finally, there is the author who plans a draft, writes it out in full and then reviews 
the material in its entirety; this latter approach is one favoured by academics (Hayes 
& Flower, 1980).
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All forms of written communication represent a ‘relationship’ between the author and 
its reader. The author has to take into account the person that s/he is communicating 
with, considering factors such as their age, educational ability, position and what they 
think the reader knows and expects, and then adapt their language behaviour 
accordingly (e.g. Bereiter, 1980; Hayes & Flower, 1980; Sandell, 1977).
3.5. INFLUENCES OF THE INDIVIDUAL.
Miron (1981) assumes that "the language of the communication is the signature of its 
source" (page 406). This association of language behaviour to aspects of the 
individual is not a new area of investigation. Sociolinguistic research has 
concentrated upon the choices in language behaviour that are determined through 
social factors, such as geography, class and occupation.
Previous research has shown that there are a variety of differences based upon 
geography. For instance, if one considers spoken language, the different 
pronunciations of the same word ‘farm’ with or without the ‘r ’ corresponds broadly 
to southern and northern regions of England. Chotlos (1944), using samples of text 
3,000 words in length, derived from 108 school children, found that the Type Token 
ratio (in relation to noun, verb and adverb tokens) were significantly related to the 
type of residence of the subjects. Those living in the cities used the fewest verbs and 
adverbs, whilst those living in towns used the most.
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According to sociolinguists, it is social class that takes precedence as a determinant 
of language behaviour. The language of the individual reflects the needs, interests 
and experiences of the people, and also indicates something about the structure of that 
group or society. Linguistic forms of behaviour can act as markers of the social 
characteristics of the individual (Hudson, 1980). Through the production of language 
behaviour, the particular social group to which an individual belongs can be 
identified. Individuals are argued to make an act of identity through the use of forms 
of linguistic behaviour (Hudson, 1980). Through this act of identity to a class, and 
by adopting their language patterns, a member’s view of that group becomes part of 
him/herself. A ‘class’ can be defined as a network of people who have more contacts 
with other members of the same network than with the people outside it. One effect 
of such membership is that people are constrained by its behavioral norms, and 
therefore such constraints may lead to conformity within the language behaviour of 
the social group (Hudson, 1980). Trudgill (1974) illustrated this point with his study 
on the spoken word endings, ‘ing’ and ‘ng’. He found that those groups that 
employed ‘ing’ as part of their speech at the ends of words were credited with a 
higher social status than those who employed ‘ng’ at the ends of their spoken words.
Social class influences the most fundamental events in people’s lives and is 
particularly pervasive within education. One explanation put forward to explain the 
differences that exist between social classes in relation to their language is explained 
by Bernstein’s (1969) deficit theory. He argued that it is possible to distinguish 
between two ways of using language - the elaborated and the restricted code.
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Elaborated code is a type of language which is relatively explicit in form, making few 
assumptions regarding the hearer’s knowledge. Restricted code is relatively inexplicit 
in nature and makes great assumptions concerning the hearer’s knowledge. It is 
claimed that this form of language code is one shared by the working and lower 
classes, whereas members of the higher classes use either restricted or elaborated 
coded depending upon the circumstances. Bernstein (1969) claims that forms of 
language behaviour controlled by the restricted code are more restricted, both syntax 
and vocabulary are more ‘predictable’. Thus the language behaviour of lower class 
individuals contains less vocabulary and fewer constructions than that of the higher 
classes. This is a situation that has been reinforced with teacher’s evaluations of their 
students.
Studies have shown that speech style is an important cue to the teachers in their 
assessment of their pupils (Seligman, Tucker & Lambert, 1972). Those who would 
speak in a restricted code cause teachers to hold them in a lower status regarding their 
academic potential, than those who employ the elaborated code (Brophy & Good, 
1974). These attitudes from the teacher may in turn affect the children’s learning 
ability and consequently the degree of their grasp of grammatical concepts of the 
English language - a self-fulfilling prophecy. Bernstein’s theory was obviously 
controversial in its statements and led to a great deal of further research. There was 
evidence found for quantitative differences in the command of syntax (Hawkins, 
1973; Wells, 1979) and in vocabulary, but nowhere near as large a difference as was 
argued by Bernstein’s theory.
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Therefore these aspects of social context that determine stylistic variation within 
language behaviour reflect the concept of dialect. The writer’s membership is defined 
by their geography, class and occupational group. However, whilst some choices 
within written language behaviour are partly determined socially, some are due to the 
individual; this is referred to as the idiolect (e.g. McMenamin, 1993; Milic, 1966; 
Moerk, 1973; Zwicky & Zwicky, 1982). There has been extensive research into 
these personological influences on language behaviour. However, given that it is the 
second part of this research which will consider these influences, a detailed analysis 
will not be given here, but later within the thesis.
3.6. SUMMARY.
We can therefore conclude that within writing the author must construct and elaborate 
an underlying conceptual content, evaluate this content in terms of its coherence and 
appropriateness, encode this conceptual content into words organised by means of 
syntactic structures, and finally manage the graphomotor activity necessary to inscribe 
the text. However, from the choices made by the individual as part of this process, 
we can begin to understand the general characteristics of an individual’s manner of 
written expression. The written form of language behaviour is an individual but 
complex creation influenced by a number of factors working together.
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CHAPTER FOUR 
STUDY ONE:
AN EXPLORATORY STUDY TO INVESTIGATE THE FACETS OF 
WRITTEN LANGUAGE BEHAVIOUR.
4.1. INTRODUCTION.
Style can therefore be seen as the result of a series of choices which are influenced 
by both linguistic and extralinguistic factors. Attempting to define an author’s style 
of written language behaviour through the examination of linguistic units in isolation, 
does not really reflect the true complexity in the combination of these choices. One 
linguistic unit can exist as a ‘form’ of language but it cannot be said to possess a style 
(Sandell, 1977). One of the aims of this thesis is to ascertain whether written forms 
of linguistic behaviour correlate with some personality characteristics of the author. 
However before addressing this aim, it is necessary to objectively identify the 
intrinsic relationships that form written language behaviour. Then the influences of 
stylistic variation upon these linguistic forms can be determined.
Past research into the examination of patterns of linguistic behaviour have tended to 
employ factor analytical techniques. Carroll (1960) used factor analysis to examine 
the interrelations between a set of thirty subjective and thirty-eight objective measures 
of linguistic behaviour. His database comprised of 150 samples of text, each 300 
words in length. They reflected a wide variety of language use. The factor analysis 
resulted in six significant factors of style, each pattern represented a form of linguistic
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behaviour - General Style Evaluation, Personal Affect, Ornamentation, Abstractness, 
Seriousness and Narration versus Characterization. Aked (1994) used factor analysis 
upon her database of examination essays scored over twenty-three linguistic variables, 
identifying five factors accounting for 55.5% of the variance. These were reflective 
of Sentence Complexity, Passivity, Modulation, Openers and Weak Complexity. 
Moerk (1972) applied the same technique to a series of short stories (on the same 
topic) of thirty students scored across fifty-one linguistic variables, which he felt 
illustrated the broad range of linguistic units available for such analysis. He 
established five significant factors which he labelled, Basic style, Noun style. 
Persevering style. Enrichment and Precise style.
There does not appear to be a high level of consistency between the factors of style 
identified within each of these studies. Nevertheless, this could be explained through 
the diversity of linguistic variables employed across each study. It is also not clear 
that the dimensions of style identified in both Carroll’s (1960) and Aked’s (1994) 
study are in fact such, or rather reflective of patterns of content of the written 
material. There did appear to be a wide variety of written material drawn upon. 
Nevertheless it is clear from all three of these studies that patterns of written language 
behaviour can be identified.
Style can now be seen as the consistent and characteristic choices of an author, and 
the inter-relations amongst those choices, from a combination of individual words and 
sentence forms. Within the written form of language production there are therefore
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many different ways to express the same message; the use of words and grammatical 
constructions will differ. Lexical items of language refer to those words which carry 
the semantic content of the text. Membership to the lexicon is unlimited, so such 
items are often referred to as ‘open class’ words. Syntactic items of language include 
the ‘closed class’ function words and morphemes (Bolinger & Sears, 1981; Halliday, 
1990; Lyons, 1968). There are a set of rules governing their use within the language 
production process. They impose a ‘structural’ order on the lexical items. These 
rules tell us how to write as opposed to what we write.
Using a multivariate approach, the present pilot study investigated the use of 
grammatical and lexical items within a piece of text. The aim of the study was to 
build a model which reflected the inter-relations between a set of linguistic variables. 
This would serve to identify the basic dimensions of style that existed between the 
selected variables, to determine which of the variables would co-occur with other 
linguistic variables. Once this structural order has been established, individual 
linguistic profiles can be examined against the structure in order to ascertain if 
individual authors display a unique writing style as reflected by their linguistic 
profile.
This initial study therefore aimed to establish the basic dimensions in which style 
varies. It was hypothesized that written language behaviour could be quantified 
through the lexical or the syntactic aspects of the language. The method used was 
Smallest Space Analysis (SSA) rather than Factor Analysis, and this is what
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differentiates this research from other previous studies. In SSA the relationships 
between variables in a set are represented as distances in space. Therefore the results 
will not be dramatically influenced by the introduction of new and related variables 
because the sample variables are seen as " marking points in the space, from which 
the structure of the entire concept space may be inferred" (Shye et al, 1994; page 3). 
In contrast, the dimensions identified in a factor analysis will be affected by the 
inclusion or exclusion of relevant variables. As Shye et al (1994) quotes, "..the 
particular sampling of the variables to be processed together directly affects the 
derived factors and their interpretation" (page 3). Given that this research is seeking 
to identify structural relationships between linguistic variables, and given that the full 
range of these are not available for analysis, SSA was employed.
4.2. METHOD.
4.2.1. Sample.
The sample consisted of 60 pieces of written text. The sample texts were selected 
from academic written material readily available from two individuals for whom such 
writing was common practice. Author 1 was a male Professor of Psychology (aged 
50 years) and Author 2, a post-graduate female student of Psychology (aged 26 
years). Both authors contributed 30 samples of text each. The texts reflected a 
variety of subject matters but all written in an ‘academic’ style (see Appendix A).
It was deemed necessary that the samples of text used in this study should be drawn 
from the same genre of language, so that any variation in the styles would be
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reflective of that individual’s style of language behaviour and not a function of 
context.
Each of the samples was approximately 200 words in length. As mentioned in 
Chapter Two, many studies of language have been carried out with samples of text 
thousands of words long. This has practical difficulties in the collection, analysis and 
application of these stylistic techniques to forensic issues. One of the criteria of a 
successful stylistic indicator was that it should be effective on small samples of text. 
Table 4.1 gives the average length of the material supplied by the two authors. A 
more detailed breakdown of the sample texts can be found in Appendix A.
The selection procedure for the linguistic variables to be used in the analysis was 
concerned with the identification of those variables which had already proven to be
TABLE 4.1: Length of sample texts (in words) for each author.
N MINIMUM
LENGTH
(WORDS)
MAXIMUM
LENGTH
(WORDS)
MEAN
LENGTH
(WORDS)
ST.DEV
AUTHOR 1 30 150 213 194.43 11.93
AUTHOR 2 30 169 220 199.93 14.29
successful measures of discrimination between authors’ writing styles (see literature 
review in Chapter Two). The second criterion was based upon the ease of their 
calculation. The 60 samples of text were each coded using three commercially 
available computer packages designed for grammatical analysis - Rightwriter (1987), 
Readability Plus (1988) and Style (1980). The programs yielded a numerical value
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associated with quantities of the linguistic variables found within each piece of text. 
Readability Plus (1988) was the only one of the three that did not measure 
grammatical usage in itself. Its measures are based upon statistical procedures that 
measure word length, sentence length, percentage of commonly encountered words 
and the percentage of unusual words.
Commercially available packages such as these possess two advantages. The first is 
that they are tested extensively before being placed on the open market so the analyst 
can be more certain concerning the accuracy of the results (Style Manual, 1980). The 
second is their ease of accessibility and use, which is less time consuming than 
‘counting’ the variables by hand.
It was decided to employ percentage data as opposed to mean scores, primarily for 
two reasons. Firstly, scores were required which would not be influenced by the 
differing lengths of the written material. Secondly, in these computer packages there 
are more percentage scores available than average scores. Therefore, in order to 
have as wide a spread of linguistic variables as possible for the analysis, percentage 
data were utilized.
Nineteen linguistic variables fulfilled these criteria. The selected variables reflected 
both lexical and syntactic properties of written language behaviour.
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4.2.2. Definitions of Variables.
These measures were broadly divided into subgroups which measured lexical and 
syntactic configurations of language use such as sentence information, word usage, 
sentence types and sentence beginnings (Style Manual, 1980). When the programs 
‘read’ a document they all use sentences as a basis to compute the values. Sentences 
are considered " the minimum part of language that expresses a complete thought" 
(Bolinger & Sears, 1981; page 90). A sentence is defined by all three programs as 
a string of words ending in either a full stop, an exclamation mark, a question mark 
or a slash. It should be noted that the programs do not treat numbers, abbreviations 
with embedded full stops and initials separated by full stops as separate sentence 
strings; they therefore enable the sentences to be broken at the proper place.
Those variables which were identified as lexical items were defined as the content 
carrying aspects of the language. The syntactic variables were those which fulfilled 
a grammatical purpose and provided a structural order to the language behaviour. A 
few of the linguistic variables adopted for this study could not be clearly assigned to 
either category. The Lexical/Syntactic division of language behaviour was not 
therefore seen in terms of two mutually exclusive categories (Halliday, 1990), but 
instead as a continuum of lexical to syntactic language use. Consequently, adoption 
of this notion meant that it was likely that there would be certain items of language 
which could be argued as belonging to both categories. For the purposes of this 
research they were defined as ‘Intermediate’ items.
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4.2.2.I. Lexical Variables.
1. PERCENTAGE OF COMMON WORDS: (Readability Plus) The program 
identified the 2450 most commonly occurring words in the English language. The 
percentage of words in the text which consists of the ten most frequently occurring 
words {the, of, to, and, in, a, that, is, for, it) was calculated. These ten words account for 
20% of an average piece of written text (Coulthard, 1994; Readability Plus Manual,
1988).
2. PERCENTAGE OF UNUSUAL WORDS: (Readability Plus) Unusual words were 
those that were not included in the 2450 word list. Thus, the percentage of unusual 
words was a measure of the less commonly used words by an individual. If the 
percentage was higher than 20%, this was an indication that more unusual words 
were employed within the text, and this may have served to increase the complexity 
of the text.
3. JARGON INDEX: (Rightwriter) This measured the correctness of the text through 
the misuse of words and the use of jargon and colloquialisms. Rightwriter (1987) 
identified any words in the material which were in an unusual or confusing context, 
or had been used incorrectly. The program compared every word against what is 
term ed‘acceptable English’.
4. PERCENTAGE OF NON FUNCTION WORDS: (Style) Non Function words 
were seen as the content carrying words of a piece of text. These included nouns, 
adjectives, adverbs and non auxiliary verbs.
5. TYPE TOKEN RATIO (TTR): (Rightwriter) Used to measure vocabulary 
diversity. The average individual possesses a writing vocabulary of 10,000 words
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(Harrison, 1980). Intelligence, age, social class and educational ability (Horn, 1926) 
have been shown to be some of the principal factors that can be correlated with 
differences in an individual’s vocabulary. If a person holds a small vocabulary then 
that individual will, in the course of a piece of text, reuse a word with more 
frequency than an individual with a larger vocabulary. The TTR identified the 
frequency of words against the number of words occurring in a piece of text and 
established an index of diversification (Holmes, 1985). The only disadvantage of this 
ratio is its sensitivity to text length - it is only useful when the comparative texts are 
nearly identical in length, as in this study.
4.2.2.2. Syntactic Variables.
(i) Sentence Information.
6. PERCENTAGE OF SHORT SENTENCES: (Style) Short sentences were identified 
as those which were at least five words below the average sentence length for each 
piece of text.
7. PERCENTAGE OF LONG SENTENCES: (Style) Long sentences were those 
which were at least ten words above the average sentence length for each piece of 
text.
(ii) Sentence Types.
8. PERCENTAGE OF SIMPLE SENTENCES: (Style) A simple sentence contained 
one verb and no dependent clause.
9. PERCENTAGE OF COMPLEX SENTENCES: (Style) A Complex sentence 
possessed one independent clause and one dependent clause, each with one verb.
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Such sentences contained either a subordinate conjunction or a clause beginning with 
words like ‘that’ or ‘who’.
10. PERCENTAGE OF COMPOUND SENTENCE: (Style) A Compound sentence 
contained more than one verb and no dependent clause. Sentences joined by a semi 
colon were also counted as compound sentences.
(iii) Word usage.
11. PERCENTAGE OF PASSIVE VERBS: (Style) Passive verbs were calculated as 
a percentage of the finite verbs in the document. They served to take the object of 
a sentence and move it in front of a verb, putting the subject into a prepositional 
phrase headed by a preposition. A passive verb therefore served to emphasize the 
object.
12. PERCENTAGE OF THE VERB TYPE ‘TO BE’: (Style) This verb type was a 
percentage of the total verbs contained within the text; it is generally described as a 
‘linking’ verb (Morenberg, 1991). Verb phrases containing auxiliary verbs are not 
included in this calculation. This verb type had eight different forms - be, is, am, are, 
was, were, been, being. They were usually followed by a noun phrase, an adjectival 
phrase or an adverb of place.
13. PERCENTAGE OF FUNCTOR WORDS: (Style) These are comprised of 
prepositions, conjunctions, articles and auxiliary verbs. They are the short words 
which serve to link the non functor words together in order to convey a 
grammatically correct and understood sentence. It is argued that they are used 
unconsciously by the writer (e.g. Morton & Michaelson, 1990; Morton, 1991).
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(iv) Sentence Openers.
14. PERCENTAGE OF CONJUNCTION OPENERS: (Style) Conjunctions at the 
start of a sentence served to illustrate transition between the sentences.
15. PERCENTAGE OF SUBORDINATE CONJUNCTION OPENERS: (Style) This 
is when a sentence begins with a subordinate clause. If the percentage figure is low 
then this is an indication that much of the subordination is embedded.
4.2.2.3. Intermediate Variables.
16. FLESCH READING EASE SCORE (FEES): (Rightwriter) This measure 
quantified the difficulty attached to understanding a piece of written text. It is based 
upon average sentence length and average word length. Average sentence length is 
a commonly used measure of grammatical complexity (Bromley, 1991). Typically the 
longer the sentence, the more complex the written material, as it is more likely to 
contain multiple clauses as opposed to single clauses (Ellis & Beattie, 1986). Average 
word length was measured in terms of the number of syllables. It is assumed that the 
longer the word, the more indicative of an advanced educational level (Ellis & 
Beattie, 1986). The FRES scores range from 1 - 100, with the more complicated the 
text, the higher the score. It can then be transformed by an empirical formula to give 
a value that represents the number of years education required to understand the text, 
as follows:
FRES = 206.35 - (0.846 * SYLLS/100W) - (1.015 * WDS/SENS) 
where SYLLS/100W = Number of syllables per 100 words 
and WDS/SENS = The average number of words per sentence.
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The formula required to transform this value into educational levels varies with the 
value of the FRES:
FRES EDUCATION INDEX
< 50 - ((FRES - 150) / 10)
50-60 - ((FRES - 110) / 5)
60-70 - ((FRES - 93)/ 3.3)
+70 - ((FRES - 140) / 6.7)
There are numerous Readability Indices and there is no one judgement concerning 
which of them is the best. Validation studies have been carried out on the numerous 
readability formulas in existence to date and have shown that they are consistent in 
their measurement of readability (Harrison, 1980; Klare, 1963; Readability Plus 
Manual, 1988). However, one must take into account that such indices are only valid 
if one assumes that the author and their text/s are generally consistent in the use of 
vocabulary and syntax. The indices cannot take into account all factors, such as how 
familiar the author is with the subject s/he is writing about, her/his general level of 
education, and syntax errors which may flaw the structure of the sentences.
17. PERCENTAGE OF PRONOUNS: (Style) This percentage was based upon the 
number of pronouns against the total number of words within the text. Pronouns are 
words which add cohesiveness and connectivity to a text, providing back reference. 
Examples of such are he, she, his, their; they replace lexical words. Documents with 
no pronouns tend to be wordy and have little connectivity (Style Manual, 1980).
18. DESCRIPTIVE INDEX: (Rightwriter) This measure was based upon the
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percentage of the use of adjectives and adverbs within the written material. It 
measured how many qualifying words and phrases are used. The use of too many 
modifiers can make the language confusing and difficult to understand. This index 
may also serve to reveal facts concerning the writer’s previous use of English. For 
instance, an individual who writes occasionally or for informal purposes has a 
tendency to be more descriptive and less direct in their use of language whereas 
‘business’ English requires a ‘strong’ style.
19. PERCENTAGE OF SUBJECT OPENERS: (Style) This linguistic variable related 
to the part of speech which began a sentence. In this case, the sentence began with 
the subject - noun, pronouns, adjectives and articles.
After an initial exploratory analysis using all nineteen measures, four of these 
linguistic variables were subsequently excluded from the final analysis. These were 
the type token ratio (TTR), the Flesch Reading Ease score (FRES), the percentage 
of conjunction openers (Conj.op), and the percentage of subordinate conjunction 
openers (Subcj.op). The type token ratio was excluded due to its sensitivity to text 
length. Despite the texts used in this study being of an approximately equal length, 
texts are unlikely to be of equal length in real-world practical applications of the 
measure, and it was therefore decided that this problem mitigated against the use of 
this measure. The Flesch Reading Ease score was a summary variable, made up of 
the sum of two different scores of linguistic variables, average sentence length and 
average word length. It was decided that this might possibly distort the findings and 
the inter-correlations between the remaining variables.
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Both the percentage of subordinate conjunction openers and conjunction openers 
scored extremely low across the sample texts. A decision was taken to remove them 
from further analysis as their use was thought to produce a floor effect.
A summary of the final set of fifteen linguistic variables employed within the analysis 
is given in Table 4.2, together with abbreviations for each.
TABLE 4.2:
Variables and their abbreviations used in the analysis.
VARIABLES: ABBREVIATIONS:
LEXICAL ITEMS:
% Common Words Com.Wds.
% Uncommon Words Uncom.Wds
% Jargon JI.
% Non Functor Words NFWds.
SYNTACTIC ITEMS:
% Short Sentences Short
% Long Sentences Long
% Simple Sentences Simple
% Complex Sentences Complex
% Compound Sentences Compound
% Passive Verbs Passive
% Verb ’To Be’ To Be
% Functor Words Func.Wds
INTERMEDIATE ITEMS:
% Pronouns Pro
Descriptive Index (%) DI
% Subject openers Subj.op
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4.2.3. Method of Analysis.
The data were analyzed using Confirmatory Smallest Space Analysis (Guttmann, 
1944; Lingoes, 1973; Shye et al, 1994; Borg & Shye, 1995) to present the variables 
on the basis of their structural similarity. SSA was used to test the regional 
hypothesis that the underlying structure of written language behaviour can be divided 
into two facet elements. The first facet (A) will represent the lexical items of 
language, and the second (B), will reflect the syntactic items. These two regions of 
the SSA will then enable identification of any related variables which have these facet 
elements in common.
SSA computes correlation coefficients between the variables, that is the degree to 
which each variable relates to every other variable. These coefficients are then rank 
ordered, and the data transformed into a triangular data matrix, measuring the 
distance between each of the variables. A geometric representation of the 
relationships between the variables is then created with the rank order of the distances 
between the variables being inversely related to the rank order of the original 
correlation coefficients.
Iterations are performed on the data comparing the rank order assigned to the 
correlation with the rank order of the distance, whilst adjustment is made to the 
geometric representation. The closer the rank orders, the better the fit between the 
geometric representation and the original correlation matrix. The goodness of fit of 
a solution is measured by the coefficient of alienation; the better the fit, the smaller
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the coefficient. It indicates the degree to which the inter-correlations between the 
variables are represented by their corresponding spatial distances. Acceptable 
coefficients of alienation are between 0.15 and 0.2 (Borg & Shye, 1995; Elizur, 
1984; Guttman, 1968; Shye et al, 1994).
The resulting geometric representation can then be interpreted using the principle of 
Regional Contiguity, which is concerned with how clearly the SSA plot can be 
partitioned into the hypothesized region/s (Guttman, 1944, 1968; Shye, 1978; Shye 
et al, 1994). Any variables which possess the same underlying structure will be 
represented in a corresponding empirical structure. Therefore variables which are 
highly correlated are likely to share the same facet element, and should appear 
clustered together in the multi-dimensional space, unlike variables which do not share 
the same facet element (Canter, 1985, 1989; Heritage, 1992; Shye et al, 1994). The 
spatial representation of the variables gives an indication as to what the variables in 
that region of the plot have in common.
The Regional Hypothesis being tested in this study is that the resulting geometric 
representation of the units of language obtained by SSA can be partitioned into 
distinct regions according to the facet elements proposed above. For instance, 
variables which refer to the lexical components of language would be located in one 
region of the plot, whereas those variables which refer to syntactic properties of 
language behaviour would be located in a second region.
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4.3. RESULTS.
The SSA on the 60 samples of text using the 15 variables listed in Table 4.2 was 
carried out on an association matrix of Pearson Product Moment Coefficients which 
was suited to this type of data. SSA revealed that the matrix of association was best 
represented in a 3-D solution. The dimensionality of the SSA solution should be the 
lowest necessary to adequately represent the relationships within the data. The 3-D 
solution (represented by vector 3 against vector 2) displayed interpretable 
relationships between the 15 linguistic variables. The 3-D solution had a Guttman - 
Lingoes’ coefficient of alienation of 0.14 with 74 iterations, indicating a reasonable 
fit. Each of the variables illustrated on the plot (Figure 4.1) therefore represented the 
values recorded for that particular variable over the 60 samples of text used in this 
study. All 15 language items were mapped onto a 2-dimensional space diagram and 
tested for partitioning possibilities.
Figure 4.2 shows a facet diagram for the two proposed elements (lexical and 
syntactic) which belong to written language behaviour. A facet diagram is a duplicate 
of the SSA Space diagram except that the variables are replaced, in this case, by 
facet element markers to which the variable/s are hypothesized to belong.
The item diagram was divided into the two distinct regions, labelled A and B (Figure 
4.2). The items were divided according to whether they reflected the lexical or 
syntactic components of language behaviour. Items that referred to lexical units of 
language can be identified in region A of the plot. They relate to the content carrying
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FIGURE 4.1
SSA: 60 samples of academic text from two authors.
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FIGURE 4.2
SSA: Item Diagram for Facet Elements.
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aspects of the written material. These ‘Content’ variables were the percentage of 
uncommon words (Uncom.Wds), Non Functor words (NFWds), the use of jargon 
(JI), the percentage of subject openers (Subj.op) and finally, the use of simple 
sentences (Simple). The item which appeared to deviate from the expected region 
into this one, was the percentage of simple sentences. An example of a sample of 
written material which scores highly across these linguistic variables is given below. 
The sample shows the lexical density of the written language.
- " The distinction between psychology and psychiatry also helps to clarify 
how scientific psychology can be developed for use by investigators. Clinical 
psychologists train first as general behavioral scientists. Their specialization 
in psychological problems as they relate to mental and physical health comes 
after their primary qualification as scientific psychologists. So, typically, 
clinical psychologists end up working in health care settings, sometimes with 
psychiatrists (whose primary training is in medicine). As physicians, 
psychiatrists specialize in the cure of mental disease after becoming qualified 
in general medicine. Putting it at its essence, clinical psychologists are first 
and foremost students of human action and experience, ’behavioral scientists’ ; 
psychiatrists are primarily physicians. This does not stop clinical 
psychologists being trained in how to treat people using therapies derived from 
psychological research, nor does it stop psychiatrists doing valuable scientific 
research on the causes and cures of mental illness. Both professions are likely 
to call their treatments psychotherapy, although psychiatrists are more likely 
to supplement talking cures with medication. If either group uses 
psychotherapy which is heavily influenced by the work of Sigmund Freud or 
his followers, they may call their treatment psychoanalysis. The distinctions 
I have described may be illustrated by considering the case brought to me of 
a woman in her late thirties who was anorexic".
The variables included in region B of the plot represented the syntactic aspects of 
language, with the percentage of common words (Com.Wds.) having deviated into 
this region. This conceptual distinction between the two regions formed an axial 
facet, partitioning the space by a linear division. The presence of the axial facet gave
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rise to a structure known as a simplex, which allowed one to derive a two way 
classification of linguistic features. However the region representing the syntactic 
element of language behaviour was also open to further partitioning possibilities.
The region was partitioned into three separate regions (Figure 4.3). This division of 
the SSA space can be conceptualized in relation to three different writing styles; they 
were labelled as Ornate, Obscure and Standard.
Ornate writing consisted of two variables, the percentage of complex sentences 
(Complex) and the use of description measured by the descriptive index (DI). Thus 
the variables contained in this region appear representative of a high level of 
description and complexity, as can be seen in the example below.
- "If the environment really is treated as a potential ’contaminant’ in social 
research then what, on earth, is the nature of the beings that are under study? 
Surely, as long as theories of social psychology ignore the context (both 
human and physical) of social behaviour they will be severely limited. Yet, 
as Paulus argues and a number of contributors illustrate it is precisely the 
change in perspective on the environment from a ‘contaminant’ to a ‘context’ 
that is the value of the social/environmental link. Indeed, as Werner points 
out in her introduction to section 1, the effectiveness of a group is in part 
related to its effective use of its surroundings. So even this most social of 
phenomena, that has been most frequently studied in supposedly 
‘uncontaminated’ laboratories, needs to be seen in relation to its context. 
Thus, although it may seem apparent from the brief examination of 
environmental psychology that its practioners are opening their arms to 
embrace their social colleagues, up until very recently there was no obvious 
sign of any reciprocation. For, although this volume shows that there is a basis 
for a rapprochement, because the individualistic, laboratory orientated 
traditions of social psychology are still exerting a strong influence, this 
integration is far from complete”.
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FIGURE 4 .3
SSA: 60 samples academic text from two authors.
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Obscure writing behaviour included three variables, the percentage of compound 
sentences (Compound), the use of the passive tense (Passive) and the verb ‘to be'(To 
Be). This category of writing style denoted a less focused style of writing and served 
to increase the difficulty of comprehension, as the example below reveals.
- " Speech is unique in that it is an ability possessed by humans only and 
serves to distinguish them from other primates. Speech is an essential 
component of human’s ability to communicate with each other. Nevertheless 
in any one language there are variations in the style of an individual’s speech
- accents being just one example. Variations in speech style have been shown 
to carry both advantages and disadvantages for their speakers when it comes 
to impression formation. Thus this exercise aims to study the issue of wether 
‘accent’ does indeed affect people’s first impressions of the speaker.
For this study the Match Guise technique will be adopted. This technique was 
originally devised in 1960 and is applied to the analysis of speech and 
corresponding attitudes. The technique involves recorded speech being 
presented to a number of listeners, termed respondents, who are then asked 
to evaluate ceratin specified characteristics such as the speaker’s capabilities 
and personalties. Other linguistic traits such as the speed of the conversation, 
the tone and the pronunciation are also noted. The tapes must have been 
prepared prior to the research exercise. They must be of good quality, and 
if possible, have been compiled in a professional recording studio to prevent 
any distortions on the tape".
A Standard form of written language behaviour was reflected through the inter­
correlations of five variables; the percentage of long sentences (Long), short sentences 
(Short), pronouns (Pro), functor words (Func.Wds.) and the use of common words 
(Com.Wds). These items exemplified those aspects of langauge which were 
employed with great frequency of occurrence within written language behaviour. 
They referred to the more basic and simple linguistic patterns employed within 
written text. With reference to the example below the Standard measures used within 
the text are apparent.
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Consider a room - it may be in a primitive hut in East Africa. It may be 
in an old settlement on a Mediterranean island; it may be a room of a shaman 
priest in the Far East; or it may be at the top of the World Trade Centre in 
New York. Anybody looking at this room can quickly come to a number of 
conclusions about its use. For example, they will be able to formulate some 
idea of the status of the person whose room it is. This judgement may be 
inappropriate in some settings, but generally the larger the room, the more 
status will accrue to the person who is associated with that room. But even 
at a more simple level, the usage of the room may well be discernable, 
particularly if it has some artifacts in it. Some idea of whether it will be used 
for sleeping or eating, whether it is a place in which people meet, whether 
there will be many people who use that room, whether there are rituals 
associated with the use of this place. All these different aspects of 
the use of the room are apparent despite the huge diversity in actual functions 
and in environmental constraint".
4.4. DISCUSSION.
SSA was therefore used to identify an underlying structure between the 15 linguistic 
variables across the sample of 60 pieces of written text. The resulting SSA space 
diagram (Figure 4.3) provided two distinct classifications of language behaviour, 
giving a different emphasis to the underlying structure of the linguistic variables. The 
units of language behaviour were viewed as a interaction of the two facet elements - 
Content of the material and the Structural order of the text. The Structure of the 
written material was then divided further into three sub-facets of written language 
behaviour, reflecting Obscure, Ornate and a Standard style of language use. These 
sub-facets were assigned the given labels since they reflected the conceptual 
interaction that was hypothesized to account for the underlying structure identified 
amongst the variables.
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Looking at Figure 4.2, Region A of the plot is indicative of the Content of the 
language. It was this section of the plot which appeared to carry the meaning of the 
text. Two variables were not expected to be within this region, the percentage of 
subject openers and simple sentences, although the percentage of subject openers was 
defined as belonging to the intermediate class of language behaviour. However, the 
SSA placed subject openers firmly within the lexical region of the plot and, 
consequently it was considered to reflect the content of written material with its 
emphasis on beginning a sentence with the subject (noun) of the sentence. A noun 
is regarded as a content carrying item of language behaviour, therefore with 
hindsight, the inclusion of this variable into this region was not surprising. The 
percentage of simple sentences was the principle deviant item into this region. This 
however, could have been reflective of the nature of this linguistic variable. Simple 
sentences possess few grammatical properties and would therefore appear to have a 
stronger relationship with the properties of the lexicon.
The variables jargon, uncommon words and non functor words were particularly 
indicative of the ‘lexical density’ of the material. ‘Lexical density’ is a term coined 
by Halliday (1990), and refers to the proportion of content words within a text as 
compared to the grammatical words of the language. He argues that written forms 
of language will display a higher lexical density than spoken language behaviour; 
there will be more lexical items than grammatical items within a sentence and they 
will be repeated less often. As the complexity of the lexicon increased (became more 
dense), the text appeared to require that the grammatical constructions become more
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simplified, so aiding the fluency of the language and the ease of comprehension. The 
authors appeared to emphasise one of the facet elements at the expense of the other.
There were ten variables included in region B of the SSA (Figure 4.2) which 
represented the syntactic constituents of language behaviour, with only the percentage 
of common words having deviated into this region. This deviation was again 
attributed to the intrinsic nature of written language behaviour. Common words 
consisted of the ten most frequently occurring words in the English language. Of 
those ten, many were two or three letter words which, according to Halliday (1990), 
does not make them lexical items. Many of the common words, included as part of 
this linguistic variable, were comprised of functor words, coordinating conjunctions, 
determiners and demonstratives. Thus these common words contained no ‘content’, 
but rather served a grammatical function^
Region B was then subdivided further into three categories conceptualizing the three 
different writing styles (Figure 4.3). They were labelled as Obscure, Ornate and 
Standard. Obscure writing style was characterized by three variables (passive tense, 
compound sentences and the verb ‘to be’). The inter-correlations of these linguistic 
constructions revealed a complexity of language behaviour and impaired 
comprehension. Passive sentences are used typically to convey a single idea in a 
complex form (Carroll, 1994). A passive sentence turns the object of an active 
sentence into the subject. For instance " The girl ate the apple" is transformed into 
the passive " The apple was eaten by the girl". Added to the passive sentence, which
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was not present in the active sentence, was the use of the verb ‘to be’ and the 
preposition ‘by’. It was not therefore surprising to have found these linguistic 
variables (passive and the verb ‘to be’) correlated with the percentage of compound 
sentences. Compound sentences are essentially a combination of two ideas which are 
reflected in a single sentence. They serve to make the sentence syntactically 
complex.
Ornate language contained complex sentences and a heavy use of description. 
Complex sentences are indicative of multiple clauses and together with a use of 
description reflects an embellished and florid use of written language behaviour.
Standard writing style revealed the employment of linguistic measures of syntactic 
fluency which helped to identify and clarify the relations between the words. Such 
measures provided the text with connectivity and cohesion through the use of 
variables as pronouns, functor words and common words. Functor words are used 
within a piece of text when sentence constructions grow so complex that they have 
to be added in order to keep the relationships within the sentences clear (Bolinger & 
Sears, 1981). A Standard writing style also appeared to possess a balance between 
the percentage of long and short sentences within the written material. Short 
sentences give an impression of undisputed facts, with their emphasis on a single 
proposition. Long sentences convey detailed information but are clarified with the 
measures of syntactic fluency like functor words.
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Pronouns were initially defined as an intermediate variable, and although the SSA 
defined their use in terms of a Standard measure of language behaviour, this result 
has to be interpreted with caution. A sentence with few pronouns is considered 
‘wordy’; using pronouns avoids repetition (Carroll, 1994); they stand in for lexical 
words, thereby lending a degree of fluency to the text. However the relationship of 
this linguistic variable with the other variables that defined Standard was a weak one. 
Pronouns provide back reference to something previously mentioned. However the 
use of too many pronouns may lead to the reader forgetting in the course of the text 
what the pronouns are referring to. In this case pronouns serve to complicate rather 
than simplify language behaviour. Consequently the intermediate nature of this 
linguistic variable must be borne in mind when carrying out further analysis.
4.5. SUMMARY.
Therefore we can see that language behaviour can be quantified according to the 
words of the language and the grammatical rules governing their use. It was 
necessary that the correlations of linguistic variables which were intrinsic to the 
structure of written language behaviour were identified. It is then possible to identify 
how other influences of style may alter the intrinsic structure of these variables. The 
configuration of these properties of language have therefore been established, and as 
a result we can now ascertain whether individual ‘style profiles’ can be identified on 
this basis. This was the purpose of Study 2.
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CHAPTER FIVE 
STUDY 2:
AN EXPLORATORY STUDY TO EXAMINE INDIVIDUAL DIFFERENCES
IN WRITTEN LANGUAGE.
5.1. INTRODUCTION.
As seen in Chapter Four, the SSA conceptualized language behaviour in terms of two 
principle facet elements, the Content of the language and the Structure of the 
language. Content was measured across five linguistic variables - simple sentences 
(Simple), subject openers (Subj.op), uncommon words (Uncom.Wds), non functor 
words (NFWds) and finally the use of jargon (JI). The Structure of language 
behaviour was subdivided into three categories - Ornate, Obscure and Standard 
writing styles. Ornate writing comprised two variables, complex sentence structures 
(Complex) and the use of description (DI); Obscure language was characterized by 
three variables - passive tense (Passive), compound sentences (Compound) and the 
use of the verb ‘to be’ (To Be); five linguistic variables made up Standard writing 
style with long sentences (Long), short sentences (Short), common words 
(Com.Wds), functor words (Func.Wds) and the use of pronouns (Pro).
In this second exploratory study, individual differences in language production were 
examined. In order to establish a method of discrimination between authors of 
written material, linguistic variables which exhibit individual differences in writing 
style must be used (Osgood, 1960). The variables, or patterns of variables in the
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present study, must show clear differences between the material produced by different 
authors, but exhibit little variation within the samples of material taken from each 
individual author. The aim of this second study was therefore to ascertain whether 
the patterns of variables identified in Study 1 did indeed differentiate in this way 
between the two authors who had produced the 60 samples of written text.
5.2. METHOD.
For the purposes of this second study, the patterns of language use outlined above 
were applied to the same material as was employed in the previous study. Therefore 
there were 30 samples of ‘academic’ text from Author 1, a male professor of 
psychology, and 30 samples of ‘academic text’ from Author 2, a female psychology 
postgraduate student (see section 4.2). As already noted, the texts were 
approximately 200 words in length (see Table 4.1).
5.3. RESULTS.
5.3.1. t-tests.
As an initial comparison between the two authors, t-tests were run on the data to 
ascertain if statistically significant differences existed between the two authors across 
each of the linguistic variables. Table 5.1 illustrates the results. The linguistic 
variables are arranged according to their membership of each concept category 
identified in the SSA.
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TABLE 5.1: Table of t-values.
INDICES: T-VALUE SIG. LEVEL
CONTENT CATEGORY:
% UNCOM.WDS. -2.64 **0.01
% JI -1.45 0.154
% NFWds -2.55 **0.014
% SUBJ.OP -3.43 **0.001
% SIMPLE -1.10 .275
STRUCTURAL CATEGORY:
STANDARD STYLE
% SHORT .29 .774
% LONG 2.7 **0.009
% FUNC.Wds .55 0.583
% PRO 2.87 **0.006
% COM.WDS -1.67 0.101
OBSCURE STYLE
% COMPOUND -.42 0.679
% TO BE 3.87 **0.00
% PASSIVE 1.29 .203
ORNATE STYLE
% DI 1.23 .224
% COMPLEX 1.88 0.065
** - Significant at p < 0.05
Examination of Table 5.1 reveals that significant differences between the two authors 
existed for aspects of both the Content and Structure measures of language. The 
mean scores for each of the linguistic variables were calculated across each author to
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establish the direction of these significant differences. These are illustrated in Table
5.2.
TABLE 5.2: Mean and Standard Deviation scores for each Author on their 30 
samples of academic text.
INDICES: Author 1 
MEAN
Author 1 
SDev
Author 2 
MEAN
Author 2 
SDev
CONTENT CATEGORY:
% UNCOM.WDS. 18.13 4.72 21.4 4.86
% JI 22.3 17.2 28.6 16.5
% NFWds 54.07 4.02 56.4 3.13
% SUBJ.OP 61.2 22.46 78.13 15.03
% SIMPLE 35.3 15.8 39.73 15.35
STRUCTURAL
CATEGORY:
STANDARD STYLE:
% SHORT 30.37 15.87 29.3 12.6
% LONG 15.73 9.93 9.3 8.46
% FUNC.Wds 47.8 10.33 46.3 11.15
% PRO 6.17 3.24 4.13 2.14
% COM.WDS 22 3.9 23.57 3.37
OBSCURE STYLE
% COMPOUND 4.07 7.09 4.87 7.8
% TO BE 46.5 11.11 35.8 10.3
% PASSIVE 21.83 11.83 17.97 11.41
ORNATE STYLE
% DI 69.4 10.2 65.67 13.16
% COMPLEX 48.93 18.3 40.93 14.39
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Examination of Table 5.2 shows the stylistic differences that existed between the two 
authors. Author 1 employed a higher percentage of long sentences, more pronouns 
and a higher incidence of the verb ‘to be’ within his writing style. This is reflective 
of a tendency towards more complex sentence constructions. For instance long 
sentences are more likely to contain multiple clauses. In order that the sentence 
structure retains its clarity, measures of syntactic fluency have to be added. This is 
reflected in the use of the verb ‘to be’ and the pronouns, providing back reference to 
something previously mentioned.
There were also significant stylistic differences in the complexity of the Content. 
Author 2 preferred to use a more lexically dense writing style. She drew upon a 
richer vocabulary; using a higher percentage of content carrying words (NFWds), 
employing uncommon words (Uncom.Wds) and she possessed a high percentage of 
occurrence of subject openers (Subj.op).
However, examination of one linguistic variable in isolation does not uncover a great 
deal concerning the overall writing style of an author. The use of one variable at a 
time can not really be identified as reflecting the concept of style. It is the inter­
relationship of the variables which constitutes an individual’s ‘pattern’ of writing, or 
their linguistic profile.
5.3.2. Partial Order Scalogram Analysis (POSA).
The multivariate approach of SSA was used in Study 1 to identify the underlying 
structure amongst the 15 linguistic variables. These 15 variables do not account for 
all written language behaviour. However it was felt that these linguistic variables had 
been identified as those which were able to facilitate an understanding of the inter­
relationships between variables within written language behaviour, as well as give a 
indication as to, if any, underlying consistency within an individual’s writing style.
SSA was therefore applied to identify the facets within the concept of written 
language behaviour. However it is unable to demonstrate how the linguistic 
behaviours within each facet element relate to one another across individual samples 
of text (Borg & Shye, 1995; Dancer, 1990; Shye et al, 1994). It may be that the 
presence of one linguistic variable from an element depends on the presence of 
another linguistic variable from that element, or that two linguistic variables will not 
co-occur in any individual piece of text. POSA is a multi-dimensional tool which can 
illustrate the roles that the facet behaviours play with respect to each other. POSA 
is also able to rate individuals according to the facet behaviours within the concept 
being studied, something SSA cannot do.
The data is entered into a data matrix, referred to as a Scalogram. In this case, the 
rows of the matrix correspond to each sample text, and the columns reflect the scores 
across the behaviours contained within each of the facet elements, Content and 
Structure. POSA then generates profiles which represent a set of scores across these
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linguistic behaviours for each sample text. These profiles are then ordered with 
respect to some underlying construct and portrayed in 2-dimensional space. As a 
result, the relationships between the profiles can then be examined for both 
quantitative and qualitative differences and similarities within the concept being 
studied. This can then offer a theoretical framework for examining the relationships 
between profiles (Dancer, 1990). POSA, by examining the profiles, will establish the 
structural relationships between the linguistic variables in terms of the extent to which 
each sample text possessed the same construct, and in terms of the type of construct 
given by the profiles.
One of the key principles behind POSA is that all variables which make up a profile 
must share a common order (Borg & Shye, 1995; Guttman, 1944; Shye, 1985; Shye 
et al, 1994). That is, the POSA possesses profiles where the variables under study 
have ranges from high to low. The common order for the Content facet element was 
defined in terms of ‘lexical density’; for the Structure facet element, the degree of 
‘complexity’ exhibited within the written language (as measured by the degree of 
Omateness, Obscurity and Standard use of language). Therefore by summing the set 
of scores in each profile, a numerical value can be derived that reflects either the 
amount of lexical density (Content), or the complexity of the language (Structure).
POSA generates a space diagram where each profile is plotted in 2-dimensional space. 
A profile may represent more than one subject, or in this case, one sample of written 
material. The same profile can be demonstrated by a number of samples of text.
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Only those profiles represented in the data are plotted onto the 2-dimensional space 
diagram; not all possible profiles are shown. POSA is a data reduction method that 
attempts to identify fewer profiles than those that exist conceptually. Therefore in 
this study, reduction of the data from that which is theoretically possible, suggests 
that the combinations of linguistic behaviours are not random but do reflect an 
underlying structure. How well the profile coordinates in the plot reflect the relative 
order of the empirical profiles is given by the Coefficient of Representation. A 
coefficient of representation, for instance of 0.7, means that 70% of the empirical 
profile relations were reliably represented by the relative distances plotted.
As with SSA, POSA draws upon the principle of contiguity (Foa, 1965). Therefore 
individuals with similar profiles will be plotted close to each other on the plot. 
Within POSA, data can be simultaneously ordered on more than one dimension. The 
profiles generated are plotted in a 2-dimensional space. One of the dimensions is 
represented by the Joint Direction. This is a diagonal axis running from the top right 
hand comer of the plot to the bottom left hand comer of the plot. It rank orders the 
profiles, adding the ratings across them to give each piece of text a total score. This 
score will determine the position of that sample text within the scalogram. Those 
with the highest score are found in the top right hand comer of the plot and the 
lowest, the bottom left comer (Borg & Shye, 1995; Shye, 1985; Shye et al, 1994,). 
The joint direction quantitatively represents the common order of the items. For 
instance a profile across three linguistic variables scores *4-4-4’ (12) and will be 
located in the top right comer as opposed to a profile of ‘1-2-3’ (6) which will be
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located halfway down the diagonal line.
The second dimension, orthogonal to the first, is measured by the Lateral Direction. 
This is based upon qualitative differences between profiles. Therefore profiles of 
three linguistic variables of ’2-3-4’ (9) and ’3-3-3’ (9) are quantitatively the same but 
qualitatively different. They are therefore said to be incomparable profiles. Their 
incomparability, or qualitative differences, will be reflected by placing the two 
profiles at different places along the lateral direction. They are measuring the same 
construct of language behaviour but in a qualitatively different way. Comparability 
is satisfied only when one profile is more than another on at least one variable, and 
equal on all others. The Joint and Lateral directions are schematically represented 
in Figure 5.1.
FIGURE 5.1
Plot showing Joint and Lateral Directions
LowL High JLateral Axis 
\  L=x-y
Joint Axis 
J=x+y
High LLowJ
X
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Therefore, using these structuring principles, POSA places each profile in this 2- 
dimensional space. However, as the diagonal axis of the POSA space are fixed in 
relation to the quantitative and qualitative properties of the data, the X and Y axis can 
also reveal additional information concerning the concept being studied. These axes 
can be used to identify the fundamental elements of the facet being studied. In every 
standard scalogram, one variable will be highly correlated with the X axis and one 
other with the Y axis. By partitioning the space with respect to these axes, 
boundaries can be placed between the high and low scoring profiles, as shown in 
Figure 5.2.
FIGURE 5.2
Relationships of X and Y based Variables
HIGH/LOW HIGH/HIGH
LOW/LOW LOW/HIGH
X
The remaining variables will be designated their ’role’ in accordance with the X and 
Y based variables. These variables act as moderators by either serving to accentuate
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or attenuate the X/Y based variables. These ‘roles’ are plotted on POSA item 
diagrams. These plots are spatially identical to the POSA space diagram but the 
profile numbers are replaced with a response score for one of the linguistic variables 
under study.
The POSA item diagrams can therefore be legitimately partitioned according to one 
of four roles which lend themselves to interpretation of the concept being studied (see 
Figure 5.3). Scores which do not observe a common order cannot be divided into 
regions in this way by the analysis. An X based variable plays a POLAR role in that 
the profiles are ordered along the X axis. A Y based variable also plays a POLAR 
role, ordering the profiles along the Y axis. A variable which plays an accentuating 
role is measured by Q (max X,Y) on the POSA output. An accentuating variable 
serves to discriminate between the high values of the X and Y based variables.
Therefore a low score for an accentuating variable will indicate that there will be a 
high score on the X and/or Y based variables (Borg & Shye, 1995; Dancer, 1990; 
Shye et al, 1994). Such a variable partitions a POSA diagram in the shape of an 
inverted ‘L’. An attenuating variable, measured by P (Min X,Y) is the opposite to 
an accentuating variable; P corresponds to an ‘L’ shaped partition plot. It refines the 
lower part of each X and Y based coordinate. Therefore a low score on an 
attenuating variables will correspond to very low scores with the X and/or Y based 
variables (Borg & Shye, 1995; Dancer, 1990; Shye et al, 1994). Figure 5.3 
illustrates these partitioning possibilities.
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FIGURE 5.3. PARTITIONING POSSIBILITIES 
X BASED POLAR ROLE Y BASED POLAR ROLE
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5.3.2.1. Application of POSA to understanding written language behaviour.
The SSA identified two core facet elements of written language behaviour, labelled 
as Content and Structure. The Structure facet element was further sub-divided into 
three linguistic behaviours of Ornate, Standard and Obscure, which reflected different 
conceptual interpretations of their interaction with the Structure facet element. POSA 
was applied to each of the two facet elements in turn, in order to identify the 
language behaviours central to each and to establish how they interrelated. The 
profile similarities and differences, displayed by the two authors across the 60 
samples of text, can then be examined to determine if differences within language 
behaviour can be identified.
Due to the relatively small samples involved in this study, the data had to be recoded 
to enable the POSAs to be interpreted with greater ease. Therefore the interval level 
data was converted to an ordinal scale. The values for each linguistic variable were 
divided into two equal groups, by the number of variables in each group. For both 
the Content and Structure facet elements, a distinction was made between high scores 
which were represented by the value 2, and low scores, represented by the value 1. 
In this study the scores would vary according to either the lexical density (Content 
facet element) or the complexity of language displayed (Structure facet element). For 
instance, with reference to the facet element of Content, which the SSA defined in 
terms of five constituent items (simple sentences, uncommon words, jargon, non 
functor words and subject openers), a sample of text could exhibit the lowest score 
with a profile of ‘ 1-1-1-1-1’ (5). Alternately, a second piece of written material could
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display the highest score possible with a profile of ‘2-2-2-2-2’ (10), or give a mixed 
profile of ‘ 1-2-1-2-V (7). Therefore the profiles generated in response to these scores 
would reflect the differences with respect to the lexical density displayed within the 
written material.
5.3.2.2. Classification of language behaviour according to Content facet element.
The 60 samples of text measured according to Content of language were submitted 
to POSA. There were five variables identified in the SSA as belonging to this 
measure of language behaviour. They were the percentage of uncommon words 
(Uncom.Wds), non functor words (NFWds), jargon (JI), subject openers (Subj.op) 
and simple (Simple) sentences. From these five, four were identified as having a 
common order which could be used as a framework for representing similarities and 
differences between the profiles. Simple sentences were excluded from the analysis 
as they did not contribute directly to the common order. Simple sentences did not 
relate strongly to either the X or the Y axis, neither as a base variable or as one 
performing a higher order role. This was not an entirely unexpected result. 
Although the SSA identified simple sentences as having a stronger relationship with 
the Content facet element than with the facet element of Structure, they do not 
directly reflect the lexical density of written material; the common order was defined 
in terms of lexical density. Each of the four linguistic items was marked high (value 
2) or low (value 1) so that the scoring within each of the linguistic items which 
formed the facet element of Content possessed the same meaning. Therefore each 
sample of text was represented in the analysis by a profile of scores where a value
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of 2 was indicative of a high quantity of that particular linguistic item within the 
sample text, and a value of 1 reflected a low frequency of occurrence of that item.
The 60 samples of text gave 16 different profiles with the POSA diagram correctly 
representing 75 % of all the profiles. This indicated that 44 samples of text possessed 
profiles which corresponded to others in the sample. This is illustrated in the space 
diagram shown in Figure 5.4, which depicts the density of Content in the language 
used. Interpreting the POSA involves reviewing the location of the profiles with 
respect to the major axes, and the roles that the analysis suggests that each of the 
variables may play in the division of the plot.
The points which represented the profiles appeared to be well distributed over the 
space. This clearly demonstrates that there are two major ways in which Content of 
written material differs from each other. Firstly, the spread along the joint axis 
indicates that there is a wide range in the amount of Content displayed within text. 
Secondly, the spread across the qualitative dimension indicates that there are major 
qualitative differences in the type of Content reflected in the written language.
The texts were ordered along the joint axis from a low profile score of ‘l - l - l - l ’ (4) 
to a high profile score of ‘2-2-2-2’ (8). The plot illustrates that nine samples of 
written material possessed the high profile score, of which eight were samples derived 
from Author 2 and only one from Author 1. Nine samples also achieved the lowest
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FIGURE 5.4
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scoring profile of which all were derived from Author 1. A spread across the lateral 
axis was also apparent, indicating that there were qualitative differences displayed by 
the two authors within this facet element.
These differences in Content are illustrated with two examples below. The first is 
a sample of text which reflects a low profile of ‘ l - l - l - l ’ (uncommon words, jargon, 
non-functor words and subject openers respectively); it is represented by Profile 16 
on the space diagram. The high Content profile of '2-2-2-2% represented by Profile 
1 on the plot, is illustrated with example 2.
Example 1: Low Content Profile ‘l - l - l - l ’.
- " For a variety of reasons to do with the British approach to fire 
safety and the way the government has funded research in the past, Britain has 
a world lead in the study of human behaviour in fires. It is also clear from 
a number of publications and meetings that there is a much greater awareness, 
in Britain than in many other countries, of the possible benefits for fire 
protection, of a fuller understanding of the human factors involved. These 
benefits are not only likely to be in increased safety but also in the reduction 
of the costs of fire protection. Unfortunately, just as the progress in 
understanding the human aspects looks as if it could have some practical 
benefits, government cutbacks are slowing the work down. However, there are 
a number of indicators which show that we will, in future, pay a high price 
if these studies are stopped at the present time. For example, the introduction 
of microprocessor technologies into fire protection are being carried out with 
little benefit from a knowledge of the human factors involved. Will the new 
range of bleeps and wails soon be ignored as readily as alarm bells are 
today?".
I l l
Example 2: High Content Profile ‘2-2-2-2\
- ” A third possibility is in the mode of representation. Face recall systems 
use a variety of modes for representing features. Such techniques include line 
drawings and photographic representations of the suspects appearance. This 
photographic quality has led to speculation that the public will interpret a 
composite as a specific individual rather than as a likeness (Bennett 1986). 
Research carried out by Davies, Shepherd and Ellis (1978), using photographs 
of a target face and line tracings from the same photograph found that the 
photographic quality resulted in better recognition. Photofit has one property 
however which reduces its natural appearance; the presence of sharp 
graduations of contrast between features which emerge as lines in the 
photographed composite. In his study Ellis (1978) found that Photofit images 
were less recognized than ordinary faces, as well as there being a similar drop 
in recognition accuracy when photographs of normal faces had a Photofit type 
’grid’ superimposed upon them. The range of the features could be a fourth 
possibility for poor facial recall. The actual division of the face appears to 
reflect convenience of construction rather than any psychological analysis as 
to which attributes to attend. "
Comparison of the two samples of written material clearly illustrate the differences 
of lexical density. The second example contains a high degree of jargon, with words 
such as ‘facial’, ‘psychological’ and ‘representations’, as well as uncommon words 
like ‘photographic’, ‘modes’ and ‘recall’. Nearly all the sentences open with the 
subject and there was a high occurrence of non functor words present within the text. 
This is in direct contrast to the first example which contained no jargon, few 
uncommon words and with the majority of sentences opening with prepositions and 
adverbs, rather than with the subject of the sentence.
Table 5.3 below shows the degree of relationship of each of the linguistic items to the 
X and Y axis. The P and Q coefficients relate to whether the item was more highly 
correlated with the attenuating (P) or the accentuating (Q) role. The relationships
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become clearer in the item plots (Figures 5.5a to 5.5d) that follow.
TABLE 5.3: Table of Coefficients of weak monotonicity between each linguistic 
behaviour and the X and Y axis.
BEHAVIOUR J X Y P Q
Uncommon wds 0.85 0.60 0.60 0.70 0.68
Non functor wds 0.85 -.18 1.00 0.70 0.70
Jargon 0.70 0.49 0.49 0.69 0.53
Subject openers 0.85 1.00 -.18 0.70 0.70
The item plots (Figures 5.5a to 5.5d) are spatially identical to the POSA space 
diagram, but illustrate the degree of each Content behaviour present in each sample 
of text.
The percentage of subject openers divided the diagram according to the X axis and 
the percentage of non functor words, according to the Y axis. These two linguistic 
forms of behaviour act as the polar items which shape the plot. These polar items 
tell us that in some cases a high percentage of subject openers will be present but 
with a low percentage of non functor words. In other cases this situation is reversed, 
with a high percentage of non functor words but a low percentage of subject openers. 
In a further group of cases both of these linguistic items will be present to a high or 
low degree.
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However, this is oversimplistic as the item plots show that the use of jargon and 
uncommon words also play a role. The use of uncommon words and jargon acted as 
attenuating items, exaggerating the X and Y based items (Shye et al, 1994); the item 
plots (Figures 5.5a to 5.5d) reveal this relationship. They show that it was likely that 
in samples of text where there was a high score on uncommon words and jargon, then 
there would also have been a high score on both the X and Y based items, subject 
openers and non functor words. However this attenuating role also allowed finer 
distinctions to be made concerning the lower scores of the X and Y based items. If 
there was a low score on uncommon words and jargon then it was likely that the X 
and Y based items will also be scoring extremely low.
The POSA illustrated how each sample text was plotted in space according to its 
profiles on the linguistic items which defined the facet element of Content, and the 
degree to which these profiles were different from those generated from the remaining 
samples of text. It was hypothesized that the POSA would be able to discriminate 
between the samples of the two authors, and indicate where these differences would 
be present. We can see how this information was gleaned from examination of the 
items plots.
From the table of monotonicity coefficients (Table 5.3) we can argue that the space 
diagram was largely divided by the X and Y based items. Therefore for purposes of 
simplicity, the plot was divided according to these items into four regions, labelled 
A, B, C and D, which in this case broadly represented the following relationships
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between the linguistic items of Content:
A: Low on all 4 items 
B: High NFWds+Low Subj.op 
C: Low NFWds+High Subj.op 
D: High on all 4 items.
Regions A and D therefore provide the best regions for discrimination. It was 
expected that the majority of the samples from Author 2 would be located in region 
D of the POSA, reflecting the high lexical density used in her writing style. 
Examination of the plot revealed this was so. Table 5.4 below shows the number of 
samples derived from each of the authors as compared to the total number of samples 
in each of the labelled regions.
TABLE 5.4: Percentages of total samples of text from each author according to 
region.
REGION Nos. Author 1 
Samples
% Total 
Samples of 
Author 1
Nos. Author 2 
Samples
% Total 
Samples of 
Author 2
A . 13 44 6 20
B 7 23 6 20
C 7 23 4 13
D 3 10 14 47
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A series of 2 x 2 chi-square tests and Fisher’s exact probability tests were used to 
explore the data to establish if there were any significant differences between the 
distribution of the sample texts of the two authors across these regions. Table 5.5 
gives the results below.
TABLE 5.5: Summary of chi-square and Fishers Exact.
A B C D
A - z = 0.46 z = 0.13 X2 = 7.72 *
B - - z = 6.78 * z = 0.68
C - - - z = 2.04 *
* = significant p < 0.05.
Table 5.5 revealed that there were significant differences between the sample texts 
of the two authors across regions A and D, B and C, and C and D. Regions A and 
D provide the best regions for discrimination. Table 5.4 revealed that nearly half 
(47%) of the total samples from Author 2 were located in region D of the plot. 
Therefore this reveals that Author 2 applies a high lexical density within her writing 
style, employing more uncommon words, jargon, subject openers and non functor 
words than Author 1. This is in direct contrast to the Content of Author 1, over a 
third (44%) of his written material was located in Region A of the plot. The 
significant differences across regions B and C reflect the qualitative differences 
between the two authors, with Author 1 displaying more variability in his use of 
Content than Author 2. This was also reflected in the differences found between 
Regions C and D.
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Therefore POSA did appear to indicate that the four items of the Content facet 
element were powerful discriminators of writing style.
5.3.2.3. Classification of language behaviour according to Structure facet 
element.
In the SSA three sub-facets were regionalised and interpreted as reflecting the 
different aspects of the Structure facet element of written language behaviour. These 
three linguistic metameasures reflected Standard, Obscure and Ornate language 
behaviour. Table 5.6 illustrates how each of these three linguistic metameasures were 
defined.
TABLE 5.6: Summary of the three Structure metameasures.
FACET
ELEMENT
LINGUISTIC
METAMEASURE
LINGUISTIC VARIABLES
STRUCTURE
Standard Pronouns +  Short sentences + Long 
sentences +  Common words + 
Functor words
Ornate Complex sentences +  Descriptive 
Index
Obscure Passive sentences +  Verb ’to be’ + 
Compound sentences
POSA was carried out to ascertain the relationship between the three metameasures 
and to establish if the facet element of Structure was able to discriminate between 
the writings of the two authors. Therefore the three metameasures were taken as the 
three variables (items) to analyze by POSA. However, before creating the profiles, 
the ranges of the linguistic items must possess a common order. In this case, the
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common order was defined as the complexity of the grammatical constructions (as 
measured by the degree of Omateness, Standardness and Obscurity). In order to 
meet this requirement the Standard items needed to be reordered before applying 
POSA. Therefore a value of 1 was indicative of a Standard and direct writing style. 
A value of 2 was reflective of a decrease in the use of the variable, thereby increasing 
the complexity of the text. It was also decided at this point to remove ‘pronouns’ 
from the Standard metameasure. This was due to the conceptual ambiguity inherent 
within this linguistic variable, as noted in Chapter Four. On reflection it was decided 
that ’pronouns’ would present problems owing to its intermediate nature. It was 
necessary that the POSA was run on those variables considered to best convey the 
theme of the linguistic item they represent. Thus, a profile of scores suggesting a 
complexity of written language would be coded ‘4-8-6’ (Ornate, Standard and 
Obscure respectively) and be located in the top right hand comer of the space 
diagram. A profile indicative of a fluency of language would be coded ‘2-4-3’ and 
be found in the bottom left hand comer of the space diagram.
The POSA space diagram in Figure 5.6 represents the 60 samples of text as points 
in the 2-dimensional space according to their profile score across Ornate, Standard 
and Obscure language. As mentioned previously, it is possible for two or more 
samples of text to be represented by the same point in space if they have the same 
profile of scores. In this case, 26 different profiles were identified in the data, 
thereby indicating that 34 samples of text possessed profiles which corresponded to 
others within the sample. The POSA program added a 27th and a 28th as none of
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the profiles exhibited extreme scores on all three of the language categories. A high 
score was an indication of complexity of language behaviour and a low score an 
indication of a more simplistic use of written language.
Table 5 .7 shows the relationship of each of the behaviours to the X and Y axis of the 
2-dimensional scalogram.
TABLE 5.7: Table of Coefficients of weak monotonicity between each linguistic 
behaviour and the X and Y axis.
BEHAVIOUR J X Y P Q
Ornate 0.82 0.01 1.00 0.83 0.69
Standard 0.95 0.86 0.77 0.86 0.95
Obscure 0.86 0.99 0.13 0.76 0.83
Ornate language and Obscure language behaviour formed the polar items which 
shaped the plot. The use of a Standard writing style played an accentuating role and 
was more highly related to the X axis. Thus in cases where Obscure language was 
employed by an author, s/he was less likely to employ Standard language behaviour. 
This was not a surprising result as obscurity of written language serves to increase 
the complexity of the text and makes comprehension difficult. The addition of the 
linguistic variables, which are reflective of a Standard style, sought to simplify the 
complexity of the text and thus created a more fluent and less obscure piece of written 
material. This relationship between the three linguistic items (metameasures) can be 
seen from the examination of the two examples given below. Example 1 reflects a 
sample of written material which achieved a high scoring profile of ‘4-7-5’ (Ornate,
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Standard and Obscure), represented as Profile 2 on the space diagram (Figure 5.6).
Example 1: Profile ‘4-7-5’.
- " For clarification it should be emphasised that this is not a course in how 
to become a detective, nor does it purport to offer the type of legal training 
that is essential for a person who wishes to become an active member of a 
police enquiry. It is intended for people who wish to develop the social 
scientific basis to criminal investigations. In practice graduates of the course 
will be advisors and consultants to investigations and researchers within police 
departments and elsewhere in industry and commerce.
The interplay between people with various backgrounds including those from 
social science and the police, is regarded as an important component of the 
course. It will therefore be similar to other MSc courses in the department in 
which the interplay between different disciplines has been facilitated.
Of related development in the department of psychology: there are currently 
two other twelve month taught Diploma/MSc courses within the department, 
both of which have the possibility of part-time registration, Environmental 
Psychology and Health Psychology. (Because of its integration with NHS 
training requirements and its move towards a three-year doctorate programme 
the MSc in Clinical Psychology is best treated as a totally distinct entity)."
The second example obtained a profile score of ‘3-4-3’; it is represented as Profile 
27 on the space diagram (Figure 5.6).
Example 2: Profile ‘3-4-3’.
- " During the period which can be termed the first feudal age, that is before 
the year 1050, trade and monetary circulation were in a weak position. 
Trading in the first Feudal age was not entirely self contained. There were 
many currants of exchange between neighbouring civilizations as shown by the 
link to Moslem Spain. Numerous gold Arab pieces penetrated north of the 
Pyrenees through this route. In general however trade became restricted to 
only a few routes and therefore it decreased in volume. Trade then decreased 
yet further with its growing imbalance, which to many seemed unfavourable. 
If we take the case of the East: West trade, we can notice that the east scarcely 
imported any articles of value to the West, yet it appeared that all the cattle 
rounded up on the Slav and Lattish territories found itself on the road to
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Islamic Spain. The Far East had no need of this commodity. Therefore the 
result was a slow drain of the gold and silver once abundant in medieval 
Europe. This in turn led to money being circulated too slowly and irregularly 
for people to ever be certain that they would be able to obtain it in case of 
need. "
Figure 5.6 shows the space diagram of the 60 samples of text. As before the plot 
was broadly divided into the four regions according to the X and Y axes. The spread 
of the sample texts did appear to have distinguished between the two authors and their 
writing styles. The distribution of the texts according to the four regions is portrayed 
in Table 5.8.
From Table 5.8 we can see that the majority of writings from Author 2 are located 
in region A of the plot, whereas the majority of Author 1 are to be found in region 
D of the plot; Regions A and D providing the best regions for discrimination. Taken 
together with the item plots (Figures 5.7a to 5.7c), we can conclude that Author 1 
appeared to write in a more complex style, drawing upon intricate grammatical 
structures, whereas Author 2 preferred to employ a more unadorned and simple 
writing style in terms of grammatical constructions of language.
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TABLE 5.8: Percentages of total samples of text from each author according to 
region.
REGIONS Nos. Author 1 
Samples
% Total 
Samples of 
Author 1
Nos. Author 2 
Samples
% Total 
Samples of 
Author 2
A 3 10 9 30
B 3 10 6 20
C 7 23 8 27
D 17 57 7 23
This was confirmed by a series of 2 x 2 chi-square tests and Fisher’s Exact 
probability tests which established if significant differences could be identified in the 
distribution of the samples drawn from the two authors across these regions. These 
results are displayed in Table 5.9 below.
TABLE 5.9: Summary of chi-square and Fishers Exact tests.
A B C D
A - z  = 6.8 * z  = 0.74 X 2 = 5.08 *
B - - z  = 0.21 z  = 1.54
C - - X2 = 1.37*
* significant p <  0.05
Significant differences were also identified between Regions A and B and Regions C 
and D of the POSA plot. Taken in conjunction with the results reflected in Table 
5.8, this suggests that Author 2 does display a tendency towards Ornate and Obscure 
language use.
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5.3.2.4. Conclusion to the POSAs.
The patterns of written language behaviour of the two authors, across the 15 linguistic 
variables were established using SSA. As a result an underlying structure which 
existed between these variables was proposed. The concept of written language 
behaviour was interpreted as possessing two facet elements. Content and Structure. 
Using POSA, the structures of both the Content and Structure facet elements were 
explored. Both facets revealed a partially ordered scale, with Content illustrating the 
degree of lexical density present within the sample texts and Structure, the complexity 
of the language used. The use of POSAs demonstrated how the individual sample 
texts related to one another in terms of their Content and Structure. The POSAs 
showed both quantitative and qualitative differences within both the Content and 
Structure across the sample texts. For both facet elements it appeared as if 
differences existed between the two authors on the joint axis. Author 1 employed a 
more complex syntax than Author 2, whereas the majority of samples drawn from 
Author 2 revealed a more lexically dense writing style than Author 1. Therefore it 
does appear that differences in the writing style of the two authors were emerging.
5.3.3 Discriminant Function Analysis.
The series of POSAs illustrated that the facet elements of Content and Structure did 
appear to discriminate between the written language behaviour of the two authors. 
The POSAs gave an indication as to where the differences may be present. However 
employing discriminant function analysis (DFA) could establish whether these facet 
elements could significantly discriminate between the samples of the two authors.
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DFA would provide a more quantitative clarification of the differences that may be 
evident between the two authors. It would also reveal if any of the four linguistic 
metameasures (which were defined by the Content and Structure facet elements) 
possessed more discriminatory power than the others. Discriminant function analysis 
(DFA) is used to predict the probability of an individual belonging to one of two 
groups. Therefore, for the purposes of this study, it was used to ascertain the 
likelihood of each of the 60 samples of text being correctly assigned to each author.
Each linguistic metameasure (Ornate, Standard, Obscure and Content) was created by 
first standardizing the raw scores into Z-scores for each of the linguistic variables 
assigned to one of the four metameasures of linguistic behaviour. This was to 
overcome any problems associated with the data not possessing a normal distribution. 
The Z-scores for the variables that made up each of the four linguistic metameasures 
were then summed. For example, the Ornate linguistic metameasure was created by 
standardizing the scores for complex sentence structures and the descriptive index. 
These scores were then summed together.
A Stepwise discriminant function analysis was carried out using the four linguistic 
metameasures as predictors and the distinction between the two authors as the 
dependent variable. A criterion level of 0.05 was set as the significance level of F 
to include in the analysis.
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The stepwise discriminant function analysis showed that after entry into the analysis, 
only two linguistic metameasures contributed to the function which significantly 
discriminated between the written language behaviour of the two authors. These were 
identified as Content and Obscure forms of language. The results are summarized 
in Table 5.10.
The canonical correlation coefficient indicated that these two linguistic metameasures 
accounted for 52% of the variance between the two authors. We can see from Table 
5.10 that the linguistic metameasure which was negatively correlated with the 
function, can be interpreted in terms of one of the metameasures that define the 
Structure facet element of written language behaviour; this was Obscure style 
(Passive, Compound and To Be). The language metameasure that correlated 
positively with the function was related to the Content facet element of written 
language behaviour. It was also this measure that was the most discriminatory 
between the two authors.
Examination of the mean scores obtained by the two Authors over the function (Table 
5.11) show that Author 2 employs more Content within her writing but less Obscure 
grammatical constructions than Author 1.
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TABLE 5.10: Discriminant analysis of language behaviour which discriminates 
between Author 1 and Author 2.
STEP VARIABLE ENTERED WILKS LAMBDA SIG LEVEL
1 CONTENT .80998 0.0005
2 OBSCURE .72647 0.0001
Canonical Discriminant Function
Canonical
correlation
Wilks Lambda Chi-square df Sig. Level
.5230 0.726468 18.215 2 0.0001
Standard Canonical Discriminant Function Coefficient
N =  60 FUNCTION 1
CONTENT .84302
OBSCURE - .61629
TABLE 5.11: Group Means (Z-Scores) for the two Authors over the discriminant 
function.
FUNCTION
AUTHOR 1 -.60330
AUTHOR 2 .60330
The discriminant function analysis correctly assigned 81.67% of the samples to the 
right author. The results showed that Obscure language behaviour and the Content 
of language did possess significant discriminatory power between the writing styles 
of the two authors in this study. The use of Standard language and Ornate language 
did not possess strong powers of discrimination.
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5.4. DISCUSSION.
Having classified the linguistic variables using SSA in Study 1, the main aim of this 
second study was to establish whether the samples of written material from the two 
authors could be distinguished on the basis of the two facet elements observed. 
Content and Structure. Using POSAs the structures of the Content and Structure 
facet elements of written language behaviour were explored. Both facet elements 
revealed a partially ordered scale which illustrated either the degree of lexical density 
within the sample texts (Content) or the level of linguistic complexity demonstrated 
within the language behaviour of the two authors (Structure). The relationship was 
such that a high score was reflective of a density/complexity of language behaviour, 
whilst a low score was indicative of little Content/fluency in written language 
behaviour.
To summarize the results, quantitative and qualitative findings in both the Content and 
the Structure facet elements were observed across both authors. Both the POSA and 
the DFA revealed that the facet representing Content of language served to 
significantly discriminate between the writing styles of the two authors. The stepwise 
discriminant function analysis revealed Content to be the more powerful discriminator 
of the two facets. Further examination using POSA revealed the nature of these 
differences. Author 2 was more likely to use uncommon words, jargon, non functor 
words and subject openers than Author 1.
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With reference to the Structure facet element, a clear difference emerged between the 
two authors in their use of syntax. The POSA showed that Author 1 possessed the 
tendency to employ more complicated syntax then Author 2. A stepwise discriminant 
function analysis, in exploring this further, observed that the major difference lay 
with the authors’ use of Obscure language behaviour. Standard and Ornate forms of 
language did not act as significant discriminators of style.
One of the reasons behind these inconclusive results could lie in the initial 
interpretation of the SSA plot. Within SSA, the closer the variables within the space, 
the more highly correlated they are to each other. If the variables are more spread 
out within a region of the space, then this could indicate ‘weaker’ correlations 
between the linguistic variables that comprise that linguistic profile. Therefore POSA 
would be less able to discriminate between the samples of the two authors as these 
potentially ‘weaker’ correlations may reflect a poor common order. Consequently, 
identification of differences between the writing styles of the two authors may be 
difficult to ascertain. The linguistic variables attributed to both Ornate and Standard 
linguistic profiles were more broadly spread out within their region of the SSA space 
(see Figure 4.3), compared to those attributed to the Obscure linguistic profile.
An alternative explanation could be due to the nature of the variables themselves. 
Standard language behaviour was measured by linguistic variables, which it could be 
argued are more frequently used by all those who engage in the writing process. 
Consequently these variables are more likely to be a function of written language
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itself, rather than related to individual differences of style in written language 
behaviour. The linguistic profile which reflected Ornate use of language was only 
made up of two variables and perhaps this reflects the selectivity of the initial choice 
of variables in Study 1. Perhaps the exclusion of other variables which might have 
contributed to the use of Ornate language behaviour, resulted in the selection of 
variables not fully reflective of the individual differences in Ornate language 
behaviour.
Examining the differences between the two authors across these two facets of 
language behaviour, a pattern emerges from the data. Author 1 draws upon a more 
narrow lexicon but utilizes more complex syntactic configurations, whereas Author 
2 employs a denser lexicon, but uses simpler forms of grammar. A highly content 
driven piece of written material may be considered to reflect a more concrete way of 
using language. The reader does not need to refer back to the text nor make 
inferences. Complex sentence constructions appear to make the text more abstract, 
and consequently it may be more difficult to understand.
Thus, overall, this study has identified two facet elements of written language 
behaviour and four linguistic metameasures within these facet elements, which can 
be used to characterize writing style. However, it must also be borne in mind that 
the samples of written material were taken from only two authors, both of whom are 
well practised in using a highly academic style of writing. Such a sample is not 
representative of the general population. Therefore, since it has been demonstrated
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that the two facets of written language behaviour identified by the SSA broadly 
discriminate between the two authors, it is appropriate that they be applied to a larger 
sample. This would allow validation of the model. It is necessary for application of 
this model to the forensic context that these findings be validated. Study 3 therefore 
applies this model to a larger data set.
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CHAPTER SIX 
STUDY 3: 
VALIDATION STUDY.
6.1. INTRODUCTION.
This study was concerned with the validation of the results discovered in Studies 1 
and 2. As mentioned in Chapter Two, it is crucial that the analytical techniques used 
for authorship attribution and/or discrimination are both reliable and valid. 
Consequently, two issues are addressed in this study. The first (Part A) examines the 
reliability of the two facet elements. Content and Structure, and the corresponding 
linguistic metameasures of Structure (Ornate, Obscure and Standard) by attempting 
to replicate them. The second issue (Part B) concerns the validity of these facet 
elements as discriminators of writing style. To possess validity there must be more 
between-author variation than within-author variation across the two facet elements 
of Content and Structure. Therefore, a larger sample of written material was used 
to evaluate the reliability and validity of the model obtained in Studies 1 and 2.
6.2. METHOD.
6.2.1. Sample
Sample texts were drawn from the end of year examination scripts of a first year 
degree paper in ‘Social Psychology’. Each candidate was required to answer four out 
of twelve questions over a three hour period. Examination scripts were considered 
for three reasons. Firstly, it was felt that exam essays would reflect the same
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‘academic’ genre of language, all broadly covering the same topic area of Social 
Psychology. Secondly, the controlled examination conditions would assure that the 
scripts were the work of one author. Finally, a time limitation concerning the 
production of the written material existed thereby ensuring a standardization of time 
constraints.
For reasons of confidentiality, the cover sheet from each exam script was removed. 
Consequently, no personal details concerning the sample of exam candidates were 
available for analysis. Thirty subjects provided the corpus of written material, with 
only two subjects providing three essays, and the remainder four. Therefore a total 
of 118 sample essays were available for analysis. Each of the sample texts was 
scored across the fifteen linguistic variables identified in Study 2 (see Table 4.2).
6.3. RESULTS (PART A).
6.3.1. Smallest Space Analysis (SSA)
The SSA in Study 1 revealed that, when applied to 60 samples of ‘academic’ text 
obtained from two authors and scored across 15 linguistic variables, there was an 
underlying structure to written language behaviour. The model identified two facet 
elements which reflected the Content and the Structure of the language. The element 
representing the Structure of written language behaviour was sub-divided into three 
regions, each relating to different forms of language and writing styles. These were 
labelled as Ornate, Obscure and Standard.
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One of the purposes of the present study was to verify that the same conceptual model 
of written language behaviour would be evident with a larger sample of academic 
texts, collected from an increased number of authors.
A correlation matrix of the variables obtained from this larger sample was calculated 
using Pearson’s Product Moment test of correlation, and analyzed by means of SSA. 
The coefficient of alienation, assessing the goodness of fit between the correlation 
matrix and the 3-dimensional geometric solution, indicated a good fit at 0.12 with 76 
iterations. Looking at Figure 6.1, examination of the variables within the SSA plot 
revealed that they could be partitioned into the two facet elements. Each facet 
element possessed the linguistic components that represented either the Content or the 
Structure of the language. As with the original model (Figure 4.3), the Content 
region of the plot contained the expected variables, including those deviant items, 
percentage of simple sentences (Simple) and subject openers (Subj.op). The 
Structural region of the space diagram was further partitioned according to the three 
different grammatical constructions of written language (Figure 6.2). Each of the 
three distinct regions corresponded to the different forms of linguistic behaviour. 
Ornate, Obscure and Standard. The two facet elements were divided according to an 
axial role, thereby giving rise to the simplex structure. These results therefore 
confirmed the conceptual model of written language behaviour identified in Study 1.
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FIGURE 6.1
SSA: SAMPLES OF ACADEMIC TEXT FROM 30 AUTHORS
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FIGURE 6.2
SSA: SAMPLES OF ACADEMIC TEXT FROM 30 AUTHORS
STANDARD OBSCURE
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6.4. DISCUSSION (PART A).
Part A of this study attempted to verify the results of Study 1. The model of 
language behaviour identified from the SSA was replicated. Written language 
behaviour, as measured by 15 linguistic variables was in this study like Study 1, 
conceptually divided into the two facet elements, Content and Structure. Content 
represented the content carrying words of the text, whereas Structure referred to the 
grammatical constructions drawn upon by the authors. Structure was then further 
divided into three sub-facets, Ornate, Obscure and Standard.
However a point to note is that within the facet element of Structure, the relative 
positions have changed for the sub-facets. Within the SSA for the two authors 
(Figure 4.3), the order of the sub-facets, starting in the bottom left hand comer and 
progressing diagonally through to the top right hand comer of the plot, reflects 
Ornate, Obscure and Standard metameasures respectively. The SSA which is 
representative of the thirty authors (Figure 6.2) however, shows that the positions of 
these sub-facets has been altered to Ornate, Standard and Obscure respectively. 
Therefore, it is the Obscure linguistic metameasure which has changed position across 
the two SSA plots. This deserves some explanation.
Further examination of the nature of the Obscure linguistic metameasure of written 
language behaviour was required to establish if the ‘quality’ of the metameasure 
differed between the two authors compared to the set of thirty authors. Examples of 
the highest and lowest scoring samples of written material from both groups across
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this linguistic metameasure were therefore examined. The values achieved by the two 
authors were higher across their use of both the passive tense and the verb ‘to be’, 
compared with that of the thirty authors. The thirty authors possessed a tendency to 
employ more compound sentences as part of their written language behaviour.
These results could be reflective of the conditions under which the groups were 
writing. The thirty authors were writing under examination conditions. It is 
therefore likely that the more frequent use of compound sentences was due to the use 
of commas instead of starting a new sentence; it is more efficient in terms of speed 
to do this. The use of compound sentences could therefore reflect a more 
complicated use of written language behaviour, and would consequently serve to 
impair comprehension. The thirty subjects were also first year degree students for 
whom it is likely that the academic style of writing was not so developed as that of 
the two authors. The use of the passive tense is characteristic of the nature of 
academic text. Thus, this linguistic variable can possibly be seen as a measure of 
linguistic sophistication. This is also reflected in the position of the Obscure 
metameasure next to the Ornate profile for the two authors. Taken together, these 
two metameasures reflect a complexity of syntactic language behaviour, whereas with 
regards to the set of thirty authors, the Obscure metameasure is seen as different in 
nature to the Ornate metameasure. Obscure writing style therefore becomes more a 
measure of the authors’ failure to communicate their ideas effectively within their 
written language behaviour.
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6.5. RESULTS (PART B).
6.5.1. Descriptive Statistics.
The means and standard deviations were calculated for each subject across the two 
facet elements (Content and Structure). The Structure facet element was divided into 
the three linguistic metameasures identified in the SSA: Obscure, Ornate and 
Standard, thereby giving rise to a total of four linguistic measures (Content, Ornate, 
Obscure and Standard). Each of the linguistic measures was derived by summing the 
values obtained across each of them for each of the 4 essays. This procedure was 
therefore applied to Standard, Ornate, Obscure and Content, producing a series of 
cumulative scores for each of them for each subject. The results are presented in 
Tables 6.1 and 6.2.
Taken together with Figures 6.3 to 6.6, which graphically illustrate both the range 
of scores and the mean score per subject across each of the four linguistic measures, 
the data revealed that differences between some of the subjects did appear to exist. 
For each graph, the subjects were ordered from those who had achieved the lowest 
mean score to those who had obtained the highest. This would therefore reveal the 
degree of variation that exists both within and between the subjects, across each of 
the linguistic measures. For instance. Figure 6.4 illustrates that there is a degree of 
overlap present between many of the subjects according to their use of Ornate 
language; for example, Subject 18 and Subject 1. Therefore it would be impossible 
to discriminate between them on the basis of their Ornate language behaviour.
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TABLE 6.1: Mean and Standard Deviation scores for Content facet element across 30 subjects.
CONTENT
SUBJECT MEAN ST.DEV.
1 191.85 51.93
2 163.7 8.91
3 134.4 21.53
4 19203 6.07
5 166.8 20.03
6 177.23 10.95
7 183.9 13.07
8 177.63 26.05
9 176.52 17.56
10 191.45 92.20
11 186.7 9.16
12 197.95 13.36
13 154.43 17.38
14 160.10 9.26
15 200.13 14.19
16 205.3 10.74
17 188.5 15.5
18 216.8 27.83
19 205.08 23.88
20 184.3 8.61
21 174.53 18.45
22 175.05 25.62
23 175.45 19.3
24 170.68 14.63
25 181.1 14.60
26 172.5 20.25
27 170.33 10.12
28 187.45 21.46
29 156.95 19.45
30 196.7 10.71
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TABLE 6.2: Mean and Standard Deviation scores for Structure facet element across 30 subjects.
STRUCTURE STANDARD ORNATE OBSC:u r e
SUBJECT MEAN ST.DEV MEAN ST.DEV MEAN ST.DEV
1 91.03 14.74 105 22.88 74.25 10.05
2 117 21.59 114.75 9.32 69 20.58
3 124.48 17.73 123.25 13.3 50.25 21.88
4 118.98 17.15 101.25 14.08 55.75 10.08
5 96.55 15.38 116.5 15.70 78.5 11.62
6 114.2 11.22 110 10.89 83 19.95
7 100.63 24.05 102.33 18.9 61.33 12.7
8 102.85 16.49 106.75 15.33 63.5 5.07
9 124.1 32.81 106.25 11.44 50 8.29
10 105.03 24.30 110.25 28.24 69.5 20.47
11 107.68 22.01 109 18.13 62.25 22.01
12 104.43 6.75 83 15.56 71.67 4.16
13 114.48 16.99 113.5 16.58 64.25 4.79
14 108.8 13.4 109.25 9.98 61.25 13.4
15 121.73 10.88 108.75 16.32 61.75 17.59
16 116.40 17.33 103.5 10.41 68.25 23.11
17 95.9 23.38 107.5 12.04 82.75 8.73
18 88.73 20.89 104 23.47 73.5 7.55
19 118.63 11.5 112.25 3.59 83.75 6.8
20 97.05 12.89 112.5 9.26 64.25 17.67
21 104.25 . 12.34 120 11.69 83.75 12.28
22 112.88 18.93 91.75 12.55 86.25 17.86
23 117.73 14.59 90 5.83 77.25 11.32
24 106.05 8.15 103 22.26 56.25 16.92
25 104.65 13.74 113.25 9 64.5 9.11
26 108.20 7.67 98.75 23.07 65.25 23.07
27 99.70 24.01 116 21.73 85 24.01
28 128.30 16.19 131.50 5.69 56 7.48
29 107.03 4.70 111.75 10.05 50.75 9.54
30 105.13 10.68 126.75 22.88 58.75 14.57
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FIGURE 6.5 RANGE OF VALUES FOR “OBSCURE" LANGUAGE
(across each Subject's 4 pieces of text)
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However the graph also reveals those individuals who possess a very different use of 
Omateness as part of their writing style. For example, a great deal of between-author 
variation exists between Subject 12 and Subject 28, than within-author variation, 
thereby suggesting that these individuals could be clearly distinguished on the basis 
of their Ornate language. These relationships can be examined in more detail using 
POSA.
6.5.2. Partial Order Scalogram Analysis.
In Study 2, POSAs were applied to the data in order to identify the variables central 
to each of the two facet elements identified in the SSA (Content and Structure), and 
to establish how the linguistic items within each of these interrelated with one another 
across the 60 samples of text. The POSAs illustrated, therefore, the extent to which 
each sample text exhibited the same profile. Study 2 established that 13 out of the 
15 variables possessed a partial order scalogram and achieved potential as 
discriminators of writing style.
One of the aims of the present study was to verify these findings. POSA was 
therefore applied to identify the structural relations among profiles of varying levels 
represented by firstly, the Content facet element of written language behaviour and 
secondly, those represented by the Structure facet element of the written material. 
These profiles were then used to investigate whether they could distinguish between 
the writings of the 30 subjects.
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As with the POSAs in Study 2, the raw data obtained were recoded in the same 
manner, so enabling the data to possess a common order. Consequently, for the facet 
element of Content, the common order reflected the lexical density of the written 
material; for the Structure facet element, the common order was defined in terms of 
the complexity of the language (as measured by the degree of Omateness, Obscurity 
and Standardness). A profile score for each subject was created over the linguistic 
items representing either the Content or Structure facet elements. As in Study 2, 
simple sentences and pronouns were excluded from POSA analysis. Therefore with 
respect to the Structure facet element of written language behaviour (Ornate, Obscure 
and Standard respectively), a profile score of ‘2-3-4’ would have reflected the most 
simplistic form of linguistic behaviour; a profile of ‘4-6-8’ would have indicated a 
high degree of complexity within the text. With reference to the facet element of 
Content (uncommon words, jargon, non functor words and subject openers 
respectively), a profile score of ‘l - l - l - l ’ was indicative of a simple vocabulary, and 
‘2-2-2-2’ revealed that complex vocabulary, with specialist words was applied within 
the written material.
6.5.2.1. POSA of Content facet element.
Using the four variables (items) which characterized the facet element of Content, the 
percentage of jargon (JI), uncommon words (Uncom.Wds), non functor words 
(NFWds) and subject openers (Subj.op), 16 different profiles were identified in the 
118 samples of text included in the analysis. These are illustrated in the space 
diagram (Figure 6.7). The space diagram correctly represented 78% of all profiles.
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FIGURE 6.7
POSA OF 118 SAMPLES ACADEMIC TEXT 
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KEY TO FIGURE 6.7:
PROFILE: SUBJECTS
1 1,1,4,4,7,11,15,15,18,18,18,19,19,28,30,30
2 1,9,11,11,12,12,12,17,20,20,24,27,29,29,30
3 1,7,8,16,18,20,26
4 4,10,16,22,23,25
5 9,15,16,26
6 2,6,6,21,23,27
7 4,8,14,16,19,22,25
8 8,24,26,27
9 17,17,21
10 11
11 15,19
12 5,9,9,17,20,26,27
13 8,13
14 2,10,13,13,21,25,28,28,28
15 2,2,5,5,6,6,14,14,23
16 3,3,3,3,5,7,10,10,13,14,21,22,22,23,24,24,25,29,29
Figure 6.7 displays the 2-dimensional configuration of the scalogram using the four 
Content items selected as a result of Study 2. The first thing to note which concerned 
the POSA configuration was that the points which represented the 16 profiles were 
well distributed over the space. This demonstrated that there were both qualitative 
and quantitative differences in the Content of written language behaviour displayed 
by these samples of text.
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Table 6.3 presents the relationship between the items. These relationships were 
clarified in the item plots (Figure 6.8a to 6.8d). The item plots are spatially identical 
to the space diagram with the role played by each item portrayed on the plot.
TABLE 6.3: Table of weak monotonicity between each linguistic behaviour and 
the X and Y axis.
J X Y P Q
Subj.op 0.85 1.00 -.09 0.74 0.74
NFWds 0.85 -.09 1.00 0.74 0.74
Uncom.Wds 0.74 0.53 0.53 0.70 0.70
JI 0.74 0.53 0.53 0.70 0.70
The item plots (Figures 6.8a to 6.8d) and Table 6.3 indicated that in terms of the 
Content facet element, the polar items were the percentage of subject openers (X- 
Based) and non functor words (Y-Based). In some circumstances these two items 
could act independently of one another, so that in some of the sample texts there was 
a high frequency of occurrence of subject openers but a low frequency of non functor 
words, and vice-a-versa. The percentage of uncommon words and jargon acted as 
attenuating items. These latter two items were equally related to both the X and the 
Y axis. The ‘roles’ played by all four of these linguistic variables remain the same 
as in Study 2.
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FIGURE 6.8
POSA ITEM DIAGRAMS FOR “CONTENTVARIABLES
ITEM DIAGRAM FOR SUBJECT OPENERS ITEM DIAGRAM FOR NON FUNCTOR WDS
FIGURE 6.8a FIGURE 6.8b
ITEM DIAGRAM FOR UNCOMMON WORDS ITEM DIAGRAM FOR JARGON
FIGURE 6.8c FIGURE 6.8d
□ VALUE 1 ♦  VALUE 2
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6.S.2.2. POSA of Structure facet element.
Figures 6.9 and 6.10 present the POSA space diagram and item diagrams representing 
the Structure facet element of written language behaviour. This element comprised 
the 3 linguistic metameasures (items). Ornate, Obscure and Standard.
The POSA illustrated the quantitative and qualitative differences between the profiles 
generated from the writings of the 30 subjects. The 118 samples of text gave 38 
different profiles, with POSA correctly representing 80% of all the profiles created. 
37 different profiles were actually identified in the data, with the program adding a 
38th extreme profile as none of the sample texts used in the analysis displayed a high 
profile score across all three of the linguistic items simultaneously.
Table 6.4 shows the degree of relationship of each of the linguistic items to the X and 
Y axis. These relationships are visually represented in the item diagrams (Figure 
6.10a to 6.10c).
TABLE 6.4: Table of Coefficients of weak monotonicity between each linguistic 
behaviour and the X and Y axis.
J X Y P Q
Ornate .79 -.08 0.98 0.66 0.74
Obscure 0.80 1.00 -.27 0.67 0.74
Standard 0.91 0.41 0.86 0.82 0.83
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FIGURE 6 .9
POSA OF 118 SAMPLES ACADEMIC TEXT
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KEY TO FIGURE 6.9:
PROFILE: SUBJECTS PROFILE: SUBJECTS
1 0 20 6
2 21 21 7,10,26
3 5 22 4,14,23,28,29
4 5,19,23,27 23 2,3,11,14,24,28,28
5 25 24 9,13,16
6 2,2,3,5,6,14,15,18,21 25 1,8,18
7 7,12,22 26 4,6,16,17,18
8 8,10,13 27 6
9 8,18,27,30 28 1,20,24,25,30,30
10 22,22,26 29 11,15,16,29
11 16,19 30 4,7,15,23,24
12 27 31 8,5,11,15,20
13 1,10,17,17,19,22,25,25 32 26
14 8,12,13,9 33 9
15 21 34 12
16 11,17,20,23,27 35 3,29
17 13,20,30 36 26
18 3,9,24,28,29 37 14
19 1,10,19,21 38 4
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The X-based item was identified as Obscure, the Y-based as Ornate, while Standard 
partitioned the space diagram according to an accentuating role. The X and Y-based 
items acted as the polar items. These relationships between the items replicated the 
results of Study 2.
6.5.3. Identification of individual differences.
It was difficult from the examination of both POSA space diagrams (Figures 6.7 and
6.9) to ascertain if significant individual differences across the two facet elements of 
language behaviour, Content and Structure, could be identified.
As in the previous study, for ease of interpretation, the space plots (Figures 6.7 and
6.9) were divided according to the X and Y based variables. This resulted in four 
regions, labelled A, B, C and D. Each region represented the following 
relationships:
A: Lower scores on all items 
B: High Y-based item and Low X-based item 
C: Low Y-based item and High X-based item 
D: Higher scores on all items.
The distribution of the four essays per subject across the four regions was tabulated 
in Tables 6.5 and 6.6. Table 6.5 represents the spread of essays across the Content 
facet and Table 6.6, across the Structure facet of written language behaviour. The
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TABLE 6.5; Distribution of essays per subject by the 
'Content' facet element of linguistic behaviour.
(* only maximum of 3 essays)___________
SUBJECT A B c D
1 0 0 1 3
2 2 1 0 1
3 4 0 0 0
4 1 1 0 2
5 3 0 1 0
6 2 0 0 2
7* 1 0 0 2
8 2 0 1 1
9 0 0 3 1
10 2 2 0 0
11 0 0 3 1
12* 0 0 3 1
13 2 2 0 0
14 4 0 0 0
15 0 1 0 3
16 1 1 0 2
17 0 2 2 0
18 0 0 0 4
19 1 1 0 2
20 0 0 3 1
21 1 2 0 1
22 3 1 0 0
23 2 1 0 1
24 2 0 2 0
25 2 2 0 0
26 0 0 2 2
27 0 0 3 1
28 0 3 0 1
29 2 0 2 0
30 0 1 1 2
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TABLE 6.6: Distribution of essays per subject by the 
'Structure' facet element of linguistic behaviour.
(* only maximum of 3 essays)_______________________________
SUBJECT A B c D
1 1 2 0 1
2 0 0 2 2
3 1 0 2 1
4 2 1 1 0
5 0 1 1 2
6 0 3 0 1
7* 1 0 1 1
8 0 1 2 1
9 1 1 2 0
10 0 1 2 1
11 0 1 3 0
12* 0 1 1 1
13 0 1 3 0
14 1 0 2 1
15 1 0 2 1
16 0 3 1 0
17 0 2 0 2
18 0 2 0 2
19 0 2 0 2
20 1 1 2 0
21 0 1 1 2
22 0 2 0 2
23 1 1 1 1
24 2 0 2 0
25 1 0 1 2
26 1 2 1 0
27 0 1 1 2
28 0 0 4 0
29 1 0 3 0
30 2 0 1 1
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maximum number of essays from the same subject was 4 (with the exception of Ss 
7 and 12 for whom the maximum was 3) and the minimum, 1.
This analysis was carried out to determine whether the 118 essays could be separated 
into those written by each of the 30 subjects according to their use of the two facet 
elements. Examination of Tables 6.5 and 6.6 illustrated that there were a number of 
subjects with all four of their essays located in one of the four regions. However it 
was regions A and D that provided the best regions for the purposes of 
discrimination. Only one subject (Ss 18) was seen to have the maximum of four 
essays located in region D of the Content plot (Figure 6.7); two subjects (Ss 3 and 
Ss 14) had all of their essays located in Region A of the same plot (Figure 6.7).
It was apparent therefore that a degree of individual consistency existed within 
individuals’ written language behaviour, as measured by these two facet elements. 
However it was more difficult to distinguish between the writing styles of each of 
the 30 subjects; there may have been only small stylistic differences.
Further examination of both POSA space diagrams (Figures 6.7 and 6.9) revealed that 
the two facet elements, Content and Structure, did distinguish between the writing 
styles of some individuals; between those who had achieved the more extreme scores 
across the two facet elements. For instance, with reference to the POSA space 
diagram for the Content facet element (Figure 6.7), it can be seen that sixteen essays 
in total achieved the highest profile score of ‘2-2-2-2’. These essays were written by
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nine different subjects; one of these ten subjects acquired this profile score for three 
out of the four of their essays, with all but three of the remaining subjects obtaining 
this profile for two out of the four of their essays. Nineteen essays obtained the 
lowest profile score of ‘l - l - l - l ’. These essays were written by twelve different 
subjects. In fact, all of the essays derived from Subject 3 achieved this profile. This 
result indicates that Subject 3 displayed a high degree of individual consistency within 
her/his use of Content.
POSA was used to clearly establish therefore that some individuals do write 
distinctively. Consequently they can be distinguished on the basis of some aspect of 
their written language behaviour whereas others cannot. It appeared that there was 
a degree of individual consistency within written language behaviour. Consequently, 
correlational analyses, using Pearson’s Product-Moment Correlation, were performed 
to determine the degree of consistency on each of the two facet elements. Content and 
Structure (as defined by the Obscure, Ornate and Standard metameasures), across the 
subjects’ essays. These analyses were performed using the raw percentage data.
The only significant correlations were obtained for Obscurity (essays 1 and 3; r=  
.6079, p < 0.01), Standard (essays 1 and 4; r = .5046, p < 0.01) and Content 
(essays 1 and 2; r = .3895, p < 0.05 and essays 1 and 4; r = .6421, p < 0.01). 
These rather poor results would appear to suggest that only a weak relationship exists 
between the 30 individuals’ writing styles as a group across their four samples of 
written material. This finding is similar to the results of the POSAs.
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However, it does appear from these results that individuals are more likely to be 
consistent within their use of Content within written language behaviour. They will 
draw upon similar forms of vocabulary, seemingly irrespective of the content of the 
material.
However, the nature of the data is such that the context of the material differed across 
and within the 30 individuals. All of the 30 subjects had the choice of doing four out 
of twelve Social Psychology examination questions. There was also no control over 
the order in which these questions were completed. It is likely that the fourth essay, 
for example, was written in a more rushed style than the first, which could affect the 
grammatical constructions employed within the written material. Consequently, both 
a context and an order effect may have been reflected within the data. Unfortunately, 
the relative impact of context and order effects could not be established due to the 
infrequency of subjects attempting the same essay titles in the same order.
6.5.4. Group differences within language behaviour.
It appeared necessary then to determine if group differences between the language 
behaviour exhibited by the 30 subjects could be established. Therefore, for the 
purpose of further analysis at the ‘group’ level, the POSA space diagrams (Figures 
6.7 and 6.9) were divided according to the joint direction as the schematic diagram 
below illustrates in Figure 6.11.
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FIGURE 6.11
Schematic representation of Joint division
Each Subjeci was allocated to one of three groups defined as follows:
Group 1: Subjects for whom at least three out of the four essays fell into the bottom 
triangle of the plot. This denoted a simplicity of language behaviour, with a profile 
indicating an absence of Obscure and Ornate writing, a presence of Standard language 
behaviour (Structure) and a profile revealing little Content.
Group 2: Subjects for whom two essays were located in the top triangle and two 
located in the bottom triangle of the plot. This group membership denoted an 
inconsistency in writing style as measured by the Content and Structure facet elements 
of language.
Group 3: Subjects for whom at least three out of the four essays fell into the top 
triangle. This group was defined by those members for whom the majority of their 
samples reflected a complexity of writing style. This was indicated by a profile of 
Obscure and/or Ornate writing style, an absence of Standard forms of linguistic
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behaviour (Structure), and a high degree of lexical density (Content) expressed 
through jargon, uncommon words, subject openers and non functor words.
Secondly, the raw data were standardized. Z-scores were calculated for each of the 
13 variables measured across each sample essay. A decision was made in Study 2 
to exclude simple sentences and pronouns from POSA due to the poor common order 
they possessed. Summary scores of the four linguistic measures (Ornate, Obscure, 
Standard and Content) were calculated by summing the Z-scores for the appropriate 
variable. For example, an Obscure score was calculated by summing the Z-scores 
for the percentage of passive sentences (Passive), compound sentences (Compound) 
and the verb ‘To Be’ (To Be). This process was applied to each sample of text and 
summed within each subject to produce an overall score for each of the linguistic 
measures. Consequently, each subject possessed a single cumulative score which 
represented their four samples of written material for each of the four linguistic 
measures - Ornate, Standard, Obscure and Content.
The cumulative scores for each of the four linguistic measures were entered into four 
one-way ANOVAs, in which subject group was the independent variable and Ornate, 
Obscure, Standard and Content were the dependent variable in each individual 
ANOVA. Each analysis found significant differences between the three groups 
defined above. The results of these analyses are presented in Table 6.7.
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TABLE 6.7: Summary of results of four one-way Anovas.
METAMEASURE F RATIO DF P SCHEFFES
STRUCTURE 
- ORNATE
5.84 2,27 0.01 1 > 2 = 3
- OBSCURE 33.98 2,27 0.01 1 > 2 > 3
- STANDARD 4.031 2,27 0.05 2 = (3 > 1)
CONTENT 15.38 2,27 0.01 (1=2) < 3
The four one-way ANOVAs showed that the four linguistic measures of written 
language behaviour, identified through the SSA and POSA, did serve to distinguish 
between the three groups of subjects. Post-Hoc tests, using Scheffe tests, using p < 
0.05, identified where the significant differences were located. As Table 6.7 shows, 
the facet element of Content revealed significant differences between groups 1 and 3, 
and groups 2 and 3. With reference to the three metameasures derived from the 
Structure facet element, for the Standard linguistic metameasure, the significant 
differences existed between groups 1 and 3. The metameasure which reflected 
Obscure language behaviour significantly discriminated between all three groups. 
With regards to the metameasure of Ornate language there were differences between 
groups 1 and 2, and groups 1 and 3. There were no significant differences found 
between groups 2 and 3.
These results for Ornate language behaviour can be explained with further 
examination of the data. Within this sample of 30 subjects, only 1 was identified as 
employing a highly Ornate use of language. 25 subjects were allocated to group 1,
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4 to group 2 and only the 1 subject to group 3. Therefore there was no variation to 
compare within group 3 and minimal variation present between groups 2 and 3.
However, overall these results suggest that while individual differences in written 
language behaviour are not clearly identifiable, group differences are.
6.6. DISCUSSION (PART B).
This study sought to fulfil two aims concerning the reliability and validity of the 
model of written language behaviour obtained in Studies 1 and 2. The first was 
concerned with whether the two facet elements of Content and Structure identified in 
Study 1 could be replicated over a larger sample of individuals. If this could be 
accomplished, this led into the second aim - whether the facet elements (defined by 
POSA in Study 2) discriminated between the written material of thirty individuals.
The second aim of the present study met with a modicum of success. Both the facet 
elements of Content and Structure possessed the same partial order scale as in Study 
2. Individual differences in written language behaviour were apparent, but an 
individual’s language use, as measured by the four linguistic measures derived from 
the two facet elements (Obscure, Ornate, Standard and Content), was not sufficiently 
consistent to distinguish them on a unique basis. This rather ‘weak’ result could have 
been attributed to an order and/or context effect. One way of resolving this would 
have been to ask the subjects to generate essays specifically for research purposes. 
However, this may have served to distort the results as the individual authors would
165
be likely to use, what they considered to be, correct grammatical constructions. 
Under examination conditions it appeared that such language behaviour could have 
been secondary to content, as well as being influenced by the anxiety of the situation, 
which would not be apparent in an ‘artificial’ set up.
Nevertheless despite these effects, individual differences could be identified across 
extreme styles of written language behaviour, and the four linguistic measures 
(Ornate, Obscure, Standard and Content) were able to significantly distinguish 
between subjects at the group level.
Such results indicate that it is unlikely that there is any generalized aspect of written 
language behaviour that is typical of one individual. The possibility, however, that 
has been revealed is that there may be identifiable differences in the comparison of 
the writing of two different individuals, or two different groups of individuals. It 
appears likely that the linguistic measures that are relevant for the comparison of one 
pair of individuals or groups will not be relevant for another pair. For example, 
some groups of individuals maybe distinct in terms of their Content, whilst for others 
it may be an aspect of their syntax.
Thus, Studies 1 to 3 have developed a method of stylistic analysis. Studies 4 to 6 
attempted to apply this method to the analysis of threat letters. Before these studies 
are reported, however, it is first necessary to review the literature on threat, in order 
to place Studies 4 to 6 in context.
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CHAPTER SEVEN.
THE NATURE OF THREAT.
7.1. INTRODUCTION.
Threat, by its very nature can be seen as a form of social control used by individuals 
and/or organizations in their everyday lives to maintain societal norms and 
equilibrium (Leavitt & Bahrami, 1988). For instance, many individuals arrive at 
work at 9 am, finishing at 5 pm with a one hour lunch break in the middle of the 
day. Implicit in this routine is the threat of losing one’s job if the routine is not 
adhered to. Threat is therefore used to control the behaviour of the individual, in this 
example the employee. The threat relies upon the employee’s knowledge that his 
employer will react in a negative manner and ‘punish’ him if he does not follow the 
routine. The employer possesses the legitimacy, power and status to do so.
If, however, the use of threat becomes not a form of social control where its use is 
socially acceptable, but one of individual control, where threat is utilized for the 
purpose of criminal coercion, then the definition of threat takes on a new meaning. 
It is this type of threat that the present research focused upon.
The New Collins Concise English Dictionary (1987) defines threat as "a declaration 
of the intent to inflict harm, pain or misery” or "the indication of imminent harm, 
danger or pain”. This definition takes into account both the explicit and the implicit 
nature of threat. An explicit threat is one which is commonly found in bargaining
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situations where one party attempts to influence the actions of another. Unlike 
promises, where the target anticipates a reward for their action, a threat acts as an 
indication to the target of a negative sanction. The threatener will communicate the 
intent to take an action that is pernicious to the target (Sawyer & Guetzkow, 1965). 
Threats of this nature tend to be contingent forms of communication - Tf you do/do 
not do A, I will/will not do B ’ where A is beneficial to the threatener and B is 
detrimental to the target.
The threat can be harmful in terms of material costs, individual beliefs and values, 
self esteem and/or reputation. Threats operate by attempting to change the thoughts, 
feelings and actions of the individual by changing the social situations which they are 
in. The victim is made to think or act in ways which they find difficult to reconcile 
with their perception of their usual selves. The sense of self identity can be 
threatened via the situation and/or the message. Events and circumstances that 
threaten ones’ sense of identity, that change or alter an individuals behaviour, 
appearance and feelings, all of which constitute a major component of the self 
identity, foster violations of self expectations and induce experiences of 
depersonalization (Breakwell, 1986). Goffman (1955), albeit in relation to 
institutions, argued that any form of coercive power maintains a sense of inequality 
between the threatener and the target creating a social distance. The use of this 
power serves to rob the target of his self identity by altering the personality, and 
changing the behaviour of the target. Therefore a perception of a lack of control over 
changes which are imposed on the target by the threatener equals a threat to self
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identity, a loss of self esteem. By its very nature a threat suggests that the target is 
threatenable, a relationship of superior and subordinate is established (Milbum & 
Watman, 1981). It is likely that in such a situation a threat would be effective for the 
threatener.
An implicit threat is one that is defined in terms of a psychological concept, revolving 
around the issue of the cognitive and emotional response of the target (Lazurus, 
1968). The implicit threat creates a level of fear, but the amount of fear elicited from 
the threat is dependant upon the subjective danger present. The threat exists in so 
far as the individual perceives it. It lacks objective criteria and can be defined only 
as a subjective probability, a belief in the degree of truth of certain statements. This 
perception of the degree of danger inherent in the threat is dependant upon a number 
of factors which will be discussed later in this chapter.
A substantial amount of research was carried out to investigate the effects of the 
threat process in the late 1960s and up to the mid 1970s. Empirical studies of threat 
have focused primarily upon Game Theory (Borah, 1963; Deutsch & Krauss, 1960; 
Kelley, 1965; Shomer, Davis & Kelley, 1965) which concentrates on the bargaining 
process, examining the strategies employed by two parties to reach a desired solution 
to a shared problematic situation. It serves to make predictions concerning the nature 
of the agreement between the two parties in terms of the structure of ‘payoffs’ that 
should be reached, as well as providing an insight into the negative effects of 
employing threat as a form of communication. What became apparent from such
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research was the importance of the perception of the threat within the bargaining 
context. The threat must be clearly defined as such by the target if it is to be seen 
as credible. From the literature, threat appears to exist as part of a larger system of 
elements which have to be taken account of in its study. The principle elements are 
Control and Credibility, One must investigate these component parts of ‘threat’ in 
order to understand it as a concept before examining the language behaviour of 
written threat.
7.2. CONTROL.
Social psychologists, Milbum and Watman (1981) identified two components 
important to the threat process. Firstly, the amount of danger present in the threat, 
as perceived by the target. Secondly, the lack of control, both physical and cognitive 
present in a threat, and the inability of the target to reduce the danger present by 
exerting some degree of control is crucial to the success of a threat. These two 
components of the threat process can be represented diagrammatically as in Figure
7.1.
When an individual is in control of their environment and they perceive no 
approaching danger they are ‘comfortable’. However when an individual perceives 
a high degree of danger with little or no control over it, this evokes an emotive 
response of panic. In situations that are plotted in the lower right hand quadrant of 
the chart, the target is made to feel that harmful consequences of some type appear 
likely, regardless of the action that they take.
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FIGURE 7.1: Relationship of Danger and Control within the threat process. 
(From Milbum & Watman, 1981; " The Social Psychology of Threat", page 5)
Low Danger
Much control of the situation
sense of comfort challenge
alienation, apathy panic
Little control of the situation
High Danger
Research has illustrated through a profusion of laboratory experiments that anxiety 
and panic are associated with a loss of control. Geer, Davison and Getchel (1970) 
reproduced an experiment by Pervin (1963) in which college students were subjected 
to electric shocks. The conditions of the experiment varied only in the degree of 
control each of the subjects thought that s/he had over the shocks. The results 
showed that less anxiety was found in the group that thought they had control than 
in the group that thought they were unable to control the shocks. This was despite 
the fact that the shocks could not in fact be controlled by either group. When 
subjects believed that they could terminate an electric shock they displayed less 
anxiety than when they were incapable of doing so. These findings were confirmed 
by Glass and Singer (1972). Predictable aversive events are less disrupting and
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anxiety provoking than unpredictable ones.
These research findings support Lazurus’s (1968) argument that a factor which 
influences how an individual perceives a threat is their dependence upon their belief 
in their own ability to exert control over their lives. The need to control is important 
in our lives (Burgers, 1975). With control one is able to make the choices which 
allow each persons life to be his own. To take this control away can have detrimental 
effects upon the individual.
A loss of control is argued to lead to a loss of motivation to regain the control that 
they once had, and this in turn leads to an anxious response (Milbum & Watman, 
1981; Phares, 1976). This has been illustrated through Seligman’s (1975) concept of 
‘Learned Helplessness’. Hiroto (1974) applied the experimental design of Seligman 
to humans, substituting noise for electric shocks. The results showed that those who 
were unable to exert control in the first part of the experiment did not attempt to 
regain the lost control in the ‘escape’ phase of the experiment. They made no attempt 
to regain control even when they were given the opportunity to do so. They had, as 
Seligman proved with his dogs who were unable to control electric shocks, learned 
helplessness as a response. The concept of helplessness stresses again the need for 
control, predictability and certainty in our environment.
Research has also shown that there are individual differences in an individual’s desire 
to control his/her environment (Phares, 1976). These differences could also have an
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influence on the perception of threat and its effects upon the target. Differences 
relate to those who exhibit an internal or external locus of control. The former will 
perceive everything that happens to them as being contingent upon themselves - they 
are the masters of their own destiny. External personalities will perceive their 
behaviour as occurring independently of their environment. Consequently, internal 
individuals appear to have a greater desire for control (Phares, 1976) - it is important 
to them that they are always in control of every aspect of their lives. Such 
individuals will display high levels of fear arousal when threatened as the threat is 
attempting to rid them of their sense of self control, although they will hide their 
anxiety as it is perceived by them to be a sign of personal weakness. External 
individuals, on the other hand, do not become as aroused and anxious when faced 
with a threat as it is not their failure which serves to act as the threat, but forces 
outside themselves which are ultimately responsible.
Therefore, in order to achieve a panic response and this perception of losing control, 
the threatener must ensure that the content of the threatening message arouses fear in 
the target. Studies concerning the effects of fear arousal are not clear. They have 
been well researched in terms of persuasive communication used by the media and 
advertising campaigns, where the aim of the communication is to change the attitude 
of the individual, thus altering their behavioral patterns. Persuasive communication 
attempts to influence the individual’s cognitions, their beliefs. Conversely, coercive 
forms of communication are concerned only with a desired action on the part of the 
target. A threat does not possess the purpose of attempting to alter a target’s inherent
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belief towards a person, object or event at the cognitive level.
Dispute has centred over the issue as to what level of fear is the most productive in 
order to achieve these responses. The optimum level of fear is difficult to establish. 
Janis and Feschbach (1953) attempted to persuade people to take better care of their 
teeth. There were three experimental conditions ranging from a low to a high fear 
arousing message. More attitude change was measured in those who were recipients 
of the low arousal message. However this result has since been contradicted several 
times over (Leventhal, 1970).
A threat can be seen as stress producing as it functions as a cue to future aversive 
events. McGuire (1969) argues that there is a curvilinear relationship between fear 
and persuasion/threat. If there is no fear then there is no motivation for a change in 
behaviour; if there is great fear then this might result in avoidance of the fear 
arousing situation; if moderate fear is elicited then this will result in change, and so 
the more powerful and likely to be more successful the threat.
Higbee (1969) carried out a review of all the research on fear arousal up until 1968 
to attempt to account for the inconsistency of the results. He concluded that high 
levels of fear arousal lead to avoidance behaviour, but nevertheless they are superior 
to low fear arousing messages in terms of persuasion. This was found to be 
especially true when the source was perceived as credible.
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McGuire (1969) did stress the importance of what he called the ‘high availability’ 
factor within persuasive communication. A high fear arousing message has been 
shown to be counterproductive. However, if fear inducement is combined with 
recommendations for the target as to how to avoid the undesirable consequences, and 
that the preventative action is realistic, then behaviour patterns may be altered. The 
message is giving the target a chance to regain control over the situation and thus 
reducing the panic response.
Although a lack of control reduces ones sense of freedom, Brehm (1966) showed that 
goals which are threatened by a loss of freedom take on more value than before the 
threat. This has been labelled ‘Psychological Reactance’ (Brehm, 1966). It serves 
to motivate the individual to regain control of his/her goals. Threats therefore 
operate by attempting to reduce the control of the individual over their environment, 
leading to a heightened state of fear arousal. In turn this leads to anxiety and a panic 
response. The individual experiences a sense of helplessness which will affect their 
ability to regain control. The personality of the target will affect the magnitude of 
this effect.
7.3. CREDIBILITY.
The aim of a threat is to place the target in a precarious position. Many threats, as 
previously mentioned, are conditional in format where the threatener states that s/he 
has the power and the resources to punish the target if they do not concede to their 
demands. The success of a threat has to depend in part on the target’s beliefs in the
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threateners intentions to carry out the proposed punishment if the terms are not met. 
The threat has to be perceived as credible. Credibility can be established through a 
number of means - legitimacy of the demand, magnitude of the punishment, the cost 
of compliance to the target, power and status - all of which affect the degree of 
compliance of the target to the threat.
7.3.1. Source of threat.
A source’s credibility is one factor that affects the target’s belief in the threat 
(Tedeschi et al, 1973). An individual’s personality, past reputation and any evidence 
of expertise which points to capability all enhance credibility. A great deal of 
empirical research on persuasive techniques regarding public speaking has highlighted 
the fact that a charismatic and competent individual is able to gain success and gamer 
the trust and credibility of his audience. The personality appears more credible than 
the message (Ross, 1974). Nevertheless Schlenker et al (1970) in a laboratory study, 
discovered that regardless of the credibility gained by the personality of the source 
itself, a target’s cooperative response would only be dependent on the credibility of 
the threat itself.
Credibility of the threat is dependent also upon the evidence of the capability of the 
threatener (Milbum, 1981). Unfortunately, only when threats are unsuccessful can 
credibility levels be established (Swingle, 1970). If the target does not comply with 
the demands of the threat, the threatener must carry out the threatened action in order 
that future threats would then be considered credible. Thus the credibility of the
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threat is then usually tested by the target, allowing the threat to be partially carried 
out. If this does not occur then the threat will lose its credibility and will result in 
non compliance by the target. However this could be a question of merely 
transforming the issue of credibility from the threat to the credibility of the 
demonstration of the threat.
7.3.2. Cost of threat to target.
The cost of compliance to both the target’s own sense of control and identity and the 
value of the compliance to the threatener needs to be weighed up. If, for example, 
the threat is out of proportion to the demand, or is seen by the target to cost the 
threatener more to inflict than it would the target to receive, then it is likely that any 
credibility the threat possessed would be lost (Baldwin, 1971; Milbum, 1977; Milbum 
& Watman, 1981). Milbum (1977) draws attention to the example of 1914 when the 
Germans threatened the Russians with attack if they did not cease mobilizing their 
troops. The Russians were doing so, not out of fear of a German attack but against 
the Austro - Hungarian forces. As a result they would not comply with the 
Germans’ demands. The Russians perceived the Germans’ threat to invade as a non- 
contingent threat. They saw it being used as an excuse by the Germans to invade 
because if the Russians had complied with their demand, they would have been 
invaded by Austro-Hungarian forces.
This has also been tested by Horai and Tedeschi (1969) in their version of the 
Prisoner’s Dilemma Game. Players are forced to interact strategically with one
another so that each player can profit by cooperation or conflict, depending on what 
the opponent player does or does not do. Their studies showed that there was a 
positive linear relationship between credibility and magnitude of punishment linked 
to compliance. The higher the level of punishment, the higher the level of 
compliance of the target. Tedeschi (1970) refined this argument stating that it was 
in fact the relative magnitude of the punishment to the level of compliance that was 
important to the success of the threat.
7.3.3. Legitimacy of the threat.
The legitimacy of the demand has also to be taken into account by the target.
Milbum and Watman (1981) defines legitimacy in terms of status, norms and
situation. A legitimate threat is one whereupon an individual utilizes the correct
norms in a proper situation to construct a threat whose demands and sanctions
conform to the rights of the individuals status. The individual, by virtue of his
’legitimate’ power (accorded by his status) is able to succeed in getting another
individual to do something they want. However this only works so long as both
parties play within the system of social rules. To violate these rules of the
relationship constitutes an illegitimate threat, a coercive use of power that is used for
personal (or group) ends. As such forms of coercion are seen as illegitimate the
threatener must legitimize his/her demands. One way to achieve this is to award the 
threatener high status.
The threatener legitimizes his status by prefacing the threats with a description of
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their situation and status in order that the target will be induced to accept the norms 
that would lend legitimacy to the threat. Faley and Tedeschi (1971) took low and 
high ranking cadets who played against a simulated source. Results demonstrated that 
a low status target would comply more with the demands from a high status source 
than if the relationship between the two players was low - low or high - low. It was 
also interesting to note that compliance was also achieved with a relationship of equal 
status between the high ranking cadets. Therefore if the target accepts the threat as 
legitimate and awards the threatener a high status then the message will possess more 
credibility (Fisher, 1969). Threats possessing status and legitimacy have been found 
to induce more conformity to the threat commands (Darley, 1966).
7.3.4. Style of the threat.
Credibility of the threat can also be influenced by the style of the communication. 
Within threats of a coercive nature it is usual that the threat sender will use explicit 
and anonymous forms of threat. Explicit threats allow the threatener a high degree 
of control over the ‘bargaining’ situation found in crimes of coercion. On a basic 
level, they allow the threatener to exercise control over the timing and the terms of 
the threat. However the tone and the style in which the threat is communicated will 
also influence the way in which it is perceived by the target in terms of seriousness. 
On receipt of a threat the target has to assess the potential danger to themselves. If 
the sender of the message is known to the target then they are able to make a more 
informed decision as to whether the intent behind the threat is critical. The target is 
able to assess the credibility of the threat with reference to both the personality of the
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sender and the content of the message.
However, when a crime has been committed through the act of a written threat, it is 
typical that the author is at pains to hide his/her identity, and consequently the threat 
letter will be anonymous. Therefore with anonymous letters the credibility of the 
threat can only be assessed through the message itself. It is important that the threat 
is not considered ambiguous by the target. In using the letter as a channel of 
communication, the threatener has to ensure that the threat and its conditions will not 
be misinterpreted by the target. Deutsch (1973) argues that the ambiguity of a threat 
will be considered as a sign of weakness. As a result, the credibility and legitimacy 
of the demand and the status accorded the threatener will be diminished. It will be 
unlikely that the threat will be successful.
To comply with a threat does have the effect of the target losing self esteem and face 
(if among a group). Swingle (1970), using a version of the Prisoner’s Dilemma 
Game, examined the effect of anonymity within the bargaining situation. The results 
indicated that when the players were informed, before the trials, that they would not 
meet their opponents they were more compliant and cooperative to the opponents 
demands than if they were to meet with them after the game. Swingle argued that 
this effect was linked to a loss of face. With their opponent remaining anonymous 
they did not have to be a party to the ‘victor’s role’; publically face was intact.
180
7.4. SUMMARY OF THE NATURE OF THREAT.
Therefore, the perception of a threat by the target is crucial to the threat process. 
Coercive threats operate on the threat of reducing an individual’s control over 
themselves, their actions and their environment. A lack of control leads to a 
heightened state of fear arousal which lends itself to an anxiety response and induces 
compliance. Rogers (1975) proposed three factors which are important in any fear 
arousing message: the magnitude of the punishment, the probability that the event 
will occur if the recommended action is not taken, and the effectiveness of the action 
if it is carried out. Compliance to the threat is also dependant upon the threat’s 
credibility; credibility is achieved through the magnitude of the punishment, 
legitimacy of the demand, status of the threatener, the need of the target to be in 
control and the style of the communication.
The effects and nature of the threat process have been widely investigated, but there 
does appear to be a sparsity of literature directed towards the analysis of written 
threat, and on those individuals who employ such methods of coercion as the central 
part of their criminal behaviour.
7.5. FORENSIC ANALYSIS OF WRITTEN THREAT LETTERS.
One forensic application of authorship studies is concerned with what information can 
be derived from the study of anonymous forms of threatening communication. The 
author, in employing anonymous threats attempts two things. The first is to hide any 
evidence of who they are which may help to identify them, and secondly, they will
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attempt to present an identity that will carry the most credibility and authority in 
perpetuating the crime. For instance, using a communicative style that implies the 
author knows about a company, that the threat is a genuine one, and that the 
threatener possesses the capability to carry out the threatened action.
There are many aspects of a written document that can be examined. There are 
forensic experts who specialize in the study and investigation of anonymous 
documents in order to determine facts about them (Hilton, 1982; Osborn, 1949). Such 
forensic investigators are able to identify handwriting; within typewritten messages, 
to gauge the machine that the message was typed upon; to analyze the inks, the 
papers and other factors involved within the preparation of a document. Nevertheless 
such detailed examination of written documents is not the only analytical method 
employed.
The language of the document can also be examined from a psychological point of 
view. The results of such analyses can serve a multiplicity of purposes. The written 
language produced by the author can be studied to identify characteristics and 
motivations of the individual. Based upon these results, advice can be offered as to 
the degree of intent behind the communication.
Miron (1978), a psycholinguist, developed a content analytical technique which he 
applied to coercive forms of written communication. Miron’s focus was upon 
semantic analysis, the identification of common themes within the text. His
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underlying assumption was that, although individuals can change the words that they 
use, the paper, the ink, the typewriters and the lettering involved, it is much more 
difficult to change the way in which they think. Miron has shown that the 
identification of themes that the individual chooses to include as part of his/her 
written material, and the sequence of these, proves useful in exploring the 
psychological issues involved within the analysis of written threat.
Miron drew upon a content analytical technique known as the General Inquirer 
(Ogilvie et al, 1966), which he applied to the analysis of written forms of coercive 
communication. The technique objectively and systematically identifies characteristics 
of a piece of written material to establish the elements of the communication process. 
A threat is typed into the computer where every word of the message is identified. 
The program then assigns word occurrences, on the basis of their context, to 
theoretically constructed concept categories which are believed to be related to the 
threat process. Such categories include concepts such as humiliation, destruction, 
denial, potency and power. Each text word occurrence is then compared to determine 
whether it is used in the same or different contexts within written messages. This 
analysis allows one to abstractly create a profile of the written message. This profile 
can then be compared with other forms of coercive communications and samples of 
written text. Such a method proves useful in comparing the similarity in content 
between hoax and genuine threat letters, and as an aid to identifying the author of the 
written material; it is conceivable that corresponding themes could be identified in 
material written by the same author.
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Miron (1978), analyzed eight samples of coercive communications, which included 
extracts from the SLA (Patty Hearst case), a skyjacker and a murderer of four people, 
against written material taken from an American soap opera and a novel. Miron 
uncovered three dominant themes which characterised the threats - Impotence-Denial, 
Destructive Reaction and Affiliative Need. Using these themes he uncovered patterns 
of cognitive and behavioral dispositions which gave an insight into the motivations 
behind the threat. For example, the examination of the SLA communications 
revealed that the group were likely to commit suicide, and that Patty Hearst would 
identify with her captors. The analysis of the skyjacker. Beck, showed that his self­
esteem was low, he perceived himself as a loser in life and was indecisive. Had there 
been an opportunity, this latter point could have been played upon during the 
negotiation process.
Miron’s technique of thematic analysis has been applied to thousands of cases of 
threat, and he has been called upon frequently by the FBI (Rice, 1981). However his 
techniques and findings have not yet obtained legitimacy within a Court of Law. 
Miron himself admits that the technique is still in its infancy and is "far too 
experimental" (Miron, 1992; personal communication). The findings are therefore 
limited to aiding Police investigations.
Thematic forms of analysis have also proved useful in the examination of suicide 
notes. Studies (Gottschalk & Glesser, 1960; Gregory, 1994; Ogilvie et al, 1966; 
Osgood, 1959; Schneidman & Farberow, 1957) have used the extraction of themes
from a suicide note to offer an insight into the cognitions of the ‘suicidal’ individual. 
This has then been applied towards the distinction between genuine and hoax suicide 
attempts.
There appears to have been little research carried out on those individuals who adopt 
threat as part of their criminal behaviour. Work appears to have primarily centred 
upon those exhibiting pathogenic forms of behaviour. For instance, McDonald (1968) 
carried out a follow through study of one hundred patients, who had been admitted 
to a psychiatric hospital for making homicidal threats. Of those patients, 52% were 
diagnosed with character disorders, and 48% as psychotic with schizophrenia or brain 
disease. After a period of five years, McDonald traced all but twenty three, and 
discovered that only three had followed through with their threats, and four had 
committed suicide. Examining potential predictors of homicidal behaviour, 
McDonald compared those one hundred subjects with criminal homicide offenders and 
one hundred mentally ill patients, who had displayed no homicidal threats. Of nine 
commonly cited predictors, he found statistical significance for only those who had 
committed suicide; thus those who made the homicidal threat were more likely to 
commit suicide than the convicted or mentally ill individuals.
Weinstein and Haagen (1987) studied aspects of threats made against the President. 
It is such a common phenomenon in America that the 1917 Presidential Threat Act 
was passed in order to try and deter people from making such threats. A prison 
sentence of up to five years can be given for violation of this Act. Their research
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was concerned with the prediction of which threats were more likely to be followed 
by action. This was in order to develop a protocol of response to the phenomena of 
threat. Examining over one hundred individuals, they discovered some interesting 
correlations with those who had made threats against the President. Such threateners 
were likely to be unemployed, male, possess 10.9 years of education and a military 
service. 60% of the subjects were psychiatric patients, 25% were alcoholics and 50% 
had served a prison sentence. The threats were found to arise from a variety of 
stressful situations, such as loss of job, quarrels and acute crises. Linguistic features 
which were identified in the threats made against the President were the use of 
capitals, exclamation marks, slogans, cliches, metaphors and hyperbole. Also, many 
would leave clues as to their identity, such as a name and address. However the most 
important result of their research was that the vast majority of individuals who had 
made threats did not follow through with them.
Dietz (1991) and his research team were also concerned with the analysis of 
threatening and inappropriate letters to public figures, in this case, Hollywood 
celebrities and members of Congress. As public figures, they are often pursued by 
mentally disordered individuals. Dietz’s research interest was the concern with those 
subjects who would actively pursue their targets after contacting them and those that 
merely wrote a letter. They examined thousands of letters employing a variety of 
measures such as their appearance, volume, length and the themes present within the 
messages. Surprisingly enough, very few of the letters were anonymous (Hollywood 
- 5% and Congress, 18%), and threats were made more to members of Congress
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(58%) than to Hollywood celebrities (23 %). The research, like that of Weinstein and 
Haagan (1987), concluded that the presence or absence of threat was not associated 
with pursuit behaviour.
Such studies go towards developing a ‘psychological profile’ of those individuals who 
are likely to engage in threatening forms of communication, as well as to help in 
providing guidelines for dealing with such threats. Such forms of analyses focus 
upon the personality characteristics and motivations of the source as revealed by the 
language that they employ.
7.6. AIMS OF STUDIES 4 TO 6.
Studies 4 to 6 were concerned with the application of stylistic methods of analysis to 
the examination of anonymous threat letters. In these studies, the written language 
of threatening forms of communication was analysed using the two facet elements of 
written language behaviour (Content and Structure) identified in Studies 1 to 3. The 
analyses sought to determine what the language reveals about both the nature of threat 
and the author. Consequently, the threat letters were studied with two aims in mind. 
Firstly, to ascertain if language is used in different ways by different individuals to 
achieve the same communicative goal. Secondly, to determine the extent to which 
written language behaviour is influenced by the personality characteristics of the 
author.
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CHAPTER EIGHT
STUDY 4:
INVESTIGATING THE LANGUAGE OF SIMULATED WRITTEN
THREATS.
8.1. INTRODUCTION.
Within Forensic Linguistics it is important for the analysis of threatening forms of 
communication to create a typology of anonymous threat letters. It is necessary to 
investigate whether different types of threat are characterized by a set of linguistic 
properties which will go towards the creation of a set of ‘linguistic norms’. Once 
these linguistic norms have been ascertained, assessment of the similarities and 
differences among different types of threat letter may provide a key to understanding 
the psycholinguistic nature of each type of threat.
As was seen in Chapter Three, the way in which we use language is dependant in part 
upon the situation and circumstances in which we are using it. Therefore, one could 
determine if there is a difference reflected in the Structure and Content of the 
language behaviour according to the nature of the threat. In order to do this, it is 
necessary to control the adaptive aspects of the situation in which authors are writing. 
Consequently, simulated threat letters, where the nature of the threat was pre-defined, 
were used for the purposes of this study in order to ascertain if there were any 
differences in the Content and Structure facet elements of written language behaviour. 
It was hypothesized that such differences would exist and would therefore enable a 
typology of types of threat to be derived from these facet elements.
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8.2. METHOD.
8.2.1. Subjects.
77 people participated in this study. The subjects were aged between 18 and 64, with 
a mean age of 32 years. The proportion of males to females was unequal with 56% 
males and 44% females. The subjects were selected by means of opportunity 
sampling and came from a wide range of different backgrounds.
8.2.2. Procedure.
Subjects were asked to write an anonymous threat letter according to a set of 
hypothetical scenarios which were outlined on the threat questionnaire (see Appendix 
B). There were four hypothetical scenarios which depicted the most common 
situations which were thought to elicit a written threat.
The first scenario centred around the Lottery. The subjects were asked to imagine 
themselves in the following situation and to then produce an appropriate threat letter.
- " A couple in your local area have won £10 million on the National Lottery. You 
have seen pictures of them in all the national newspapers celebrating their win. You 
know their name and address (which has been stated in the national press anyway) 
and decide to write them an anonymous threatening letter demanding money. You 
make threats about what will happen if they do not give you some money."
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The second situation concerned a more Personal threat.
- "You are living/married to someone and have been together for a long time. Your 
partner has been having an affair with a colleague and is contemplating leaving you 
for them. You have discovered this fact and decide to write an anonymous 
threatening letter to the colleague..."
Such threats tend to have their origins within the domestic or occupational sphere. 
They are motivated largely by the need to express anger and/or revenge, as well as 
for attention.
The third scenario related to what is referred to as "Consumer Terrorism" or 
Extortion. This involves the threat of contamination of products such as food, drink 
or drugs for financial gain. It is a form of extortion where money is obtained through 
menaces. In the past decade, companies such as Mars (1984), Heinz (1988), Perrier 
(1990) and Cadburys (1991) have all fallen prey to Consumer Terrorism.
- " You have been working for a company for a number of years and they have made 
you redundant. You decide to threaten the company with contamination of their 
products unless a large sum of money is paid to you. "
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The final scenario was politically based. Political threats generally revolve around 
disputes against particular policies. They can also take the form of personal 
grievances against a party or an individual of a government.
- " You are a member of Greenpeace and facts have just been released that state that 
the smog levels in the inner city areas will return to the ’peasouper’ levels seen in the 
1950’s over the next five years unless something is done. The government are taking 
no action. You decide to make threats in a letter to the Prime Minister. "
Many of the subjects found it very hard to write a threat letter for some of the 
hypothetical situations. They found it difficult to imagine themselves in some of the 
roles they had to play in order to write the letter. They reported that they lacked the 
necessary motivation needed to write a convincing threat letter and would certainly 
never consider it as a form of action in the first instance. Therefore, as a result of 
this and the time constraints for some subjects, the subjects were asked to write a 
simulated threat letter for as many of the scenarios as they were able.
8.3. RESULTS.
8.3.1. Simulated Threat Letters.
Of the 77 subjects, 39 subjects completed only the ‘Lottery’ letter, 27 completed three 
of the letters, according to the ‘Personal’, ‘Political’ and ‘Extortion’ scenarios and 
finally, 11 subjects wrote two letters relating to the ‘Personal’ and ‘Extortion’ 
situation. Table 8.1 illustrates the breakdown of the total number of different types
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of threat letter written.
TABLE 8.1: Breakdown of simulated threat letters written.
TYPE OF LETTER NUMBER OF LETTERS
LOTTERY 39
PERSONAL 38
EXTORTION 38
POLITICAL 27
TOTAL: 142 (N=77)
Therefore, in total, 142 simulated threat letters formed the data base for this study. 
Typical examples of each type of threat letter are presented below. All the examples 
are reproduced exactly as written with any spelling and grammatical errors included.
Example 1 - Lottery threat letter.
- " MARK, I SAW YOU IN THE PAPER YESTERDAY WITH YOUR WIFE, 
JULIE, COLLECTING YOUR MONEY. SOME OF THAT MONEY SHOULD BE 
MINE, IT’S UNFAIR THAT YOU GET THE WHOLE JACKPOT AND I GET 
NOTHING! I NEED THAT MONEY FAR MORE THAN YOU OBVIOUSLY DO, 
I’VE SEEN YOUR HOUSE AND YOUR CAR AND YOU’RE FAR FROM 
DESPERATE, UNLIKE ME. I REALLY NEED £1/2 MILLION POUNDS, 
WHICH IS NOTHING TO YOU NOW. IF YOU DON’T GIVE IT ME I WILL BE 
FORCED TO TAKE YOUR WIFE ( I KNOW WHERE SHE WORKS !) AND DO 
WITH HER AS I WISH UNTIL I RECEIVE THE MONEY. IF I RECEIVE NO 
MONEY YOU MAY NEVER SEE YOUR WIFE AGAIN.
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THERE ARE SOME VERY EVIL WAYS A PERSON CAN BE TORTURED TO 
DEATH YOU KNOW ! "
Example 2 - Personal threat letter.
- " You swine. You think its clever to fool around with someones wife. But your 
not so smart. We know all about you and you are going to stop. If you dont then 
you are in trouble. Her husband has some good friends and we will take care of you. 
Your boss wont be happy if he finds out your screwing his secretary.
Your car wont look so nice when its been washed with paintstripper and a crowbar. 
And theres that nice flat of yours. It only takes one match to turn a love nest into a 
bonfire.
Stop it NOW, OR ELSE... "
Example 3 - Political threat letter.
- " Dear Prime Minister,
It has come to my attention that smog levels in inner areas are growing to an 
unacceptable level. As a staunch defender of the environment, I am outraged, angry 
and astounded that your government is taking no action whatsoever to improve the 
situation.
Unless you and your government decide to tackle effectively this issue, I and 
like-minded people will have to take matters into our own hands. We are prepared 
to do what it takes to clean up out air - with or without parliamentary consent.
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The environment is our most important concern. If you continue to ignore the 
dangers of smog, we will have to take drastic measures to ensure our cause is heard. "
Example 4 - Extortion threat letter.
- "You miserable bunch of bastards. You don’t care about people, just money. As 
long as people buy your lousy pickles that’s all you care. Well now it’s your turn to 
pay. If you don’t pay £100000 then some of your pickles are going to get a little 
extra put in them that the customers won’t like. They won’t buy them if it makes 
them throw up. And if they stop buying them your out of business. This won’t 
happen if you pay up. Put an advert in the personal column of the Evening Standard 
that says Chutney Bonus Now and you will be told how to deliver the money. If you 
don’t do this by Friday then you will be on the front page when your lousy firm is 
in trouble. You have been warned. "
8.3.2. Descriptive Statistics.
The mean and standard deviation scores were calculated for each of the four types of 
simulated threat letter across the four linguistic metameasures derived from the two 
facet elements of Content and Structure, identified in the previous studies (Ornate, 
Obscure, Standard and Content). These can be seen in Table 8.2. As in Study 3, 
each of the linguistic metameasures was calculated by summing the values obtained 
across each of the measures for each of the letter types.
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TABLE 8.2: Mean and Standard Deviation scores for linguistic metameasures
across the four simulated threat letter types.
OBSCURE ORNATE STANDARD CONTENT
MEAN SDEV MEAN SDEV MEAN SDEV MEAN SDEV
LOTTERY 34 22 84 36 94 26 13 6 21
PERSONAL 47 28 85 33 83 31 136 26
EXTORTION 48 29 83 37 106 37 131 24
POLITICAL 52 29 102 31 111 29 133 28
The simulated Political threat letters did appear to employ more complex grammatical 
constructions of written language than the other types of threat. This was thought to 
be reflective of the nature of such threats and will be discussed in more detail further 
in this chapter. Also both Extortion and Political letters appeared to utilize more 
‘Standard’ forms of written language behaviour than either the Lottery or Personal 
threat letters. These types of simulated threat letter seemed to be more simplistic in 
their language use.
8.3.3. Partial Order Scalogram Analysis (POSA).
POSA analysis was applied to the data for the purpose of attempting to use the two 
facet elements of Content and Structure to distinguish between the four different types 
of simulated threat letter - Lottery, Personal, Extortion and Political. In order for the 
data to possess a common order it was necessary to recode it. This was done 
following the procedure adopted in Studies 2 and 3. As a result, for the Content facet 
element, a value of 1 was reflective of little Content used within the letter and a value 
of 2 was indicative of a lexical density; for the facet element of Structure, a value of
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1 indicated a simplistic use of written language and a value of 2 was reflective of a 
complexity of written language behaviour.
8.3.3.I. POSA of Content facet element.
POSA was used to generate a set of profiles which represented a set of scores across 
the four linguistic items which belonged to the Content facet element of linguistic 
behaviour. The items which defined this element of language behaviour were 
uncommon words, subject openers, the use of jargon and non functor words.
POSA identified 15 unique profiles from the set of 142 simulated threat letters. 
These were located readily in a 2-dimensional space (Figure 8.1), with a coefficient 
of representation of 0.78. The lowest profile score that could be obtained was four 
( l- l- l- l) , and this demonstrated that a small proportion of the lexical items were 
content carrying. The highest profile score was eight (2-2-2-2), and was indicative 
that the simulated letters were very Content driven.
Profile 1, located in the top right hand comer of the space diagram (see Figure 8.1) 
represents the highest scoring profile of ‘2-2-2-2\ Two letters exhibited this profile, 
both were Political threat letters. The lowest scoring profile of ‘l - l - l - l ’ was 
positioned in the bottom left hand comer of the plot. Twenty-four letters possessed 
this profile, of which eight were Lottery threats, seven threats of a Personal nature, 
three Political threat letters, and finally six Extortion demands.
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KEY to FIGURE 8.1:
PROFILE: NOS OF LETTER BY TYPE OF THREAT
LOTTERY PERSONAL POLITICAL EXTORTION
1 0 0 2 0
2 4 5 2 5
3 0 1 1 0
4 0 0 2 1
5 1 0 0 0
6 5 2 1 2
7 3 4 1 3
8 2 3 8 11
9 0 1 1 0
10 0 0 1 0
11 1 0 1 0
12 2 2 1 4
13 9 10 1 5
14 4 3 2 1
15 8 7 3 6
198
Examples of a ‘high scoring’ Political and a ‘low scoring’ Lottery simulated threat 
letter are given below. The Political letter achieved a Content profile of ‘2-2-2-2’, 
and is represented as Profile 1 on the space diagram. The Lottery letter reflects a
low Content profile of ‘l - l - l - l ’, and is represented as Profile 15 on the space
diagram (Figure 8.1). These examples clearly illustrate the differences of ‘Content’. 
Both letters are reproduced exactly as written by the author.
Example of a Political letter - <2-2-2-2\
- " The government of change? Of progress? What crap! Why are we still 
creating more problems than we are solving? Get your act together and begin
to tackle the grass roots problems. Smog in inner city areas is rapidly
reaching dangerous levels. Such polution kills and deforms babies, children 
and any animals coming in contact with it. This is not a joke. If you, 
personaly, do not make positive steps to reverse this smog problem, you and 
your family will experience at first hand what damage such polution can do. 
You have one month to make a difference. "
Example of a Lottery letter - ‘l - l - l - l ’.
- " Dear Mr Smith
I am just writing to congratulate you on your recent win on the Lottery. I’ve 
seen you regularly walking your dog in the mornings and in the evenings - 
sometimes with Mrs Smith and sometimes with another young lady. As you 
know the lane is very quiet in the evenings - especially around the top end 
where the fields are. In fact, the other evening when I was walking my dog 
I did infact see you and this particular young lady in a passionate embrace in 
the fields and I am sure you would not want Mrs Smith to hear about it.
To ensure that Mrs Smith does not hear about it, I am sure you will not miss 
£20,000 of your lottery money. If you will leave this, in £20 notes, in a
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plastic bag and leave it inside the big oak tree (which has a hollow in it) next 
to the second field - Mrs Smith will not get to know. I would like you to do 
this on Thursday morning when you are out with your dog.
Otherwise Mrs Smith will get to know of your affair ! "
Comparison of the two letters across the four linguistic items that comprise the facet 
element of Content (jargon, non functor words, uncommon words and subject 
openers) reveal that the Political letter draws upon, in particular, more rare words and 
jargon. For example, the use of the words ‘Polution’, ‘deforms’, ‘roots’, ‘tackle’ and 
‘Smog’ and ‘crap’. The Lottery letter employs a more simple vocabulary, with only 
a few instances of uncommon words such as ‘embrace’ and ‘Lottery’.
A great deal of information concerning the nature of the language of the simulated 
letters can be gleaned from examination of the positions of the profiles within the 
space diagram. Profiles 12 (2-1-1-1) and 2 (2-1-2-2), for example, occupy positions 
intermediate to Profiles 1 and 15 with respect to the joint direction. They represent 
moderate use of Content items, with Profile 2 drawing upon more Content items than 
Profile 12.
Profiles 4 (2-2-2-1) and 2 (2-1-2-2) exhibit equivalent measures of Content, as shown 
by the approximately similar positions they occupy on the joint direction of the space 
diagram. However, these two profiles will differ in the form of Content behaviour 
they draw upon, as indicated by their positions at the opposite ends of the lateral 
direction of the plot. Examples of simulated Extortion letters, represented by each
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of these profiles, are given below to illustrate the qualitative differences that exist 
between the letters across the facet element of Content.
Example of Extortion letter with Profile 4 - ‘2-2-2-1’.
- " In view of the recent high profits you have made at the expense of the poor 
and the ’little’ people of this country, I have decided to offer you the business 
proposition of the year.
Its a very simple proposal I put to you. You pay me £100,000 in used notes 
within 14 days and I don’t contaminate your orange juice with the AIDS 
contaminated serum I have. Alternatively, you don’t pay me the money and 
I do contaminate the juice.
How do we proceed ? You indicate your acceptance of this proposal by 
placing an advert in Next Monday, Wednesday and Fridays Daily Telegraph 
personal column with the words " DELIVERY CONTRACT READY - ABC”. 
When I see that on any of those days, I will contact you to tell you of stage 
2. Any deviation from those words or non-appearance of message by next 
Friday (ie 7 days) and I will contaminate a consignment of orange juice at one 
of. your supermarkets.
I wait your reply. "
Example of Extortion letter with Profile 2 - ‘2-1-2-2’.
Dear Foodstuffs Ltd.
I am capable of contaminating your production line. I require £500,000 
otherwise I will proceed with large scale contamination. Check your batch No 
593672 sent to Branbury area, you will find tampered stock. Do not involve 
the police or I shall carry on with contamination regardless of payment. I 
expect a answer in your local news paper personal column under the heading
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"MR FISH". You have a day to get the message printed. Further details of 
payment will follow. "
The letter that is represented by Profile 4 (2-2-2-1), reflects the high use of 
uncommon words, such as ‘contaminate’, ‘AIDS’, ‘deviation’ and ‘serum’, as well 
as non functor words within the letter. The letter which achieved Profile 2 also 
exhibits high incidence of uncommon and non functor words such as ‘Batch’, 
‘Tampered’ and ‘foodstuffs’. However the major qualitative difference that exists 
between the two profiles lies with the use of jargon and subject openers. The letter 
represented by Profile 4 possesses more jargon than that of the letter represented by 
Profile 2, with such words as ‘consignment’ and ‘proposition’. In direct contrast 
Profile 2 obtained a higher score across subject openers, with such instances as T 
require..’, T expect..’ and ‘You have..’, as opposed to Profile 1, ‘Alternatively’, ‘In 
view of..’ and ‘Any deviations.. ’.
From examination of the monotonicity coefficients displayed in Table 8.3, and the 
item plots shown in Figure 8.2 of the four Content items, we can see that it was 
subject openers that shaped the plot according to the X axis and non functor words 
was identified as the Y based item. Jargon acted as a accentuating item, with 
uncommon words adopting an attenuating role in shaping the plot. Both were equally 
related to the X and Y axis.
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TABLE 8.3: Table of coefficients of weak monotonicity between each linguistic 
behaviour and the X and Y axis.
J X Y P Q
Subject Openers 0.77 1.00 -.31 0.58 0.70
Uncommon Words 0.88 0.64 0.64 0.84 0.67
Jargon 0.79 0.55 0.55 0.62 0.70
Non Functor Words 0.77 -.31 1.00 0.58 0.70
Inspection of the individual item plots (Figure 8.2a to d) gave a detailed portrayal of 
where the quantitative and qualitative differences and similarities between the four 
simulated threat letter types were to be located.
With respect to the item plot (Figure 8.2a) representing subject openers, the POSA 
divides the plot according to the X axis into two regions, high and low scoring 
profiles. From analysis of the item diagram we can see that both the majority of 
Political (60%) and Extortion letters (67%) appear in the low scoring region of the 
plot, thereby displaying a degree of consistency across this linguistic item. The 
Personal (58%) and Lottery (56%) letters were also consistent, showing high levels 
of subject openers within them.
The item plot relating to the linguistic item of non functor words (Figure 8.2b) was 
divided according to the Y axis into two regions representing a high or low incidence 
of occurrence of this variable within each of the simulated letters. It demonstrates 
that it is Political (53%) and Extortion (70%) threat letters which draw upon more
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non functor words than the Lottery (38%) and Personal (37%) letters. The Political 
and Extortion letters contain more content words as represented by a combination of 
nouns, adjectives, adverbs and non-auxiliary verbs. This is indicative of a use of a 
less frequently occurring vocabulary in comparison with those individuals who write 
Personal and Lottery letters.
The item plot for uncommon words (Figure 8.2c) divides the plot into an L-shape, 
serving to attenuate both the X and Y based variables. The majority of both the 
Political (68%) and Extortion (78%) letters contain more uncommon words, 
exhibiting a more specialist vocabulary than that of the Personal (47%) and Political 
(44%) letters.
With reference to the item plot for jargon (Figure 8.2d), the POSA analysis indicates 
that the item diagram can be divided into an inverted L shape. This orientation 
distinguishes regions in terms of the highest rather than the lowest scores, maximizing 
the X and/or Y based variable to which they are more related. The majority of all the 
letter types score predominantly in the lower region of the plot; although 22% of 
Political letters do achieve a high jargon score.
Therefore it does appear that when the linguistic behaviours that comprise the facet 
element of Content are examined individually they seem to distinguish between 
Political/Extortion letters and Personal/Lottery letters, with the former group of letter 
types exhibiting more lexical density in their language behaviour than the latter group.
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The POSA space diagram was then divided into four regions, labelled A, B, C and 
D, according to the X and Y based items. Regions A and D were those which 
possessed the highest degree of discriminatory power. The division of the space 
diagram into these regions represented the following relationships between the X and 
Y based variables.
A: Low scoring profiles on subject openers and non functor words
B: High scoring profiles on subject openers with low scoring
profiles on non functor words 
C: Low profile scores for subject openers with high profile scores
for non functor words 
D: High scoring profiles across subject openers and non functor
words.
Examination of the POSA space diagram in Figure 8.1 and Table 8.4, revealed that 
the four different types of simulated threat letter did not appear to differ according 
to the ‘Content’ measure. Table 8.4 illustrates the percentage of each letter type 
located within each of the four regions, A to D.
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TABLE 8.4: Percentages of threat letter types according to region.
CONTENT A B C D
LOTTERY 41 34 15 10
PERSONAL 29 40 18 13
EXTORTION 22 11 48 19
POLITICAL 32 21 34 13
To establish if significant differences could be identified in the distribution of the 
letter types across the four regions, chi-square tests were performed. However, due 
to the small expected frequencies contained in some of the cells the data had to be 
recoded such that the Lottery/Personal threat letters were collapsed into a single 
category and likewise for the Extortion/Political letters. The data were collapsed in 
this manner due to the fact that the Content facet element appears to distinguish 
between these two groups of letters, rather than between all four types of simulated 
threat letter. It could be argued that the Lottery/Personal threats are more personal 
in nature wheras the Extortion/Political are more criminal in their intent. A series 
of 2 x 2 chi-square tests were then applied to the these data to ascertain if significant 
differences existed in the distribution of these two groups of letters.
The results revealed (Table 8.5) significant differences between Regions A and C and 
Regions B and C. The differences between the two groups of letter are
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TABLE 8.5: Summary of chi-square tests.
A B C D
A - X2 = 0.82 X2 — 4.94 * X2 = 0.43
B - - X2 = 10.08 * X2 = 2.33
C - - - X2 = 0.56
* p <  0.05.
qualitative ones. Lottery/Personal letters are likely to employ more subject openers 
and less non functor words than the Extortion/Political letters and vice-versa.
The linguistic items of Content do appear sensitive to context (situational factors). 
The influence of the person can be gleaned from examining the distribution of the 
letters of the subjects as represented by the 15 profiles identified by the POSA. For 
ease of interpretation. Table 8.6 represents these results.
The POSA (Figure 8.1) reveals that a degree of individual consistency exists in the 
amount of Content used by an author. For instance, Subject 79 (who wrote two 
simulated threat letters) had both letters represented by Profile 15 (‘l - l - l - l ’) on the 
space diagram; Subject 72 had both letters represented by Profile 2 (‘2-1-2-2’). 
However for many of the subjects there was little or no consistency. Therefore, 
whilst this shows that there are some similarities in the Content of an individual’s 
writing across the different letter types, this seems to be mediated by a more powerful 
context effect.
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TABLE 8.6: Profile distribution of the letters across the Content facet element.
PROFILE SUBJECTS
1 43,46
2 7,26,29,32,49,51,52,55,61,64,65,65,71,72,72,76
3 70,75
4 46,49,61
5 9
6 10,11,23,24,38,44,47,47,49,59,79
7 14,31,35,42,56,60,63,65,74,75,76
8 15,16,41,41,45,48,48,50,50,53,55,56,58,58,59,61,62,63,64,67,
69,71,73,77
9 41,69
10 63
11 8,44
12 21,27,45,48,53,60,62,79
13 1,3,6,19,20,25,34,36,37,42,44,45,46,53,57,57,62,64,68,69,70,
70,73,76,78
14 4,12,17,39,43,50,51,51,57,60
15 2,5,Î3,Î8,22,28,30,33,43,47,52,52,56,58,59,66,66,67,68,74,74,
78,79,79
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S.3.3.2. POSA of ‘Structure’ facet element.
Three linguistic metameasures reflected the overall grammatical configurations of 
written language behaviour. These were labelled Obscure, Ornate and Standard. The 
142 simulated threat letters were scored across these three metameasures and the data 
were submitted to a POSA.
40 different profiles were identified and their distribution can be seen in Figure 8.3. 
102 of the simulated threat letters possessed profiles which corresponded to other 
letters. The POSA program added a 41st and 42nd profile as none of the profiles 
displayed either the extreme high score of ‘8-6-2’, or the low score of ‘4-3-2’ across 
the linguistic metameasures (relating to Standard, Obscure and Ornate respectively).
The highest scoring profile, which was labelled as Profile 1 on the space diagram, 
was located in the top right hand comer of the plot. The position of the lowest 
scoring profile would be in the bottom left hand comer of the plot and would be 
classified as Profile 42. Figure 8.3 therefore shows the profiles going from those 
who employ a more complex use of grammar in the upper right hand comer to a 
more simplistic grammatical style in the lower left comer.
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11 0 0 2 1
12 0 0 0 1
13 2 2 1 0
14 1 2 4 1
15 0 2 0 3
16 0 2 0 1
17 .0 1 2 3
18 0 0 1 2
19 0 0 1 0
20 4 0 0 0
21 2 3 0 1
2 1 2
KEY To FIGURE 8.3:
PROFILE: NOS LETTERS PER TYPE
LOTTERY PERSONAL POLITICAL EXTORTION
22 3 2 0 1
23 2 0 1 1
24 6 3 2 2
25 2 1 0 2
26 0 0 1 0
27 0 0 1 0
28 0 0 1 0
29 0 0 1 0
30 2 0 0 1
31 1 2 2 0
32 0 1 1 1
33 2 0 0 1
34 1 0 0 0
35 1 4 0 1
36 0 1 0 0
37 3 2 0 1
38 0 0 1 0
39 0 0 1 3
40 2 0 0 1
41 0 0 1 0
42 0 0 0 0
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Examples of letters which displayed a high and a low Structure profile score are given 
below. The first example is a Lottery letter which achieved a profile of ‘3-2-6’ 
(Obscure, Ornate and Standard respectively) and is represented by Profile 40 on the 
plot; the second example achieved a profile of ‘6-3-8’, represented by Profile 2 on 
the space diagram.
Example of a Lottery letter with a low Structure profile - ‘3-2-5’.
- " DEAR MR AND MRS BLOGGS
I know who you are and where you live and I will make life unbearable if you 
don’t give me £10,000. If you do not give me the money I will disfigure the 
girl with acid. I have nothing to lose. I will make you pay me as I won’t stop 
harassing you until you do."
Example of an Extortion letter with a high Structure profile - ‘6-3-8’.
- " TO THE COMPANY SECREATARY
THE MODERN MANUFACTURE OF FOOD IS, AS YOU KNOW ONLY 
TOO WELL,OPEN TO SABOTAGE. THE IMPURITIES CAN COME AT 
SOURCE OF THE MATERIALS OR DURING MANUFACTURE ITSELF. 
THERE ARE SO MANY DESTRUCTIVE CHEMICALS THAT CAN 
CREEP IN WITHOUT YOU FINDING OUT BEFORE YOUR CUSTOMERS 
TELL THE NEWSPAPERS. I KNOW YOU HAVE A PLAN FOR 
DEALING WITH SUCH LEAKS. BUT YOUR PLAN CANNOT COPE 
WITH TWENTY, YES TWENTY, DIFFERENT "ATTACKS" AT ONCE. 
SO BE READY TO PAY. YES I WILL BE PREPARED NOT TO 
PROCEED WITH TOTALLY DESTROYING YOU IF YOU PAY ME ONE 
HUNDRED THOUSAND POUNDS. THAT IS LESS THAN YOUR M.D. 
GETS AS A SALARY! SO IT IS A SMALL PRICE TO PAY TO KEEP 
YOURSELVES IN MANNER YOU DO NOT DESERVE."
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The Extortion letter immediately seems to be both more Obscure and Ornate than the 
Lottery letter, with its more complex sentence constructions. The Lottery letter is 
fairly unambiguous, with its matter-of-fact statements which serve to succinctly 
summarize the situation. There is little description and the sentence constructions are 
generally simple and direct.
However full interpretation of the POSA involves reviewing the location of the 
profiles with respect to the major axes and the regional divisions suggested by the 
analysis. The POSA space diagram (Figure 8.3) clearly demonstrates that the letters 
do differ from one another in terms of the degree of grammatical complexity they 
display. Firstly, the spread of profiles along the joint direction indicates that there 
is a wide range of grammatical complexity displayed within the written material. 
Secondly, the qualitative dimension reveals that major qualitative differences exist 
across the simulated threat letters.
Examination of the monotonicity coefficients displayed in Table 8.7, identified the X 
and Y based items which shaped the plot as being the Standard and Ornate forms of 
linguistic behaviour respectively. Obscure language played an accentuating (Q) role 
and was seen as highly related to the Y axis. Therefore instances of Obscure 
language use were also likely to portray an Ornate form of linguistic behaviour.
The distribution of the threat letters was shown in the corresponding item plots 
(Figure 8.4a to c). The item plots are spatially identical to the space diagram (Figure
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FIGURE 8.4
POSA ITEM DIAGRAMS FOR "STRUCTURE" ITEMS
ITEM DIAGRAM FOR ORNATE ITEM DIAGRAM FOR STANDARD
Value 2 * Value 3 ° Value 4 - Value 4 ° Value 6 °
A Value 5 • Value 7
FIGURE 8.4a FIGURE 8.4b
ITEM DIAGRAM FOR OBSCURE
Value 8
° Value 6 - Value 5 * Value 4 * Value 3
FIGURE 8.4c
TABLE 8.7: Table of coefficients of weak monotonicity between each linguistic
behaviour and the X and Y axis.
J X Y P Q
OBSCURE 0.87 0.49 0.78 0.71 0.85
ORNATE 0.80 -.13 0.99 0.70 0.71
STANDARD 0.82 0.99 -.11 0.79 0.64
8.3) but illustrate the degree to which the complexity of the syntactic constructions, 
which the plot considers, were present in each individual profile. Each item plot can 
therefore be compared for differences and similarities between the complexity of 
language behaviour displayed across the four different types of threat letter.
Figure 8.4a represents the Ornate score displayed over each simulated threat letter. 
The lowest profile score possible was 2 and the highest, 4. A low score of 2 
shows that there is little use of embellishment within the sample letter, it 
is more straightforward and basic in its grammatical constructions. A score of 4 is 
reflective of a flamboyance and complexity of language with a high degree of 
complex sentences and description present, all of which serve to indicate a florid use 
of written language. The item diagram for the Ornate metameasure (Figure 8.4a) was 
divided into three regions along the Y axis. What this item diagram clearly illustrates 
is the difference between Political simulated threat letters and the remaining three 
letter types.
The majority of Political letters exhibited a high (37%) to moderate (56%) Ornate 
score, with only a small percentage (7%) of these letter types scoring within the low
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Ornate region of the item plot. The Extortion letters suggest a tendency towards 
Ornate use of language. There does not appear to be a great deal of consistency 
within the remaining letter types. They appear well distributed over all three of the 
scoring regions. However it could be noted that 45% of the Personal and 40% of the 
Lottery letters were located in the low scoring region of the plot, indicating an 
absence of Ornate written language behaviour.
The metameasure of Obscure language behaviour, as its conceptual label suggests, 
reflects an Obscurity of language which serves to impair comprehension. The lower 
scoring profiles are located in the lower left of the space by POSA, whilst those 
letters which are highly Obscure in their use of syntax have been positioned at the 
upper right of the space by POSA. The table of monotonicity coefficients indicated 
that this item diagram (Figure 8.4c) could be divided into a Q formation, (inverted 
L shape) where the boundaries run along the maximum perimeter of each region. 
The item plot (Figure 8.4c) illustrates the four scoring regions from very low (3) to 
very high scores (6). The regions representative of the lower and moderate scores, 
regions 3 and 4, are the largest, containing the greatest proportion of profiles. This 
indicates that the majority of all simulated threat letters were exhibiting a moderate 
degree of Obscurity within their written langauge behaviour.
Examining the distribution of the different letter types across the scoring regions, 
there did not appear to be any great differences, although the Extortion and Political 
letters possessed a tendency to be more Obscure than the Personal and Lottery letters.
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Therefore the syntactic behaviour of these two types of letter would reflect a more 
confusing and ambiguous form of written language use. The majority of Personal and 
Lottery letters fell into the lower scoring regions which are indicative of a more 
focused and clear use of written language.
The Standard metameasure of language behaviour reflects conventional use of 
language. This metameasure lends fluency to a piece of written material. The item 
diagram (Figure 8.4b) reveals that there are five scoring levels of Standard forms of 
language behaviour. The lowest possible score was 4 and the highest, 8. The lower 
the score, the more regular features of grammatical fluency have been employed 
within the simulated letter/s. The higher the score, the less likely such measures 
were to have been employed; the written material will be more complex in its 
grammatical constructions.
POSA indicates that these regions are divided with respect to the X axis, and are 
ordered from left to right across the space. The boundaries indicate that the majority 
of letter types exhibit moderate to high scores of linguistic fluency. The scoring 
regions are not uniform with regions 4 and 8 containing very few profiles (nine and 
one respectively). The distribution is suggestive that typical Lottery and Personal 
simulated threat letters use less focused and more regular forms of grammatical style, 
whereas the Extortion letters to a degree, and the Political threat letters employ more 
direct measures of grammatical simplicity.
219
As with the Content facet element, the POSA displays a degree of individual 
consistency within the facet element of Structure. Table 8.8 illustrates the distribution 
of letters of the subjects as represented by the 42 profiles identified by the POSA 
(Figure 8.3).
The table shows, for example, that two out of three letters written by Subject 57 
obtained the same profile (Profile 14); the same situation can be seen for Subject 60 
for whom two out of three of the letters were represented by Profile 39. Therefore, 
like Content, the POSA reveals a few cases of individual consistency in language 
behaviour (as measured by the Structure facet element), but not to a large extent. 
The metameasures appear to be influenced more by context (situational factors) than 
by the person.
In conclusion, the results of both POSAs do suggest that the two facet elements of 
Content and Structure are able to discriminate broadly between the letter types. The 
major distinction seems to lie with the differences that exist between Personal/Lottery 
letters and Political/Extortion letters, although these differences are not immediately 
apparent. It is the examination of each of the individual item plots that shows this.
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TABLE 8.8: Profile distribution of the letters across the Structure facet element.
PROFILE SUBJECTS PROFILE SUBJECTS
2 73 22 9,10,20,49,70,72
3 16,65,75 23 4,21,70,77
4 52,63,56,68 24 5,6,8,12,25,34,44,45,46
,48,49,53,78
5 59,63,74 25 l l , 39,56,62,67
6 7,51,66,69 26 47
7 17,35,41,43 27 48
8 22 28 62
9 45,65,67,75,79 29 63
10 44,50,57 30 2,37,50
11 46,69,79 31 38,51,58.78,79
12 64 32 51,59,68
13 3,28,49,53,60 33 14,29,48
14 27,42,52,57,57,64,69,
76
34 19
15 43,44,45,50,53 35 30,46,52,66,71,74
16 61,64,70 36 41
17 41,42,59,73,76,
76
37 15,18,32,47,58,72
18 55,61,61 38 43
19 65 39 58,60,60,71
20 1,13,31,36 40 23,35,62
21 4,26,47,55,56,
77
41 74
* No subjects score on Profiles 1 and 42, the extremes of the diagram.
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8.4. DISCUSSION.
This study aimed to establish if it is possible to distinguish between the four types of 
simulated threat letter on the basis of the two facet elements of written language 
behaviour, Content and Structure. Interpretation of the results provided by POSA do 
suggest that there are identifiable differences in both Content and Structure of the 
language behaviour employed across the different threats.
The structures of the two facet elements were explored using POSA. With reference 
to the Structure facet element of written language behaviour (as measured by Ornate, 
Obscure and Standard), Extortion and Political threat letters displayed more Ornate 
and Obscure forms of linguistic behaviour as opposed to the Personal and Lottery 
threats. Consequently they were also seen to employ more measures of grammatical 
fluency (as measured by Standard), attempting to clarify the complexity of language 
behaviour within the threat letters. It does seem that grammatically complex 
structures, as indicated by Obscure and Ornate forms of language, do appear to 
coexist with high levels of the Standard measure of linguistic behaviour. The co­
existence of these three metameasures serves to enhance the complexity of the 
language but not so much that it cannot be understood, whereas in the absence of 
Standard language, comprehension may be impaired.
Qualitative differences were also identified within the Content facet element of the 
threat letters. Political and Extortion threat letters utilized more non functor words 
and more rare words, with Political letters also drawing upon higher incidence of
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jargon within the text. The Personal and Lottery letters, however, employed a higher 
degree of subject openers. These differences in language behaviour can be attributed 
to the nature of the threats themselves.
For threats of an Extortion or Political nature, the intent is more ‘criminal’ than that 
of Personal and Lottery threats. In the latter, the motive appears to be more one of 
anger, and the threats more impulsive in their origins. Such letters are directed more 
to one person and therefore it is likely that this one-to-one relationship will result in 
the use of more subject openers. Here the author will be referring to ‘You..’ and 
T ..’ more than they would within Extortion and Political letters. These are more 
overtly instructive, ‘Put the money..’ and ‘Don’t tell the Police’.
Due to the criminal nature of Extortion and Political threats, it is vital for success that 
the credibility of the threat is clearly established. A vague and implausible threat 
seems to lower credibility, whilst a detailed threat serves to enhance credibility 
(Dietz, 1991). These differences are reflected therefore in the forms of language 
utilized within the four types of simulated threat letter.
Those who would employ Extortion and Political threats as part of their criminal 
behaviour would have more time for revision and thought. This would be reflected 
in the language forms used. The language used in such threats is more likely to be 
complex, specialized and technical in order to establish credibility. This accounts for 
both the higher incidence of rare words, jargon and non functor words within the
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Content facet element, as well the type of structural measures employed. Extortion 
and Political threats are not so much concerned with giving explanations as to their 
actions (as with Personal and Lottery threats), but instead are concerned with stating 
demands and instructions. These are usually complex in order to avoid detection. 
This will be reflected in the Obscure and Ornate forms of language. However, it is 
also necessary that ambiguity is reduced to a minimum; therefore Standard forms of 
language behaviour are drawn upon in order for the communication to retain its 
clarity.
It is interesting to note that some of the variables which comprise the two facet 
elements of Content and Structure have changed their roles within the POSAs when 
compared with the academic samples of text used in Studies 1 to 3. For instance, 
with reference to the POSAs representing the Structure facet element of academic text 
(Figures 5.12 and 6.9), the X and Y based items were identified as Ornate and 
Obscure respectively, with Standard playing an accentuating role. When POSA was 
applied to the Structure facet element of simulated threat letters (Figure 8.3), the X 
and Y based items were now Standard and Ornate respectively, with Obscure playing 
an accentuating role. These differences in the roles of the items are due to contextual 
differences caused by the shift from academic text used in Chapters Five and Six, to 
the use of simulated threat letters within this study.
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The results of this study reveal that the types of simulated threat letter can be partially 
distinguished on the basis of the two facet elements of Content and Structure. These 
two facet elements discriminated largely between Extortion/Political letters and 
Personal/Lottery threat letters. The former, especially Political threat letters, are 
likely to draw upon complex grammatical constructions, and exhibit high Content 
within the threat. Those threats of a more personal nature (Personal and Lottery 
threats) possessed a tendency to employ more moderate amounts of each of the facet 
elements, thereby making it difficult to distinguish between Personal and Lottery 
simulated threats.
These findings show that the linguistic measures (Content, Standard, Ornate and 
Obscure) were subject to a context effect when applied to four types of simulated 
threat letters. However, as with Study 3, a degree of individual consistency was 
established across both the Content and the Structure facet elements. For instance, 
a few subjects would always display a complexity of linguistic behaviour (as 
measured by the Structure facet element), irrespective of the context. However, this 
study revealed that the majority of subjects would only do so when writing certain 
forms of text. As individuals, we do appear to use language differently when writing 
different forms of threat. However, these findings apply to simulated threat letters. 
The aim of the next study was to establish whether comparable findings could be 
obtained for genuine threat letters of a similar nature.
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CHAPTER NINE.
STUDY 5:
COMPARISON OF GENUINE AND SIMULATED THREAT LETTERS.
9.1. INTRODUCTION.
Study 4 established that it was possible to differentiate between different types of 
simulated threat letter using the two facet elements of Content and Structure, 
identified in Study 1. A set of linguistic norms characterizing Extortion and Political 
letters was established. A second set was identified for Lottery and Personal letters. 
This clearly shows a context effect on the language used in the different types of 
threat.
Of fundamental importance within the forensic setting is the ability to discriminate 
between genuine and simulated threat letters. The need for threat letter assessment 
is vital so as to allow crime analysts to make informed predictions as to the likelihood 
of the threat letter being genuine or otherwise. Consequently, this could dictate the 
level of response to the threat.
Previous studies within the forensic setting have been applied to the analysis of the 
suicide note. A corpus was compiled in 1957 (Shneidman & Farberow) which 
comprised thirty-three genuine and thirty-three simulated suicide notes, matched 
according to demographic characteristics (age, sex and occupation) of the author. 
This corpus has been drawn upon in a multitude of studies (Arbeit & Blatt, 1973;
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Edelman & Renshaw, 1982; Gottschalk & Glesser, 1960; Leenaars & Lester, 1990; 
Osgood, 1959; Shneidman & Farberow, 1957). The aim of these has largely been 
concerned with the isolation of linguistic variables which serve to discriminate 
between genuine and simulated notes. The analysis of the linguistic behaviour 
contained within the note can then be used towards the identification of factors which 
are characteristic of the state of mind of a suicidal individual (Leenaars, 1991).
These studies have focused upon the themes exhibited within the language of the 
notes. Commonly studied are those aspects of language which relate to emotional 
content (Shneidman & Farberow, 1957), verbal content (Gottschalk & Glesser, 1960; 
Ogilvie, Stone & Shneidman, 1966) and motivation content (Osgood, 1959). For 
example, Leenaars and Lester (1990) established that a genuine note was more likely 
to contain more ‘cognitive construction’. This was defined as a communication of 
trauma, competition with the spouse and a sense of overpowering of emotion. 
Gregory (1994) employed both content (thematic) and structural measures to ascertain 
if differences could be identified between the set of genuine and simulated notes. 
Using a multivariate approach his analyses were successful when employing the 
content measures, but not so when using the structural measures.
The results of such studies have had direct relevance to police investigations where 
the note was fabricated in order to make a murder appear a suicide. Comparison of 
such a note, utilizing linguistic analysis, to the corpus of sixty-six suicide notes 
established that it was more likely to be simulated in nature, and thus unlikely to have
227
been a genuine suicide note (Investigative Psychology Research Unit, 1993). 
Although this psycholinguistic evidence was not drawn upon in Court, the suspect was 
convicted of murder, thus appearing to validate the Research Unit findings.
Given the prevalence of threat in society today and its inherent costs, financially, 
personally and psychologically to the recipient of the threat, it is important to 
establish if similar findings can be obtained for threat as for suicide. If so, this could 
have major implications for the investigation of threat demands. When asked to write 
a simulated threat letter (as in Study 4), subjects imagine themselves in the given 
situation and write according to what they would think and feel. Furthermore, they 
may contemplate what they would need to say in order that the threat be considered 
genuine. In other words the authors of those simulated threat letters have no intent 
to carry out the threat, but they endeavour to write as though they had. As noted 
earlier, in a forensic setting it would be important to discriminate between genuine 
and hoax threats. Unlike the writer of a genuine threat letter, the writer of a hoax 
letter endeavours to present his/her demands in a way that affords them credibility, 
so that they appear genuine. Thus, in process, the simulated letters and hoax letters 
are similar because they both want to appear credible, but the intention to carry 
through with the threat is lacking in both. Therefore a difference in motivation exists 
between genuine and hoax/simulated threat letters. Furthermore, the genuine letters 
are more likely to be written when the author is in a state of anger and/or crisis 
which is inherent in genuine threat situations. The hoax/simulated letters are less 
likely to be written in this way.
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Therefore the aims of this study were twofold. First, to examine the language of the 
genuine threat letters in order to establish the levels they achieve across the two facet 
elements (Content and Structure), as well as to provide an indication as to whether 
a difference exists between genuine Extortion, Personal and Political threat letters. 
Secondly, to ascertain if the two facet elements of Content and Structure are able to 
discriminate between the simulated threat letters used in Study 4 and a corpus of 
genuine threat letters. If the two groups of letter can be distinguished this would 
suggest that in the applied setting one may be able to discriminate between genuine 
and hoax threat letters.
9.2. METHOD.
9.2.1. Data.
123 genuine threat letters, that is those that underwent police investigation, were 
made available for the purposes of this research by a variety of police forces within 
the United Kingdom. The genuine threat letters were collected over a three year 
period (1992-1995). The letters were classified for the purposes of this study into 
three pre-defined groups - Extortion, Personal and Political threat. Extortion threats 
were defined as threats made against a company or organization. They involved 
obtaining a pecuniary advantage through the expression of a commitment to punish 
the organization or company if their demands were not met. This punishment 
commonly came in the form of contamination of the products of the company or 
organization, such as foodstuffs, drugs or drink. A Personal threat was defined as 
a threat made against a particular individual, where the threatener was motivated
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primarily by a need for expressing personal anger and/or revenge. Finally, Political 
threats were classified as those made against political parties or individuals. The 
motivation of such threats lies with a need for a change in political policy. The 
threatened action varied from death of political figures to major disruption. For 
comparative purposes, simulated threat letters obtained for Study 4 were used for this 
study (see Chapter 8 for a full account of the method which was used to elicit these 
letters). There were no genuine ‘Lottery’ threat letters, so those simulated threat 
letters were excluded from this analysis. Table 9.1 gives a quantitative breakdown 
of the number of genuine and simulated letters which fell into each category.
TABLE 9.1: Breakdown of the Genuine and Simulated Threat Letters Obtained.
Letter Type Nos. Genuine Letters Nos. Simulated Letters
Extortion 52 38
Personal 51 38
Political 20 27
Total: 123 103
9.2.2. Variables for analysis.
The data were analysed using the four linguistic measures labelled as Ornate, 
Obscure, Standard (Structure facet element) and Content (Content facet element). 
These measures were calculated by summing the values obtained for each contributing 
variable across each of the letters (see Chapter 5 for breakdown of these variables). 
The data were converted to Z-scores to eliminate the statistical problems associated 
with the data not possessing a normal distribution.
230
9.3. RESULTS.
9.3.1. Analysis of Variance
Firstly, a 3 (letter type) x 4 (linguistic measures) mixed analysis of variance, with 
independent groups on the first factor and repeated measures on the second factor, 
was conducted on the four linguistic measures for each of the 123 genuine threat 
letters. This was to ascertain if differences existed between the three types of threat 
letter (Extortion, Personal and Political) across the linguistic measures (Ornate, 
Obscure, Standard and Content). There was a significant effect of the type of letter 
(F(120,2) =19.38, p < 0.001). A significant interaction was also found to exist 
between the type of letter written and the linguistic measures (F (6,3) =9.45, p < 
0.001). Bonferroni adjusted t-tests were applied to the data to identify exactly where 
these group differences were to be located. The Bonferroni adjustment of p <  0.05 
was to p <  0.016. Table 9.2 displays the mean Z-scores of each of the four 
linguistic measures across the three types of threatening letter.
TABLE 9.2: Mean Z-scores across linguistic measures for each letter type.
EXTORTION PERSONAL POLITICAL
MEAN STDV MEAN STDV MEAN STDV
CONTENT .27 2.26 -1.33 2.45 2.69 3.28
OBSCURE .75 2.21 -.68 1.77 -.23 2.66
ORNATE .08 1.35 .13 1.39 -.53 1.73
STANDARD 1.26 2.34 -1.16 2.22 -.3 2.65
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Significant differences were found to exist between the Content exhibited within the 
three letter types. Extortion letters were more Content driven than Personal threats 
(t=-3.44, df=101, p <  0.001). Personal and Political threat letters were also 
significantly different across the Content element of written language production (t=- 
5.63, df=69, p < 0.001). This facet element of language behaviour also served to 
distinguish between both the Political and Extortion letters (t=3.04, df = 70, p < 
0.001). However, overall it was the Political threat letters which displayed more 
Content elements of all of the three types of threat, with the Personal threat letters 
displaying the lowest Content mean score. These Content differences can be seen in 
the three examples given below. The letters are reproduced exactly as written by the 
author, although any identifying names have been replaced by fictitious ones in order 
to maintain confidentiality. The number in brackets relates to the Content Z-score 
derived for each letter; this was derived by summing the values obtained for each 
letter across the four linguistic items that defined this facet element, uncommon 
words, jargon, non-functor words and subject openers.
Example of a Political threat letter (9.79).
- " THE EDITOR,
IN THE EARLY HOURS OF 13th OCT 1991 - 6 MEMBERS OF THE 
A.L.F. WILL HAVE RAIDED MACDONALDS FM, NURSERYBANKS, 
CASTERBRIDGE - IT IS A POULTRY EM AND 42 HENS WILL BE 
LIBERATED AND NOW BE FREE FROM PAIN AND SUFFERING.
8 VEHICLES WILL ALSO BE DAMAGED - 6 LORRIES/VANS 
1 BULLDOZER + 1 TRACTOR + 1 CEMENT MIXER.
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THEY WILL BE PAINTSTRIPPED, SLOGANS SPRAYED, LOCKS 
GLUED, 35+TYRES SLASHED, WINDSCREEN WIPERS + MIRRORS".
Example of an Extortion threat letter (.95).
- " APART FROM NOTIFYING YOU I’VE ALSO NOTIFIED TWO 
NEWSPAPERS TO WHICH YOU,LL NO DOUBT BE HAVING FROM.
I AM ABOUT TO QUITE SIMPLY POISON YOUR SUGAR WITH 
CAUSTIC SODA... .AFTERWARDS TO BE RESEALED AND PLACED TO 
WHATEVER SUPERMARKET OR WHOLESALER FUCKING SUITS ME. 
IF MY DEMAND FOR £250,000. IS NOT MET FUCK EVERYONE AS I 
DONT GIVE A FUCK. ANSWER ME BY ADVERT IN 
CASTERBRIDGE’S EVENING PAPERS PERSONEL COLUMN. FRIDAYS 
EDITION.
YOU WILL SAY ’JONES WILL BUY SHARES’ NAME TO 
PERSONELLY WRITE TO FOR A DIRECT LINE. NO STUPID 
FUCKING PHONE NUMBERS OR WILL FEEL MY WRATH.
IF NO CONTACT I WILL POISON AND RETURN.
BYE FOR NOW CUNTS 
JONES".
Example of a Personal threat letter (-5.23).
- " I inclose a sample of one of the letters to show you what I am up against. 
He as received this sort of letter for the last 3 months. That with the 
telephone calls and the meetings. Who ever it is he is keeping it from me, 
But I will find out who it is. If it is you I promise you I have friends to you 
know that.
For almost 3 weeks there as been no telephone calls, And I believe there as 
been no letters. Strange after the letter I sent you. If you are innocent then
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I am sorry. But your always there the prime-suspect. He thinks I do not 
know. But I do. And if it is you has I stated before, You know I have 
friends".
It can be seen from the Political example that there is a high degree of Content 
present within the text. This is illustrated by the use of jargon such as ‘SLOGANS’ 
and ‘PAINTSTRIPPED’ and the uncommon words drawn upon such as ‘POULTRY’, 
‘SLASHED’ and ‘LIBERATED’. The threat possesses many non-fimctor words 
which carry the content of the threat and nearly all the sentences open with a subject 
opener. This is in direct comparison with the Personal threat letter, which contains 
no jargon, only a few uncommon words such as ‘prime-suspect’ and many of the 
sentences do not open with the subject. The Extortion letter exhibits moderate 
amounts of Content within the letter.
Political and Extortion letters demonstrated significant differences across the Standard 
measure (t=-2.30, df=70, p < 0.018) of language. The examination of the mean Z- 
scores in Table 9.2 suggest that it is Extortion letters which display more of this 
measure than the Political letters. This could be explained in the light of the next 
result. The Extortion letters significantly differed from the Personal threats in their 
use of Obscure forms of language behaviour (t=-3.62, df=101, p < 0.001), and 
they were also more likely to exhibit more Standard measures of language than 
Personal threat letters (t=-5.39, df=101, p < 0.001). It is most likely that this 
measure of linguistic fluency was drawn upon in an attempt to clarify the Obscure use 
of language used within Extortion threats. The examples below show these
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differences clearly.
Example of Extortion letter.
- " THE PRICE FOR ELIMINATION OF THE VIRUS
A)£50.000 Virus removal, main office (XXX), N.D.C (Fantasyville) ONLY.
B)£60.000 Vims elimination, from all systems.
C) £150.000 Removal, all systems and the name of the staff member who 
installed the vims and how much we paid him/her.
*PLEASE NOTE* All payments are tax deductible and with some creative 
accounting a profit can be made.
Payment will be made in a public place further details follow with your 
agreement, consultation with the police is expected but their involvement in 
the exchange is useless and will not be tolerated. We use between 5 to 10 
couriers (not connected with ns) switch at least one week before ultimate 
delivery to us, full counter-surveillance equipment is employed any 
irregularity and the payment will be abandoned and the vims activated.
We await your decision and will call the reception of your Fantasyville N.D.C 
(0123 123456) on Friday this week at 3 pm. I will identify my-self as the 
Security Testing Network you really have no choice but to concede to our 
demands.
THERE ARE NO SECOND CHANCES '
Example of a Personal threat letter.
- " You know the reason why you are going to be attacked. Your friend 
Nicky is trying too steal my husband. I do not know what lies she has told 
you, But I do know you are going to pay for this.
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I know every movement you and your family make. I want you out of the 
area, Move right away from the Smiths, So for you and your familys sake 
move away.
I AM NOT JOKING."
With respect to the Obscure use of language it can be seen from the examples that the 
Extortion letter does contain more compound sentences, occurrences of the verb ‘to 
be’ and the use of the passive tense, all of which define the measure of Obscure. The 
Personal threat letter in contrast employs more simplistic sentence constructions and 
is written in the active voice. The Extortion letter also exhibits more Standard forms 
of language; for instance the high use of functor words and common words which 
provide the letter with connectivity and enable comprehension on the part of the 
recipient of the threat.
9.3.2. Discriminant function analysis.
The analysis of variance therefore displays clear, broad group differences in the types 
of language used across the three types of threat, thereby establishing a context effect. 
A comparison of the simulated and genuine threat letters is necessary to ascertain if 
differences can be identified between the two groups of letters (genuine and 
simulated) across the four linguistic measures, derived from the two facet elements 
of Content and Structure.
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Discriminant function analysis is a technique used to measure the differences between 
groups, and to assign samples to one or other of these groups. This analysis was 
used to test the second aim of this study: to determine whether the linguistic measures 
of Ornate, Obscure, Standard and Content could discriminate between the genuine and 
simulated threat letters. Discriminant function analysis analyses each threat letter 
separately in relation to all four of the linguistic measures. These four linguistic 
measures were therefore tested for their discriminant power with respect to each of 
the three categories of threat - Political, Extortion and Personal.
Therefore a series of discriminant function analyses were performed using the four 
linguistic measures as predictors and the nominal distinction of genuine and simulated 
as the dependant variable. The analysis used was a stepwise form of discriminant 
analysis, using Wilk’s Lambda as the criteria for entry into the model. A criterion 
level of 0.05 was set as the F to include in the analysis.
9 3.2.1. Discriminant Function Analysis on Political letters.
In relation to Political threat letters, the discriminant function analysis revealed that 
after entry of the four linguistic measures into the analysis, only two were selected 
on the criterion outlined above. These were identified as Content and Standard 
measures of language behaviour. The chi-square value for analysis which produced 
one discriminant function was 30.915, df = 2, p < 0.000. This discriminant 
function may be found in Table 9.3.
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The measure that correlated most strongly with the function can be interpreted in 
terms of the Content facet element of written language behaviour, whereas the 
measure (Standard) that correlated negatively with the function relates to a Structural 
aspect of written language behaviour. Thus Content and Standard define the function 
but it is not clear how exactly this function can be interpreted. Definition of the 
function is problematic as it is not apparent as to why these two aspects of written 
language behaviour contribute in such different ways. Nevertheless, interpretation 
of the function is not central to the use of discriminant function analysis within this 
forensic application. It is sufficient within the aims of this study to identify which 
linguistic measures possess discriminatory power.
The Canonical correlation for the discriminant function was .71, therefore 71% of the 
variance between the two groups was explained by the two items. Content and 
Standard. This function was then used to discriminate between the genuine and 
simulated Political threat letters.
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TABLE 9.3: Discriminant analysis of language behaviour which discriminates
between the Genuine and Simulated Political threat letters.
STEP VARIABLE ENTERED WILKS LAMBDA SIG LEVEL
1 CONTENT .63676 0.0001
2 STANDARD .49529 0.0001
Canonical Discriminant Function
Canonical
correlation
Wilks Lambda Chi-square df Sig. Level
.7104 0.495295 30.915 2 0.0001
Standard Canonical Discriminant Function Coefficient
N = 47 FUNCTION 1
CONTENT 1.09997
STANDARD -.75095
Following the use of the discriminate function to classify the notes, it was found that 
17 (out of 20) of the genuine letters and 24 (out of 27) of the simulated letters were 
classified correctly. This provided a percentage score of 87 % correctly classified. 
A Z-Test was employed to determine if this percentage was significantly different 
from a 50-50 chance of correct classification. The Z value produced was 5.8, p < 
0 .001.
Analysis of the mean scores of the two groups (genuine and simulated Political threat 
letters), shown in Table 9.4, revealed that it was the genuine threat letters which 
scored higher over the discriminant function than the simulated letters. They 
therefore drew upon more content carrying words within the threat letter and 
employed fewer Standard grammatical constructions of language behaviour than the
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simulated letters.
TABLE 9.4: Group Means (Z-scores) for ‘Political’ Genuine and Simulated 
threat letters over the discriminant function.
FUNCTION
GENUINE THREAT LETTER 1.14766
SIMULATED THREAT LETTER -.85012
9.3.2.2. Discriminant Function Analysis on Extortion letters.
There were 52 genuine and 38 simulated Extortion letters which were scored across 
each of the four linguistic measures. A stepwise discriminant function analysis was 
performed on these data to establish which, if any, of these measures possessed the 
power to discriminate between the genuine and simulated Extortion threat letters. 
Using the criteria outlined above, all but Obscure language behaviour possessed one 
discriminant function. The results are summarized in Table 9.5.
The percentage of threat letters that had been correctly classified as genuine or 
simulated Extortion threat letters through this discriminant function was 74.4%. 
Again, a Z-test was performed and produced a Z value of 5, p <  0.001.
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TABLE 9.5: Discriminant analysis of language behaviour which discriminates
between the Genuine and Simulated Extortion threat letters.
STEP VARIABLE ENTERED WILKS LAMBDA SIG LEVEL
1 CONTENT .86168 0.0003
2 STANDARD .76507 0.0001
3 ORNATE .70430 0.0001
Canonical Discriminant Function
Canonical
correlation
Wilks Lambda Chi-square df Sig. Level
.5438 0.704305 30.322 3 0.0001
Standard Canonical Discriminant Function Coefficient
N = 90 FUNCTION 1
CONTENT .97772
STANDARD .67468
ORNATE .56212
The results of the discriminant function analysis show that all three measures are 
positively correlated with the function, with Content possessing the strongest 
correlation (.97). The correlation of these three measures with the function could be 
interpreted in terms of a complexity and density of written language behaviour. 
Examination of the mean scores (Table 9.6) obtained by the two groups of the 
genuine and simulated Extortion letters over the function are very different. Genuine 
Extortion letters displayed a higher mean score across all three of the measures of 
linguistic behaviour which defined this function. They therefore drew upon more 
Content carrying words within the letter, were written in a more Ornate style, but 
also appeared to employ Standard measures of language in order to ensure the
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comprehensibility and fluency of the communication.
TABLE 9.6: Group Means (Z-scores) for ‘Extortion’ Genuine and Simulated 
threat letters over the discriminant function.
FUNCTION
GENUINE THREAT LETTER .54771
SIMULATED THREAT LETTER -.74950
9.3.2.3. Discriminant Function Analysis on Personal letters.
A discriminant function analysis was also applied to the Personal threat letters, 
although the results met with only a modicum of success. The stepwise discriminant 
function analysis for the four linguistic measures relating to the genuine and simulated 
Personal threat letters are summarized in Table 9.7.
Table 9.7 indicated that only one linguistic measure was significant in discriminating 
between the genuine and simulated groups. Wilk’s Lambda (.93708) indicated that 
there was a large amount of variance between the two groups. The canonical 
correlation (0.25) indicated that only 25% of the variance between the two groups 
was explained by the linguistic measure. Standard. As a result of this low canonical 
correlation and the high Wilk’s Lambda this function should be treated with caution. 
There was a lot of similarity between the two groups on Standard language behaviour, 
and as such it possesses only a weak discriminant function.
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TABLE 9.7: Discriminant analysis of language behaviour which discriminates
between the Genuine and Simulated Personal threat letters.
STEP VARIABLE ENTERED WILKS LAMBDA SIG LEVEL
1 STANDARD .93709 0.0177
Canonical Discriminant Function
Canonical
correlation
Wilks Lambda Chi-square df Sig. Level
.2508 0.937088 5.621 1 0.0178
Standard Canonical Discriminant Function Coefficient
N =  88 FUNCTION 1
STANDARD 1.00000
However Table 9.8 which displays the mean scores across the genuine and simulated 
groups of Personal threat letter shows that it is the genuine letter which possess more 
use of the Standard language than the simulated letters.
TABLE 9.8: Group Means (Z-scores) for ‘Personal’ Genuine and Simulated 
threat letters over the discriminant function.
FUNCTION
GENUINE THREAT LETTER .22113
SIMULATED THREAT LETTER -.29678
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9.4. DISCUSSION.
This study illustrates the practical application of the research. Linguistic analyses, 
using the four measures of Obscure, Ornate, Standard and Content (derived from the 
two facet elements of Content and Structure) were first applied to genuine threat 
letters to establish if linguistic differences existed between the three categories of 
genuine threat (Extortion, Political and Personal). As with the linguistic analyses of 
the simulated letters (Study 4), the linguistic measures were subject to a clear context 
effect. That is, the way in which authors use language in their letters does appear to 
vary according to the threat situation. The Content facet element served to 
distinguish between all three types of threat, with Political threat being the most 
Content driven and Personal threat exhibiting the lowest levels of Content. Regarding 
the measures of the Structure facet element, Extortion and Personal threat letters 
differed significantly across the Obscure measure, with Extortion letters displaying 
high levels of Obscurity in their language use. All three letter types were also 
significantly different across the Standard measure of linguistic behaviour, with 
Extortion letters employing the highest levels and Personal letters, the lowest.
From these results there does appear to be a stronger context effect within the 
language of genuine Extortion and Political letters compared with the simulated 
Extortion and Political letters. It was more difficult to differentiate between these two 
types of threat in the simulated condition. This could be due to the motivational 
differences reflected in each type of threat. Individuals who would, by choice, write 
a genuine Political threat letter are clearly interested and feel personally involved in
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Political issues. The same would not necessarily be true of the writers of Extortion 
letters whose focus is more financial. These differences would be reflected in the 
different forms of language behaviour used. The differences would have been 
unlikely to have emerged in the simulated study (Study 4) simply because the authors 
were asked to write both types of letter. As mentioned within Chapter Eight, many 
felt it difficult to write the threat letters as they could not imagine themselves in some 
of the hypothetical situations; they were not spontaneously motivated to do so as were 
the writers of the genuine threats.
Once the typology of linguistic norms was established across each of the three 
genuine threat categories, comparison of the genuine and simulated letters was 
necessary. A series of three stepwise discriminant function analyses relating to each 
type of threat letter (Political, Extortion and Personal) were carried out. These 
revealed that some of the four linguistic measures could discriminate between the 
genuine and simulated threat letters.
In relation to Political letters the linguistic measures of Content and Standard 
differentiated between the genuine and simulated letters. In terms of the ability of the 
linguistic measures to make accurate distinctions between genuine and simulated 
Extortion letters, Ornate, Standard and Content were identified by the analysis as the 
most powerful discriminators. For the Personal threat letters, the results indicated 
that genuine and simulated letters differed only according to the Standard measure of 
linguistic behaviour. However this result needs to be treated cautiously as the
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Standard measure possessed a weak discriminant function. Further replication of 
these analyses with a larger sample size would be necessary in order to establish the 
stability of each of the discriminant functions.
Despite the fact that it does appear that some of the linguistic measures do possess 
discriminatory power the results have to be treated carefully. The linguistic 
differences that exist between the genuine and simulated letter types may not 
necessarily be due to differences in the intent of their authors. Instead, they may to 
some extent be due to differences in the characteristics of the authors. Given the lack 
of details regarding such factors for the genuine letters, these results have to be 
interpreted with caution. Consequently, the variations within the linguistic measures 
could be a function of either the situation (context) or the person, or some interaction 
between the two. For the purposes of further research, the study needs to be 
extended using a larger number of people of differing backgrounds; for example, age, 
education and personality. It would also be necessary for the Police to give access 
to background information concerning the convicted author of a genuine threat, so 
that the influences of the person and the situation on written language behaviour can 
be more effectively isolated.
To this end, the final study, reported in the next chapter, aimed to investigate the 
relationships between personality and the four linguistic measures exhibited within the 
simulated threat letters. The intention was to obtain some indication of the role of 
personal factors within the language of threat.
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CHAPTER TEN
STUDY 6:
INFLUENCE OF PERSONALITY UPON WRITTEN LANGUAGE
BEHAVIOUR.
10.1. INTRODUCTION.
The suggestion that personality characteristics can be inferred from linguistic forms 
of behaviour is not a new one. Intuitive judgements concerning an individual are 
often made on the basis of their speech or from the written word (Giles & Powesland, 
1975; Milic, 1966; Moerk, 1970, 1972). Hatch, Hill and Hayes (1993) investigated 
the accuracy of such judgements made based on analysis of written language. Using 
samples of essays written by students, impressions concerning the personality of the 
author were recorded by three ‘readers’. A degree of consistency was found in the 
types of impressions that were formed by the readers. Examples of the language 
forms which were found to influence the reader’s impressions were factors such as 
‘Put downs’, which were defined as the use of negative and unfair comparisons 
leading to an impression of an arrogant, unlikeable and immature author. Having 
established such measures the researchers were able to successfully alter the language 
behaviour displayed within the essays to change the perceptions made by the reader 
concerning the author. This study revealed that it was possible to infer the 
characteristics of an author from their written language. Nevertheless, despite these 
results, the researchers acknowledged that their findings were only preliminary. They 
did not test the assumption that the inferences about personality characteristics made
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by the readers actually matched those o f  the author.
A plethora of research exists which attempts to empirically test such inferences using 
the speech patterns of individuals. For example, sociolinguists, who study language 
in relation to society, examine the role of characteristics such as race, sex, class and 
locality upon speech patterns (e.g. Hudson, 1980). Within the forensic setting, 
phonetics are applied to the question of authorship identification, part of which 
involves speaker profiling (French, 1994). However, empirical research concerning 
the association of personality factors with written forms of language is less extensive 
and the findings tend to be rather tenuous.
One of the more ‘popular’ advocates of the link between written language and 
personality of the author is the Graphologist. Graphology claims to be a scientific 
method which studies aspects of an author’s handwriting; for example, the shape of 
the letters and the regularity of the spacing (Branston, 1995). From the examination 
of the handwriting of an author, the graphologist endeavours to infer characteristics 
relating to his/her personality. For instance, with reference to the letter ‘i’, if the 
dot is to the left this is an indication of a cautious person, and if it is to the right, this 
reflects an individual with sociable inclinations (Branston, 1995). However, whether 
such claims are supported by empirical evidence remains a matter of furious debate 
(Mihill, 1991). Many psychologists do not feel that there is sufficient scientific 
evidence to support the use of graphology. The British Psychological Society (1994) 
carried out a research study which examined the use of this technique for employment
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selection procedures. The conclusions were that "Graphology is not a viable means 
of assessing a person’s character and abilities" (BPS, 1994, Page 2).
This lack of research into the relationship between written language and personality 
should not be surprising due to the nature of personality. Personality is a hypothetical 
construct, something that cannot be directly observed but only inferred from other 
forms of behaviour. Despite this, there have been attempts by psychologists to 
measure aspects of personality. Such an approach lies within the domain of the 
nomothetic theorist who assumes that all behaviour can be generalized, thereby 
allowing the generation of laws which govern behaviour; this then enables 
comparisons and predictions to be made. The personality theories of Eysenck and 
Cattell are examples of this approach. Eysenck (1947) argued that personality could 
be measured using the Eysenck Personality Questionnaire (EPQ, 1975) according to 
three dimensions, Introvert/Extrovert, Neurotic/Stable and Psychotic. Cattell (1965) 
devised a questionnaire known as the 16PF to measure what he thought to be the 
sixteen source traits of personality. The disagreement concerning the nature of 
personality between the two theorists highlights the problems inherent in the definition 
of personality. Therefore, the identification of personality traits and their relationship 
to linguistic behaviour is unlikely to be an easy task.
However, the difficulties in establishing links between language and personality have 
not deterred other researchers from trying to do so. Psycholinguistic investigations 
have tended to focus upon the relationship between quantitative measures of written
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language and aspects of an author’s personality. Within the clinical setting, studies 
have compared written material from individuals who are classified as suffering from 
mental disorders with those who are not. The aim of such studies has been to 
ascertain if the clinical disorder can be reflected within the language behaviour.
Mann (1944) compared the essays of schizophrenics, undergoing hospital treatment, 
with those of University freshman. Using a variety of grammatical measures, she 
found that a difference existed between the Type Token ratio (TTR) of the two 
groups, the TTR being a measure of vocabulary diversity. The freshmen possessed 
a larger vocabulary than the schizophrenic group. The TTRs of both groups were 
then correlated with factors such as IQ, level of education and the length of stay 
within the hospital (if applicable). No significant correlations were obtained. 
Reynolds and Pylyshyn (1970) analyzed the transcripts of patients from five 
diagnostic categories (schizophrenia, psychotic, psychoneurotic, behavioral disorders 
and alcoholism) drawing upon thirty linguistic measures such as TTR and mean word 
length. Schizophrenics were separated from the other patient groups on the basis of 
their word length and word variability. This result was attributed to the nature of the 
disorder, with schizophrenics possessing a tendency to use bizarre words.
Using written material derived from groups of school children, Chotlos (1944) 
attempted to relate linguistic measures to factors of age, sex, locality and IQ. Chotlos 
was partly successful in his analysis. The percentage of nouns and the TTR did serve 
to discriminate between those with a high and a low IQ, with the former possessing
250
higher scores than the latter; those within the low IQ group employed more verbs and 
adverbs within their language behaviour. The percentage of nouns and verbs also 
distinguished between locality. Those individuals who lived in a city were more 
likely to use more nouns in their language than those who lived in a town; verbs 
were used least by rural dwellers and most by residents of a town. Older children 
were also shown to have a larger vocabulary (as measured by the TTR), than younger 
children. This finding should have been expected as it is likely that the older children 
have experienced more life opportunities than the younger children, as well as having 
experienced more language per se. No significant gender differences were obtained.
Aked (1994) examined the intercorrelations between twenty-three linguistic variables 
and those of the 16PF (Cattell, 1965) with some interesting results. She discovered 
twelve significant correlations involving ten linguistic variables and seven personality 
factors. For example, the percentage of complex sentences was significantly 
correlated to the ‘warm* factor (cool-warm), thereby providing support to a 
hypothesis that more extravert and sociable individuals are more likely to employ 
complex sentence constructions.
In an attempt to find relationships between personality and language, Moerk (1972) 
correlated a multitude of linguistic variables (fifty-one in total) scored over thirty 
samples of written material (controlled for context and length), with variables taken 
from a selection of personality tests - the MMPI, the Rorschach, the Weschler Adult 
Intelligence Scale and the Kuder Preference Record. Only sixteen of the sixty-four
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variables obtained from the battery of personality tests were significantly correlated 
with some of the fifty-one linguistic measures. Moerk then carried out a Factor 
Analysis on the correlation matrix of the linguistic measures with the personality 
variables. Only a few factors emerged with high loadings on each; for example, the 
factor labelled ‘Perseveration’ was interpreted as being indicative of an unimaginative, 
non-creative type of individual. Moerk’s conclusion was that the significant findings 
of his research were too vague and should only be used as a starting point for further 
research - "the range of style variables correlated with personality traits is so wide 
and diversified that no clear pattern can be discerned at present" (page 271). He 
acknowledged the presence of methodological flaws centred around his small sample 
size and, perhaps most importantly, the random selection of which variables to 
include within the analysis.
Therefore, it does appear from these studies that there is a possibility that a 
relationship does exist between some forms of written language behaviour and 
personality factors. However, the results of such studies highlight two problems. 
The first is that many of the studies tried to identify significant correlations with 
single linguistic variables and various aspects of personality. It is not likely that the 
measurement of one linguistic variable at a time will be enough to reflect the 
complexities of personality. It could be suggested that using a multivariate model of 
language would have more promising results in determining a relationship between 
the two. Secondly, many of the studies appeared to lack a theoretical basis for the 
selection of which personality variables to correlate with which forms of language
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behaviour.
The aim of this study was to investigate the relationship between the two facet 
elements of Content and Structure, and the personality of the author. This study 
therefore used a multivariate approach. Furthermore, given that language behaviour 
is considered an interpersonal form of behaviour, learned through a series of 
interactions and experiences, the FIRO-B (Schütz, 1958, 1978), which considers 
personality in relation to how individuals interact and relate to each others, was 
selected for the purposes of this study.
10.2. METHOD.
10.2.1. Choice of data.
"Genuine" threat letters, that is those that are sent to individuals and/or organizations, 
and which undergo police investigation, are predominantly anonymous. Due to the 
practical difficulty of obtaining genuine threat letters and corresponding details 
concerning the author’s personality and background, simulated threat letters were used 
for the purposes of this study (see Chapter Eight for a full account of the method 
which was used to elicit these letters). Table 10.1 gives a quantitative breakdown of 
the number of simulated letters which fell into each threat category.
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TABLE 10.1: Breakdown of simulated threat letters written.
TYPE OF LETTER NUMBER OF LETTERS
LOTTERY 39
PERSONAL 38
EXTORTION 38
POLITICAL 27
TOTAL: 142 (N=77)
Therefore, in total, 142 simulated threat letters formed the data base for this study.
10.2.2. Subjects.
77 people participated in this study. The subjects were aged between 18 and 64, with 
a mean age of 32 years. The proportion of males to females was unequal with 56% 
males and 44% females. The subjects were selected by means of opportunity 
sampling and came from a wide range of different backgrounds. This was to ensure 
that as wide a variation of subjects as possible was obtained for the purposes of 
relating the use of written language to personality characteristics of each author.
10.2.3. Procedure.
10.2.3.1. Personality Questionnaire.
Subjects were asked to complete the FIRO-B questionnaire (Schütz, 1958). The 
FIRO-B (Fundamental Interpersonal Relations Orientation Behaviour) is comprised 
of 54 questions, each with six response choices, which measure three fundamental 
dimensions of interpersonal behaviour, labelled as Inclusion, Control and Affection
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(see Appendix C).
Inclusion assesses the degree to which an individual associates with others. The 
extreme types of inclusion behaviour are similar in nature to the ‘Extrovert/Introvert’ 
measure of Eysenck (1947). Therefore those who achieve a low inclusion score feel 
uninvolved and worth little. This is in direct contrast to high inclusion scores which 
reflect a sociable and extroverted individual. The control dimension measures the 
extent to which a person exhibits control over aspects of their lives; the extent to 
which an individual will assume responsibility, make decisions and dominate people 
and/or situations. Finally, the affection score reflects the degree to which an 
individual will become emotionally involved with others. It determines the extent to 
which people either seek out the company of others or will enjoy their own company.
For each of these three dimensions there are two scores, symbolized by the letters ‘e’ 
and ‘w \ The ‘e’ score represents the person’s expressed behaviour, the overt and 
observable behaviour in the areas of inclusion, control and affection. The ‘w’ score 
is indicative of the individual’s wanted behaviour. This score refers to what the 
person wants from other individuals with regards to the three dimensions of 
interpersonal behaviour. This ‘wanted’ behaviour is less directly observable and 
could be important in understanding and predicting a person’s behaviour. Therefore 
the individual’s orientation within each of the three areas is revealed by the 
interaction of the expressed and wanted behaviour. If the ‘e’ and the ‘w’ scores are 
similar, then it is likely that the individual will behave in a manner that will not lead
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to conflict. The greater the discrepancy, then the greater the probability of frustration 
and conflict. For example, examining an individual with a low expressed control 
score (ec) and a high wanted control score (wc) is reflective of a dependant individual 
who avoids making decisions and taking responsibility; the individual wants others 
to assume responsibility. This individual feels worthless and inadequate.
10.2.3.2. Demographic Information.
Subjects were required to complete a questionnaire which was concerned with their 
personal details (see Appendix B). This included their ethnicity, marital status, 
occupation and scholastic achievements. The purpose of this information was to 
determine if relationships could be identified between these personal factors and the 
forms of written language behaviour.
10.3. RESULTS.
10.3.1. Correlations of FIRO-B with linguistic measures.
A series of correlations was performed between the FIRO-B personality scores of 
each author and their score across each of the four linguistic measures, derived from 
the Content and Structure facet elements (Obscure, Ornate, Standard and Content), 
across each type of threat letter. Spearman’s Rank Order Correlations were used in 
order to overcome any problems of the linguistic measures not possessing a normal 
distribution.
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The scores on the FIRO-B range from 0 - 9 on each of the three dimensions and 
indicate the extent to which each subject exhibits each of the six characteristics. 
These are: "I include people (expressed inclusion)”, "I want to be included by people 
(wanted inclusion), ” I control people (expressed control)”, "I want people to control 
me (wanted control)”, ”1 act close and personal with people (expressed affection)” 
and "I want people to get close and personal with me (wanted affection)”. Scores of 
0, 1 and 2 are considered low; 3 , 4 , 5  and 6 are seen to fall in the medium range and 
finally, scores above 7 are perceived as high scores. Thus a person with either a low 
or high score will exhibit behaviour which possesses a compulsive quality. Medium 
range scores can be interpreted as reflecting characteristic behaviour for that 
individual.
There were only six significant correlations between the four linguistic measures and 
the personality measures across the four different threat letter types, out of a possible 
total number of ninety-six. It should be noted that this is close to the chance level 
of results when the significance level is set at the 5% level. The significant 
correlations are shown in Table 10.2.
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TABLE 10.2: Significant correlations (at the 5 % level) between FIRO-B 
measures and Linguistic measures across types of simulated threat letter.
OBSCURE - 
POLITICAL
ORNATE- 
EXTORTION
STANDARD - 
LOTTERY
ei
wi -.38 -.37
ec
wc .36
ea .41
wa -.39 -.37
10.3.2. Personality data.
A series of t-tests for unrelated samples and one-way Anovas was also performed on 
the linguistic measures obtained across the four letter types and the demographic 
information concerning the 77 respondents, to determine if significant differences 
could be identified between personal factors and writing style.
(i) AGE.
The age range of the respondents was from 18 to 64 years, with a mean age of 32 
years. The breakdown of the sample by age can be seen in Figure 10.1. The age of 
the writers was divided, by the mean, into two groups, those aged 32 years and below 
and those aged 33 years and above.
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FIGURE 10.1
AGE BREAKDOWN OF RESPONDANTS
FREQ
4 0 -----------------:-------------------------------------------------------
18-20 21-25 26-30 31-35 36-40 41-45 46-50 51-55 over 56
AGE ON YEARS) GROUPS
Sixteen t-tests for unrelated samples were performed on the data to examine if there 
were significant differences according to age in the use of written language across 
each of the four letter types. No significant differences emerged from the data, 
although when a separate t-test for unrelated samples was applied to the Content 
measure of all the threat letters taken together, there was a difference between the 
two age groups (t=2.04, df =75, p <  0.05). Those writers under the age of 32 
years drew upon a richer and more varied vocabulary than those over 32 years (young 
mean — 138, st.dev = 19.7; old mean = 128.7, st.dev 19.3).
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(ii) MARITAL STATUS.
Two thirds (66%) of the respondents were single (with 9% of that group cohabiting 
and 4% being divorced). Married subjects were also well represented, constituting 
34% of the sample. Sixteen unrelated samples t-tests were applied to the data to see 
if there were any significant differences between the two groups in their linguistic 
measure scores across the four threat letter types.
Interestingly, significant differences were found to exist between the two groups 
regarding the ‘Content’ category of written language behaviour for Personal threat 
letters (t=2.28, df=36, p < 0.05). Single authors drew upon a larger vocabulary 
than married writers when simulating a threat of a personal nature. This was 
illustrated through examination of the mean and standard deviation scores. The mean 
score for ‘single’ writers across this measure of linguistic behaviour was 142.58 
(st.dev. = 24.5), with a mean of 123.83 (st.dev. =  24.3) for ‘married’ authors.
(iii) SEX
56% of the sample were male with the remaining 44% being female. Sixteen t-tests 
for unrelated samples were applied to the data to discover if there were any 
significant differences between male and female authors according to their style of 
writing (as measured by the four linguistic measures of Ornate, Obscure, Standard 
and Content). However no significant differences were found to exist between the 
two sexes.
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(iv) ETHNICITY.
The sample was unrepresentative in terms of subjects’ self-declared ethnicity with 
96% of the sample being White European and 4% Asian. Sixteen t-tests for unrelated 
samples were performed to determine if there were any differences, according to the 
ethnicity of the author, in written language behaviour across the four simulated threat 
letters. No significant differences were obtained.
(v) ACADEMIC ACHIEVEMENT.
Subjects were asked to indicate on the personal questionnaire their academic 
achievements. This was to ascertain if there were any differences in writing styles 
according to the respondents’ educational level. Table 10.3 illustrates the breakdown 
of the highest level of exams passed by each subject.
As can be seen from Table 10.3, approximately one-third of the respondents were 
educated to degree level, with one-fifth educated to A-Level standard. Only 8% of 
the subjects had not passed any academic exams. When the educational level of the 
writers were split into two groups, those who had undertaken a degree and those who 
had not, sixteen unrelated t-tests were performed on the data. A significant difference 
was identified between the two groups according to their Ornate style of linguistic 
behaviour for Personal threat letters (t=-3.12, df=36, p <  0.05). The mean scores 
illustrated the nature of this difference. Those who possessed a degree wrote in a 
more Ornate style (mean = 99.79, st.dev = 28.65) than those who were not qualified 
to degree standard (mean = 69.53, st.dev = 31.05).
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TABLE 10.3: Educational level of Author.
ACADEMIC ACHIEVEMENT PERCENTAGE OF SUBJECTS (N =77)
NONE 8
O - LEVEL 15
CITY AND GUILD 3
A-LEVEL 21
HND 3
DEGREE 34
POST GRADUATE 
QUALIFICATION
16
(v) OCCUPATION.
The range of occupational groups was quite diverse with just over one-third (36.5%) 
of subjects in full time employment and 40% as full time students. Table 10.4 shows 
the breakdown of respondents by occupational group.
TABLE 10.4: Occupational grouping of subjects.
OCCUPATIONAL GROUP PERCENTAGE OF SUBJECTS 
(N=77)
FULL TIME 36.5
PART TIME 9
VOLUNTEER WORK 3
RETIRED 6.5
STUDENT 40
UNEMPLOYED 5
262
Due to the small percentage of subjects in some of the occupational categories, the 
data were collapsed into four occupational groupings; Full time workers. Part time 
workers. Students and the remaining categories. A series of four 4 (Occupational 
group) x 4 (linguistic measures) mixed analyses of variance were conducted with 
independent groups on the first factor and repeated measures on the second, for each 
of the simulated threat categories (Extortion, Lottery, Personal and Political). This 
was to establish if significant differences existed, according to the occupation of the 
subjects, on the linguistic measures. No significant differences were found to exist 
between these measures according to the occupation of the author.
10.4. DISCUSSION.
This study aimed to test the hypothesis that there is a relationship between personality 
and written language behaviour. Personality was measured using the FIRO-B and 
demographic data was obtained from a personal questionnaire. Simulated threat 
letters revolving around four hypothetical scenarios (Extortion, Political, Personal and 
Lottery) were scored across the four linguistic measures of Obscure, Ornate, Standard 
(Structure facet element) and Content.
There were very few significant correlations found to exist between the linguistic 
measures and the FIRO-B measures. Extortion letters which scored highly on the 
Ornate use of language were also more likely to be written by those who acted closely 
and personally with people (expressed affection, r = .41). A suggested explanation
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for this result could be that the author is confident in expressing themselves in a more 
complex and descriptive linguistic style as they are likely to be known to the recipient 
of the letter. When this result is interpreted in terms of the hypothetical scenario that 
was suggested to elicit the Extortion letter, a disgruntled employee who has been 
‘sacked’ from a company they have been working for over many years, this 
‘personal’ relationship is possible.
There were a number of significant correlations found between the FIRO-B measures 
and the use of Standard linguistic constructions employed within Lottery letters. The 
more such a letter displayed a Standard writing style the more likely it was to have 
been written by an individual who wants to control others and assume responsibility 
for a situation (wanted control, r = .36). In order to exert control over the ’Lottery’ 
threat, the message must not be ambiguous. The Standard measure of written 
language behaviour serves to increase the fluency of the written material, thereby 
enabling the reader to clearly comprehend the message.
Those individuals who scored highly on the desire to include people in that they are 
outgoing and like to be with others (wanted inclusion, r = -.37), were more likely 
to write letters which exhibited more complex forms of linguistic behaviour as 
opposed to a Standard use of written language behaviour. The same was true for 
those who had the desire to initiate close and personal relationships (wanted affection, 
r = -.37). A tentative explanation can be forwarded for these two negative 
correlations. As mentioned previously, a lack of Standard language serves to increase
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the ambiguity of the letter. It could be suggested that perhaps the author is 
attempting to initiate a series of communications between themselves and the winning 
couple. It is possible that clarification of the threat may be required, thereby 
resulting in more than one letter - a relationship of sorts has now been established.
Two significant correlations were found between the Obscure measure of the written 
language across the Political letter and the FIRO-B personality measures. Authors 
of those Political letters which reflected Obscure writing style were less likely to 
desire close relationships with others (wanted affection, r = -.39), as well as less 
likely to want to include people in their lives (wanted inclusion, r = -.38). The 
examination of the language of simulated Political threat letters in Study 4 did reveal 
that Political letters were likely to exhibit Obscure forms of language behaviour due 
to the nature of the threat. The results of this study suggest such an author appears 
to be a loner who enjoys his/her own company rather than seeking out the company 
of others. Therefore the Obscure nature of the language used by such an individual 
could be indicative of a lack of social interaction.
No significant correlations were found between the Content of the written language 
across the four letter types and the FIRO-B personality measures.
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There were also very few significant results when examining the relationships 
between the demographic information and the linguistic measures. Unmarried authors 
were found to exhibit significantly more Content in their Personal threat letters when 
compared to married subjects; those with a degree were shown to write a Personal 
threat letter in a more Ornate style in comparison with those who had not achieved 
this level of academic attainment. It is impossible to speculate a reason for the 
former result and the second relationship is possibly inherent within the level of 
education obtained by the author.
However despite being able to forward some rather tentative, conceptual 
interpretations concerning the significant results of this study, it should be noted that 
there were very few significant results overall. For instance, only six out of a 
possible ninety-six correlations of the linguistic measures across each type of threat 
letter over the FIRO-B scores achieved significance at the 5% level. Therefore, the 
few results that were significant could have been due to spurious Type II errors. 
Further research is clearly required to establish whether these significant results are 
indeed spurious, or whether they are robust.
Consequently, as they stand, the results of this study do not appear to show that a 
relationship exists between personality characteristics and linguistic behaviour. 
Nevertheless the lack of significant results could be due to several factors which need 
to be taken into account for further research. First, the artificiality of the method 
used to elicit the threat letter may have been responsible for the lack of relationships
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between linguistic style and personality (see Chapter Four). A different situation may 
apply in the case of genuine threat letters. Therefore, for the purposes of further 
research, background information concerning convicted authors of threat offences 
needs to be acquired with the threat letter. This could be obtained through post­
sentence interviews.
However, it is recognized that such data will no doubt be difficult to accumulate. 
Therefore within the simulated condition, a more diverse sample of both subjects and 
personality questionnaires would be needed to test the hypothesis that there is a link 
between personality and language behaviour. Drawing upon a wider sample of 
subjects could encompass individuals who have had more life experiences and 
therefore they may be able to relate more to some of the hypothetical scenarios than 
the present sample. A search for different measures of personality may also be 
required. The FIRO-B, although a measure of inter-personal communication only 
measures current personality states. Perhaps a more consistent scale, a more 
situation-specific measure, or a combination of these would provide stronger links 
with the linguistic measures of written language.
Nevertheless it may be that the identification of a relationship between language and 
personality is likely to be very difficult; it is likely to require more powerful 
multivariate techniques. The use of quantitative measures of language to this end is 
an appealing one, but perhaps as Sanford (1942) states "Is the individuality of 
langauge too delicate a thing to submit to quantification and analysis...will statistics
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blur and obscure personality ?" (Page 840). There is therefore still a long way to go 
before we can identify the exact nature of this relationship. The questions appear 
more numerous than the answers.
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CHAPTER ELEVEN
DISCUSSION.
11.1. SUMMARY.
This research sought to fulfil two aims. The first focused on the use of stylistic 
analysis towards the identification of individual differences within written language 
behaviour which could be employed in the question of authorship attribution and/or 
discrimination. The second aim was concerned with determining if such an approach 
possessed a practical application within the forensic setting with reference to the 
linguistic examination of anonymous written threat letters.
The first part (Chapters Three to Six) of this thesis explored the possibility of using 
stylistic methods of analysis to identify quantitative measures within written language 
that would serve to distinguish between individuals. The basic assumption underlying 
the stylistic method of analysis was that variation exists within written language 
behaviour and that identification of such linguistic variations could be used to 
establish individual characteristics of language use. Language offers the writer a 
myriad of options from which to draw in the production of written text, both in form 
and content. The concept of ‘style’ is defined by those options that are chosen by the 
writer; it is argued that the choices a writer makes are unique to her/him (Bolinger 
& Sears, 1981). Therefore, stylistic analysis aims to identify those patterns which 
are present in unique combinations in the style of every writer.
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The use of stylistic forms of analysis has been predominately applied to literary 
questions of authorship - was it Shakespeare, Bacon or Marlowe who wrote a 
disputed play? (Mendenhall, 1901; Merriam & Matthews, 1994); were the Junius 
letters the work of one or more authors? (Ellegard, 1962); was Twain responsible for 
the Quintus Curtius Snodgrass letters? (Brinegar, 1963); what was Wilkin’s 
contribution to ‘Pericles’ (Jackson, 1991; Smith, 1987b)? Such studies have 
examined the written material using numerical counts of the surface features of the 
text. For example, Mosteller and Wallace (1964) in their examination of the 
‘Federalist Papers’ drew upon frequently occurring words within the text. The 
abundance of linguistic variables that are open to quantification has led to a plethora 
of similar studies, all of which appear to draw upon different linguistic variables in 
order to attribute or distinguish authorship.
However, as noted in Chapter Two, it is unlikely that in the analysis of written 
material a single linguistic variable can be said to define an author’s ‘style’ of 
writing. Studying one linguistic variable in isolation does not tell us about an 
author’s style, just that s/he likes to use, for example, three letter words more than 
another writer (Mendenhall, 1901). There are few studies which measure the 
interrelations which exist between various aspects of writing style. Consequently, a 
multivariate approach to the analysis of written language behaviour was employed in 
this research in order to establish if patterns of variation would reflect linguistic style.
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The multidimensional technique of Smallest Space Analysis (SSA) was used in Study 
1 (Chapter Four) to establish the basic dimensions of style. The selection of these 
variables was initially based upon their ease of accessibility through readily available 
computer programs. Several were later excluded due to floor/ceiling effects and the 
fact that some were summary variables. On the basis of the remaining fifteen 
variables, the SSA generated two facet elements of written language behaviour, 
Content and Structure. The latter was further divided into the three sub-facets of 
Ornate, Obscure and Standard writing styles. Therefore, this study showed that there 
are parts of written language which interrelate. This underlying structure should 
persist across all individuals, thus providing the framework to then examine individual 
differences within writing style.
The results of the SSA were applied to a series of statistical analyses to determine if 
individual differences across the facet elements could be identified. Partial Order 
Scalogram Analysis (POSA) revealed that thirteen of the fifteen linguistic variables 
could be used to this end. The samples of text were ordered according to both the 
lexical density (Content) contained within the written material and the amount of 
syntactic complexity exhibited within the written language as measured by the degree 
of Omateness, Obscurity and Standardness (Structure). The conclusion of the 
analyses within Study 2 (Chapter Five) was that the two facets of written language 
behaviour did appear to distinguish between the writing styles of the two authors.
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However, these findings might not apply to a larger sample of subjects. Study 3 
(Chapter Five) revealed that the facet elements of Content and Structure were indeed 
reproduced within a larger sample, but they could not reliably discriminate between 
the writing styles on an individual basis. They were successful only in distinguishing 
between individuals who exhibited extreme forms of written language behaviour. 
However, the analyses showed that although the two facet elements were unable to 
distinguish each person precisely, they were somewhat more effective at 
distinguishing between the writing styles of groups of individuals. Broad ‘stylistic’ 
distinctions were made between individuals in terms of these measures.
The second part of the thesis was concerned with the practical application of the 
model of written language behaviour obtained in the first part, to the analysis of 
written threat. Study 4 (Chapter Eight) was concerned with the analysis of a corpus 
of simulated threat letters. This analysis showed that the two facet elements of 
Content and Structure were context sensitive. That is, as in Study 3, individual 
authors could not be reliably identified. However, the linguistic measures were able 
to discriminate between different types of threat letter. Extortion and Political 
simulated threat letters shared linguistic characteristics which differed from those of 
Lottery and Personal letters. These differences were attributed to the nature of these 
threats.
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This corpus of simulated threat letters was then compared to a similar corpus of 
genuine threat letters (Study 5; Chapter Nine). There were no genuine Lottery 
letters, therefore the simulated Lottery letters were excluded from the analysis. As 
with Study 4, the two facet elements were sensitive to the nature of the threat. 
However, unlike the simulated Extortion and Political letters, the genuine ones could 
be distinguished. Furthermore, the analysis, using discriminant function analysis, 
revealed that the linguistic measures could be used to discriminate between genuine 
and simulated Extortion and Political letters but not Personal threat letters. This 
finding will be of use to police investigations.
Finally, Study 6 (Chapter Ten) examined the link between language and personality. 
The subjects who in Study 4 produced the simulated threat letters were also asked to 
complete a personality questionnaire. These data were used to explore the commonly 
held belief that there is a link between language behaviour and personality. However, 
this research was unable to establish such a link.
11.2. THEORETICAL FRAMEWORK.
The psycholinguistic research on which this thesis is based recognizes a distinction 
between the syntax, that relates to how words are combined to form sentences, and 
the lexical items, which are the individual words carrying the semantic content that 
make up those sentences (Halliday, 1990; Lyons, 1968). It was hypothesized that the 
unique characteristics of the author’s writing style would therefore be derived from 
particular mixtures of syntactic and lexical indices they employ. Multivariate analysis
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was therefore essential in order to reveal these differences.
Using SSA, the multivariate form of analysis that combined both syntactic and lexical 
components of language behaviour, certain ‘styles’ of writing could be distinguished 
from each other. This could then be used to enable distinctions to be made between 
individuals according to these writing styles. The four regions identified within the 
SSA appeared to broadly relate to some of the factors identified in previous factor 
analytical studies of written language behaviour. In particular, a degree of 
consistency appears to exist between the results of this study and those obtained by 
both Carroll (1960) and Moerk (1972). Comparable factors are Moerk’s 
‘Enrichment’ which corresponds with the Ornate region of the plot and his factor 
labelled ‘Noun Style’ with the Content region of the SSA space; Carroll’s (1960) 
factor of ‘Ornamentation’ corresponds with Ornate and his ‘Abstractness’ is also 
similar in conceptual terms to the Obscure region.
However, due to the different sets of linguistic variables used for each of these 
studies, the similarities above are in the ‘meaning’ of the factors and facets rather 
than in the commonality of the variables within them. For example, Moerk’s ‘Noun 
Style’ is defined as " ... the noun dimension, with many nouns which consequently 
follow upon each other in short intervals" (page 266). Similarly, in the present study. 
Content is defined as the language which carries the meaning of the text. These 
similarities of meaning showed that the system of relationships, revealed through the 
SSA, was therefore likely to evolve from an underlying structure concerning the
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nature of written language. The four regions derived from the SSA clearly show that 
written language behaviour can be distinguished in terms of four linguistic 
metameasures. Ornate, Obscure, Standard and Content, derived from the two facet 
elements of Content and Structure. To summarize, the first study has shown that 
written language behaviour does contain an underlying structure. Therefore, 
variations in the syntax and the lexicon can be examined in order that individual 
differences in linguistic styles can be identified.
Linguists have assumed for some time now that each individual has their own unique 
way of expressing themselves, a ‘style’, or more generally an ‘idiolect’ (McMenamin, 
1993). This distinct idiolect serves to separate them from other language users - " 
we are able to recognize different individuals by their ...distinct language patterns" 
(Akmajiian et al, 1984; page 287). However, there has been no successful 
demonstration that these unique characteristics can be objectively identified for any 
substantial piece of language behaviour of a given person. In particular, it has been 
found to be very difficult to establish both a reliable and a standard set of 
characteristics that will reveal the uniqueness of any given person. As Chapter Two 
illustrated, such studies have sought to identify only one or two key variables that 
may be relevant for stylistic comparison.
The results of Studies 2 and 3 revealed that individual differences of written language 
behaviour could not be reliably identified through the use of the measures identified 
in the SSA. It was only possible to determine styles of writing based upon groups
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of individuals. This illustrates that the facet elements of Content and Structure 
provide an indication of what Aked (1994) refers to as a ‘weak individual style’; it 
is possible to discriminate between the writing styles of some individuals, although 
it is more usual for discrimination to occur at the group level.
It is necessary, therefore, to examine what aspects of the psychological processes of 
language production would reflect these group differences. Written language 
production is a cognitive process which involves forming ideas into coherent linguistic 
structures (Daiute, 1981). This linguistic output appears to be determined in part by 
the situation and/or the personality of the author.
We are unlikely to act in the same manner across all situations. Situational variables 
have been found to produce distinctive effects upon behaviour (Swingle, 1970). Like 
any other form of behaviour, written language behaviour is most certainly influenced, 
at least in part, by the context in which it occurs. This was demonstrated in Study 
4. The different kinds of situation, in this case the different types of threat, affected 
an individual’s use of written language. However, why was it for instance that some 
individuals exhibited more grammatical complexity within their Extortion letters than 
others?
This can be explained through the influence of personality factors. It is argued by 
many linguists that these factors will be clearly reflected within the written language 
behaviour of individuals, thus enabling individual differences in writing styles to be
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identified (McMenamin, 1993; Turner, 1973). However, this thesis provided 
evidence that there was no singular discernable impact of personality on the cognitive 
processes of written language production.
It is likely that personality will affect behaviour in some situations more than in 
others. However, as a result of this research it is postulated that it is the interaction 
of personality and situation that is likely to produce individual differences in linguistic 
behaviour. This idea of interrelations between personality and situation is not a new 
one. Mischel (1973) advocated the interactional model of personality, recognizing 
that it was not just cognitive structures of the individual that influenced their 
behaviour, but that the role of situational variables on these also had to be taken into 
account.
Mischel (1973) discusses five ‘cognitive personal variables’, which together with 
situational factors influence an individual’s behaviour. These five are tabulated below 
in Table 11.1.
It does appear quite clear how the first two cognitive personal variables can be related 
to written language production. As individuals we possess different ways of 
processing information; we attend to different things and as a result have different 
perceptions and experiences. Therefore to encode a message into linguistic form we 
have to access memory which contains the author’s structured knowledge of both the 
world and the linguistic codes available to her/him.
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TABLE 11.1: MischeVs Cognitive Person variables.
Construction competencies: The ability to construct particular cognitions and 
behaviours - refers to what the subject knows and can do.
Encoding strategies and personal constructs: The units used for categorizing 
events and self-descriptions.
Behaviour-outcomes and stimulus-outcome expectancies: The expectancies 
people hold for particular situations.
Subjective stimulus values: Motivating and arousing stimuli, incentives and 
aversions.
Self-regulatory systems and plans: The rules and self-reactions people hold 
for their performances and for the organization of complex behavioral 
sequences.
(Mischel, 1973; cited in Burger, 1993; page 487).
The third cognitive personal variable relates to the different expectancies people hold 
for particular situations. With reference to the language of written threat, based on 
their past experience individuals might expect Extortion letters, for example, to be 
characterised by use of instructions, explanations and explicit attempts to appear 
credible so that the threat is taken seriously. This will be reflected in the type of 
language that they use. Thus, the interaction between the "expectancies people hold 
for particular situations" (Mischel, 1973) and the situation, specifically the type of 
threat being written is clear.
The fourth cognitive personal variable relates to the motivational status of the 
individual. It could be that people who are highly motivated by anger or crisis to 
write a threat letter use language differently from people who are imagining 
themselves experiencing that motivation. Therefore the distinction between genuine
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and simulated threat letters might in part reflect the different motivating influences 
in written language behaviour.
Within the simulated threat letters, the self-regulatory systems and plans might not 
play such an important role in people’s language production as the subjects knew that 
they were not accountable for the consequences of their threats. This might not be 
the case in genuine letters, but due to the lack of personal information concerning the 
author this could not be investigated further.
Therefore, overall, personal influences may well affect an individual’s style of written 
language. However, this effect is combined with its interaction with situational 
factors, thus making the identification of individual contributions very difficult to 
measure.
11.3. IMPLICATIONS OF THE RESEARCH.
One of the central questions that ran throughout this research was concerned with 
whether it was possible, using numerical counts of linguistic variables, to identify 
individual differences within written language behaviour. Had such differences been 
uncovered, it might have been possible to relate these to personality. The results of 
such analyses would then have had major implications within the forensic setting; in 
particular towards questions of authorship attribution and/or discrimination and 
Offender Profiling. Profiling is defined in terms of "the extrapolation of 
characteristics of criminals from information about their crimes, as an aid to police
279
investigation" (Canter & Heritage, 1990; page 185). Therefore, in the case of 
anonymous written threat, in which the author is at some pains to hide her/his 
identity, any psycholinguistic indicators of identity that could be drawn from the 
examination of the written language behaviour displayed within the threat would be 
of great benefit towards a police investigation.
It was first necessary to demonstrate that written language behaviour would reveal an 
underlying structure against which to compare individuals. This was accomplished 
successfully, thereby providing evidence that dimensions of linguistic style can be 
identified. However, using these dimensions of style only served to discriminate 
between individuals at the group level. They were unable to differentiate unique 
writing styles and no links with personality could be determined. Therefore the 
practical application of this research in the forensic setting is of limited value. The 
results of this research can perhaps be applied to forensic questions of authorship 
when it is known that the disputed text was written by one of a limited number of 
suspected authors. Where these suspected authors have, according to this model, 
quite disparate writing styles, then the model might offer an indication as to the most 
likely author.
As mentioned in Chapter Two, it is vital that the results of stylistic methods of 
analysis are not introduced as evidence in a court of law before the reliability and 
validity of their results equals, if not exceeds, the standards set down by conventional 
science. It appears from this research that much more work concerning written style
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has to be carried out before the results can be applied towards questions of authorship 
within a forensic setting. It may have to be recognized that a reliable and valid 
measure of author identity will never be established.
However, despite a picture of the author uniquely identifiable from his/her written 
language behaviour, the psycholinguistic interpretation of the corpus of both the 
genuine and simulated letters provided some encouraging results. These results could 
have major implications for the investigative process. The linguistic dimensions of 
style did serve to discriminate between genuine and simulated Extortion and Political 
threat letters. This has great practical significance in its application to the 
investigation of anonymous written threats, either of a Political nature, or in relation 
to commercial Extortion. The results of this study will be able to provide guidance 
in the prediction of the likely outcome of the threat as well as to give directions for 
dealing with such threats, that is, in deciding whether the threat is likely to be hoax 
or carrying genuine intent. Such results would therefore enable investigators to 
decide upon the extent of resource allocation to the investigation.
However, at present, the research can still be regarded as being in its infancy, and 
a great deal of further research is required before any attempts at forensic applications 
can be made.
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11.4. DIRECTIONS FOR FUTURE RESEARCH.
The results of this research do raise the question of the direction in which the search 
should be continued in order to find both individual differences in written language 
behaviour and links with personality. This research has highlighted areas where 
alternate methodological approaches could be adopted in carrying out future research.
This research identified that an underlying structure was present in written language 
behaviour; this mixture of Structure and Content items discriminated between certain 
‘styles’ of writing. However, this enabled only groups of individuals to be 
distinguished. Perhaps future research needs to consider a combination of this 
stylistic approach together with a more thematic approach to the analysis of written 
language. This may allow more precise distinctions to be made. This ‘joint’ 
approach would allow the analyst to consider more the psychological content of the 
written language as well as the ‘style’ of writing displayed.
This ‘thematic’ approach has been particularly effective towards the analysis of text 
within the forensic setting. Miron (1978) characterised threatening forms of 
communication in terms of three predominant themes: impotence-denial, affiliative 
need and destructive reaction. These themes were then related to the type of 
individual who exhibited them as part of their threatening language behaviour. This 
in turn provided an insight into the motivations behind the threat. Using a small 
sample of genuine threat letters (fifty-six), Nalbaltain (1995) identified three themes 
concerned with how the writer of a threat letter related to and interacted with the
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target of the threat. These were characterised as criminal, manipulative and 
interpersonal. Drawing upon the sample of forty simulated Lottery threat letters 
(which formed part of the simulated database of this thesis), Cholerton (1995) also 
identified three themes which reflected the different ‘styles’ of the threat letters - 
aggressive, rational and intimate. Cholerton then successfully related these themes 
to personality variables which gave an indication as to the type of individual who 
would write such threats. Therefore, using this approach, more qualitative 
information can be derived from the examination of the written material. Such an 
approach examines more the meaning within the language and places less emphasis 
on the linguistic structures contained within the written material.
It therefore seems that the thematic approach can successfully identify some of the 
influences of personality on writing style. The stylistic approach used in this research 
also shows some degree of success in identifying broad stylistic differences between 
groups of individuals. Perhaps a combination of the two approaches would serve to 
more fully reflect individual differences in the style of written language behaviour and 
the personality characteristics underlying these differences. It would also be 
interesting to establish if one could discriminate between genuine and simulated letters 
on the basis of the thematic approach in conjunction with the stylistic approach. The 
findings in this thesis suggest that it is possible to differentiate between genuine and 
simulated Extortion and Political threats on the basis of the Content and Structure 
displayed within their written language behaviour. The thematic approach could add 
an indication of any differences in the cognitive state of mind between those who
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intend to follow through with a threat and those who do not.
Nevertheless, the usefulness of the analysis of written threat raises questions of 
whether such explorations will tell police officers anything that they did not know 
already. The results of a recent survey concerning the contribution of profiling to 
police investigations (Copson, 1996) revealed that many officers who commissioned 
profiling advice found that its major use was in confirming an already established 
opinion concerning the investigation.
To establish whether this is also the case with regards to threat, an experiment could 
be devised to establish if the accuracy of a judgement concerning the genuiness of a 
threat demand is more a result of ‘intuition’ and ability rather than the identification 
of any psycholinguistic characteristics contained within the threat. Arbeit and Blatt 
(1973), in an experiment concerning the judgements of genuine and simulated suicide 
notes, aimed to establish what criteria individuals used to make the distinction. They 
also focused on whether the level of clinical training affected the ability to make a 
successful distinction. Therefore, with reference to threat letters, a set of genuine and 
simulated threats, matched carefully, could be analysed using discriminate function 
analyses on the psycholinguistic measures to ascertain if discrimination on this basis 
was effective. A group of subjects, including police officers, other investigators of 
threat and students, could then be given pairs of threat letters and asked to identify 
which was genuine and which was hoax. After having made a choice the reasons for 
their decision could be explored. It would be interesting to first compare the levels
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of accuracy between the judges and the psycholinguistic analysis of this research, and 
secondly, to investigate if a relationship exists between training and ability to 
discriminate between the letters is of significance. This could have implications for 
the future of threat analysis within the police force.
This research needs to be replicated using a larger corpus of threat letters, both 
simulated and genuine. Within this research, the sample who took part in the 
simulated condition was biased in favour of the student population. Various groups 
drawn from different areas of the community (for example, criminal community, the 
elderly, ethnic groups) would perhaps ‘balance’ this sample. Comparisons of these 
groups across the psycholinguistic measures could be produced and then correlated 
with a variety of personality measures.
Furthermore, within this corpus, it would be particularly useful to obtain full 
descriptions of the authors and their personality characteristics for the genuine as well 
as the simulated letters. In this research, such information was not available for 
analysis for the genuine letters. Further research would benefit from such 
information in order to investigate whether the psycholinguistic measures could 
separate those who make such threats as part of their criminal behaviour. In addition, 
the genuine threat letters could be analysed in terms of those letters in which the 
threat was actually followed through and those in which the letter was sent, but the 
intent was absent. This would enable the research to determine if there were 
difference reflected in the writing styles between these two groups.
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The personality inventory used for the purposes of this research was the FIRO-B, 
chosen as it measured different dimensions of interpersonal behaviour. The extent 
of the significant correlations of these measures with the psycholinguistic 
measurements were disappointing. Future research would need to consider the use 
of more personality questionnaires to enable the complexities of personality to be 
identified within the written language behaviour of the subject. Perhaps a battery of 
personality tests including more situation-specific measures would be more 
appropriate. The results of such research could play a vital role in the assessment of 
threatening forms of communication.
11.5. CONCLUSION.
The results of this thesis have shown that written language behaviour was not found 
to be wholly consistent within individuals, as measured by the two facet elements of 
Content and Structure. The results have shown that only ’broad’ writing styles can 
be identified. Thus, the identification of unique individual differences using a 
multivariate approach remains out of reach. It may be that we have to agree with 
Turner (1973) who argues that "style is more easily recognized than analysed" (page 
123).
However, applying the two facet elements (Content and Structure) to written threat 
demonstrated that it was possible to distinguish genuine and simulated threat letters. 
The practical significance of such analysis lies in the prediction of whether a threat 
is genuine or a hoax. The research also revealed that a relationship between the
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language of the threat and personality could not be detected. That said, the 
psycholinguistic interpretation of threat letters does appear to present a range of future 
possibilities within the framework of forensic linguistics. The anonymous threat letter 
has been an insufficiently exploited source of information, relevant for forensic 
science.
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APPENDICES
APPENDIX A.
SAMPLES OF ACADEMIC WRITING TAKEN FROM AUTHOR 1.
AFIRE.DOS:
BFIRE.DOS:
CFBRE.DOS:
DFIRE.DOS:
This sample is an extract of 195 words taken from "Fires and 
Human Behaviour, second edition".
The sentences are taken from Chapter 1 "Studying the 
experience of fires", page 5.
This sample is an extract of 192 words taken from "Fires and 
Human Behaviour, second edition". The sentences are taken 
from Chapter 1 "Studying the experience of fires", pages 1-2.
This sample is an extract of 197 words taken from an article 
summarizing the book "Fires and Human Behaviour". The 
sentences are taken from page 31.
This sample is an extract of 185 words taken from an article 
summarizing the book "Fires and Human Behaviour". The 
sentences are taken from page 28.
REPORT1.DOS:
REPORT2.DOS:
REPORT3.DOS:
QUAN1.DOS:
QUAN2.DOS:
VAND1.DOS:
VAND2.DOS:
PROF1.DOS:
This sample is an extract of 195 words taken from a paper 
written on psychic surgery.
This sample is taken from a report concerning the MSc 
Investigative Course. It is 198 words in length.
This sample is an extract from a report written concerning the 
MSc Investigative course. It is 203 words in length.
This is an extract of 204 words taken from a newsletter article 
concerning a visit to FBI, Quantico.
This is an extract of 152 words taken from a newsletter article 
concerning a visit to FBI, Quantico.
This is an extract of 190 words taken from chapter 24 
"Vandalism: overview and prospect".
This is an extract of 202 words taken from chapter 24 
"Vandalism: overview and prospect".
This is an extract of 194 words taken from an article "Offender 
Profiles", pages 12 - 13, Psychologist, Vol 2, No 1, Jan 1989.
A1
PROF2.DOS:
DESIGN1.DOS:
DESIGN2.DOS:
ENV1.DOS:
ENV2.DOS:
PLACE1.DOS:
PLACE2.DOS:
SOCIAL1.DOS:
SOCIAL2.DOS:
THERAPY1.DOS:
THERAPY2.DOS:
This is an extract of 205 words taken from an article "Offender 
Profiles", pages 15-16, Psychologist, Vol 2, No 1, Jan 1989.
This is an extract of 215 words taken from Chapter 15, page 
292, "Psychology and Environmental Design - Psychology in 
Practice". (1982)
This is an extract of 185 words taken from Chapter 15, page 
304, "Psychology and Environmental Design" : - Psychology 
in Practice". (1982)
This is an extract of 193 words taken from "Beyond Building 
Utilization", page 41, from the book "Designing for Building 
Utilization". (1984)
This is an extract of 185 words taken from "Beyond Building 
Utilization", page 45, from the book "Designing for Building 
Utilization". (1984)
This is an extract of 184 words taken from "The facets of 
place", page 1, in "Advances in Environment, Behaviour, and 
Design, Vol 4".
This is an extract of 193 words taken from "The facets of 
place", page 29, in "Advances in Environment, Behaviour, and 
Design, Vol 4".
This is an extract of 205 words taken from "Social past and 
Social present: The archaeological dimensions to environmental 
psychology", page 10 from the book " Social space: Human 
spatial Behaviour in dwellings and settlements". (1991)
This is an extract of 192 words taken from "Social past and 
Social present: The archaeological dimensions to environmental 
psychology", page 14 from the book " Social space: Human 
spatial Behaviour in dwellings and settlements". (1991)
This is an extract of 206 words from "A research agenda for 
holistic therapy", Complementary Medical Research, Vol 2, No 
1, Feb 1987.
This is an extract of 191 words from "A research agenda for 
holistic therapy", Complementary Medical Research, Vol 2, No 
1, Feb 1987.
A 2
PSY1.DOS:
PSY2.DOS:
PSY3.DOS:
SHAD1.DOS:
SHAD2.DOS:
SHAD3.DOS:
SHAD4.DOS:
196 worded extract taken from Page 1, "Environmental (Social) 
Psychology: An emerging synthesis" in "Environmental Social 
Psychology" edited by David Canter et al (1988).
204 worded extract taken from Page 5, "Environmental (Social) 
Psychology: An emerging synthesis" in "Environmental Social 
Psychology" edited by David Canter et al (1988).
166 worded extract taken from Page , "Environmental (Social) 
Psychology: An emerging synthesis" in "Environmental Social 
Psychology" edited by David Canter et al (1988).
189 worded extract taken from Page 121, Chapter 6 " 
Consistent Clues", "Criminal Shadows" (1994).
213 worded extract taken from Page 84, Chapter 4 " With 
Science in Mind", "Criminal Shadows" (1994).
191 worded extract taken from Page 163, Chapter 7 
"Distinguishing Actions", "Criminal Shadows" (1994).
197 worded extract taken from Page 248, Chapter 10 "Limited 
Narratives", "Criminal Shadows" (1994).
A3
SAMPLES OF ACADEMIC WRITING TAKEN FROM AUTHOR 2.
PERS2: 217 word sample taken from a A Level Psychology handout on
Personality theory (Oct 1992) .
PERS1: 219 word sample taken from a A Level Psychology handout on
Personality theory (Oct 1992).
DIS5: 196 word sample taken from BSc Dissertaion (1991).
DIS4: 187 word sample taken from BSc Dissertation (1991).
DIS3: 189 word sample taken from BSc Dissertation (1991).
CHAP1: 173 word sample taken from chapter 1 of PhD (1993).
DIS1: 212 word sample taken from BSc Dissertation (1991).
DIS2: 208 word sample taken from BSc Dissertation (1991).
PERS3: 171 word sample taken from a A Level Psychology handout on
Personality theory (Oct 1992).
PROP1: 212 word sample taken from PhD proposal (1991).
PROP2: 197 word sample taken from PhD proposal (1991).
THREAT: 199 word sample taken from notes on threat (1991/2).
TUTOR1: 188 word sample on a behavioursim tutorial (1991).
TUTOR2: 214 word sample from a perception tutorial (1992).
TUTOR3: 202 word sample taken from a tutorial on attention (1992).
TUTOR4: 198 word sample taken from chapter 1 of PhD (1992).
TUTORS: 194 word sample taken from a conference paper (1993).
TUTOR6: 173 word sample taken from notes on threat (1992).
TUTOR?: 169 word sample taken from chapter 2 of PhD (1993).
TUTORS: 198 word sample taken from Chapter 2 of PhD (1993).
A4
FEUD1:
FEUD2:
SPEECH1:
SPEECH2:
CONV1:
CONV2:
INTROl:
INTR02:
INTR03:
OBS1:
201 word sample taken from Feudalism essay (1988). 
200 word sample taken from Feudalism essay (1988). 
207 word sample taken from Interaction essay (1989). 
187 word sample taken from Interaction essay (1989). 
196 word sample taken from Research project (1990). 
198 word sample taken from Research project (1990). 
206 word sample taken from Psychology essay (1989).
209 word sample taken from Psychology essay (1989). 
213 word sample taken from Psychology essay (1989).
210 word sample taken from Research project (1991).
A 5
APPENDIX B.
QUESTIONNAIRE:
We are studying the psychology of threat and we are approaching a wide range of 
people from different backgrounds to participate in this study.
ALL YOUR ANSWERS WILL BE TREATED IN THE STRICTEST 
CONFIDENCE. NO INDIVIDUAL WILL EVER BE IDENTIFIED IN ANY 
REPORT RESULTING FROM THIS WORK
Please return your questionnaire to :
Nicky Smith
Psychology Department
University of Surrey
Guildford
Surrey
GU2 5XH.
SECTION 1:
We would like you to write four different letters as if you were threatening someone. 
Four situations are given on a separate sheet. I want you to think of how you would 
feel if you were involved in each of the situations outlined below. Please think what 
it would feel like so that you can produce as real a letter as possible. You have to 
imagine that you want to threaten someone and you do so through a threat letter. 
How would you do it?
Put your letter on a separate piece of paper for each of the four situations. These 
letters are supposed to be ANONYMOUS. therefore in thinking about writing the 
letters make sure that you are not identifiable.
AS YOU HAVE COMPLETED EACH LETTER PLEASE ANSWER THE 
RELEVANT QUESTIONS ON THE SHEETS PROVIDED.
SITUATION ONE:
On a separate piece of paper please produce a letter from the following situation and 
then answer the relevant questions.
" You are living/married to someone and have been together for a long time. Your 
partner has been having an affair with a colleague and is contemplating leaving you 
for them. You have discovered this fact and decide to write an anonymous 
threatening letter to the colleague... "
1. Please circle the appropriate answer for every question:
Very Quite Some
Often Often times Rarely N
1. I have written such letters before and sent them 1 2 3 4 5
2. I have written such letters but never sent them 1 2 3 4 5
3. I have thought about it carefully before 1 2 3 4 5
4. The thought has crossed my mind 1 2 3 4 5
2. Do you feel that the letter that you have written would be similar to one you thought you might 
write if ever such a situation arose ? Please tick the appropriate box:
Yes
No
Don’t Know
If No, Why Not?
3. How long did the whole process of thinking about and writing the threat letter take? 
Letter 1
4. Please describe how you felt in writing this letter.
Circle one number to indicate how you felt.
Please choose one number for every question.
For example, if you felt very angry then circle ’1’ but if you felt very calm circle ’5’ with ’3’ being 
in the middle.
ANGRY 1 2 3 4 5 CALM
UNCONTROLLED 1 2 3 4 5 CONTROLLED
TENSE 1 2 3 4 5 RELAXED
SERIOUS 1 2 3 4 5 HAPPY
ANXIOUS 1 2 3 4 5 SELF ASSURED
EMBARRASSED 1 2 3 4 5 NOT EMBARRASSED
IMAGINATIVE 1 2 3 4 5 PRACTICAL
ADVENTUROUS 1 2 3 4 5 CAUTIOUS
SENSIBLE 1 2 3 4 5 FOOLISH
CONFIDENT 1 2 3 4 5 INSECURE
VINDICTIVE 1 2 3 4 5 FORGIVING
POWERFUL 1 2 3 4 5 POWERLESS
WARY 1 2 3 4 5 RECKLESS
RIGHT 1 2 3 4 5 WRONG
KIND 1 2 3 4 5 UNKIND
DEFENSIVE 1 2 3 4 5 OFFENSIVE
SITUATION TWO.
On a separate piece of paper please produce a letter from the following situation and 
then answer the relevant questions.
" You are a member of an environmentally friendly political group and facts have just 
been released that state that the smog levels in the inner city areas will return to the 
’peasouper’ levels seen in the 1950’s over the next five years unless something is 
done. The government are taking no action. You decide to make threats in a letter to 
the Prime Minister.. "
1. Please circle the appropriate answer for every question:
Very Quite Some
Often Often times Rarely Never
1. I have written such letters before and sent them 1 2 3 4 5
2. I have written such letters but never sent them 1 2 3 4 5
3. I have thought about it carefully before 1 2 3 4 5
4. The thought has crossed my mind 1 2 3 4 5
2. Do you feel that the letter that you have written would be similar to one you thought you might 
write if ever such a situation arose ? Please tick the appropriate box:
Yes
No
Don’t Know 
If No, Why Not?
3. How long did the whole process of thinking about and writing the threat letter take? 
Letter 2
4. Please describe how you felt in writing this letter.
Circle one number to indicate how you felt.
Please choose one number for every question.
For example, if you felt very angry then circle ’1’ but if you felt very calm circle ’5’ with ’3’ being 
in the middle.
ANGRY 1 2 3 4 5 CALM
UNCONTROLLED 1 2 3 4 5 CONTROLLED
TENSE 1 2 3 4 5 RELAXED
SERIOUS 1 2 3 4 5 HAPPY
ANXIOUS 1 2 3 4 5 SELF ASSURED
EMBARRASSED 1 2 3 4 5 NOT EMBARRASSED
IMAGINATIVE 1 2 3 4 5 PRACTICAL
ADVENTUROUS 1 2 3 4 5 CAUTIOUS
SENSIBLE 1 2 3 4 5 FOOLISH
CONFIDENT 1 2 3 4 5 INSECURE
VINDICTIVE 1 2 3 4 5 FORGIVING
POWERFUL 1 2 3 4 5 POWERLESS
WARY 1 2 3 4 5 RECKLESS
RIGHT 1 2 3 4 5 WRONG
KIND 1 2 3 4 5 UNKIND
DEFENSIVE 1 2 3 4 5 OFFENSIVE
SITUATION THREE.
On a separate piece of paper please produce a letter from the following situation and 
then answer the relevant questions.
" You have been working for a company for a number of years and they have made 
you redundant. You decide to threaten the company with contamination of their 
products unless a large sum of money is paid to you.."
1. Please circle the appropriate answer for every question:
Very Quite Some
Often Often times Rarely Never
1. I have written such letters before and sent them 1 2 3 4 5
2. I have written such letters but never sent them 1 2 3 4 5
3. I have thought about it carefully before 1 2 3 4 5
4. The thought has crossed my mind 1 2 3 4 5
2. Do you feel that the letter that you have written would be similar to one you thought you might 
write if ever such a situation arose ? Please tick the appropriate box:
Yes
No
Don’t Know 
If No, Why Not?
3. How long did the whole process of thinking about and writing the threat letter take? 
Letter 3
4. Please describe how you felt in writing this letter.
Circle one number to indicate how you felt.
Please choose one number for every question.
For example, if you felt very angry then circle but if you felt very calm circle ’5’ with ’3’ being 
in the middle.
ANGRY 2 3 4 5 CALM
UNCONTROLLED 2 3 4 5 CONTROLLED
TENSE 2 3 4 5 RELAXED
SERIOUS 2 3 4 5 HAPPY
ANXIOUS 2 3 4 5 SELF ASSURED
EMBARRASSED 2 3 4 5 NOT EMBARRASSED
IMAGINATIVE 2 3 4 5 PRACTICAL
ADVENTUROUS 2 3 4 5 CAUTIOUS
SENSIBLE 2 3 4 5 FOOLISH
CONFIDENT 2 3 4 5 INSECURE
VINDICTIVE 2 3 4 5 FORGIVING
POWERFUL 2 3 4 5 POWERLESS
WARY 2 3 4 5 RECKLESS
RIGHT 2 3 4 5 WRONG
KIND 2 3 4 5 UNKIND
DEFENSIVE 2 3 4 5 OFFENSIVE
SITUATION FOUR.
On a separate piece of paper please produce a letter from the following situation and then answer the 
relevant questions.
" A couple in your local area have won 10 million pounds on the National Lottery. You have seen 
pictures of them in all the national newspapers celebrating their win. You know their name and address 
(which has been stated in the national press anyway) and decide to write them an anonymous 
threatening letter demanding money. You make threats about what will happen if they do not give you 
some money."
1. Please circle the appropriate answer for every question:
Very Quite Some
Often Often times Rarely Never
1. I have written such letters before and sent them 1 2 3 4 5
2. I have written such letters but never sent them 1 2 3 4 5
3. I have thought about it carefully before 1 2 3 4 5
4. The thought has crossed my mind - 1 2 3 4 5
2. Do you feel that the letter that you have written would be similar to one you thought you might 
write if ever such a situation arose ? Please tick the appropriate box:
Yes
No
Don’t Know
If No, Why Not?
3. How long did the whole process of thinking about and writing the threat letter take? 
Letter 4
4. Please describe how you felt in writing this letter.
Circle one number to indicate how you felt.
Please choose one number for every question.
For example, if you felt very angry then circle ’1’ but if you felt very calm circle ’5’ with ’3’ being 
in the middle.
ANGRY 1 2 3 4 5 CALM
UNCONTROLLED 1 2 3 4 5 CONTROLLED
TENSE 1 2 3 4 5 RELAXED
SERIOUS 1 2 3 4 5 HAPPY
ANXIOUS 1 2 3 4 5 SELF ASSURED
EMBARRASSED 1 2 3 4 5 NOT EMBARRASSED
IMAGINATIVE 1 2 3 4 5 PRACTICAL
ADVENTUROUS 1 2 3 4 5 CAUTIOUS
SENSIBLE 1 2 3 4 5 FOOLISH
CONFIDENT 1 2 3 4 5 INSECURE
VINDICTIVE 1 2 3 4 5 FORGIVING
POWERFUL 1 2 3 4 5 POWERLESS
WARY 1 2 3 4 5 RECKLESS
RIGHT 1 2 3 4 5 WRONG
KIND 1 2 3 4 5 UNKIND
DEFENSIVE 1 2 3 4 5 OFFENSIVE
SECTION TWO.
This section is concerned with personal details about you. Please tick the answer that applies to you.
ALL ANSWERS WILL BE TREATED WITH THE STRICTEST CONFIDENCE.
1. How old will you be on your next birthday? (years) __
2. Are you? Male________  Female
3. Marital status:
Single ________
Married ________
Cohabiting ________
Divorced ________
Separated ________
Widowed
4. What is your ethnicity? (race)
White European_____________
Asian________________ _____
Black________________ _____
White Other___________ _____
Other
5. What is your current job situation? (please indicate your main occupation if you have more than one)
Full Time Work________________
Part time Work________ ________
Voluntary work________ ________
Retired_______________ ________
Full time student_______ ________
Unemployed___________________
Other (specify)
IF YOU HAVE PAID WORK PLEASE COULD YOU ANSWER THE FOLLOWING 
QUESTIONS ABOUT YOUR WORK:
IF NOT, PLEASE IGNORE THIS SECTION
5b. What is your job called? 
5c. What do you make or do?
5d. How long have you been in your present occupation?
Less than 1 year 
1 to 5 years 
5 to 10 years 
10 to 15 years 
more than 15 years
6. At what age did you leave school? (years)
7. Did you pass any examinations? Yes   No
7b. If Yes: (Please tick the correct answers)
How Many? In What Subjects?
CSE (at Grade 1)
CSE (less than Grade 1)
0  Level
GSCE (C Grade and above)
GSCE (D Grade and below)
A - S Level
HND/HNC
City and Guild
Degree
P/G Degree
Other
8. Do you enjoy reading?
Yes No Sometimes
8b. How often do you read?
8c. What do you normally read? (tick as many answers as fit)
Biographies ________
Non Fiction ________
Thrillers ________
Horror ________
Romance
Comedy 
War stories
Science Fiction 
Other (specify)
9. What are your other hobbies and interests?
10. Have you ever been convicted of any criminal offence ? Please tick the appropriate box:
Yes
No
If Yes, please give brief details
11. Any other comments?
THANK YOU VERY MUCH INDEED FOR COMPLETING THIS QUESTIONNAIRE
APPENDIX C
FIRO'B
1977 Edition
WILL SCHÜTZ, Ph.D.
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