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Abstract
We give a new characterization for the convergence in distribution to a standard normal law of a
sequence of multiple stochastic integrals of a fixed order with variance one, in terms of the Malliavin
derivatives of the sequence. We also give a new proof of the main theorem in [D. Nualart, G. Peccati,
Central limit theorems for sequences of multiple stochastic integrals, Ann. Probab. 33 (2005) 177–193]
using techniques of Malliavin calculus. Finally, we extend our result to the multidimensional case and
prove a weak convergence result for a sequence of square integrable random vectors, giving an application.
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1. Introduction
Consider a sequence of random variables Fk belonging to the nth Wiener chaos, n ≥ 2,
and with unit variance. In [6], Nualart and Peccati have proved that this sequence converges in
distribution to a normal N (0, 1) law if and only if one of the following two equivalent conditions
holds:
(i) limk→∞ E[F4k ] = 3,
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(ii) limk→∞ fk ⊗l fk = 0, for all 1 ≤ l ≤ n − 1,
where fk is the square integrable kernel associated with the random variable Fk , and fk ⊗l fk
denotes the contraction of l indices of both kernels. In a subsequent paper, Peccati and Tudor [9]
gave a multidimensional version of this characterization.
There have been different extensions and applications of these results. In [3] Hu and Nualart
have applied this characterization to establish the weak convergence of the renormalized self-
intersection local time of a fractional Brownian motion. In two recent papers, Peccati and
Taqqu [8,9] study the stable convergence of multiple stochastic integrals to a mixture of normal
distributions.
The aim of this paper is to provide an additional necessary and sufficient condition for the
convergence of the sequence Fk to a normal distribution, in terms of the derivative of Fk in the
sense of Malliavin calculus. This new condition is
‖DFk‖2H
L2(Ω)→
k→∞ n. (1)
On the other hand, we give a simple proof of the fact that condition (1) implies the convergence in
distribution to the normal law based onMalliavin calculus. The main ingredient of the proof is the
identity δD = −L , where δ, D and L are the basic operators in Malliavin calculus. In this way,
we are able to show the result of Nualart and Peccati with the additional equivalent hypotheses
(1), without using the Dambis–Dubins–Schwartz characterization of continuous martingales as
a Brownian motion with a time change.
In [7] Peccati and Taqqu also provide a condition for convergence to the normal law, involving
projections of Malliavin derivatives. This type of condition is different from ours, and it is
inspired by the Clark–Ocone formula.
We also discuss the extension of these results to the multidimensional case, and we establish
a general criterion for the weak convergence of a sequence of centered square integrable random
vectors. This criterion requires conditions on the Malliavin derivatives of the chaotic projections
of the sequence {Fk}k∈N, and it can be applied to random vectors which are not regular in the
sense of Malliavin calculus.
Condition (1) is a useful tool in establishing the central limit theorem for sequences of random
variables defined in terms of a fixed function of a Gaussian process. We apply this approach
to derive the weak convergence of the normalized sums of odd powers of the increments of a
fractional Brownian motion. In this case, condition (1) follows easily from the ergodic theorem.
This result is motivated by the extension of the Itoˆ formula to the fractional Brownian motion in
the critical case H = 16 , using discrete Riemann sums. This problem has also been considered
by Swanson in [10] in the case of the solution of the one-dimensional stochastic heat equation
driven by a space-time white noise {u(t, x), t ≥ 0}, which behaves as a fractional Brownian
motion with Hurst parameter H = 14 , for any fixed x ∈ R. In this case, the convergence in law
to a Brownian motion is proved for a modified sum of squares of the increments.
The paper is organized as follows. In Section 2 we introduce some notation and preliminary
results. In Section 3 we state and prove the main result of the paper. Section 4 deals with the
multidimensional version of the result proved in Section 3, and in Section 5 we apply the previous
results to the weak convergence of a sequence of centered and square integrable random vectors.
Finally, in Section 6 we discuss the application of our approach to an example related to the
fractional Brownian motion.
616 D. Nualart, S. Ortiz-Latorre / Stochastic Processes and their Applications 118 (2008) 614–628
2. Preliminaries and notation
Let H be a separable Hilbert space. For every n ≥ 1 let H⊗n be the nth tensor product of H
and denote by Hn the nth symmetric tensor product of H , endowed with the modified norm√
n! ‖·‖H⊗n . Suppose that X = {X (h) , h ∈ H} is an isonormal Gaussian process on H . This
means that X is a centered Gaussian family of random variables indexed by the elements of H ,
defined on some probability space (Ω ,F, P), and such that, for every h, g ∈ H ,
E[X (h) X (g)] = 〈h, g〉H .
We will assume that F is generated by X .
For every n ≥ 1, let Hn be the nth Wiener chaos of X , that is, the closed linear subspace of
L2 (Ω ,F, P) generated by the random variables {Hn (X (h)) , h ∈ H, ‖h‖H = 1}, where Hn
is the nth Hermite polynomial. We denote by H0 the space of constant random variables. For
n ≥ 1, the mapping In(h⊗n) = n!Hn (X (h)) provides a linear isometry between Hn and Hn .
For n = 0,H0 = R, and I0 is the identity map.
It is well known (Wiener chaos expansion) that L2 (Ω ,F, P) can be decomposed into the
infinite orthogonal sum of the spaces Hn . Therefore, any square integrable random variable
F ∈ L2 (Ω ,F, P) has the following expansion:
F =
∞∑
n=0
In ( fn) ,
where f0 = E[F], and the fn ∈ Hn are uniquely determined by F . For every n ≥ 0 we denote
by Jn the orthogonal projection on the nth Wiener chaosHn , so In ( fn) = Jn(F).
Let {ek, k ≥ 1} be a complete orthonormal system in H . Given f ∈ Hn and g ∈ Hm , for
l = 0, . . . , n ∧ m the contraction of f and g of order l is the element of H⊗(n+m−2l) defined by
f ⊗l g =
∞∑
i1,...,il=1
〈
f, ei1 ⊗ · · · ⊗ eil
〉
H⊗l ⊗
〈
g, ei1 ⊗ · · · ⊗ eil
〉
H⊗l .
We denote by f ⊗˜lg its symmetrization. Then, f ⊗0 g = f ⊗ g equals the tensor product of f
and g, and for n = m, f ⊗n g = 〈 f, g〉H⊗n .
Let us introduce some basic facts on the Malliavin calculus with respect the Gaussian process
X . We refer the reader to Nualart [5] for a complete presentation of these notions. Consider the
set S of smooth random variables of the form
F = f (X (h1) , . . . , X (hn)) , (2)
where h1, . . . , hn ∈ H , f ∈ C∞b (Rn) (the space of bounded functions which have bounded
derivatives of all orders) and n ∈ N. The derivative operator D on a smooth random variable of
the form (2) is defined by
DF =
n∑
i=1
∂ f
∂xi
(X (h1) , . . . , X (hn)) hi ,
which is an element of L2 (Ω; H). By iteration one can define DmF which is an element of
L2
(
Ω; Hm). For m ≥ 1 we denote by Dm,2 the completion of S with respect to the norm
D. Nualart, S. Ortiz-Latorre / Stochastic Processes and their Applications 118 (2008) 614–628 617
‖F‖m,2 given by
‖F‖2m,2 = E[F2] +
m∑
i=1
E[‖Di F‖2H⊗i ].
We denote by δ the adjoint of the operator D. That is, δ is an unbounded operator on L2 (Ω; H)
with values in L2 (Ω), whose domain, denoted by Dom δ, is the set of H -valued square integrable
random variables u ∈ L2 (Ω; H) such that
|E[〈DF, u〉H ]| ≤ c ‖F‖L2(Ω) ,
for all F ∈ D1,2. If u belongs to Dom δ, then δ (u) is the element of L2 (Ω) characterized by
E[Fδ (u)] = E[〈DF, u〉H ],
for any F ∈ D1,2.
The operator L defined on the Wiener chaos expansion as L = ∑∞n=0−nJn is called the
infinitesimal generator of the Ornstein–Uhlenbeck semigroup. The domain of this operator is the
set
Dom L =
{
F ∈ L2 (Ω) :
∞∑
n=1
n2 ‖JnF‖2L2(Ω) <∞
}
= D2,2.
The next proposition explains the relationship between the operators D, δ and L .
Proposition 1. For F ∈ L2 (Ω) the statement F ∈ Dom L is equivalent to F ∈ Dom δD
(i.e., F ∈ D1,2 and DF ∈ Dom δ), and in this case
δDF = −LF.
In the particular case where H = L2 (A,A, µ), (A,A) is a measurable space, and µ is a σ -
finite and non-atomic measure, then Hn = L2s
(
An,A⊗n, µ⊗n) is the space of symmetric and
square integrable functions on An and for every f ∈ Hn , In ( f ) is the multiple Wiener–Itoˆ
integral (of order n) of f with respect to X , as defined by Itoˆ in [4]. In this case, F =∑∞
n=0 In( fn) ∈ D1,2 if and only if
E[‖DF‖2H ] =
∞∑
n=1
n ‖ fn‖2Hn < +∞,
and its derivative can be identified as the element of L2(A × Ω) given by
Dt F =
∞∑
n=1
nIn−1 ( fn (·, t)) . (3)
We need the following technical lemma.
Lemma 2. Consider two random variables F = In( f ), G = Im(g), where n,m ≥ 1. Then
E
[
〈DF, DG〉2H
]
=
n∧m∑
r=1
(n!m!)2
((n − r)!(m − r)! (r − 1)!)2
∥∥ f ⊗˜rg∥∥2H(n+m−2r) . (4)
618 D. Nualart, S. Ortiz-Latorre / Stochastic Processes and their Applications 118 (2008) 614–628
Proof. Without loss of generality we can assume that H = L2 (A,A, µ), (A,A) is a measurable
space, and µ is a σ -finite and non-atomic measure. In that case, (3) implies that
Dt F = nIn−1 ( f (·, t)) , DtG = mIm−1 (g (·, t))
and we have
〈DF, DG〉H = nm
∫
A
In−1 ( f (·, t)) Im−1 (g (·, t)) µ (dt) .
Thanks to the multiplication formula for multiple stochastic integrals, see, for instance,
Proposition 1.1.3 in [5], one obtains
〈DF, DG〉H = nm
∫
A
n∧m−1∑
r=0
r !
(
n − 1
r
)
×
(
m − 1
r
)
In+m−2−2r ( f (·, t)⊗r g (·, t)) µ (dt) .
Taking into account the orthogonality between multiple stochastic integrals of different order, we
have
E[〈DF, DG〉2H ] = n2m2
n∧m−1∑
r=0
(r !)2
(
n − 1
r
)2 (m − 1
r
)2
×
∫
A2
〈 f (·, t) ⊗˜rg (·, t) , f (·, s) ⊗˜rg (·, s)〉H(n+m−2−2r)µ (dt) µ (ds) .
Notice that∫
A
f (·, t)⊗r g (·, t) µ (dt) = f ⊗r+1 g,
and, as a consequence,∫
A
f (·, t) ⊗˜rg (·, t) µ (dt) = f ⊗˜r+1g.
Therefore,
E[〈DF, DG〉2H ] = n2m2
n∧m−1∑
r=0
(r !)2
(
n − 1
r
)2 (m − 1
r
)2 ∥∥ f ⊗˜r+1g∥∥2H(n+m−2−2r) ,
which implies the desired result. 
3. Main result
Fix n ≥ 2, n ∈ N. Consider a sequence {Fk}k∈N of square integrable random variables
belonging to the nth Wiener chaos. We know that
E[‖DFk‖2H ] = n ‖ fk‖2Hn . (5)
The next lemma establishes the equivalence between the convergence in L2 (Ω) of ‖DFk‖2H to
a constant, and the convergence of E[‖DFk‖4H ] to the square of the same constant.
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Lemma 3. Consider a sequence {Fk = In ( fk)}k∈N of square integrable random variables
belonging to the nth Wiener chaos such that
E[F2k ] = ‖ fk‖2Hn →k→+∞ 1.
The following conditions are equivalent:
1. limk→+∞ E[‖DFk‖4H ] = n2.
2. limk→+∞ ‖DFk‖2H = n, in L2 (Ω).
Proof. Notice that, using (5),
E[(‖DFk‖2H − n)2] = E[‖DFk‖4H ] − 2nE[‖DFk‖2H ] + n2
= E[‖DFk‖4H ] − 2n2 ‖ fk‖2Hn + n2,
and the result follows easily. 
Now, we establish the main result of this paper.
Theorem 4. Consider a sequence {Fk = In ( fk)}k∈N of square integrable random variables
belonging to the nth Wiener chaos such that
E[F2k ] = ‖ fk‖2Hn →k→∞ 1. (6)
The following statements are equivalent.
(i) As k goes to infinity, the sequence {Fk}k∈N converges in distribution to the normal law
N (0, 1).
(ii) limk→∞ E[F4k ] = 3.
(iii) For all 1 ≤ l ≤ n − 1, limk→∞ ‖ fk ⊗l fk‖H⊗2(n−l) = 0.
(iv) ‖DFk‖2H
L2(Ω)→
k→∞ n.
Proof. We will prove the following implications
(iv)⇒ (i)⇒ (ii)⇒ (iii)⇒ (iv).
[(iv) ⇒ (i)] The sequence of random variables {Fk}k∈N is tight because it is bounded in
L2(Ω) by condition (6). Then, by Prohorov’s theoremwe have that {Fk}k∈N is relatively compact,
and it suffices to show that the limit of any subsequence converging in distribution is N (0, 1).
Suppose that, for a subsequence {kl}l∈N ⊆ {k}k∈N, we have
Fkl
L→
l→∞G. (7)
By condition (6) G ∈ L2 (Ω). Therefore, the characteristic function ϕ(t) = E[eitG] is
differentiable and ϕ′(t) = iE[GeitG]. For every k ∈ N, define ϕk(t) = E[eit Fk ]. We have
ϕ′k (t) = iE[Fkeit Fk ].
By the Continuous Mapping Theorem, (7) implies that
Fkl e
it Fkl
L→
l→∞Ge
itG . (8)
620 D. Nualart, S. Ortiz-Latorre / Stochastic Processes and their Applications 118 (2008) 614–628
The boundedness in L2(Ω) plus the convergence in law (8) imply convergence of the
expectations. Hence, we obtain
ϕ′kl (t) →l→∞ϕ
′(t).
On the other hand, using the definition of the operator L , Proposition 1 and the definition of the
operator δ, we have
E[Fkeit Fk ] = −1nE[LFke
it Fk ] = −1
n
E[−δD(Fk)eit Fk ]
= 1
n
E[〈DFk, D(eit Fk )〉H ] = itn E[e
it Fk ‖DFk‖2H ].
Therefore,
ϕ′kl (t) = −
t
n
E[eit Fkl ∥∥DFkl∥∥2H ].
Furthermore,
|E[eit Fkl ‖DFkl‖2H ] − nϕ(t)| ≤ E[|‖DFkl‖2H − n|] + n|E[eit Fkl ] − ϕ (t) |,
which, by the definition of ϕ and hypothesis (iv), gives that
ϕ′kl (t) →l→∞−tϕ (t) .
This implies that ϕ(t) satisfies the following differential equation:
ϕ′(t) = −tϕ (t)
ϕ (0) = 1,
which is the differential equation satisfied by the characteristic function of the N (0, 1).
[(i) ⇒ (ii)] and [(ii) ⇒ (iii)] These implications are proved by Nualart and Peccati in
Proposition 3 of [6]. The proof of the first one is trivial and the proof of the second one involves
some combinatorics and it is based on the product formula for multiple stochastic integrals.
[(iii)⇒ (iv)] By Lemma 3 it is enough to prove that (iii) implies limk→∞ E[‖DFk‖4H ] = n2.
Using (4) we obtain
E[‖DFk‖4H ] =
n−1∑
r=1
(n!)4
((n − r)!)4((r − 1)!)2 ‖ fk⊗˜r fk‖
2
H2(n−r) + n2(n!)2‖ fk‖4H⊗n .
It follows that E[‖DFk‖4H ] converges to n2 if and only if∥∥ fk⊗˜l fk∥∥2H2(n−l) →k→∞ 0, 1 ≤ l ≤ n − 1.
As ∥∥ fk⊗˜l fk∥∥2H2(n−l) = (2(n − l))! ∥∥ fk⊗˜l fk∥∥2H⊗2(n−l) ≤ (2(n − l))! ‖ fk ⊗l fk‖2H⊗2(n−l) ,
we conclude the proof. 
As a consequence, we obtain.
Corollary 5. Fix n ≥ 2 and F belonging to the nth Wiener chaos such that E[F2] = 1. Then the
distribution of F cannot be normal and E[‖DF‖4H ] 6= n2.
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Proof. If F had a normal distribution or E[‖DF‖4H ] = n2, then, according to Theorem 4 and
Lemma 3, we would have Var[‖DF‖2H ] = 0, but this implies F = 0 or F belonging to the first
chaos. 
4. Multidimensional case
In this section we give a multidimensional version of Theorem 4. For d ≥ 2, fix d natural
numbers 1 ≤ n1 ≤ · · · ≤ nd . Consider a sequence of random vectors of the form
Fk = (F1k , . . . , Fdk ) = (In1( f 1k ), . . . , Ind ( f dk )), (9)
where f ik ∈ Hni , and
γk = (γ i, jk )1≤i, j≤d = (〈DF ik , DF jk 〉H )1≤i, j≤d .
The following lemma shows that the convergence of the covariance matrix of Fk to a diagonal
matrix plus the convergence in L2 (Ω) of the diagonal elements of γk to the constant ni implies
the convergence in L2 (Ω) of γk to a diagonal matrix.
Lemma 6. Let {Fk}k∈N be a sequence of random vectors such as (9) such that, for every
1 ≤ i, j ≤ d,
lim
k→∞E[F
i
k F
j
k ] = δi j , (10)
where δi j is the Kronecker symbol. We have that
‖DF ik‖2H
L2(Ω)→
k→∞ ni , 1 ≤ i ≤ d (11)
implies
γ
i j
k
L2(Ω)→
k→∞
√
nin jδi j , 1 ≤ i, j ≤ d.
Proof. We need to show that, for i < j , one has
lim
k→∞E[〈DF
i
k , DF
j
k 〉2H ] = 0.
Using (4) we obtain
E[〈DF ik , DF jk 〉2H ] =
ni∑
r=1
(
ni !n j !
)2(
(ni − r)!(n j − r)! (r − 1)!
)2 ∥∥∥ f ik ⊗˜r f jk ∥∥∥2H(ni+n j−2r)
≤
ni∑
r=1
(
ni !n j !
)2
(ni + n j − 2r)!(
(ni − r)!(n j − r)! (r − 1)!
)2 ∥∥∥ f ik ⊗r f jk ∥∥∥2H⊗(ni+n j−2r) .
We have reduced the problem to show that
lim
k→∞
∥∥∥ f ik ⊗r f jk ∥∥∥2H⊗(ni+n j−2r) = 0, 1 ≤ r ≤ ni .
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The next step is to relate the norm of f ik ⊗r f jk to the norms of f ik ⊗ni−r f ik and f jk ⊗n j−r f jk .
Using the definition of the contractions, we have∥∥∥ f ik ⊗r f jk ∥∥∥2H⊗(ni+n j−2r) = 〈 f ik ⊗ni−r f ik , f jk ⊗n j−r f jk 〉H⊗(2r) . (12)
Hence, by the Cauchy–Schwarz inequality, we obtain∥∥∥ f ik ⊗r f jk ∥∥∥2H⊗(ni+n j−2r) ≤ ∥∥∥ f ik ⊗ni−r f ik ∥∥∥H⊗(2r) ∥∥∥ f jk ⊗n j−r f jk ∥∥∥H⊗(2r) . (13)
In the case 1 ≤ r ≤ ni − 1, by assumption (11) and Theorem 4 (implication (iv)⇒ (iii)), the
right hand side of Eq. (13) tends to zero as k tends to infinity. In the case r = ni < n j , we have
that the right hand side of Eq. (13) is equal to
‖ f ik ‖2H⊗ni
∥∥∥ f jk ⊗n j−r f jk ∥∥∥H⊗(2r) ,
which tends to zero as k tends to infinity, because
sup
k≥1
‖ f ik ‖2H⊗ni <∞,
thanks to assumption (10) and, analogously to the previous case,∥∥∥ f jk ⊗n j−r f jk ∥∥∥H⊗(2r) →k→∞ 0.
In the case r = ni = n j , the equality (10) gives
∥∥∥ f ik ⊗r f jk ∥∥∥2H⊗(ni+n j−2r) =
(
E[F ik F jk ]
ni !
)2
,
which tends to zero by assumption (10). 
Let Vd be the set of all (i1, i2, i3, i4) ∈ (1, . . . , d)4, such that one of the following conditions
is satisfied: (a) i1 6= i2 = i3 = i4, (b) i1 6= i2 = i3 6= i4 and i4 6= i1, (c) the elements of
(i1, i2, i3, i4) are all distinct.
The following is a multidimensional version of Theorem 4.
Theorem 7. Let {Fk}k∈N be a sequence of random vectors of the form (9) such that, for every
1 ≤ i, j ≤ d,
lim
k→∞E[F
i
k F
j
k ] = δi j . (14)
The following statements are equivalent.
(i) For every i = 1, . . . , d, F ik converges in distribution to a standard Gaussian variable.
(ii) For every i = 1, . . . , d, limk→∞ E[(F ik )4] = 3.
(iii) For all 1 ≤ i ≤ d, 1 ≤ l ≤ ni − 1, ‖ f ik ⊗l f ik ‖2H⊗2(ni−l) →k→∞ 0.
(iv) For all 1 ≤ i ≤ d, ‖DF ik‖2H
L2(Ω)→
k→∞ ni .
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(v) For every (i1, i2, i3, i4) ∈ Vd ,
lim
k→∞E
( d∑
i=1
F ik
)4 = 3d2,
and
lim
k→∞E
[
4∏
l=1
F ilk
]
= 0.
(vi) As k goes to infinity the sequence {Fk}k∈N converges in distribution to a d-dimensional
standard Gaussian vector Nd (0, Id).
Proof. As in the one-dimensional case, we provide a proof to the above theorem using Malliavin
calculus and avoiding the Dambis–Dubins–Schwarz theorem. The equivalences (i) ⇐⇒
(ii) ⇐⇒ (iii) ⇐⇒ (iv) follow from Theorem 4. The fact that (vi) H⇒ (v) is easy, and the
implication (v) H⇒ (iii) is proved by Peccati and Tudor in [9] using the product formula for
multiple stochastic integrals. Hence, it only remains to show the implication (iv) H⇒ (vi).
The sequence of random variables {Fk}k∈N is tight by condition (14). Then, it suffices to
show that the limit in distribution of any converging subsequence {Fkl }l∈N is Nd(0, Id). For
every k ∈ N, define ϕk(t) = E[ei〈t,Fk 〉]. Let ϕ(t) be the limit of ϕkl (t) as l tends to infinity. As in
the proof of Theorem 4 we have for all j = 1, . . . , d
∂ϕkl
∂t j
(t) →
l→∞
∂ϕ
∂t j
(t).
On the other hand, using the definition of the operator L , Proposition 1 and the definition of
the operator δ, we have
E[F jk ei〈t,Fk 〉] = −
1
n j
E[LF jk ei〈t,Fk 〉] = −
1
n j
E[−δD(F jk )ei〈t,Fk 〉]
= 1
n j
E[〈DF jk , D(ei〈t,Fk 〉)〉H ] =
i
n j
d∑
h=1
thE[ei〈t,Fk 〉γ jhk ].
Therefore,
∂ϕkl
∂t j
(t) = − i
n j
d∑
h=1
thE[ei〈t,Fkl 〉γ jhkl ]. (15)
Using Lemma 6 and taking the limit of the right hand side of expression (15) yields
∂ϕ
∂t j
(t) = −t jϕ(t),
for j = 1, . . . , d . As a consequence, ϕ is the characteristic function of the law Nd(0, Id). 
5. Central limit theorem for square integrable random vectors
In this section, we will establish a weak convergence result for an arbitrary sequence of
centered square integrable random vectors.
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Theorem 8. Let {Fk}k∈N be a sequence of d-dimensional centered square integrable random
vectors with the following Wiener chaos expansions:
Fk =
∞∑
n=1
JnFk .
Suppose that
(i) limN→∞ lim supk→∞
∑∞
n=N+1 E[|JnFk |2] = 0,
(ii) for every n ≥ 1, 1 ≤ i, j ≤ d, limk→∞ E[(JnF ik )(JnF jk )] = C i jn ,
(iii) for all v ∈ Rd ,∑∞n=1 vTCnv = vTCv, where C is a d × d symmetric nonnegative definite
matrix,
(iv) for all n ≥ 1, 1 ≤ i, j ≤ d,
〈D(JnF ik ), D(JnF jk )〉H
L2(Ω)→
k→∞ nC
i j
n .
Then, Fk converges in distribution to the d-dimensional normal law Nd(0,C) as k tends to
infinity.
Proof. Fix v ∈ Rd . By Theorem 4, conditions (ii) and (iv) imply that for each fixed n ≥ 1 the
sequence {JnvTFk}k∈N converges in distribution to the normal law N
(
0, vTCnv
)
as k tends to
infinity. Moreover, by Theorem 7 we have, for each n ≥ 1, the following convergence:
(J1v
TFk, . . . , Jnv
TFk)
L→
k→∞ (ξ1, . . . , ξn) , (16)
where {ξn}n∈N are independent centered Gaussian random variables with variances
{
vTCnv
}
n∈N.
For every N ≥ 1, set
FNk =
N∑
n=1
JnFk,
ξ N =
N∑
n=1
ξn .
Define also ξ = ∑∞n=1 ξn . Let f be a C1 function such that | f | and ∣∣ f ′∣∣ are bounded by one.
Then
|E[ f (vTFk)] − E[ f (ξ)]| ≤ |E[ f (vTFk)] − E[ f (vTFNk )]|
+ |E[ f (vTFNk )] − E[ f (ξ N )]| + |E[ f (ξ N )] − E[ f (ξ)]|
≤ K |v|
( ∞∑
n=N+1
E[|JnFk |2]
)1/2
+ |E[ f (vTFNk )] − E[ f (ξ N )]|
+ |E[ f (ξ N )] − E[ f (ξ)]|,
where K is a positive constant. Taking first the limit as k tends to infinity, and then the limit as
N tends to infinity, and applying conditions (i), (iii) and (16) we finish the proof. 
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Remark 9. If F ik ∈ D1,2, and
sup
k
E(‖DF ik‖2H ) <∞,
for all 1 ≤ i ≤ d , then condition (i) holds.
This theorem can be applied to random vectors not belonging to D1,2, and it requires the
convergence of the derivatives of the projections. In this sense, it would be interesting to study
the relation between the convergence in distribution of a sequence Fk to a normal law and the
convergence in L2(Ω) of the Malliavin matrix 〈DF ik , DF jk 〉H to a constant matrix. As we have
seen, these conditions are equivalent (if the Fk are centered and with limk→∞ E[F ik F jk ] = C i j )
for random variables in a fixed chaos. In the general case, we conjecture that this equivalence
does not hold.
6. Example
Suppose that BH = {BHt , t ≥ 0} is a fractional Brownian motion (fBm) with Hurst parameter
H ∈ (0, 1). That is, BH is a Gaussian stochastic process with zero mean and the covariance
function
E(BHt B
H
s ) =
1
2
(t2H + s2H − |t − s|2H ).
Fix H < 12 and an odd integer κ ≥ 1. We are interested in the asymptotic behavior of
Z (n)t = nκH−
1
2
[nt]∑
j=1
(
BHj/n − BH( j−1)/n
)κ
,
as n tends to infinity, where t ∈ [0, T ]. Set X j = BHj − BHj−1. Then, {X j , j ≥ 1} is a stationary
Gaussian sequence with zero mean, unit variance and correlation ρH (n) w H(2H − 1)n2H−2 as
n tends to infinity. We have the following result.
Theorem 10. The two-dimensional process (BH , Z (n)) converges in distribution in the Skorohod
space D([0, T ])2 to (BH , cW ), where W is a Brownian motion independent of BH , and
c2 = E[X2κ1 ] + 2
∞∑
j=1
E[(X1X1+ j )κ ].
Proof. The proof will be done in two steps.
Step 1. We will first show the convergence of finite dimensional distributions. Let (ak, bk],
k = 1, . . . , N , be pairwise disjoint intervals contained in [0, T ]. Define the random vectors
B = (BHb1 − BHa1 , . . . , BHbN − BHaN ) and X (n) = (X
(n)
1 , . . . , X
(n)
N ), where
X (n)i = nκH−
1
2
∑
[nak ]< j≤[nbk ]
(BHj/n − BH( j−1)/n)κ .
We claim that (B, X (n)) converges in law to (B, V ), where B and V are independent and
V is a Gaussian random vector with zero mean and independent components with variance
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c2(bk − ak). By the self-similarity of the fBm, it suffices to show the convergence in distribution
of (B(n), Y (n)) to (B, V ), where
B(n)k = n−H
∑
[nak ]< j≤[nbk ]
X j ,
Y (n)k =
1√
n
∑
[nak ]< j≤[nbk ]
Xκj ,
with X j = BHj − BHj−1 and 1 ≤ k ≤ N .
We denote by H the Hilbert space defined as the completion of the step functions on [0, T ]
under the scalar product〈
1[0,t], 1[0,s]
〉
H = E[BHt BHs ].
Using Theorem 8 it suffices to show that:
1. For all 1 ≤ m ≤ κ , and 1 ≤ k, h ≤ N we have
lim
n→∞E[B
(n)
k B
(n)
h ] = E[(BHbk − BHak )(BHbh − BHah )], (17)
lim
n→∞E[B
(n)
k JmY
(n)
h ] = 0, (18)
lim
n→∞E[JmY
(n)
k JmY
(n)
h ] = δkh(bk − ak)σ 2m, (19)
where the variances σ 2m satisfy
∑κ
m=1 σ 2m = c2.
2. For all 1 ≤ m ≤ κ , and 1 ≤ k, h ≤ N we have
lim
n→∞〈DJmY
(n)
k , DJmY
(n)
h 〉H = δkh(bk − ak)mσ 2m (20)
in L2(Ω).
The projection on the mth Wiener chaos of Y (n)k has the form
JmY
(n)
k =
cm√
n
∑
[nak ]< j≤[nbk ]
Hm(X j ),
where Hm denotes the mth Hermite polynomial. The convergence (17) is immediate. To prove
(18), notice that the expectation is zero if m 6= 1. For m = 1 we have∣∣∣E[B(n)k J1Y (n)h ]∣∣∣ ≤ c1n− 12−H ∑
[nak ]<i≤[nbk ]
∑
[nah ]< j≤[nbh ]
|ρH ( j − i)|
≤ c1 ([nbk]− [nak])n n
1
2−H
+∞∑
`=−∞
|ρ(`)|,
which converges to 0, as n tends to infinity, if H < 1/2. To prove (19) we write
E[JmY (n)k JmY (n)h ] =
c2m
n
∑
[nak ]< j≤[nbk ]
∑
[nah ]<`≤[nbh ]
E[Hm(X j )Hm(X`)]
→ δkhc2m(bk − ak)
1
m!
(
1+ 2
∞∑
j=1
ρmH ( j)
)
,
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as n tends to infinity. On the other hand, we have∥∥∥DJmY (n)k ∥∥∥2H = c2mn
∥∥∥∥∥ ∑[nak ]< j≤[nbk ] Hm−1(X j )1( j−1, j]
∥∥∥∥∥
2
H
= c
2
m
n
∑
[nak ]<i, j≤[nbk ]
Hm−1(X i )Hm−1(X j )ρH ( j − i)
= c
2
m
n
[nbk ]∑
i=[nak ]+1
H2m−1 (X i )
+ 2c
2
m
n
[nbk ]∑
i=[nak ]+1
[nbk ]−[nak ]−1∑
j=1
Hm−1(X i )Hm−1(X i+ j )ρH ( j).
We claim that the series ξi =∑∞j=1 Hm−1(X i )Hm−1(X i+ j )ρH ( j), converges almost surely and
in L2 (Ω), and {ξi , i ≥ 1} is a stationary ergodic sequence. The convergence in L2 (Ω) follows
from the fact that sup j E[
∣∣Hm−1(X i )Hm−1(X i+ j )∣∣2] < ∞, and ∑∞j=0 |ρH ( j)| < ∞. On the
other hand, the sequence {ξi , i ≥ 1} is ergodic because {X i , i ≥ 1} is so. Hence, by the ergodic
theorem we have in L2 (Ω)
lim
n→∞
∥∥∥DJmY (n)k ∥∥∥2H = c2m(bk − ak)
×
(
E[H2m−1 (X1)] + 2
∞∑
j=1
E[Hm−1(X1)Hm−1(X1+ j )]ρH ( j)
)
= c
2
m(bk − ak)
(m − 1)!
(
1+ 2
∞∑
j=1
ρmH ( j)
)
,
which implies (20) for k = h. The case k 6= h is treated in a similar way.
Step 2. Taking into account that all L p (Ω) norms, for 1 < p < ∞, are equivalent on a fixed
sum of Wiener chaos, in order to show that the sequence Z (n)t is tight in D([0, T ])2 it suffices to
show that
E
[∣∣∣Z (n)t − Z (n)s ∣∣∣2] = 1nE
∣∣∣∣∣ [nt]∑
j=[ns]+1
Xκj
∣∣∣∣∣
2
 ≤ C |t − s|,
and this follows easily as above. 
The convergence of the finite dimensional distributions in the above theorem can also be
deduced from general central limit theorems for functionals of Gaussian stationary sequences
satisfying the Hermite rank condition (see Breuer and Major [1]). A related result for the function
g(x) = |x |p − E(∣∣BH1 ∣∣p), where p > 0 and H ∈ (0, 34 ) was obtained by Corcuera, Nualart and
Woerner in [2]. The central limit theorem was proved in this case using the approach of Nualart
and Peccati [6] (see [2], Proposition 10).
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