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Abstract—The classical unbiasedness condition utilized e.g. by
the best linear unbiased estimator (BLUE) is very stringent. By
softening the ”global” unbiasedness condition and introducing
component-wise conditional unbiasedness conditions instead, the
number of constraints limiting the estimator’s performance can
in many cases significantly be reduced. In this work we investi-
gate the component-wise conditionally unbiased linear minimum
mean square error (CWCU LMMSE) estimator for different
model assumptions. The prerequisites in general differ from
the ones of the LMMSE estimator. We first derive the CWCU
LMMSE estimator under the jointly Gaussian assumption of
the measurements and the parameters. Then we focus on the
linear model and discuss the CWCU LMMSE estimator for
jointly Gaussian parameters, and for mutually independent (and
otherwise arbitrarily distributed) parameters, respectively. In all
these cases the CWCU LMMSE estimator incorporates the prior
mean and the prior covariance matrix of the parameter vector.
For the remaining cases optimum linear CWCU estimators
exist, but they may correspond to globally unbiased estimators
that do not make use of prior statistical knowledge about the
parameters. Finally, the beneficial properties of the CWCU
LMMSE estimator are demonstrated with the help of a well-
known channel estimation application.
Index Terms—Estimation, Bayesian Estimation, Best Linear
Unbiased Estimator, BLUE, Linear Minimum Mean Square
Error, LMMSE, CWCU, Channel Estimation.
I. INTRODUCTION
Usually, when we talk about unbiased estimation of a
parameter vector x ∈ Cn×1 out of a measurement vector
y ∈ Cm×1, then the estimation problem is treated in the
classical framework [1], [2]. Letting xˆ = g(y) be an estimator
of x, then the classical unbiased constraint asserts that
Ey[xˆ] =
∫
g(y)p(y;x)dy = x for all possible x, (1)
where p(y;x) is the probability density function (PDF) of
vector y parametrized by the unknown parameter vector x.
The index of the expectation operator shall indicate the PDF
over which the averaging is performed. Eq. (1) can also be
formulated in the Bayesian framework, where the parameter
vector x is treated as random. Here, the corresponding problem
arises by demanding global conditional unbiasedness, i.e.
Ey|x[xˆ|x] =
∫
g(y)p(y|x)dy = x for all possible x. (2)
The attribute global indicates that the condition is made
on the whole parameter vector x. However, the constricting
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requirement in (2) prevents the exploitation of prior knowledge
about the parameters, and hence leads to a significant reduction
in the benefits brought about by the Bayesian framework.
In component-wise conditionally unbiased (CWCU)
Bayesian parameter estimation [3]-[6], instead of constraining
the estimator to be globally unbiased, we aim for achieving
conditional unbiasedness on one parameter component at a
time. Let xi be the ith element of x, and xˆi = gi(y) be the
estimator of xi. Then the CWCU constraints are
Ey|xi [xˆi|xi] =
∫
gi(y)p(y|xi)dy = xi, (3)
for all possible xi (i = 1, 2, ..., n). The CWCU constraints
are less stringent than the global conditional unbiasedness
condition in (2), and it will turn out that a CWCU estimator in
many cases allows the incorporation of prior knowledge about
the statistical properties of the parameter vector.
The paper is organized as follows: In Section II we discuss
the prerequisites and the solution of the CWCU linear mini-
mum mean square error (LMMSE) estimator under the jointly
Gaussian assumption of x and y. In Section III we discuss the
CWCU LMMSE estimator under the linear model assumption,
and we extend the findings of [3]. Here we particularly dis-
tinguish between jointly Gaussian, and mutually independent
(and otherwise arbitrarily distributed) parameters. Finally, in
Section IV the CWCU LMMSE estimator is compared against
the best linear unbiased estimator (BLUE) and the LMMSE
estimator in a well-known channel estimation example.
II. CWCU LMMSE ESTIMATION UNDER THE JOINTLY
GAUSSIAN ASSUMPTION
We assume that a vector parameter x ∈ Cn×1 is to be
estimated based on a measurement vector y ∈ Cm×1. As in
LMMSE estimation we constrain the estimator to be linear (or
actually affine), such that
xˆ = Ey + c, E ∈ Cn×m, c ∈ Cn×1. (4)
Note that in LMMSE estimation no assumptions on the spe-
cific form of the joint PDF p(x,y) have to be made. However,
the situation is different in CWCU LMMSE estimation. Let
us consider the ith component of the estimator
xˆi = e
H
i y + ci, (5)
where eHi denotes the i
th column of the estimator matrix E.
The conditional mean of xˆi can be written as
Ey|xi [xˆi|xi] = eHi Ey|xi [y|xi] + ci. (6)
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2A closer inspection of (6) reveals that Ey|xi [xˆi|xi] = xi can be
fulfilled for all possible xi if the conditional mean Ey|xi [y|xi]
is a linear function of xi. For jointly Gaussian x and y this
is the case and we have
Ey|xi [y|xi] = Ey[y] + (σ2xi)−1Cyxi(xi − Exi [xi]), (7)
where Cyxi = Ey,xi [(y−Ey[y])(xi−Exi [xi])H ], and σ2xi is
the variance of xi. Ey|xi [xˆi|xi] = xi is fulfilled if
eHi Cyxi = σ
2
xi (8)
and
ci = Exi [xi]− eHi Ey[y]. (9)
Inserting (5), (8) and (9) in the Bayesian MSE cost function
Ey,x[|xˆi−xi|2] immediately leads to the optimization problem
eCL,i = arg min
ei
(
eHi Cyyei − σ2xi
)
s.t. eHi Cyxi = σ
2
xi ,
(10)
where ”CL” shall stand for CWCU LMMSE. The solution can
be found with the Lagrange multiplier method and is given by
eCL,i =
σ2xi
CxiyC
−1
yyCyxi
C−1yyCyxi . (11)
Using ECL = [eCL,1, eCL,2, . . . , eCL,n]H together with (9) and
(11) immediately leads us to the first part of the
Proposition 1. If x ∈ Cn×1 and y ∈ Cm×1 are jointly
Gaussian then the CWCU LMMSE estimator minimizing
the Bayesian MSEs Ey,x[|xˆi − xi|2] under the constraints
Ey|xi [xˆi|xi] = xi for i = 1, 2, · · · , n is given by
xˆCL = Ex[x] +ECL(y − Ey[y]), (12)
with
ECL = DCxyC
−1
yy , (13)
where the elements of the real diagonal matrix D are
[D]i,i =
σ2xi
CxiyC
−1
yyCyxi
. (14)
The mean of the error e = x − xˆCL (in the Bayesian sense)
is zero, and the error covariance matrix Cee,CL which is also
the minimum Bayesian MSE matrix MxˆCL is
Cee,CL = MxˆCL = Cxx −AD−DA+DAD, (15)
with A = CxyC−1yyCyx. The minimum Bayesian MSEs are
Bmse(xˆCL,i) = [MxˆCL ]i,i.
The part on the error performance can simply be proofed
by inserting in the definition of e and Cee, respectively. From
(13) it can be seen that the CWCU LMMSE estimator matrix
can be derived as the product of the diagonal matrix D with
the LMMSE estimator matrix EL = CxyC−1yy . Furthermore,
we have Ey|xi [xˆL,i|xi] = [D]−1i,i xi + (1 − [D]−1i,i )Exi [xi] for
the LMMSE estimator. It can be shown that D can also be
written as
D = diag{Cxx} (diag{A})−1 . (16)
The CWCU LMMSE estimator will in general not commute
over linear transformations, an exception is discussed in [6].
III. CWCU LMMSE ESTIMATION UNDER LINEAR MODEL
ASSUMPTIONS
In the following it will be seen that some of the prerequisites
of Proposition 1 can be relaxed when incorporating details of
the data model into the derivation of the estimator. From now
on we limit our considerations to the linear model
y = Hx+ n, (17)
where H ∈ Cm×n is a known observation matrix, x ∈ Cn×1
is a parameter vector with mean Ex[x] and covariance matrix
Cxx, and n ∈ Cm×1 is a zero mean noise vector with
covariance matrix Cnn and independent of x. Additional
assumptions on x and n will vary in the following. We note
that the CWCU LMMSE estimator for the linear model under
the assumption of white Gaussian noise has already been
derived in [3].
A. Solution for correlated Gaussian parameters
For the linear model the covariance matrices required in (13)
and (14) become Cyy = HCxxHH +Cnn, Cxy = CxxHH ,
Cxiy = CxixH
H and Cyxi = HCxxi . If the assumptions
made on the linear model above hold and if x and n are
both Gaussian, then they are jointly Gaussian. Furthermore,
since [xT ,yT ]T is a linear transformation of [xT ,nT ]T , x
and y are jointly Gaussian, too. We could therefore simply
insert the above covariance matrices into the equations given
in Proposition 1. However, the jointly Gaussian assumption
for x and n can significantly be relaxed. This can be shown
by incorporating the linear model assumption already earlier
in the derivation of the estimator. Let hi ∈ Cm×1 be the ith
column of H, H¯i ∈ Cm×(n−1) the matrix resulting from H
by deleting hi, and x¯i ∈ C(n−1)×1 the vector resulting from
x after deleting xi. Then we can write the ith component of
xˆ in the form
xˆi = e
H
i y + ci = e
H
i (hixi + H¯ix¯i + n) + ci. (18)
The conditional mean of xˆi becomes
Ey|xi [xˆi|xi] = eHi hixi + eHi H¯iEx¯i|xi [x¯i|xi] + ci. (19)
The CWCU constraint Ey|xi [xˆi|xi] = xi for a particular i can
be fulfilled if Ex¯i|xi [x¯i|xi] is a linear function of xi. This is
true if x is Gaussian, i.e. x ∼ CN (Ex[x],Cxx), since then we
have Ex¯i|xi [x¯i|xi] = Ex¯i [x¯i] + (σ2xi)−1Cx¯ixi(xi − Exi [xi]).
Note that the only requirement on the noise vector so far was
its independence on x. Following similar arguments as above
we end up at the constrained optimization problem
eCL,i = arg min
ei
(
eHi (HCxxH
H +Cnn)ei − σ2xi
)
s.t. eHi HCxxi = σ
2
xi . (20)
Solving (20) leads to
Proposition 2. If the observed data y follow the linear model
in (17), where y ∈ Cm×1 is the data vector, H ∈ Cm×n
is a known observation matrix, x ∈ Cn×1 is a parameter
vector with prior PDF CN (Ex[x],Cxx), and n ∈ Cm×1 is
a zero mean noise vector with covariance matrix Cnn and
3independent of x (the joint PDF of x and n is otherwise
arbitrary), then the CWCU LMMSE estimator minimizing
the Bayesian MSEs Ey,x[|xˆi − xi|2] under the constraints
Ey|xi [xˆi|xi] = xi for i = 1, 2, · · · , n is given by (12) with
ECL = DCxxH
H(HCxxH
H +Cnn)
−1, (21)
where the elements of the real diagonal matrix D are
[D]i,i =
σ2xi
CxixH
H(HCxxHH +Cnn)−1HCxxi
. (22)
The same formulas would result by inserting for the co-
variance matrices in the equations given by Proposition 1,
however, the prerequisites in Proposition 1 and 2 differ. Also
the error measures can formally be derived by inserting in the
equations of Proposition 1.
B. Solution for mutually independent parameters
For mutually independent parameters it is possible to further
relax the prerequisites on x. In this situation (19) becomes
Ey|xi [xˆi|xi] = eHi hixi + eHi H¯iEx¯i [x¯i] + ci, (23)
since Ex¯i|xi [x¯i|xi] is no longer a function of xi. The CWCU
constraints are fulfilled if eHi hi = 1 and ci = −eHi H¯iEx¯i [x¯i],
and no further assumptions on the PDF of x are required.
Again following similar arguments as above we end up at a
constrained optimization problem [6]. Solving it leads to
Proposition 3. If the observed data y follow the linear model
where y ∈ Cm×1 is the data vector, H ∈ Cm×n is a known
observation matrix, x ∈ Cn×1 is a parameter vector with
mean Ex[x], mutually independent elements and covariance
matrix Cxx = diag{σ2x1 , σ2x2 , · · · , σ2xn}, n ∈ Cm×1 is a
zero mean noise vector with covariance matrix Cnn and
independent of x (the joint PDF of x and n is otherwise
arbitrary), then the CWCU LMMSE estimator minimizing
the Bayesian MSEs Ey,x[|xˆi − xi|2] under the constraints
Ey|xi [xˆi|xi] = xi for i = 1, 2, · · · , n is given by (12) and
(21), where the elements of the real diagonal matrix D are
[D]i,i =
1
σ2xih
H
i (HCxxH
H +Cnn)−1hi
. (24)
In [6] we showed that for mutually independent parameters
eCL,i is independent of σ2xi and also given by eCL,i =
(hHi C
−1
i hi)
−1C−1i hi, where Ci = H¯iCx¯ix¯iH¯
H
i + Cnn.
Furthermore, we showed that
[D]i,i = (e
H
L,ihi)
−1, (25)
where eHL,i is the i
th row of the LMMSE estimator. It therefore
holds that diag{ECLH} = 1.
C. Other cases
If x is whether Gaussian nor a parameter vector with
mutually independent parameters, then we have the following
possibilities: If Ey|xi [xˆi|xi] is a linear function of xi for all
i = 1, 2, · · · , n then we can derive the CWCU LMMSE esti-
mator similar as in Section III-A. In the remaining cases still
an estimator can be found that fulfills the CWCU constraints.
By studying (19) it can be seen that the choice eHi hi = 1,
eHi H¯i = 0 together with ci = 0 for all i = 1, 2, · · · , n will do
the job. Inserting these constraints into the Bayesian MSE cost
functions and solving the constrained optimization problem
leads to
xˆB1 = EB1y = (H
HC−1nnH)
−1HHC−1nny, (26)
with Cee,B1 = (HHC−1nnH)
−1 as the Bayesian error covari-
ance matrix. eHi hi = 1 & e
H
i H¯i = 0 is equivalent to EH = I.
This implies xˆB1 = EB1y = x + EB1n. It is seen that the
estimator in (26) fulfills the global unbiasedness condition
Ey|x[xˆB1|x] = x for every x ∈ Cn×1. This estimator, which
is the BLUE if x can be any vector in ∈ Cn×1, does not
account for any prior knowledge about x. In some situations
a better globally unbiased estimator exists. If for example it
is known that x lies in a linear subspace of Cn×1 spanned by
the columns of the full rank matrix V ∈ Cn×p with p < n,
such that x = Vz, then each estimator with EHV = V
fulfills Ey|x[xˆ|x] = x for every x = Vz lying in the subspace
[7]. However, EHV = V is less stringent than EH = I, so
inserting this weaker constraints into the Bayesian MSE cost
functions and solving the constrained optimization problem
leads to a better performing estimator which is
xˆB2 = EB2y = V(V
HHHC−1nnHV)
−1VHHHC−1nny, (27)
with the Bayesian error covariance matrix
Cee,B2 = V(V
HHHC−1nnHV)
−1VH . (28)
In case the assumption that x lies in the linear subspace defined
by the full rank matrix V holds, this estimator is in fact the
BLUE.
Note that the estimator in (26) (and the one in (27) once
its underlying assumptions are fulfilled) can of course also
be applied if the prerequisites in Proposition 2 are fulfilled.
However, in this case the CWCU LMMSE estimator is always
the one given in Proposition 2.
IV. EXAMPLE: CHANNEL ESTIMATION
As an application to demonstrate the properties of the
CWCU LMMSE estimator we choose the well-known channel
estimation problem for IEEE 802.11a/g/n WLAN standards
[8]. The standards define two identical preamble symbols
xp ∈ C64×1, cf. Fig. 1a, which are designed such that the
frequency domain version x˜p = FNxp, shows ±1 at 52
subcarrier positions (indexes {1, ..., 26, 38, ...63}) and zeros at
the remaining unused 12 subcarriers (indexes {0, 27, ..., 37}).
Here FN is the length N = 64 discrete Fourier transform
(DFT) matrix, and (˜·) denotes a vector in the frequency
domain. With the carrier selection matrix B ∈ {0, 1}64×52,
cf. [6], the vector of nonzero (used) subcarrier symbols can
be written as x˜p,u = BTFNxp. BT deletes the elements of
x˜p that correspond to the zero-subcarriers. We furthermore
introduce the diagonal matrix Dp = diag{x˜p,u} which fulfills
DHp Dp = I because of x˜p,u ∈ {−1, 1}52×1.
The channel impulse response (CIR) is modeled as h ∼
CN (0,Chh), with
Chh = diag{σ20 , σ21 , ..., σ2lh−1}, (29)
4a)
(1) (2)b) xp(32,...,63) xp(0,...,63) xp(0,...,63)yp(0,...,63) yp(0,...,63)
...... ...
Fig. 1. a) Preamble including two long training symbols and a long guard
interval for channel estimation; b) received long training symbols.
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Fig. 2. Bayesian MSEs of the estimated CIR coefficients.
and exponentially decaying power delay profile according to
σ2i =
(
1− exp(− Tsτrms )
)
exp(− iTsτrms ) for i = 0, 1, ..., lh − 1.
Here, lh is the length of the CIR. Ts and τrms are the sampling
time and the channel delay spread, respectively, which are
chosen as Ts = 50ns, τrms = 100ns in our setup. Note that the
channel length lh can be assumed to be considerably smaller
than the DFT length N . In the following we assume lh = 16.
Let y(1)p and y
(2)
p be the two received, channel distorted time
domain preamble symbols, cf. Fig. 1b, y˜(i)p,u = BTFNy
(i)
p for
i = 1, 2, and y˜ = 12 (y˜
(1)
p,u + y˜
(2)
p,u). Then y˜ can be modeled as
y˜ = Dph˜u + n˜ (30)
= DpB
T h˜+ n˜ (31)
= DpB
TM1h+ n˜. (32)
Here h˜u ∈ C52×1 is the frequency response at the occupied
subcarriers, h˜ ∈ C64×1 is the full length frequency response
including the unused frequency bins, and n˜ is a complex
white Gaussian noise vector with covariance matrix Cn˜n˜ =
(Nσ2n/2)I, where σ
2
n is the time domain noise variance.
M1 ∈ C64×16 consists of the first lh columns of FN .
From (32) the BLUE, the LMMSE and the CWCU LMMSE
estimator for the channel impulse response h follow to
hˆB =
(
MH1 BB
TM1
)−1
MH1 BD
−1
p y˜ (33)
hˆL =
(
MH1 BB
TM1 +
Nσ2n
2
C−1hh
)−1
MH1 BD
−1
p y˜ (34)
hˆCL = DhˆL. (35)
Here D shall be used from Proposition 3, since the elements
of h are mutually independent.
Fig. 2 shows the Bayesian MSEs of the estimated CIR
coefficients for the different estimators (for σ2n = 0.01).
The performance drawback of the BLUE mainly comes from
the fact that no measurements are available at the large gap
from subcarrier 27 to 37. The LMMSE estimator and the
CWCU LMMSE estimator incorporate the prior knowledge
from (29) which results in a huge performance gain over the
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Fig. 3. Bayesian MSEs for the elements of ˆ˜hB,
ˆ˜
hL,
ˆ˜
hCL, and
ˆ˜
hu,trivial.
BLUE. The CWCU LMMSE estimator almost reaches the
LMMSE estimator’s performance, and in contrast to the latter
it additionally shows the beneficial property of conditional
unbiasedness.
We now turn to frequency response estimators. From (30) a
straight forward trivial estimator for h˜u follows to
ˆ˜
hu,trivial =
D−1p y˜. This estimator fulfills the unbiasedness condition (1)
for every h˜u ∈ C52×1, but since h˜u lies in a linear subspace
of C52×1 (spanned by the columns of BTM1), this estimator
is not the BLUE. The LMMSE estimator which commutes
over linear transformations is ˆ˜hL = M1hˆL.
ˆ˜
hB = M1hˆB
corresponds to the BLUE as discussed in (27). The CWCU
LMMSE estimator does not commute over general linear
transformations, but by using the prior covariance matrix
Ch˜h˜ = M1ChhM
H
1 ,
ˆ˜
hCL (which is not M1hˆCL) can easily
be derived from ˆ˜hL by applying Proposition 2. Fig. 3 shows
the Bayesian MSEs of ˆ˜hB,
ˆ˜
hL,
ˆ˜
hCL, and
ˆ˜
hu,trivial. Practically
we are usually only interested in estimates at the occupied
52 subcarrier positions. However, in this work we study
the estimators’ performances at all 64 subcarrier positions,
since this highlights some interesting properties. The BLUE
significantly outperforms ˆ˜hu,trivial, and in contrast to the latter
it is able to estimate the frequency response at all subcarriers.
However, the performance at the large gap from subcarrier
27 to 37, where no measurements are available, is extremely
poor. (The maximum Bayesian MSE appears at subcarrier 32
and exhibits the huge value of around 36.) In contrast, the
LMMSE estimator and the CWCU LMMSE estimator show
excellent interpolation properties along the huge gap. As in
the time domain the CWCU LMMSE estimator comes close
to the LMMSE estimator’s performance.
V. CONCLUSION
In this work we investigated the CWCU LMMSE esti-
mator under different model assumptions. First we derived
the estimator for the case that the measurements and the
parameters are jointly Gaussian. Then we concentrated on the
linear model, where the only assumption made on the noise
vector is its independence on the parameter vector. The CWCU
LMMSE estimator has been derived for correlated Gaussian
parameter vectors, and for the case that the parameters are
mutually independent (and otherwise distributed arbitrarily).
For the remaining cases the CWCU LMMSE estimator may
correspond to a globally unbiased estimator.
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