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The nuclear power industry accounts for around 10% of the electricity
production worldwide and up to 70% in some countries.1 One of the prob-
lems of this otherwise clean energy source is the generation of high level
radioactive waste which remains harmful for centuries. 2 Spent nuclear fuel is
reprocessed to extract the actinoids that are still fissile (U and Pu) from highly
radiotoxic minor actinoids (Np and Am). 2–4 This is done typically through the
PUREX process which is based on liquid-phase extraction of actinoids based
on their physico-chemical properties. Some of the most important species
in this process are the actinyl hydrated cations, [AnO2 · (H2O)5]2+/+(aq)] for
An=U,Np,Pu,Am. The actinyls are linear oxo-cations formed by the oxidation
states V and VI of the metal. High level radioactive waste resulting from the
PUREX process are destined to be kept underground in permanent geological
repositories for the centuries to come.2 These repositories use clays as liner
materials to prevent potential diffusion of radioelements to the environment. 5
The main clay component is montmorillonite clay. 5 In this thesis we will study
the physico-chemical properties of actinyl cations in aqueous solution and in
clays using computational chemistry .
In order to run molecular dynamics simulations (MD), ab initio force fields
were developed for U(VI), Np(VI), Np(V), Pu(VI) and Am(VI) in water. One
additional force field was developed for the interaction of uranyl with the
montmorillonite clay aluminosilicate layers. The force fields are based on the
hydrated ion model6–8 developed by the group in the mid 90’s. This model
XV
Abstract
accounts for many-body effects like polarization and charge transfer in a non-
polarizable framework. Its main characteristic is to consider the hydrated ion
and not the naked ion as the solute. In this way, first-shell water molecules
and bulk water molecules are different species. This allows the assignment of
different atom types, partial charges and interaction potentials to the first-shell
than to bulk water molecules. It additionally parametrizes explicitly hydrated
ion bulk-water molecule interactions.
Once the force fields were developed, MD simulations of the actinyls in
water were run. The simulations reproduced satisfactorily a wide variety of
physico-chemical properties of the system: hydration enthalpy, vibrational
spectra, diffusion coefficients, XAS spectra etc. This was a sign of the robust-
ness of our force field development strategy. The first conclusion drawn from
the simulations is that the solvation structure of the different actinoids is al-
most indistinguishable one from the other. Furthermore, despite the charge
difference between [NpO2]
2+ and [NpO2]
+, their solvation resembled strongly.
We observed that the equatorial solvation of the actinyls was equal to most
conventional cations: the first-shell forms two hydrogen bonds with bulk
water molecules. In contrast, the Oyl atom solvates hydrophobically: water
molecules surround it forming hydrogen bonds with other solvent molecules
but not with Oyl . We concluded that the actinyl cations are highly anisotropic
amphiphillic cations that have a conventional hydration sphere caped at the
poles by hydrophobic solvation regions.
The theoretical EXAFS spectra of the actinyls were calculated and com-
pared to experiment. Except for uranyl, the spectra had an improvable corre-
spondence with experiment. The force fields for these cations were developed
at the DFT level of theory. With the aim of improving performance, the explicit
treatment of static correlation was then taken into account. A NEVPT2 9–11
force field was developed as well as a strategy to modify the DFT force fields to
include the small changes in distances of the higher level. The effect of this
increase in level of theory was studied, and the decomposition of the complex
EXAFS signal was shown to be useful in the understanding of the main EXAFS
spectrum features.
Due to its chemical instability, americyl ([AmO2]
2+), has never been iso-
lated in aqueous solution. As a result, the only EXAFS spectrum of [AmO2]
2+
corresponds to a 70/30 mixture of americyl and Am3+. 13 We simulated the EX-
AFS spectra of both species from their respective MD simulations and weighted
them into a single spectrum to produce a simulated EXAFS of a mixture of
XVI
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Figure 1 Cover of Inorganic Chemistry for the work “Extracting the Americyl Hydra-
tion from an Americium Cationic Mixture in Solution: A Combined X-ray Absorption
Spectroscopy and Molecular Dynamics Study” presented in this thesis . 12
species. The good comparison of the simulated spectrum and experiment
allowed us to predict theoretically the structural parameters and EXAFS spec-
trum of a pure americyl solution, a solution yet to be obtained experimentally.
The same procedure was applied to XANES spectra. This work was featured in
the cover of Inorganic Chemistry, Figure 1.
The MD simulations of the uranyl hydrated ion in the aqueous interlayers
of montmorillonite clays gave interesting microscopical details of the system
hard to obtain experimentally. The simulations reproduced the few exper-
imental microscopical information of the system: the uranyl hydrated ion
interacts with the surface through the formation of an outer-shell complex14
and the uranyl axis is neither perpendicular nor parallel to the surface. 15 We
calculated for the first time from a MD simulation the constrictivity factor, δint ,
which was found to be near the right order of magnitude to experiment. Strong
interaction sites for uranyl were found on the clay. These sites are groups of
three magnesium substitutions around which uranyl cations appear to have
deep free energy wells. As a consequence the diffusion of uranyl in the clay
XVII
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exhibits a hopping diffusion mechanism. Because of this, the diffusion of
uranyl increases with increasing uranyl concentration due to cation-cation
interactions and a larger coverage of surface sites. This work was featured in
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Simulation of the 
Uranyl Hydrated Ion, 
[UO2(H2O)5]2+, in  
Na-Montmorillonite Clay
Figure 2 Cover of the Journal of Physical Chemistry C for the work “Hydration and
Diffusion Mechanism of Uranyl in Montmorillonite Clay: Molecular Dynamics Using
an Ab Initio Potential” presented in this thesis. 16
Finally, a simple local fingerprint for hydrophobicity/hydrophilicity was
developed. This fingerprint is inspired by the expansion of the entropy of a
system as a sum of terms of increasing correlational order. 17,18 The fingerprint
measures the hydrophobicity/hydrophillicity of individual atoms of a solute
taking as input its radial distribution function with water. The fingerprint clas-
sifies satisfactorily, the atoms of the amino acids. Nevertheless, the fingerprint
has mixed results in classifying the atoms of the actinyl pentahydrates. A future
improved fingerprint should probably make use of orientational pair entropy
in addition to some technique to consider the anysotropicity of the solute in
complex environments. Additionally, the fingerprint proved to be a useful
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As you read over these lines a significant amount of the energy used by the
light-bulb illuminating these pages is produced by the splitting of uranium
and plutonium nuclei. 20% if you are right now in Spain, the USA or the
United Kingdom, 30-40% if you are in the Czech Republic, Finland, Belgium,
South Korea, Sweeden or Switzerland and a world record of 77% produced
by state-owned company if you are in France.1 Even if you are reading this
from Italy where nuclear energy has been forbidden, part of the energy you are
consuming is nuclear since it is bought from the French nuclear industry.
Regardless of the reader’s opinion on the nuclear power industry, it un-
doubtedly is an industrial leviathan that should be understood if only for the
sake of nuclear security. In this chapter we will make an effort to overview
some aspects of the industry and how understanding the chemical nature of
some of its essential substances is still relevant 70 years after the first nuclear
reactor developed by Enrico Fermi himself.
1.1. Nuclear Power
In 1939, Otto Hanh, Lise Meitner and Otto Robert Frisch discovered and
described the fission of uranium on the basis of the “liquid drop” model of
the nucleus. Hanh received the Nobel Prize in Chemistry for the experimental
discovery. Unfortunately Meitner and Frisch who explained the physics behind
did not. The essential idea of fission is that the nucleus of 235U is metastable
1
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and the impact of a slow neutron can split it into more stable smaller nuclei.
The sum of daughter nuclei masses is lower than that of 235U and the difference
in mass is converted into tremendous amounts of energy according to the
most famous equation of all time: E =mc2. Two or three neutrons are also
emitted in the process which depending on their speed might impact another
235U nucleus and continue the chain reaction over and over.
If the concentration of 235U is extremely high the reaction advances expo-
nentially leading to a sudden splitting of all the fissible nuclei and a nuclear
explosion occurs. To obtain this critical concentration of the nuclear material
generally, another conventional explosion must be used to compress the nu-
clear explosive. This is the basis of a fission nuclear bomb: an explosion within
the bomb compresses the fissile material (uranium or plutonium) into critical
density which releases in a split second all its nuclear energy. This was the
mechanism used in the bombings of Hiroshima and Nagasaki during World
War II.
The energy of fission can also be used to generate electricity by controlling
the nuclear reaction. Uranium or plutonium act as fuel and not as explosives.
The nuclear fuel is composed in most cases of UO2(s) with varying ratios of
235U / 238U . At ordinary densities it generates no energy. Spontaneous fission
of 235U generates neutrons that are fast and inefficient in splitting other nuclei.
But if we introduce a moderator material (typically graphite, water or heavy
water) the neutrons can scatter on the nuclei of the moderator slowing them
down and making the thermal (slow) neutrons effective in splitting fissible
nuclei. This promotes fission and a chain nuclear reaction is formed generating
energy. The growth of the energy emitted is exponential and must be reduced.
For this, another material captures the excess neutrons and reduces the rate
of fission controlling the reaction and avoiding a nuclear accident. These
materials are substances that are effective in capturing neutrons, for example
cadmium or boron, and are know as control materials. In this way, the fuel is
steered into steady reaction. The energy liberated heats water surrounding
the reactor vessel which in the form of steam moves turbines and a generator
converts the kinetic energy into electricity.
Nuclear energy is a cheap and CO2-free source of energy using a fuel that
is fairly abundant, 40 times more than silver. In addition, unlike fossil fuels,
the uranium ores are fairly evenly distributed by countries according to the
Organisation for Economic Co-operation and Development (OECD).2 Then,
why is not nuclear energy the main source of electricity in the world? The
2
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reasons are all derived by the terrible effects that radiation and radioactivity
can have on human beings and the environment. Three main reasons can be
argued:
The sometimes reasonable and sometimes unreasonable fear of the pop-
ulation of anything containing the adjective “nuclear”. This is the reason
why doctors ask their patients to have a Magnetic Resonance Imaging
(MRI) which should actually be called Nuclear Magnetic Resonance
Imaging. Ironically, unlike in other medical techniques no radioactivity
is involved in MRIs.
The occurrence of three major nuclear power accidents: Fukushima,
Chernobyl and Three Mile Island.
The generation of highly radioactive nuclear waste that must be pro-
cessed safely and adequately to be kept afterwards for centuries undis-
turbed in geological facilities.
About the first two reasons this work will not dive into but we refer to the
excellent books of Prof. Lozano Leyva. 3,4
1.2. Nuclear Fuel, Nuclear Waste and Nuclear
Cemeteries
Nuclear fuel is mostly UO2(s). The useful fissile isotope is
235U but it is
only the 0.7% of natural uranium being 99% of it 238U . For this reason, many
reactors run uranium enriched in 235U up to 1-3%. Additionally, plutonium
can also become fuel for several designs of reactors. This plutonium can be
obtained from the dismantlement of nuclear fusion bombs, also known as
H-bombs or thermonuclear nuclear weapons, that use a plutonium fission
explosion to initiate a fussion chain reaction of deuterion and tritium. Addi-
tionally, during power generation in a nuclear power plant, the nuclear fuel
neutron capture generates plutonium. This plutonium can be recovered from
spent uranium fuel, an extraction known as reprocessing. Plutonium and
depleted uranium can be used in some nuclear reactors in the form of mixed
oxides in a material known as MOX. Finally, there is a high interest in the
substitution of uranium and plutonium fuels by thorium6 which would have
3
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Figure 1.1 Schematic representation of the nuclear fuel cycle from the mine to
disposal. 5
significant advantages: it is more abundant and efficient than uranium, pro-
duces less harmful byproducts and cannot be used to make weapons. But the
most important feature of the thorium chain reaction is that there is no possi-
bility of a meltdown like in Chernobyl making it much safer than the uranium
alternative. Unfortunately thorium technology is still under development and
while uranium remains cheap the incentives to fully develop thorium tech-
nologies are low. Figure 1.1 represents the cycle of uranium from the mine to
its disposal.
High level radioactive waste is made by nuclear power plant residues which
are the result of the fission of the fuel. They contain unstable nuclei that emit
alpha, beta or gamma radiation. Nuclear fuel is much more radioactive and
dangerous when it has already been spent. For this reason reprocessing is a
much more environmentally dangerous step than the actual power produc-
tion. In spite of this, there has never been any accidents in the handling and
permanent storage of high level radioactive waste.
Reprocessing extracts uranium and plutonium from the waste to feed the
reactor and separate radiotoxic elements for its permanent disposal. Spent
4
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Table 1.1 Typical composition of spent nuclear fuel from a uranium nuclear power-
plant. 3
95.6% 232U: 0.1-0.3%; 234U: 0.1-0.3%; 235U: 0.5-1.0%; 236U: 0.4-0.7%; 238U : rest
2.9% Stable elements.
0.9% Pu.
0.3% Cs and Sr (fission fragments).
0.1% I and Tc (fission fragments).
0.1% Long-lived fission fragments.
0.1% Np, Cm and Np (long-lived transuranium elements).
nuclear fuel composition is summarized in Table 1.1. The main problem
of reprocessing is the complexity of the mixture including a wide variety of
elements and isotopes some of them chemically very similar like the actinoids.
If reprocessing is done, which is not always the case for economical reasons, it
is done normally using the PUREX method. 3,7,8
The PUREX method was developed as a part of the Manhattan project at
the Oak Ridge National Laboratories and its initial goal was to purify plutonium
for its use as a nuclear weapon detonant. The first step of PUREX is to dissolve
the solid nuclear fuel pellets in concentrated nitric acid. Then Pu and U are
extracted using liquid/liquid extraction. The original aqueous phase is exposed
to an hydrocarbon phase in the presence of a complexating agent, mainly, tri
n-butyl phosphine (TBP):
[UO2 · (H2O)5]2+(aq)+2NO –3 +2TBP−−*)−− [UO2(NO3)2 · (TBP)2](org)
[Pu · (H2O)n]4+(aq)+4NO –3 +2TBP−−*)−− [Pu(NO3)4 · (TBP)2](org)
TBP is highly selective for oxidation states VI and IV and virtually has no
affinity for states III and V (Np(V), Am(III), Cm(III), Cs(I), Sr(II), etc.). The
extraction is nearly quantitative and highly selective. The organic phase is
then treated with reducing agents to reduce Pu(IV) to Pu(III) which is extracted
with another aqueous phase with a very high yield. The resulting Pu and U
solutions are then purified, evaporated and the actinoids are converted into
oxides to be reused as nuclear fuel. The key chemical point in the process
is the stability of [UO2]
2+ and the chemical and electrochemical flexibility of
the Pu ions. The original aqueous phase contains all the highly radioactive
elements, most importantly highly radiotoxic actinoids like Cm, Am and Np.
Although the basic chemical ideas behind PUREX are simple, in practice it is a
very complex chemical engineering process.
The final waste generated from PUREX contains the very radioactive but
5
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non-fisile nuclei including several transuranium actinoids (Np, Am and Cm
mostly). This radioactive waste is the smallest by far in volume of all radioactive
waste of industry but concentrates most of the radioactivity: 99.9%. For this
reason they are known as High Level Radioactive Waste (HLRW). 9
1.3. High Level Radioactive Waste Permanent Storage
HLRW is kept in waste pools close to the reprocessing or nuclear power
plants allowing them to cool off with water acting as a radiation barrier. These
materials can be then vitrified or solidified and introduced in stainless steel
containers and allowed to cool for up to 50 years before their permanent
disposal. The radioactive activity of the containers will remain terribly harmful
for hundreds of thousands of years.
Several solutions have been proposed to conceal for the centuries to come
the HLRW: underground geological permanent storage, deep sea ground stor-
age, glaciar storage in Antartida, sending it to outer space or transmutation
into harmless nuclei. Even though transmutation would be the ideal solution,
unless major breakthroughs occur, Science is decades away from that kind
of technology. The best agreed solution is storage in geological underground
permanent disposal sites. Geological permanent storage sites are chambers
dug deep underground in the rock where the containers will be stored safely
for the centuries to come. The construction would be done in geologically
stable locations and the rock would conceal the radioactive matter and its
radiation. The rock acts as a passive barrier and also prevents any water from
leaking in or out of the repository.
Most countries do have nuclear permanent disposal sites to keep mid and
low level radioactive waste generated by the non-nuclear industry, research,
radiomedicine etc. Nevertheless, even though the amount of HLRW has been
growing since the beginnings of nuclear power production a fully functional
HLRW permanent geological disposal site is still missing. Many countries
have plans to build it. Finland will be the first country to have a geological
HLRW disposal site, Onkalo, in Posiva which is expected to become operative
in 2023. 9
The security of the facilities must be extreme. Specially because the nu-
clear containers remain hot for hundreds of years and are exposed to severe
radiation damage. The sites should be air-tight particularly to prevent the
6
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Figure 1.2 Unit cell of hydrated sodium montmorillonite clay containing uranyl
hydrated ions, [UO2 · (H2O)5]2+, in the interlayer. The water bulk water molecules are
omitted and represented as a blue transparent surface. The uranyl cations are drawn
with the “licorice” representation. SiO4 tetrahedra (yellow), AlO6 octahedra (pink) and
MgO6 (blue) are represented as polyhedra. The atoms are colored as follow: O (red),
H (white), Na+ (purple) and U (green).
entrance of water that could disperse the radioelements into the underground
streams.
Clays are particularly suited both as natural host rock or natural barrier for
the permanent geological HLRW site and as liner material or artificial barrier to
conceal the repository. 10 The most used clay rock is bentonite which is primar-
ily composed of montmorillonite clay (Figure 1.2). Bentonite is compacted and
mixed with sand and serves as an artificial barrier surrounding the horizontal
galleries which hold the HLRW. Clays are selected for three reasons: their high
thermal conductance to dissipate the heat generated by the waste radioactiviy,
its low permeability to water and its high retention of radionucleides. This
high retention of radioelements is due to their ionic exchange capability. If the
clay is exposed to a cation containing solution it would release its harmless




In this section, we will make a small detour from the actinoids to talk about
hydrophobic solvation which shall be relevant in the study of actinyl solvation
and the development of the hydrophobicity and hydrophilicity fingerprint.
“Like disolves like” is one of the first concepts a chemist learns in relation
to the solvation of compounds.11 It implies that solutes that are chemically
like water will mimic water and be hydrophilic. Solutes that are not like water
will “dislike” water and be hydrophobic. The classification of atoms and by
extension molecules as hydrophilic and hydrophobic has traditionally been
done based on chemical experience and heuristics which assign the character
based on the chemical identity of the atoms. Hydrophobicity and hydrophilic-
ity plays an important role in processes such as solvation, protein folding,
micelle or membrane formation, phase transfer or crystallization.
Hydrophobic solvation has several peculiarities. Hydrophobic compounds
have a positive free energy of hydration, a negative entropy of hydration, a neg-
ative enthalpy of hydration and a large positive specific heat of hydration. 12,13
The word “hydrophobic” can generate the impression that the interaction
of a hydrophobe with water should be repulsive and therefore its solvation
enthalpy positive. Nevertheless, hydrophobic solutes interact through van
der Waals interactions with water which are weak compared to water-water
interactions but attractive. Van der Waals interactions are non-directional so
water molecules are free to form a hydrogen bond network around the solute.
Figure 1.3 shows methane in liquid water and how the water molecules form
their hydrogen bond network around the solute.
Hydrophobic solutes have the tendency to self-aggregate reducing their
surface exposed to water. This self-assembly is known as the hydrophobic
effect. Within chemistry and biochemistry it is common to talk about hy-
drophobic interactions or forces to describe the hydrophobic effect but this
is misleading and should be avoided.14 It seems to suggest that there is an
intermolecular interaction “special” to these systems which have only reg-
ular van der Waals or hydrogen bond interactions. The hydrophobic effect
is a water-mediated “self-sorting” phenomenon. The free energy of water
molecules is lower at bulk solution than on a hydrophobic molecule surface.
The segregation of hydrophobic solutes reduces the amount of water at their
surfaces producing an overall decrease of free energy of the system.
The self-assembly is driven by a force, but it must be considered a force
8
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Figure 1.3 Snapshot of a MD simulation of methane in water. Only nearest water
molecules are shown. The water molecule forms its hydrogen bond network around
the cavity generated by methane in the solvent.
only in the “potential of the mean force” sense. In order words, if there is a
free energy surface which is a function of a self-assembly collective variable
its derivative can be considered the hydrophobic effect force. 13 Nevertheless,
this terminology leads to misunderstandings and should ideally disappear.
It has long been known that for small hydrophobic solutes at room tem-
perature the entropic term dominates the free energy of solvation and is the
reason for the low solubility of hydrophobic molecules in water.15 This was
explained theoretically in the works of Hummer et al16,17 on hydrophobic
solvation. Their works started a body of theory known as “Information Theory”
of hydrophobic solvation. Information Theory models the hydrophobic solute
as a cavity in water. This cavity can be explicitly generated in solution by
introducing a hard sphere particle or by the isomorphic problem of studying
spontaneously generated cavities in water.
The cavity generated by hydrophobic solutes disrupts the hydrogen bond
network of water decreasing the number of allowed microstates and thus the
9
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entropy of the solvent. Interestingly, this happens without affecting the average
number of hydrogen bonds formed by the solvent around small solutes. 15,18–21
For this reason the hydration entropy of small hydrophobic molecules cor-
relates with molecular volume. This picture relates to the classical notion of
hydrophobic solvation proposed by Frank and Evans in 1945, the “Iceberg”
model of hydrophobic solvation. In this model, the structure of water around
a hydrophobic solute is reinforced and the dynamics slowed down by the
formation of an ice-like cage of water molecules. 22
If the molecular size is high (∼1 nm) a water/vapor-like interface is gener-
ated23 and the hydration entropy correlates with the molecular surface area
instead of volume.15 The reason is that water on the solute surface cannot
form in this case the average number of hydrogen bonds it forms in solution.
Unlike hydrophobic solvation of small molecules at room temperature,
the hydrophobic effect can be enthalpy driven, entropy driven or both.14,15
Quoting David Chandler:
“The increase in molecular self-assembly of hydrophobic solutes with
temperature is often cited as implying that hydrophobic interactions are en-
tropic. Entropy does indeed contribute, but the assembly process is driven
by the difference between the entropically dominated solvation free energy
of small molecules and the enthalpically dominated solvation free energy of
large surfaces.” 15
1.5. Systems Studied
The studies carried out during this thesis are based on a simple scientific
belief: fundamental understanding sheds light on applications. We study
several systems important to the nuclear industry using fundamental science,
for the sake of understanding, but bearing in mind the importance an applied
scientist might give to our findings. For this reason we focus on systems that are
interesting in themselves but also of potential relevance in waste reprocessing
and storage or general actinoid chemistry.
We studied 4 elements: uranium, neptunium, plutonium and americium.
These four elements lie together in the actinoid or 5 f row and are crucial in
nuclear industry as fuels, dangerous waste or potential pollutants if accidents
happened. We have studied their actinyl form, [AnO2]
2+/+ which correspond
to oxidation states VI and V, and their main species in highly oxidizing and
10
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aqueous acidic media. Their study in solution is crucial because it is the form
in which they are reprocessed and their dangerous mobile form if accidents
were to occur. We also studied uranyl in clays to study its diffusion in the
material and how the clay would slow down its diffusion compared to aqueous
solution.
A local example can be put forward with respect to accidents, not of the
nuclear power industry, but rather of the violent use of radioactivity. In 1966,
two american military aircrafts crashed and 4 termonuclear plutonium bombs
were dropped in Palomares (Almería) which is a 4 hour drive away from where
I am writing this Thesis. 24 Fortunately, only the conventional explosive of two
of the bombs exploded and no nuclear explosion happened. Nevertheless, the
explosion dispersed an aerosol of Pu in the nearby area. Although the bombs
were recovered and part of the contamination cleaned, to this day regions
around where the bombs landed are under strict nuclear control. One of the
problems of Pu is its decay over time into Am which is much more volatile
and radiotoxic than the rest of actinoids. For this kind of reasons, it is very
important to understand the apparently obscure chemistry of americium in
natural media such as clays or water. 25
Besides the nuclear industry, actinoids have a very interesting fundamental
chemistry26 in terms of bonding, electronic structure and reactivity. Under-
standing the chemistry of the compounds can help technological development.
Neptunium as of today lacks any practical use, but who would have thought
that 241Am would be present in every household smoke detector due to its
α-emition (although they were banned in Spain in 2005). Also, though it might
sound shocking, uranium is a naturally occurring element which is 40 times
more abundant than silver. Therefore, knowledge of its speciation and chem-
istry in natural waters or clays is important even when its source is geological.
Experimental information on actinoids in solution is scarce and hard to
obtain.27–29 The reason for this is their radioactivity which requires the use
of specialized techniques and even sometimes specialized facilities.26 Theo-
retical chemistry of actinoids gives many opportunities to study them in an
unexpensive and safe way. This is the point of view adopted in this thesis: the
studies here reported have been devoted to the computational chemistry of
several actinoid cations and their actinyl forms but also in close relation to
experiment, for example, in the simulation of EXAFS spectra.
The first article of the compilation deals with the development of an ab
initio force field based on the hydrated ion model30,31 (HIM) for the uranyl
11
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pentahydrate, [UO2 · (H2O)5]2+, in solution. The force field allowed us to run
classical molecular dynamics (MD) simulations and obtain interesting in-
solution properties of the complex. In particular: to describe the two solvation
behaviours it exhibits as well as many spectroscopic, dynamic and thermody-
namic properties. The second article extends the uranyl force field to the rest
of studied actinyls: Np(V,VI), Pu(VI) and Am(VI). The simulations of cations
reveal a great chemical analogy between them with some differences between
the two oxidation states of neptunyl. The third article deals with the theoretical
EXAFS spectroscopy of aqueous actinyls. In particular, we compare theoretical
EXAFS spectra to experiment and how increasing the level of theory of the ref-
erence QM calculations has small structural effects with high spectroscopical
impact. On the fourth article we used aqueous americium MD simulations
to interpret the experimental EXAFS spectrum of a Am(III)/Am(VI) mixture 32
and to predict the pure EXAFS spectrum of Am(VI) in solution proposing its
structural parameters. In the fifth article a hydrated ion-clay interaction poten-
tial is developed in order to run MD simulations of uranyl hydrated ions in a
montmorillonite clay. We studied the diffusion of the uranyl cations within the
clay and the effect of increasing the actinoid concentration in the interlayer.
Metadynamics simulations were also run revealing the free energy surface of
the uranyl cations as they diffuse in the aqueous interlayer.
In a small detour from the actinoid project, we present as the final article
the work done at the group of Prof. Michele Parrinello in Universittà della
Svizzera Italiana (Switzerland). During this six-month stay we developed a
simple local fingerprint for hydrophobicity and hydrophillicity of atoms in
complex solutes: from methane to amino acids. The fingerprint is inspired by
the expansion of a simple liquid’s entropy in increasing terms of correlation
order. We then used the fingerprint as a desolvation collective variable in a
well-tempered metadynamics simulation of a host-guest system. In addition,
the ability of the fingerprint to identify the hydrophobicity or hydrophilicity of
the hydrated actinyl atoms was explored.
1.6. Literature Review
I will now review the literature of the field. For the sake of succinctness, the
scope will be exclusively actinyl aqua-ions in solution or in montmorillonite
clay in the context of statistical mechanics simulation. Many of the information
12
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left out has been reviewed elsewhere. 33,34
For obvious reasons, the most studied of actinyl in the literature is uranyl,
[UO2 · (H2O)5]2+. It has been studied with all kinds of model hamiltonians
from empirical force fields to Carr-Parrinello Molecular Dynamics (CPMD)
and even QM/MM.
The pioneers in its study in solution were Wipff and Guilbaud.35,36 They
developed an empirical interaction potential for uranyl with water using its
free energy of hydration to validate the force field. In their MD simulations
they were able to obtain coordination numbers, first shell distances as well
as relative free energies of complexation to calixarene, a complexating macro-
cycle. The Wipff and Guilbaud non-polarizable model is still the most used
in uranyl studies. Particularly, before this thesis it was the only model used
in clay-uranyl simulations. In light of new free energy data Kerisit and Liu
updated the model in 2013. 37 Empirical polarizable force fields have also been
developed by Nguyen et al. 38 and Duvail et al. 39
Two uranyl-water force fields based on QM calculations precede the one
developed in this work. The first one was developed by the Gagliardi and
Roos group40 using the polarizable NEMO approach.41 The force field was
parametrized with CASPT2 calculations of the uranyl monohydrate,
[UO2 · (H2O)]2+. This model underlines the importance of charge transfer to
the first solvation shell. The second and more recently developed force field
was published by Maginn et al. 42 Their reference potential energy surface was
obtained including four water molecules in the uranyl first shell to capture
many-body effects and polarization in a non-polarizable framework. With
this effective two-body model they studied a variety of structural and dynamic
properties of uranyl hydration. 42,43
Ab initio MD simulations have also been employed. Bühl et al. ran CPMD
simulations on aqueous uranyl obtaining interesting results concerning the
dissociation of a water molecule out of the uranyl aqua-ion.44 They found a
clear dominance of the pentahydrate complex over the tetrahydrate. Nichols
et al. ran similar simulations and were able to use ensemble configurations
to generate an EXAFS spectrum that reproduced remarkably well the experi-
ment.44 The system has also been studied employing QM/MM simulations
by Frick et al. who calculated angularly resolved radial distribution functions
(RDF). 45
Although the literature regarding uranyl molecular dynamics is abundant,
the rest of actinyls have not received as much attention. The reason for this
13
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is that the chemical analogy between uranyl and the rest is high except for
spectroscopical and magnetic properties. The only classical force field for
actinyls different than uranyl was developed by Maginn’s group.43,46 They
extended their methodology for uranyl adding the specificity of the particular
actinoid by changing its partial charges, bond bending and bond streching
parameters in accordance to quantum chemical calculations. They found all
the actinyls remarkably similar in terms of hydration. The other study was
carried out by Odoh et al.47 They did CPMD-metadynamics simulations on
[PuO2]
2+/+ studying the relative stabilities of their coordination numbers.
Clay classical MD simulations have a long history. To the best of our
knowledge, the first interaction potential for clays was developed by Skipper et
al. in 1989 using semiempirical partial charges.48 The potential was initially
used to study water (MCY model49) at a talc surface but later allowed the
study of more complex problems.50,51 The state-of-the-art clay force field is
the clayFF force field which has been cited over a thousand times.52 This
intuitively named force field, describes the clay as a set of charged Lennard-
Jones spheres which by means of non-bonded interactions conserve the clay
structure reproducing several experimental properties. The clayFF allows the
study of many hydrated and dehydrated clays, hydroxides and oxyhydroxides
including its internal dynamics since it allows the aluminosilicate to be flexible.
This force field will be used in this work to model montmorillonite clay. More
recently, a polarizable clay force field has been proposed.53 The literature of
aluminosilicate MD simulations is very rich and is summarized in the following
reviews. 54,55
The theoretical study of uranyl cations in montmorillonite clay has a signif-
icant amount of literature. Most of it refers to the study of the cation adsorbed
on the outer pores of the clay particles exposed to bulk solution 56–61 and only
two refer to uranyl inside the clay interlayers. 62,63
The first study was done by Zaigan et al. who studied uranyl in montmoril-
lonite interlayers by means of Monte Carlo simulations. They used the Wipff
and Guilbaud model for uranyl35,36 and clay interaction potential of Skipper
et al. 51 They obtained the interlayer spacing of the uranyl containing clay as a
function of interlayer hydration, the dynamics of the uranyl axis orientation,
the z-density profiles and uranyl radial distribution functions. The second
study was done in 2005 by the same authors updating the simulation to in-
terpret XAS spectra.63 After these two initial works and until this thesis, the
uranyl clay simulations dealt with the adsortion of the cation in bulk-solution
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exposed surfaces of the clay. The majority of pore-uranyl clay simulations used
a combination of the clayFF and the Wipff-Guilbaud model for uranyl. In this
collection of articles a variety of effects have been studied in this system: the
influence of electrolite concentration in the pore 56,57,60,61 including coordinat-
ing counter ions like carbonate, 56,57 adsorption constants to the surface, 56,57
the z-density distribution, 57–59,61 the average surface charge density, 61 super-
ficial uranyl and water diffusion59 and superficial uranyl orientation. 60
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The goals of this thesis were mostly planned but with some interesting sur-
prises, new paths, tangents and occasional dead ends found during the course
of research. The goals and the articles are not presented in a chronological
order of publication nor in order of investigation, but following a scientifically
consistent criterion. In research it is quite frequent to run projects in paral-
lel, at other times drop all projects to focus on a single goal and all kinds of
non-sequential work habits.
We had two general and main goals in mind at the beginning of this project.
The first goal was to analyze and understand systems of relevance in radioac-
tive chemistry using computational chemistry in some cases interfacing with
experiment. The second goal was to fill the missing gaps in computational
modelling that would allow the achievement the aforementioned goals. These
main purposes will take definite form as explained bellow.
The first step of this Ph. D. thesis was to study the physico-chemical proper-
ties of the [AnO2]
2+/+ species with An=U,Np,Pu,Am in dilute aqueous solution
and inserted in clay interlayers. A wide set of physico-chemical properties
have been determined computationally as well as a detailed analysis of the
hydration properties and X-Ray Absortpion Spectroscopy of these cations in
condensed media. In the clay simulations we will focus on diffusion and inter-
actions between the hydrated ions and the clay surfaces. The methodological
achievements will demand the development of ab initio force fields based
on the hydrated ion model (HIM) that reproduce adequately the available
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experimental properties. An additional goal is to give insight into the synergic
experimental-theoretical procedures to analyze complex XAS problems.
The individual goals undertaken can also be associated to the different
articles:
1. “A hydrated ion model of [UO2]
2+ in water: Structure, dynamics, and
spectroscopy from classical molecular dynamics”:
To develop an ab initio HIM force field for [UO2 · (H2O)]2+ in water. To
study its physico-chemical properties including structural, dynamical
and spectroscopical properties. To characterize the solvation structure
of uranyl.
2. “A general study of actinyl hydration by molecular dynamics simula-
tions using ab initio force fields”:
To extend the methodology used to develop the force field for
[UO2 · (H2O)]2+ to the rest of the actinyls examining the partial transfer-
ability of the uranyl potential to the rest of actinyls. To study how the
properties evolve in the series and the significance of the charge change
from 2+ to 1+.
3. “Extracting the Americyl Hydration from an Americium Cationic Mix-
ture in Solution: A Combined X-ray Absorption Spectroscopy and Molec-
ular Dynamics Study”:
To interpret the experimental XAS of an Am3+/[AmO2]
2+ aqueous mix-
ture and clarify the structural parameters fitted by the experimentalists.
To generate the theoretical XAS spectrum of the mixture of species. To
use the [AmO2]
2+ contribution to the theoretical spectrum to predict the
properties of the so far not measured pure americyl in aqueous solution.
4. “Combining EXAFS and Computer Simulations to Refine the Struc-
tural Description of Actinyl in Water”: To generate and analyze theo-
retical EXAFS spectra of the actinyls using the trajectories of developed
in the second article. To study the effect of tiny structural changes in
the spectrum and analyze the importance of including higher levels of
theory to study EXAFS spectra.
5. “Hydration and Diffusion Mechanism of Uranyl in Montmorillonite
Clay: Molecular Dynamics Using an Ab Initio Potential”:
To develop an ab initio HIM force field between the uranyl hydrated ion
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and a the clay surface. To study the molecular dynamics of uranyl in
montmorillonite clay interlayers and particularly the factors affecting its
diffusion.
6. “A local fingerprint for hydrophobicity and hydrophilicity: from methane
to peptides”:
To develop a simple local fingerprint that measures the hydrophobicity
and hydrophilicity of atoms in complex solutes and can serve as a collec-
tive variable in enhanced sampling simulations. To use the fingerprint
as a desolvation collective variable in metadynamics simulations. To







In this chapter we shall outline the methods used in the set of studies that
form the thesis. Generic molecular dynamics and quantum chemistry methods
are not included for the sake of succinctness. We focus on the contents that
cannot be found in textbooks since they are either recent or rather specific
to the contents of this thesis. In any case, I would like to give credit to the
authors who have published those textbooks and leave them as reference
for anyone seeking a fundamental training. A straightforward approach to
statistical computer simulations can be achieved through the classic textbook
of Frenkel1 in addition to more unknown and modern books like those of
Shclick,2 Smith3 or Berendsen.4 To study Quantum Chemistry, the classic
text of Zsabo and Osmund5 must be cited in addition to the more modern
book of Cramer. 6 In order to get insight into classical mechanics and statistical
mechanics, the works of Marion, 7 Goldstein, 8 Tuckerman 9 and McQuarrie 10
must be cited.
3.1. Molecular Simulation
The coming of the digital age in the eighties up to the present produced
groundbreaking transformations to most aspect of human life: culture, eco-
nomics, communication, politics... Science would not be different.
Before the widespread of computation, Science was a symbiotic organism
formed by two individuals: experiment and theory in the pen and paper sense.
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Both parts communicated and reinforced each other in the development of
the fields. With the exponential growth in computer power a third term was
added to the equation: simulation.
Modeling has always been key in Science. This involves proposing a simpli-
fied image of the system and the equations that govern its behavior. After this,
experimentalists would use the model to fit their data and theoreticians would
solve the equations analytically. Unfortunately, this normally involves using
very simple systems or doing big mathematical assumptions. With modern
computers, for the first time, scientists were able to numerically solve the
equations proposed by theoreticians in order to obtain detailed pictures of
complex model systems. These simulations give interpretation to experiment
and a predictive guide for experimentalists.
In the case of molecular simulation, a chemical system is modeled as a
collection of particles which sample phase space following the evolution of
a model hamiltonian. Once the sampling is finished Statistical Mechanics is
applied to obtain observables that can be compared to experiment or serve to
predict or interpret it. The recipe for a molecular simulation always involves
three main ingredients:
The first ingredient is the Chemistry that we are studying and how we plan
to represent it on the computer. For this we must choose the composition
of the system and its size such that it is as representative of the real system
as possible. In this thesis we simulated, among others, the actinyl hydrated
ions in the solution with 1500 water molecules and inside montmorillonite
clay. These systems will represent a uranyl cation at infinite dilution and a true
montmorillonite infinite crystal containing uranyl cations in its interlayer.
The second ingredient is the model hamiltonian of the system. This hamil-
tonian will give the approximate energy of the system as a function of particle
positions and velocities. If the system is small and/or the evaluation of forces
and energies has to be done few times, the hamiltonian can be the quantum
mechanical (QM) hamiltonian. On the contrary, if the system is large and/or
many energy or force evaluations are necessary, a classical hamiltonian in the
form of a force field or interaction potential can be used. In a force field the
energy is given as a simple analytic function of particle coordinates (charges,
bonding tensions, bending tensions, dihedrals ...) which is parametrized to
reproduce experimental data (empirical force fields) or QM data (ab initio
force fields) or both. If the system is very large but QM effects are explicitly
needed, such as if chemical reactions or light absorption take place, a hy-
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brid method can be used. These methods are known as QM/MM approaches
and are based on treating a small but important part of the system quantum-
mechanically and the rest using a classical force field. In this work we shall
consider mostly ab initio force fields developed specifically for the systems
under study. In this way we were able to work in larger systems keeping a near
QM-level description at force field cost.
The third ingredient is the phase-space sampling method. The particles
that constitute matter are in constant motion going from one position and
velocity state to another. This continuum of states (in classical terms) is what is
known as phase-space. The phase-space of most non-trivial chemical systems
is too large to be studied exhaustively. Fortunately, only a limited part of this
space is significant as most of these states are highly unlikely and statistically
irrelevant. Therefore, we can resort to sampling only relevant areas of phase
space. If the dynamics of the system are not of interest, the configuration-
space rather than the phase space can be sampled. Configuration-space is
the space of all possible particle positions. Some techniques that sample
configuration-space are geometry optimization and Monte Carlo simulations.
The least expensive method is geometry optimization in which the energies
and geometries of the system energy minima or saddle points are obtained by
an optimization procedure. This method has the limitations of only sampling
states close to the initial configuration, which can be troublesome in complex
potential energy surfaces, and it models entropic and solvent effects in a crude
fashion. 6 In contrast, Monte Carlo or Molecular Dynamics (MD) methods do
Boltzmann sampling of -ideally- the full configuration or phase space and in-
cludes solvent and entropic effects explicitly. Monte Carlo simulations sample
stochastically configuration space by making random moves in the system and
accepting them into the statistics with a probability based on their Boltzmann
weight.1 MD is based on the propagation of the equations of motion of the
system and the resulting trajectory is analyzed. MD is theoretically founded on
the ergodic hypothesis which states that ensemble average properties are equal
to time averages properties if the phase space is sampled fully. 3 In many cases
this hypothesis is a reasonable assumption, but in cases with high free energy
barriers between relevant states the trajectory might be stuck in one of the
states and not sample the other. To have access to these states within the MD
simulation approach, enhanced sampling methods like metadynamics11,12
can be used. In enhanced sampling methods a bias potential is added to the
simulation hamiltonian in order to force sampling in the relevant states of the
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Figure 3.1 The research triangle showing the synergy between theory, experiment
and simulation.
system. The extra complexity of enhanced sampling simulations is rewarded
with the generation of a free energy surface of the system. Finally, in order to
calculate the free energy difference between different chemical systems free
energy perturbation methods can be used. 13
3.2. Metal Ion Force Fields
Ions in solution are among the first systems to be studied with MD. The
reason being that there is no question about their importance. They are present
in all natural waters, in an enormous part of industrial processes, and are
crucial to biochemistry (one third of pdb protein structures contain metal
ions 14).
The first simulation of ions in water was performed by Heinzinger and
Vogel over 50 years ago studying aqueous LiCl. 15 They modeled water with the
ST2 model of Rahman and Stillinger 16 and obtaining van der Waals parameters
for the ions from their iso-electronic noble gas parameters of Hogervost.17
Despite the simulation capabilities of the time, the simulations showed good
agreement between the first-shell properties and X-Ray diffraction experimen-
tal data. Furthermore, they predicted the faster rotation time of the first-shell
water molecules with respect to bulk in agreement with NMR data. Other
pioneers and front-runners in this research were Jorgensen et al.18–21 and
Åqvist22 in the eighties and nineties respectively.
The most common feature across popular aqueous ion force fields is their
functional form:
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Where Eint is the interaction energy between all the particle pairs i j . We
shall not discuss the water force field which has been reviewed elsewhere.23
Many other functional forms exist: Born-Mayer, Mie, Morse etc.24 Neverthe-
less, the one presented above is the most representative in the literature.
The first term of the equation is the electrostatic term which features the
integer charge of the ion and the partial charges of the water model. This term
is generally evaluated using an Ewald sum variant. 1 We neglect two effects in
this force field approach: charge transfer to the first shell and polarization of
the water molecules. They cannot be represented explicitly within the pair
interaction approximation: all forces depend on the atom pair relative posi-
tions. This makes the force calculation algorithm computationally fast. Charge
transfer and polarization are intrinsically many-body effects and not pair in-
teraction effects. Modeling charge transfer and polarization in pair potentials
remains one of the key parts of ion interaction potential development. Force
fields which include many-body effects in pair potentials are know as effective
pair potentials.
The second summation of Equation 3.1 is the van der Waals interaction
between the atom pairs. In ion-water interactions they are less important in
magnitude than electrostatics but crucial to the modeling. In Equation 3.1 this
molecular interaction is described by the Lennard-Jones function.
Lennard-Jones based force fields have proven to be fairly robust in treating
monovalent ions in a simple and inexpensive fashion. But, their performance
degrades heavily on multiply-charged cations or molecular cations. 24–26 This
is a consequence of the increasing weight of charge transfer and polarization
as the cation charge increases. This is the Achilles’ heal of Lennard-Jones
potentials.
Regardless of its functional form, the parameters of the force field are fit
with respect to experimental data (empirical force fields) and/or ab initio
calculations (ab initio force fields). In cation force fields the qi are given by the
water model and the charge of the ion in particular. Only the Lennard-Jones
parameters remain to be fit.
If the fitting is done with respect to empirical data, the force field guar-
antees that properties introduced in fitting data set are reproduced. It is
reasonable to expect that properties that correlate with the fit data are fairly
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well reproduced too. Free energy of hydration and ion first-shell distance are
an example of this.25 Further extrapolation should be done with additional
skepticism.
Ab initio force fields are parametrized with respect to energies and molec-
ular structures obtained from quantum chemistry calculations. This strategy
has several advantages. If the sampling of the system potential energy surface
is exhaustive enough and at a reasonable level of theory, the prediction of infor-
mation for which the force field was not specifically designed is typically better
than using empirical force fields. In addition, the fitting data sets can be gener-
ated easily. Especially since medium-level calculations produce satisfactory
results in most properties. This is particularly appreciated in experimentally
challenging systems like radioactive elements. Ab initio force fields have a clear
improvement path; just add more structures or improve the level of theory.
For these reasons the interaction potentials developed in this thesis will all be
classical force fields based on ab initio calculations.
The traditional strategy to obtain the QM data is to calculate the interaction
energies of the monohydrate, [M · (H2O)]+n, at different metal oxygen distances.
This has two shortcomings for highly charged cations.
The first is that the average total hydration enthalpy is highly overesti-
mated. The cause of this is that the interaction energy in the monohydrate
is much more negative than the interaction energy of the individual water
molecules around an ion when fully solvated. In other words, the interaction
energy of the metal with its first shell is different from the interaction energy
of the monohydrate times the coordination number. This is because when
going from the monohydrate to the n-hydrate the polarizing capability per
water molecule of the ion decreases with n. The interaction energy per water
molecule decreases as you increase the number of molecules in the first shell
as is illustrated in Figure 3.2. This means that the interaction energy of a cation
with its first shell is a many-body effect (in this case a “body” refers to a water
molecule). In addition, the water-water repulsion in the fully-hydrated ion
lengthens the M-O distance decreasing the interaction energy. These effects
are impossible to capture with monohydrate based potentials. 28
The second problem of monohydrate potentials is that, for highly charged
cations, when scanning quantum mechanically the M-OH2 distance there
can be state crossings that lead to a charge transfer state. This is shown in
Figure 3.3 for the [Zn · (H2O)]2+] case. The reason for this is that ionization
potential of water is lower than the second ionization potential of Zn(g) but
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Figure 3.2 QM interaction energies of [Po(H2O)n]
4+(g) per water molecule as a
function of n at the MP2 level of theory. 27 This example illustrates how the interaction
energy of a highly charged cation with its first shell water molecules is a many-body
interaction. If this was not the case, a horizontal line would be obtained.
not of Zn(aq). 29,30 This behavior has also been found in other metals like Be2+
and Fe3+. 31,32
Additionally, in the case of systems with unpaired electrons the electronic
state of the ion is heavily influenced by the ligand field around it and the
monohydrate cannot represent the fully hydrated ion. This is typical of most
transition state metals and also of most actinoids. The full solvation shell
stabilizes the ground state making it less sensitive to geometrical distortions.
To alleviate many of these problems our group developed about 25 years
ago the Hydrated Ion Model. In this thesis we present its last extensions to the




Figure 3.3 Hartree Fock energies for the ground state of [Zn · (H2O)]+ (2A1) and
[Zn · (H2O)]2+] lowest states (1A1 and 1B2). For the monovalent there are no low lying
excited states but for the divalent there are two charge transfer states which are the
lowest in energy at long distances. Reproduced with permission of the authors. 30
3.3. The Hydrated Ion Model
The Hydrated Ion Model (HIM) is a modeling strategy to develop cation
interaction potentials. It is inspired by the classical electrochemical concept
of the hydrated ion in which the hydrated ion, [M · (H2O)m]+n, is the solute
and active species and not the naked ion, M+n. In this way the hydrated ion
becomes the solute and target of study. The ion and its first solvation shell
are now considered an entity (a molecule) which has special water molecules
inside and that is surrounded by different bulk water molecules. Traditionally,
the picture was of a charged atom surrounded by bulk water molecules making
no distinction between first and outer solvation shells.
This conceptual change has several important implications. All QM cal-
culations must be done with the HI, [M · (H2O)m]+n. This inclusion of the full
first shell has deep consequences on the interaction QM energies used to
parametrize the interaction potential and therefore in its development. Since
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Figure 3.4 Image of an actinyl hydrated cation [An · (H2O)5]n+ in water. Only some
bulk water molecules are drawn for clarity. Bulk water molecules are drawn with the
“licorice” representation and first-shell water molecules are represented with the “ball
and stick” representation.
the full shell is present there is no over-polarization of first-shell molecules
like in monohydrate models. The interaction energies are similar to those in
solution since the nearest-neighbor environment is the same. Many-body ef-
fects are explicitly included in the interaction energies and therefore implicitly
incorporated in the force-field. Wavefunction related problems are avoided
because the full shell stabilizes the electronic state with respect to electronic
degeneracy and charge transfer dissociation limits. This feature is of great
interest for high charge cations.
The considerations of the HI as the consistent molecular cation in solu-
tion allows us to assign different atom types (OI and HI) in first-shell water
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molecules than in the rest of bulk water molecules (OW and HW). Figure 3.4
illustrates this. This provides great flexibility to the potential because the bulk
water molecules can be modeled with conventional classical force fields (TIP4P
in our case) and first-shell water molecules can be given different geometries,
partial charges and interaction potentials. The first-shell water molecules can
now have a higher dipole than bulk water and even be charged due to partial
charge transfer from the metal center. Assignment of these partial charges can
be done with conventional partial charge calculation methods like CHELPG
or RESP calculated on the full HI. Charge transfer and polarization of the
first-shell and its differentiation from the bulk is a feature of great interest for
high-charge cations since their first-shell is specially dissimilar to bulk.
This strategy of parametrization stems from considering in a more realistic
way the nature of the ion. Unfortunately, there is a price to pay. The payment
is done in terms of complexity of the potential. Fortunately, this increase in
complexity is manageable. Two interaction potentials must be fit and therefore
two potential energy surfaces must be scanned: the first-shell ion potential
energy surface which governs intra-HI motion and another for the interaction
of the HI with bulk water. In addition, to capture properly all the effects that
can be accessed with this model, the functional form of the force fields are



























Because the number of coefficients is relatively high the potentials are more
prone to over-fitting. In addition, combination rules with other atom types
are impossible to use. This can hinder the recycling of potentials developed
for particular systems to others, although generalizations have been done. 33
Another problem associated to the functional form is that most MD programs
do not allow using this functional form in a simple way limiting its use to less
specialized users. Nevertheless this leads to the development of potentials that
have very high accuracy that can reproduce subtle experimental properties
such as EXAFS spectra. 34–38
The problem of having new atom types for first-shell water molecules is
that if they leave the first shell and diffuse into the bulk the model becomes
unphysical. Fortunately, for high charge cations this is not a problem, it is
a feature. Residence times of water molecules of most cations with charge
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greater than one have timescales much longer than the simulation time: any
change in coordination or water exchange is unphysical anyway. The HIM
considers the HI as the molecular cation in solution so the interaction between
the first-shell water oxygen and the metal given the non-exchange requirement
can be viewed as a flexible bond. Nevertheless, this interaction potential is
not a harmonic function. The M−OI interaction goes to zero as r →∞. The
water molecules, in principle, can leave the first shell but the barrier to do so
is high enough to prevent it in the simulation timescale. If this event were
to happen, the potential should be reexamined. An additional advantage
of having such a flexible functional form in the M−OI interaction is that it
captures anharmonicities of the bonding which an harmonic potential is
unable of doing.
In some cations with low charge radius ratio, like alkalines and lanthanoids,
the water exchange and the changes in coordination number are frequent.
The HIM can also be used to develop potentials for these systems but some
modifications must be done. Only one type of water molecules must be used
and in order to capture the polarization and many body effects a polarizable
potential must be used. 34,37–39 The price to pay for this extra flexibility of the
potential is that the force field becomes more computationally demanding
and charge transfer to the first shell is neglected, which should be residual
anyway. This model is know as the exchangeable HIM.
I will now briefly explain the historical development of the HIM across
a good part of the periodic table. The HIM model started as solution to the
problems found studying the potential energy surface of the Zn2+ monohy-
drate30 therefore the first HI to be studied was [Zn · (H2O)6]2+.40 The HI was
rigid and the parametrized interaction was the HI-bulk Water Interaction or
EHIW . The unprecedented agreement with the experimental hydration en-
thalpy obtained by Monte Carlo simulations revealed the robustness of the
force field development strategy and encouraged its extension in a similar fash-
ion to [Cr · (H2O)6]3+ with similar success. 41 The next step in the progression
was to make the HI flexible by parametrizing its internal degrees of freedom
with the Ion First-Shell Water potential, E IW 1. This was initially done for Cr3+
but has become standard in the development of the HIM since. 41 The great ad-
vantage of internal flexibility is that it allows to calculate power spectra of the
complex and also the X-Ray Absorption Spectra which is a subtle experimental
property to reproduce due to the high structural sensitivity. 34–38 A variety of
cations were also studied using this approach, Be2+,Mg2+,Al3+,Rh3+, Ir3+ and
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even Th4+. 33,42–44 This version of the HIM will be the one used to study actinyl
pentahydrates in the thesis. The difference with previous versions is that the
actinyl model will include an intramolecular cation interaction potential, E IMC
which will define the dynamics within the actinyl unit ([AnO2]
2+). In this way
we will deal with the fact that the cation will be molecular instead of atomic.
Another set of cations studied using the HIM are the square planar noble
metals dications, [M · (H2O)4]2+. The first two studied metals were [Pd · (H2O)4]2+
and [Pt · (H2O)4]2+.45,46 A few years later the methodology was extended to
study the chemotherapeutical cis-platin,
[PtCl2(NH3)2]
2+.47 The study of these compounds gave a picture of a single
ion with two solvation environments: one equatorial that follows conventional
solvation and a different axial solvation. This differentiated axial solvation was
labeled the “meso-shell” since it is characterized by metal-ion distances in
between the first and the second shell, with orientations and lability resem-
bling the second shell. This behavior of a single ion having two very different
solvation regions will also be encountered in actinyls, although in a different
version.
The last category of HIM ions are studied with a polarizable ion and wa-
ter model, MCDHO and MCDHO2.48,49 This allows the possibility for water
exchanges in the first-shell and changes in coordination number. This model
is known as the exchangeable HIM. The main advantage of this model is the
ability to study cations with fast first-shell water exchange rates and varying
coordination number. There have been numerous cations studied in this way:
the alkalines, alkaline earth metals, several lanthanoids and actinoids, Sc3+
and Tl+. 34,37,38,44,50–52 These models allow theoretically predicting the coordi-
nation numbers in solution which is experimentally challenging in some cases
like Sc3+. 50
3.4. X-Ray Absorption Spectroscopy
If a sample of thicknes, d , and concentration, c is irradiated by light-
source of intensity, I , which transmits an intensity, I0, we can characterize








3.4. X-Ray Absorption Spectroscopy
If the light source used is an X-Ray beam, the study of µ as a function of the
photon’s energy is a technique known as X-Ray Absorption Spectroscopy (XAS).
One of humankind’s most important discoveries was based on XAS: Moseley’s
law. In 1913, Henry Moseley discovered that the square root of the lowest
frequency line of the XAS spectrum of an atom was proportional to its nuclear
charge. This discovery proved that an element’s position in the periodic table
is due to its nuclear charge and not its mass, consolidating Bohr’s model of the
atom as universal across the Periodic Table.
Twenty years after Moseley’s law, Kroning discovered that the XAS spectrum
of condensed matter atoms had a fine structure that could in principle be
related to the structure around the absorbing atom. XAS had to wait until the
seventies to become the relevant chemical and structural characterization
technique it is today. Sayers, Stern and Lyttle in 1971 discovered that through
XAS one could have access to the pseudo radial distribution function of the
absorbing atom with its neighboring atoms. XAS has become widely available
by the development of the intense synchrotron radiation sources used to
measure the spectra.
XAS is still one of the most important techniques of structural and chemical
characterization particularly of disordered materials and metals in solution. It
provides highly detailed and highly accurate information of the local structure
around a particular metal center and of its oxidation state. It has the additional
advantage that it is element specific. It can be used in very dilute conditions
( 10−4M ) becoming suitable for the study of highly radiotoxic elements like
plutonium.
When increasing the energy of the incident X-Ray beam the absorption
is low until at a certain energy value µ suddenly increases. At this point, the
X-Ray photon has the exact energy as the ionization energy of one of the atom’s
core-electron, the photon is absorbed and the atom is ionized. This absorption
jump is known as absorption edge. The absorption edge is element-specific
and the absorbing atom is typically chosen to be the metal center. In addition,
different core electrons can be ionized. This generates different edges of the
element which are labeled by the principal quantum number of the ejected
photoelectron (n = 1→K ,n = 2→ L etc).
If the absorbing atom is a monoatomic gas, increasing the energy of the
photon beyond the edge causes the emission of the photoelectron with addi-
tional kinetic energy. This results in a monotonic decay of µ. If the absorbing
atom is in a condensed phase the decrease in absorption is not monotonic
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but rather presents an oscillatory fine structure. The study of this fine struc-
ture is the basis of chemical and structural characterization using XAS. This
oscillatory behavior depends on the nature of the atom and the interaction of
the ejected photoelecton with the electronic density of the nearest neighbors
of the atom. The ejected photoelectron can be backscattered by the atoms
surrounding the absorber doing a round trip out of the absorber and back. The
constructive or destructive interference of the outgoing and ongoing photo-
electron wavefunctions increases or decreases the probability of ionization
generating the oscillatory behavior in µ. This effect is a consequence of the
particle-wave duality of electrons.
The interference pattern is a function of the kinetic energy of the electron,
the distance to the neighbors and its thermal fluctuation, the coordination
number... Modeling this interference is the aim of XAS interpretation.
Figure 3.5 SrCO3 L-edge X-Ray absorption spectrum obtained from the XAFS spec-
tra library of the University of Chicago. 7120 eV-7220 eV region corresponds to XANES
and 7220 eV-7790 eV region to EXAFS.
Figure 3.5 shows a XAS spectrum of solid SrCO3. The spectrum can be
divided in two distinct regions:
XANES: X-ray Absorption Near Edge Structure region of the spectrum. It
extends from the absorption edge up to some additional tenths of keV.
The photoelectron has little energy and multiple scattering processes are
dominant. Quantitative analysis of XANES spectra is cumbersome due
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to multi-atom correlations and the complexity of the electronic problem
itself. It is generally interpreted qualitatively. The position of the edge
itself is an indicator of the absorber oxidation state. Its shape is sensible
to the symmetry of the environment and is regarded as a fingerprint of
the local structure.
EXAFS: Extended X-ray Absorption Fine Structure region of the spec-
trum. It extends from ∼100 eV to ∼1000 eV above the absorption edge.
Since the photoelectron has higher kinetic energy, simple backscattering
paths dominate. This region contains most of the structural informa-
tion: bond distances, coordination numbers and dynamic and structural
disorder
3.4.1. EXAFS Spectroscopy
Above the absorption edge the extinction coefficient, µ, follows the equa-
tion:
µ(E)=µ0(E)[1+χ(E)] (3.4)
Where µ0(E) is the extinction coefficient of the gaseous monoatomic element
and χ(E) is the fine structure function or EXAFS function or simply EXAFS
spectrum. χ(E) contains the oscillatory fine structure of the spectrum re-
sulting from the constructive and destructive interference of the photoelec-
trons backscattering paths. The EXAFS function is written with respect to the
wavenumber of the photoelectron, k:
k =
√
2me (E −E0)/× (3.5)
Where me is the mass of the electron, ν the radiation frequency and E0 the
binding energy (or work function). Figure 3.6 is an example of experimental
EXAFS equations. The spectrum is typically weighted by k2 or k3 to emphasize
the oscillations at high k values.













sen[2kR j +ϕ j (k)] (3.6)
The function is the sum of the terms of the different path types. The path types
are all possible closed paths that go from the absorbing atom, to one or more
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Figure 3.6 [UO2 · (H2O)5]2+ (blue) and [NpO2 · (H2O)5]2+ (orange) LIII-edge k3-
weighted experimental EXAFS spectra.
backscattering atoms and back to the absorber including some that go several
times through the absorber. If the path has only “two legs”, a round trip to a
neighbor, the process is single scattering process (SS). If the path has more
than two legs, the process is a multiple scattering process (MS). Figure 3.7
illustrates the kinds of paths observed. In most cases paths (round trips to a
neighbor) dominate.
The Fourier Transform of χ(k) is a pseudo-radial distribution function
of the absorbing atom respect to its neighbor shells. It is not a true radial
distribution function because multiple scattering paths do not depend solely
on the absorber-backscaterer distance.
First we will discuss the non-structural terms of the equation which are
defined a priori by the user or are estimated quantum-mechanically with
theoretical spectroscopy packages such as FEFF. 53,54
The amplitude reduction function, S20: It is a consequence of the fact
that the electrons of the ionized atom experience a different potential
than before the ionization and their wavefunction must relax to the
ionized state. This factor must be included since only the electron and
the neutral atom with a core-hole are modeled. It is typically assumed
to have values around 0.85 to 1.0 but can also be estimated theoretically.
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Figure 3.7 Examples of single scattering paths (SS) and multiple scattering paths
(MS) with different number of legs. The absorber atom is M and the backscaterers are
O. The arrows represent the paths the photoelectron travels.
Effective amplitude function of the path, F j (k): It has a complicated
dependency on k but it is determined by the atomic number of the
backscattering atoms which serves as an identification method for the
local environment.
Mean free path of the photoelectron, λ(k): The method assumes that
the wavefunction of the outgoing and backscattered photoelectron are
coherent. This is only true during the life-time of the excited atom’s
core-hole. The method also assumes inelastic scattering. The factor
e−2R j /λ(k) accounts for these two assumptions.
Phase displacement function, ϕ j (k): Like F j (k), it has a complicated
dependency on k but it is determined by the atomic number of the
backscattering atoms which serves as an identification method for the
local environment.
All these parameters can be nowadays calculated ab initio by the FEFF program
based on approximate relativistic quantum-mechanical self-consistent field
calculations.
Now we will discuss the equation parameters that contain the structural
information:
The distances to the backscattering atom, R j : Actually, it is the path
distance but for single scattering processes it coincides with the distance
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control the frequency of the
spectrum. Therefore, for systems with a single type of backscattering
atoms and in the absence of significant multiple scattering contributions,
the higher the frequency of χ(k) the higher the bondlength.
The coordination number, N j : Again, it is actually the degeneracy of the
path but in single scattering processes it is equivalent to the coordination
number.
The Debye-Waller Factor, σ2j : this parameter is the variance of the dis-
tance R j and measures the thermal dispersion or disorder of the path.
The factor e−2σ
2k2 controls the envelop of the function and is responsi-
ble for the exponential decay of the fine structure. Therefore, a slowly
decaying signal is associated with stiff structures, a small dispersion of
path lengths and low Debye-Waller factors.
There are two ways of obtaining structural information out of an experi-
mental EXAFS spectrum. One is pure experimental fitting. The spectrum is
fitted to Equation 3.6 with
{
R j ,N j ,σ2j
}
as variables. If the spectrum has many
non-equivalent backscattering atoms or complex features, the fitting process
can be involved. In many cases, some of the parameters are fixed. These
fixed parameters are given values from other experiments, from theoretical
studies or from educated guesses. This alleviates the burden of the high di-
mensionality of the problem. This fitting approach is particularly complicated
in actinoids since there is little available experimental information for many
of them so analogy with other actinoids is used in many cases. 55
In general, it is particularly difficult to fit with high precision the Debye-
Waller factors and the coordination numbers since they are highly correlated.
This is the reason why experimental coordination numbers obtained from
EXAFS can have uncertainties of ±1, while uncertainty in distances is much
lower (∼±2%)
The combination of theoretical information with experimental spectra
is another strategy to extract structural information from EXAFS. From the
atomic positions of the absorbing atom and its nearest shells the FEFF program
can calculate a theoretical EXAFS spectrum. If the theoretical and experimen-
tal spectra are in good agreement, the structural parameters of the theoretical
coordinates are validated and proposed to characterize the system. Theoret-
ical modeling of EXAFS is a great tool to interpret spectra, extract structural
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parameters, aid in the fitting and as a validation tool for newly developed
theoretical models. In particular, computation of theoretical EXAFS spectra
from statistical simulation ensembles can contribute to the interpretation of
the experimental spectra.34,36,56–59 Conversely, reproducing the EXAFS spec-
trum helps to validate the quality of the simulation and the physicochemical
predictions obtained.
If the theoretical spectrum is calculated from a single molecular structure
the Debye-Waller factors of the paths must be guessed since an single snapshot
has no dynamic bond dispersion. On the other hand, if instead of a single
structure we use an statistical simulation ensemble the path lenght dispersion
is added explicitly from the statistical thermal fluctuation. The exponential










S20 |F j (k)| e
−2Rj
λ sen[2kR j +ϕ j (k)] (3.7)
The final spectrum is the average spectrum of the set of Ns snapshots. The
natural disorder introduced by the differences among the individual simulated
spectra produces the exponential decay of the average function.
Both applications of the theoretical-experimental combination were done
in this thesis. We used the theoretical EXAFS of an Am3+/[AmO2 · (H2O)5]2+
mixture to interpret its experimental EXAFS spectrum and predict the struc-
tural parameters of a pure [AmO2 · (H2O)5]2+ solution, a solution that exper-
imentalists have been unable to produce so far. We also used experimental
EXAFS spectra to assess the quality of the actinyl force fields developed.
More information of XAS spectroscopy cabe obtained from the following
review articles and monographs 54,59–63 .
3.5. Entropy In Molecular Dynamics Simulations
As we have argued in Section 1.4, entropy is one of the key factors in
the hydrophobicity or hydrophilicity of a solute. Unfortunately, measuring
entropic effects in simulation is a complex task. It generally involves either






= −S, or by
mathematically estimating how a process affects the number of microstates of
a system. An example of the latter is tetrahedral entropy. 64
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Liquid state theory provides an additional path. The entropy of a system
can be expanded as a sum of many-body correlations: 65,66
S = S(1)+S(2)+S(3)+·· · (3.8)
This expansion has been used to study pure water67–71 and solutions of
simple solutes. 72–77 The use of the pair entropy expansion to calculate solva-
tion entropies and free energies was formalized by Lazaridis in what is now
commonly known as “Inhomogeneous Solvation Theory” (IST). 78 Derivatives
of this theory have been used to calculate the thermodynamics of structural
water molecules of proteins 79,80 or more complex solutes like amino-acids 81–83
We will first assume that the system consists of a single spherically sym-
metric solute immersed in a rigid solute like the TIP4P84 or SPC/E 85 water
models.
In Equation 3.8, S(1) is the self correlation term, S(2) is the pair correlation
term, S(3) is the three-body correlation term etc. Although the three-body term
is expected to be significant, most of the information of the structure of the
solution is in the pair term. 65–67,86
The first order term, S(1), is the translational entropy of a non-interacting
system:





)−kB ln(ρwλ3w ) (3.9)
where ρ and λ are the numeric density and the thermal wavelength of the
solute (s) or the solvent (w). 67
The pair entropy term can be divided into three components:
S = S(2)ss +S(2)sw +S(2)ww (3.10)









)− g (r,ω)+1]drdω (3.11)
WhereΩ is the integral of the Euler angles of the solvent molecule and g (r,ω)
is the pair correlation function (PCF) of the atom and the solute. The PCF is
a function of the distance between the centers of mass of the particles and
the orientation of the solvent, ω). An analogous expression exists for the
solvent-solvent term. The solute-solvent PCF can be decomposed into: 67
g (r,ω)= g (r ) · g (ω|r ) (3.12)
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Where g (r ) is the radial distribution function (RDF) and g (ω|r ) is the con-
ditional angular distribution function of the solute. As a consequence the
solute solvent pair entropy can be decomposed further into a translational
component and an angular component: 67





g (r )g (ω|r ) ln(g (ω|r ))drdω (3.14)
S(2)sw,tr (r )=−2pikBρw
∫ [
g (r ) ln
(
g (r )
)− g (r )+1]dr (3.15)
Recent work used the translational pair entropy as a fingerprint to distin-
guish liquid from solid local environments in metals 87 and to use entropy as a
collective variable to drive crystallization in enhanced sampling simulations. 88
In Chapter 9, as a first approach, we will only use S(2)sw,tr to find a simple
hydrophobicity and hydrophilicity fingerprint to characterize the atoms of a
complex solute. Our work differs from previous uses of Equation 3.8 in that
we will not be interested in calculating thermodynamic quantities as other
methods do. We will develop a simple fingerprint with a very simple input like
the radial distribution function which will also be a good collective variable
in enhanced sampling simulations. In addition, the ability of the fingerprint
to identify the hydrophobicity or hydrophilicity of the hydrated actinyl atoms
will be explored.
This section has mostly been based on the following works 67–78 and expe-
rience gained during my stay in the Parrinello group.
3.6. Metadynamics
The main limitation of phase space sampling in MD simulations is the
discretization of the equations of motion in timesteps. The timestep for atom-
istically detailed systems is in the order of femtoseconds to describe the normal
modes of atomic motion. Unfortunately, many of the most interesting phe-
nomena occur in timescales of microseconds or even seconds. Some of these
events are chemical reactions, protein folding, crystallization, phase changes,
ligand binding etc. The long timescales are due to high kinetic barriers which
are only surmounted by the system in the rare event of a fluctuation which
accumulates enough of kinetic energy in the necessary degrees of freedom. For
nowadays computers and due to Moore’s law for the computers of tomorrow,
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doing enough MD steps to reach such timescales is impossible in time-span
of a PhD or post-doc unless you have impressive computational resources.
Parallelization can lead to studying bigger systems at longer timescales, but
unfortunately time by its own nature is serial.
In order to surpass the free energy barriers special enhanced sampling MD
techniques must be used. Many techniques have been proposed and detailed
reviews can be found in the literature. 89–91 In enchanced sampling techniques
MD simulations are carried out with some external algorithm or bias favoring
non-Boltzmann sampling. After the sampling, post-processing techniques are
used to obtain the Boltzmann information of the system. Enhanced sampling





Metadynamics is a collective variable enhanced sampling technique in
which one or several collective variables are biased. Collective variables (CV)
are functions of the coordinates of the system which discriminate between
the states of the system and are used to bias or analyze simulations. They
allow the projection of the system multidimensional behavior into a small set
of relevant coarse grained coordinates. CV methods like metadynamics are
based on finding appropriate CVs that describe the transition and adding a
bias potential on them to enhance state change. CVs should distinguish states
and also capture the slow normal-modes of the system that connect states.
The most challenging aspect of metadynamics and all CV-based methods is
finding appropriate CVs in the high dimensional non-linear problems tackled.
The bias potential is time dependent and is increased in the form of Gaus-
sians added in the regions of CV space that the system visits. The Gaussians
deposited accumulate in the free energy wells the system has visited filling
them up as if “adding sand to fill a valley”. In the Well-Tempered version of
metadynamics92,93 (WTMetaD) this filling of the wells converges asymptot-
ically.93 We shall only refer to WTMetaD which was the method used in this
work. We will assume only one CV, s is being biased for simplicity but the
generalization to many CVs is straightforward.
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Figure 3.8 Time evolution of a system in a metadynamics simulation. The free
energy surface of a system, F (s), as a function of a collective variable, s is represented
as well as the biases (bellow the FES) and the CV-space position of the system (black
circle). The figure is based on the figure of Bussi and Branduardi. 12
Figure 3.8 represents schematically the evolution of a system in a metady-
namics simulation. The free energy surface of a system, F (s), as a function of a
collective variable, s, is represented as well as the bias (bellow the free energy
surface) and the CV-space position of the system (black circle). A free energy
surface (FES) is a projection of the free energy of the system onto a few CVs
that represent its relevant states. The system is initially in the left free energy
basin and if the barrier to jump to the right basin is much higher than kBT ,
the system will only explore the left basin. In metadynamics a bias potential is
added in the form of gaussians in the regions of CV-space where the system
has been (Figure 3.8 top right) elevating the effective free energy surface of the
system. If the right basin accumulates enough bias, the barrier is small enough
for the system to jump to the right basin and start exploring it and filling it with
bias (Figure 3.8 bottom right). When the right basin is also filled with bias and
effective free energy of the system becomes flat enough, the system diffuses in
CV-space going from one state to the other (Figure 3.8 bottom left). From the
deposited bias the original free energy surface of the system can be calculated.
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Figure 3.9 Free energy surface of a system as function of distance (lower curve).
Since the system is being simulated with metadynamics bias accumulates with time
(upper curves) filling the free energy minima. Reproduced from the PLUMED2 man-
ual. 94
The basis of WTMetaD is the following time-dependent bias potential:










This is the bias potential added to the system hamiltonian at time t , where
nτ< t < (n+1)τ. At this time it consists of n Gaussians deposited which were
deposited every τ steps.
Each of the terms in the sum is a deposited gaussian (e(s−sk )
2/σ2 ) at a posi-
tion visited by system, sk , with a spread σ. The initial height of the Gaussians
is W but the height decays exponentially in the regions that already have bias




. The rate of decay is con-
trolled by γ known as bias factor which is a simulation input parameter. The
exponential decay of heights was the change from the initial metadynamics
algorithm to WTMetaD.
Figure 3.9 shows the free energy surface of a system as a function of one
CV, distance, and how the FES is filled as a function of time. Initially the
5kBT barrier makes the system oscillate within the right basin. After 50 ps so
many Gaussians have been deposited in this region of the CV that the bias has
reduced the 5kBT barrier to 2kBT . This allows the system to have a fluctuation
by which it jumps to the left basin. At this point the system starts to explore
the left basin and fill it with bias. Once the two states have been filled with
Gaussians the FES becomes somewhat flat which allows the system to cross
from one state to the other. At this point the time-evolution of the CV becomes
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diffusive and if the heights of the Gaussians deposited are low: the simulation
has converged. At convergence the FES experienced by the system is the
unbiased FES scaled by the bias factor.
In a converged simulation the free energy of the system as a function of
the collective variable, F (s), is:
F (s)=− γ
γ−1V (s, t )+ c(t ) (3.17)
Therefore a part from an additive constant, c(t ), the FES can be obtained from
the simulation deposited bias. Free energy differences between the states are









WTMetaD was proposed in order to fix a problem of the original meta-
dynamics formulation. In the prior formulation the height of the Gaussians
deposited was constant. After the filling of the free energy wells of the system
the bias would keep depositing forever so that the simulation would explore
higher and higher free energy regions of CV space. It was up to the user to
stop the simulation. WTMetaD has been proven to converge asymptotically 93
therefore giving clear convergence conditions: the gaussian heights should be
small and the CVs should have diffusive dynamics.
Access to FES is not exclusive for enhanced sampling simulations. In any
ergodic MD simulation the FES as a function of a CV, s, can be obtained from
its probability distribution, P (s):
F (s)=−kBT log(P (s))+ c (3.19)
If the system is not ergodic, metadynamics or some other enhanced sampling
technique must be used. In the case of metadynamics Equation 3.19 cannot be
used directly since the distribution of the simulation is non-Boltzmann due to
the bias. Nevertheless, the unbiased distribution can be estimated calculating
a weighted histogram with the biased data in which the weights compensate
biasing. This process is known as reweighting and it can be done in several
ways. The most accurate is the one developed recently by Tiwari and Parrinello
which estimates the time dependent constant, c(t ), and in this way calculates
exactly the bias at each step of the simulation. 95 This reweighting scheme uses
the following weight for a given data point of value, s, sampled at time t :
w(s, t )∝ exp[β (VMetaD(s, t )− c(t )+Vext(s))] (3.20)
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WhereVMetaD(s, t ) is the WTMetaD bias, c(t ) the time-dependent constant and
Vext(s) any additional bias added (for example only to study a certain region of
the CV). Reweighting is a very powerfull technique because it allows to project
the FES on collective variables different than the ones biased in the simulation.
The standard metadynamics approach is to find suitable CVs to converge the
simulation and then reweight on to any other CV to explore the chemistry of
the system.
We will briefly enumerate the input parameters of a WTMetaD simulations
and how they should be selected. In general, metadynamics is fairly robust
with respect to parameter choice.
Bias factor, γ: It regulates the decay of the gaussian heights and should
be chosen to be similar to the barrier size in units of kBT . In the limit of
very high γ the original formulation of metadynamics is recovered. On
the other hand, if γ tends to 0 unbiased MD are obtained.
Initial gaussian height,W : It should be chosen to be 1-2kBT . In princi-
ple it can be higher but it can make the equations of motion unstable
due to very high biasing forces.
Gaussian deposition frequency, τ: It should be roughly equal to the
autocorrelation time of the CV in order for the system to “equilibrate” in
between depositons. This can be estimated from unabiased simulations.
Gaussian widths, σi : Ideally they should be as small as possible to de-
scribe more accurately the underlying FES, but the smaller the width
the slower the convergence. Typically it is set to a third or a fifth of
the standard deviation of the CV in the narrowest basin in an unbiased
simulation.
Collective variables, si : The success of metadynamics simulations is
mostly dependent on the choice of collective variables. Ideally, only
one should be used but two are the standard and three is also possible
and necessary in some cases. Of course, the more CVs are biased the
slower the convergence. The CVs should capture all the slow motions
of the system such that when the bias converges there is diffusion in
CV space. In many cases CV choice is cumbersome. Even if one useful
CV has been chosen, there may be hidden orthogonal CVs that are not
biased and prevent convergence. An example of this can be given in
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the context of ligand binding. Suppose the bias CV is only the distance
between the pocket and the ligand. If the pocket is closed by the position
of a side-chain, until there is a fluctuation and the side-chain opens the
ligand will not bind. This will result in a decay of the gaussian heights
which will barely be deposited and there will not be diffusion of the CV
in time. To solve this, a side-chain CV should also be biased.
This section has mostly been based on the following reviews11,12,96 and
experience gained during my stay in the Parrinello group.
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CHAPTER 9. A LOCAL FINGERPRINT FOR HYDROPHOBICITY AND
HYDROPHILICITY: FROM METHANE TO PEPTIDES
Table 9.1 Hydrophobicity/hydrophilicity fingerprint values of actinyl atoms ob-
tained from the simulations of Chapter 5.
hHI hHI0-90° h
An -5.2 - -7.9
Oyl 0.4 -2.1 -1.9
OW1 1.5 0.5 0.8
H2O 1.0 - 1.0
CH4 -1.0 - -1.0
9.2. Hydrophobicity hydrophilicity fingerprint of
actinyls.
Given the amphiphilic nature of the solvation of actinyls, the simulations
carried out in Chapters 4 and 5 are perfect candidates to study the fingerprint
behaviour in complex cationic systems. We present the fingerprints of the
heavy atoms of uranyl as a representative of the rest of actinyls since due to
their similarity in solvation the fingerprint values are very similar even for
[NpO2]
+. The reference values of Ss were calculated from a pure TIP4P-water
simulation and a methane TIP4P-water simulation. Three versions of the
fingerprint were examined:
h: uses the RDF between the atom of interest and all water molecules.
hHI: uses the RDF between the fingerprinted atom and all bulk water
molecules excluding the first-shell.
hHI0-90°: uses the 0-90° angle-solved RDF between the fingerprinted atom
and all water molecules.
The last two definitions connect with the HIM philosophy by consider-
ing first-shell water molecules part of the solute and not the solvent. The
fingerprint values are collected in Table 9.1.
The first shell water molecules (OW1 ) are correctly labeled as hydrophilic
by the fingerprint in all versions. In contrast, the Oyl atoms are labeled as hy-
drophilic by hHI and hydrophobic by h. hHI is conceptually a better fingerprint
since first-shell water molecules do not solvate the Oyl atom. Unfortunately, it
also misclasifies the Oyl atom as hydrophilic. As we have seen in Chapter 4, the
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solvation of the uranyl atoms is very anystropic and standard RDF can lead to
false conclusions i. e. the Oyl RDF includes solvent molecules that are in the
bridge solvation region and are not solvating the Oyl atom. For this reason we
decided to use as the fingerprint input the 0-90° angle-solved RDF. In this way,
the solvent molecules included in the RDF are the ones that solvate the atom.
hHI0-90° classifies correctly the Oyl and OW1 atoms but it considers OW1 to be less
hydrophillic than bulk water molecules.
The fingerprint classifies the actinoid cation as hydrophobic which is
clearly an artifact. In Section 9.1 this effect was also described for Na+. The
order imposed on the solvent structure by the doubly charged cation is very
high and thus obtaining h values much lower than methane.
In conclusion, the fingerprint appears to be unfit to classify atoms with
charge higher or equal to one. For the rest of the heavy atoms of the hydrated
ion mixed results are obtained. hHI misclassifies the Oyl atom because the total
RDF captures the structure of water molecules in the bridge solvation region.
hHI0-90° solves this problem but worsens the fingerprint of the OW1 atom.
The fingerprint is too coarse for complex solutes like actinyls. A future
improved fingerprint could probably make use of orientational pair entropy







In this section we will review the main results of the thesis. Their signifi-
cance and relation to other works in the literature will be discussed.
10.1. Force Field Development
10.1.1. Actinyl Force Fields In Solution
The largest body of force fields designed concerned the actinyl cations. In
particular [AnO2 · (H2O)5]2+ for An=U, Np, Pu, Am and [NpO2 · (H2O)5]+. This
work was rooted in a chapter of the thesis of F. Torrico, a former PhD student
of the group. 1
These are the first hydrated ion models for actinyls and the first to have
a molecular cation rather than a monoatomic cation. Using an interaction
potential which contains the ab initio information of the system is very conve-
nient in actinoid systems. Unlike other compounds, the lack of experimental
data complicates parametrizing actinoid compounds empirically. 2
The actinyl force fields were developed as reference structures the pen-
tahydrate cations, [AnO2 · (H2O)5]2+/+. The interaction potential was split into
four components:
E = EIMC+EIW1+EHIW+EW−W (10.1)
The first three components are represented graphically in Figure 10.1. The
first interaction potential is the Intra-Molecular Cation (IMC). This interaction
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Figure 10.1 Schematic representation of the components of the HIM force field of
actinyl ions. The ball and stick representation shows the atoms involved in each of the
terms. In a) the first shell is not fully drawn since it does not participate in the IMC but
they are added to calculate the interaction energies for the IMC following the HIM.
potential controls the motion within the molecular cation, [AnO2]
2+/+. It has






























The second term (Equation 10.3) is the ion-first shell water interaction (IW1).
In our model we have assumed the water molecules to be rigid and to have
the geometry of the gas phase optimization of the hydrated ion. The IW1 term





























The final term (Equation 10.4) is the hydrated ion-bulk water interaction po-
tential (HIW). This term parametrizes the interaction of the hydrated ion with
any of the bulk water molecules (second shell and further). It has the following
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The employed bulk water model was TIP4P. 3
The partial charges appearing in Equations 10.2-10.4 were assigned with
the Merzt-Kollmann method. 4,5 These charges were calculated in the gas phase
QM minimum energy structures and using a wavefunction polarized by the
use of PCM. 6,7 In the case of [NpO2 · (H2O)5]+ only the actinyl unit was given
partial charges. Due to the low charge transfer and polarization of this mono-
cation, the first-shell geometries and charges were taken to be equal to those of
the TIP4P water model. The coefficients of the force fields were parametrized
with a series of QM scans. EIMC and EIW1 were parametrized with deforma-
tions following the main normal modes of the pentahydrate: symmetric and
assymetric An-Oyl tension, Oyl-An-Oyl beding and lengthening of a An-OW1
distance. EHIW was parametrized with scans of a second-shell water molecule
moving around the hydrated ion at different distances and orientations. The
root mean square errors of the fits were about 1-3 kcalmol−1. All the inter-
action potentials were calculated specifically for every cation except for the
HIW potential which was proven to be very similar across the cations studied.
The level of theory for the quantum chemistry calculations was B3LYP with
Stuttgard semi-relativistic pseudopotentials and their recommended basis
sets on actinoids and aug-PVDZ on light atoms. 8–11 In all electronic structure
calculations the first shell of water molecules was included. This was done
even to parametrize the IMC to truly model the cation in the aqueous medium.
It is important to use a high level of theory in order to shed light on the
complicated XAS spectroscopy of actinyls. For this reason a NEVPT212–14-
level force field was developed for [NpO2 · (H2O)5]+. In this way we treated
explicitly the multi-reference nature of the cation which DFT approximates
with a mean field strategy. The active space chosen for the CASSCF consisted
of the atomic-like f -orbitals of the actinoid and four pi/pi∗ and two σ/σ∗
molecular orbitals formed by Oyl p-orbitals and actinoid bond-participating f -
orbitals. This resulted in a CASSCF(n,10) space where n is six plus the number
of actinide unpaired electrons. A state average between the degenerate ground
state solutions was performed. All calculations were run using the RI and RIJK
approximations. 15–19 to reduce the scaling with basis set size. The chosen basis
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sets were ma-def2-TZVP for O, def2-SVP for H, and SD(60,MWB)//DEF-TZVP
for actinoids. 11,20,21
Going from the DFT level of theory to the NEVPT2 level of theory does
not change significantly any of the properties of the actinyls in solution. The
only exception is bondlengths which are increased a few hundredths of an
angstrom for the An-Oyl distances and decreased a few hundredths of an
angstrom for the An-OW1 distances. The sensitivity of EXAFS spectrum is
so high that small changes in structure generate significant changes in the
spectrum. This explains the interest in the use a very high level of theory
potential energy surface.
To avoid having to reparametrize the rest of actinyl force fields to this
such high level of theory, a modification was done to the B3LYP potential to
include the distance change of the higher level of theory. In the interaction
potential, ri j was shifted to ri j −δi j . δi j is the difference in bondlengths of
the pair i j in the minimum energy structure of the pentahydrate at both levels
of theory,δi j = rDFTi j −rNEVPT2i j . These shiftings of ri j in the potential produce a
structure of the pentahydrate in solution that is close to the NEVPT2 level of
theory.
Although these systems have been studied in the literature with ab inito
MD 22 or with QM/MM,23 they were highly limited by the simulation times,
system size and quantum mechanical level. This last aspect is particularly
important given the size of the second-shell. Ab initio force fields provide a
cost-effective solution to have near-QM forces spending classical MD CPU
hours. Of course, the price to be paid is in human hours of force field develop-
ment.
Despite there are many force fields for uranyl,24–29 the first actinyl force
field beyond uranyl was developed by Pomogaev.28,30 They realized the im-
portance of many body effects such as polarization of the first shell and their
QM calculations were done including four water molecules in the first-shell.
We went one step further and implemented the full HIM philosophy to the
force field: differentiation of first-shell and bulk water molecules, by partial
charge transfer and full hydration shell in the QM calculations. Our force fields
are the first force fields to explicitly parametrize bulk water-HI interactions
through the HIW potential, making them particularly suitable to describe the
second shell region. In addition, other force fields observe residence times of
the first shell shorter than experiment30–33 . We observe none, which is what
is expected given the simulation time.
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The complexity of our potential development and the number of parame-
ters fitted makes our set of force fields highly versatile to derive actinyls under
different environments due to their first-principles nature. Moreover, we were
able to increase even further the accuracy to develop a NEVPT2-level force
field for the neptunyl monocation and an inexpensive way to include NEVPT2-
level effects in the DFT force field. A proof of its high accuracy is its ability to
reasonably reproduce experimental data of a wide variety of types: structure,
dynamics, spectroscopy and thermodynamics.
Unfortunately, the interaction potential functional form prevents the use
of combination rules. Therefore, they are essentially limited to the hydrated
ion in pure water. This is the “one system, one force field” problem of the
HIM. Fortunately, in the case of actinyls the transferibility of the HIW po-
tential, the potential requiring the most QM calculations, avoids having to
parametrize it for each actinyl. In this way, only the IW1 and IMC potential
must be parametrized for each particular actinyl.
10.1.2. Auxiliary Am3+ force field
The force field of [Am · (H2O)8]3+ was generated as an auxiliary tool for a
greater goal. It was developed ad hoc to reproduce the experimental EXAFS
spectrum of Am3+. This was done in order to have a better insight in the
experimental EXAFS spectrum of an Am3+/AmO 2+2 mixture since only the
EXAFS of a pure Am3+ aqueous solution has been recorded. The QM level of
theory used was MP2 using a Stuttgart semirelativistic pseudopotential 34 with
the recommended basis set on Am and cc-PVTZ10,35–37 on light atoms. The
pseudopotential used includes in the core the f-orbitals since they are internal
(unlike in actinyls) and do not participate in bonding. In this way the complex
can be modeled using closed-shell techniques. The structure was minimized
using S8 symmetry. RESP38 partial charges were used for the interaction
potential. These charges were calculated in the minimized geometry using
a wavefunction calculated with the PCM method.6,7 Harmonic bond and
harmonic angular terms were added to keep the structure of the hydrate with
equilibrium bondlenths and angles taken from the optimized structure. The
force constants were fitted to reproduce the experimental EXAFS spectrum
of Am3+ using the structures generated by the MD simulation. Lennard-Jones
parameters of TIP4P were added to the first-shell water molecules to interact
with the TIP4P bulk water molecules.
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a) b)
Figure 10.2 Some of the clay cluster-hydrated ion scans used to parametrize the
HIC potential. a) Hexagonal center scan with a uranyl axis tilt angle of 90º with respect
to the surface normal. b) O-center cluster with a tilt angle of 45º. The color coding is
as follows: Al octahedra (pink), Si tetrahedra (yellow), O atoms (red), uranium atoms
(green), and H atoms (white)
10.1.3. Hydrated Ion-Clay Interaction Potential
For the simulations of uranyl in montmorillonite clay interlayers the HI
clay interaction (HIC) did not exist in the literature. A new strategy had to be
developed since this was the first time the interaction of a HI with a surface
was being studied. The rest of examples in the literature39–46 used the Wipff
Guilbaud model of uranyl with combination rules and there it was the first ab
initio force field for actinyl-clay systems.
The force field was parametrized from the interaction energies of QM scans
of [UO2 · (H2O)5]2+ approaching a cluster of atoms carved from the clay sur-
face (Figure 10.2). The level of theory for the QM calculations was MP2 with
RI15–19 and RIJCOSX47 scaling reduction techniques due to the large size of
the systems. U, Al and Si were described by Stuttgart semirelativistic pseu-
dopotentials and their recommended basis sets; 48,49 O and H were described
by the aug-cc-PVDZ basis set. 10,35–37,50 The interaction potential function had
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The root mean square error of the fit was ∼5 kcalmol−1, a reasonable value
considering that the interaction energies can be as low as −100 kcalmol−1.
Structures obtained from the MD trajectories were used as a test set of data
to check if the HIC potential reproduced the quantum interaction energies in
structures outside of the training data set.
A good indicator of the quality of the force field is that it reproduces the
experimental finding that the first-shell is identical in the clay as in aqueous so-
lution. 51 This outersphere complex formation was not imposed on the model.
Therefore it was observed because the force field made this phenomenon to
be favored over a partial dehydration into the tetrahydrate. In addition the
tilt-angle of the uranyl axis was compatible with the experimental evidence
that showed it to be neither perpendicular nor parallel to the clay surface. 52
10.2. Physico-chemical properties of actinyls in
solution
MD simulations were run on the actinyl hydrated ions in aqueous solution
with the newly developed HIM ab initio force fields. In general, the proper-
ties calculated related closely to their experimental values. In addition the
properties are of a wide variety: structure, dynamics, spectroscopy and ther-
modynamics. This good correlation with experiment and the fact that the
force field is ab initio gives us good confidence when computing properties
that cannot be compared to experiment.
The theoretical ∆Hhyd of the doubly-charged actinyls was fairly close to
the value given by Marcus53 for uranyl although further away from the value
of Gibson. 54 In the case of [NpO2]
+, the ∆Hhyd value matched the experimen-
tal value of Gibson.54 The translational self-diffusion coefficients of actinyls
overestimated their experimental values. We found this to be caused by the
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overestimated diffusivity of water by the TIP4P bulk water model since the
normalization of the coefficients by those of water gave a close agreement
between theory and experiment.
Our estimation of normal mode frequencies with respect to IR and Raman
spectra was fairly good (maximum relative error of 15%) considering that the
B3LYP potential energy surface limits the model accuracy. If the NEVPT2
force field developed for [NpO2]
+ is used in simulation, the frequencies of
the symmetric and asymmetric stretchings is closer to experiment than if the
DFT force field is used. This follows the idea that ab initio force fields can
be improved by improving the QM data set. The NEVPT2-shifted force fields
produce very similar frequencies than if the DFT force fields are used. This is
due to the fact that the shifting conserves the curvature of the potential despite
the coupling of the different terms.
Despite the specificity of EIW1 and EIMC, all hexavalent actinyls,
[AnO2 · (H2O)5]2+, presented very similar physico-chemical properties: sol-
vation structure, diffusion coefficients, hydration enthalpies (∆Hhyd), and
second-shell mean residence times. The only exceptions were their vibrational
and XAS spectra. Interestingly, even lowering the charge in the [NpO2]
2+/+
pair barely affected most hydration properties. The only exceptions were a
small lengthening of the distances, an increase of ∆Hhyd and shortening of the
second shell mean residence times. Therefore, knowledge of a single actinyl in
these regards can be generalized to the whole family. This is an interesting con-
clusion for experimentalists who can choose to work with the least radiotoxic
of them, uranyl, when dealing with the properties that we find equivalent.
An interesting outcome of the actinyl studies was understanding their hy-
dration. Since the cation is a linear molecule, the asymmetry of the solvation
required different analysis tools than for conventional cations. Integrating
the RDF of the second shell gave second-shell coordination numbers of 30,
much higher than the other values in the literature, ∼20. The reason for such
number is that the RDF assumes spherical symmetry and spherically averages
the distribution. When facing with non-spherical problems, non-spherical
techniques must be employed. Using the multisite cavity coordination num-
ber 55 second-shell coordination numbers of 22-23 are obtained. The method
gives similar results if used on other actinyl models. Angularly-resolved RDFs
were also used to investigate the solvation structure.
No hydrogen bonding was found between water molecules and the Oyl atoms.
This agrees with ab initio MD simulations 22,23,56 and classical simulations us-
76
10.2. Physico-chemical properties of actinyls in solution
a) b)
Figure 10.3 MD snapshots of [NpO2 · (H2O)5]2+ in water. a) Equatiorial water
molecules solvating the first-shell hydrophilically (blue). a) Axial water molecules
hydrophobically solvating the Oyl atom (orange).
ing ab initio force fields.27,28,57 We hypothesize that this apical HB could be
an artifact of empirical force fields24–26 and static QM calculations.58 We de-
scribe actinyls as anisotropic amphiphillic solutes which have a conventional
solvation sphere caped at the poles by hydrophobic regions.
Two clear solvation regions are observed. The equatorial region has the
typical first-second shell interactions of cations: the first-shell water molecules
form two HBs with the second-shell ones, i. e. a hydrophillic solvation struc-
ture. Axially there is a hydrophobic solvation: the water molecules form water-
water structures around the Oyl atoms without interacting directionally with
it. The final picture is that actinyls are amphiphillic anysotropically solvated
solutes that have conventional cation solvation caped at the poles by hydropho-
bic regions (Figure 10.3). This solvation is very unusual since a very small and
highly charged cation holds two solvation regions.
The most important achievement of this part of the thesis is the proposal
of a general picture of the solvation of actinyls. Our view concurs with other
works in the literature.22,23,27,28,56,57 Nevertheless, our picture stands on the
extension of a robust methodology due to:
1. The ability of the hydrated ion model to capturing complicated many-
body effects.
2. Our explicit parametrization of the bulk-HI interaction which separates
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our modeling from the rest of ab initio force fields. Additionally, this
interaction is universal among actinyls.
3. The use of a classical potential allowed reaching larger system sizes and
timescales than in ab initio MD.
10.3. Modelling of actinyl EXAFS spectra
The theoretical EXAFS spectra of the actinyls was calculated from the MD
trajectories using the B3LYP level force fields. Here we shall not refer to ameri-
cyl since its particular case will be explained in the next section. The simulated
EXAFS spectrum of uranyl gave a reasonable agreement with the experimental
one. Nevertheless, the rest of actinyls showed a qualitative agreement but far
from that of uranyl or of other cations modeled using the group’s methodolo-
gies. Since uranyl is the only closed shell actinyl of the set, we wondered if
the potential energy surface used to build the force field was biased by the
mean-field treatment done by unrestricted DFT in the open-shell systems.
The NEVPT2 calculations of the actinyls had the effect of lengthening the An-
Oyl distance and as a result a shortening of the An-OW1 distance. Although the
changes are in the order of hundredths of an angstrom, these may cause a
certain impact on the EXAFS spectra which are quite sensitive to structure.
We calculated the theoretical EXAFS of [NpO2]
+ using the NEVPT2-level ab
initio force field. There was a significant improvement in the correspondence
of the spectra with experiment with respect to the correspondence obtained
using the DFT-level force field. In order to validate the ability of the shifted-
force fields (explained in Section 10.1) to represent the full NEVPT2 force fields,
we compared the EXAFS spectra of [NpO2]
+ using the full NEVPT2 force field
and the shifted-force fields. The agreement between the two was reasonable
and prevented us from having to invest a lot of computational and human time
in developing all the force fields again at the NEVPT2 level. The increase of the
level of theory produced overall an improvement in the correspondence with
experiment of the spectra. Nevertheless, the the shoulder at low k appears
to be the most complex to predict since in this region of the spectrum both
An-Oyl and An-OW1 have significant weight.
In order to give another approach to the problem we decided to “fit” the
spectra but not using mathematical fitting of the EXAFS equation as most
experimentalist do but rather modeling the structures fed to the FEFF program.
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We modeled the EXAFS spectrum as the spectrum of a single [AnO2 · (H2O)]2+/+
with Debye-Waller factors as input parameters to the program. We then varied
the two An-O distances and their respective Debye-Waller factors in a four
dimensional grid. The spectrum that best fitted the experiment was considered
to be optimum and the parameters used to model it our proposal as structural
parameters for the actinyl.
10.4. Modelling of americyl XAS spectra
Our modeling of americyl XAS spectra was an example of how theory and
experiment can breed deep insights when combined. This part of the project
started when trying to compare our theoretical americyl spectra to experiment.
We found that the only available experimental spectra were of a mixture of
Am(VI)/Am(III), published in 2016.59 The experimentalist were unable to
disentangle the mixture spectrum into the spectra of the two species. In
addition, their modeling of the EXAFS equation gave some unusual structural
parameters. They obtained a Debye-Waller factor for the Am-Oyl distance
which was higher than for Am-OW1 . This is unusual since covalent bonds as
the oxo-bond (Am−O) are generally stiffer than coordinative bonds (Am-OW1 )
and thus have lower thermal dispersion. With this information in mind we
decided to tackle the problem with some of our newly developed actinyl force
fields.
MD simulations of aqueous [AmO2 · (H2O)5]2+ and [Am · (H2O)8]3+ were
run using the newly developed force fields; ab initio for Am(VI) and empirical
for Am(III). The theoretical EXAFS and XANES spectra for both compounds
were calculated. The Am(III) spectra matched the experiment as expected
since the potential was built ad hoc to do so we generated the weighted sum
of the XAS spectra of both pure theoretical spectra to produce the theoretical
spectrum of the mixture. The weights were given according to the relative
abundance of the species reported by the experimentalists. The agreement of
the theoretical spectrum of the mixture and experiment was really good. The
experimentalists determined that the initial Am(VI)/Am(III) ratio of the species
70/30 was likely to have changed due to radiation damage or the redox insta-
bility Am(VI). Varying the weights of the simulated spectra of Am(VI)/Am(III)
we found a 55/45 ratio to give the best match between the experimental and
theoretical spectra (Figure 10.4).
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Figure 10.4 L3-edge k2-weighted EXAFS spectra of Am experimental (dashed) and
simulated (solid). Top: Am3+ aqueous solution experimental 60 and simulated spectra.
Middle: pure [AmO2]
2+ simulated spectrum (red) and of the ionic mixture. 59 Bottom:
Experimental spectrum of the ionic mixture 59 and simulated spectra of [AmO2]
2+ and
Am3+ weighted with 70/30 (pink) and 55/45 (blue) ratios.
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In this work we simulated XAS spectra (EXAFS and XANES) of a mixture
of species which is consistent with the experiment. This is a very stimulat-
ing result given the complexity of EXAFS modeling in general, specially on
actinyls (see Chapter 7) in a mixture of species, and provide confidence in the
developed methodology.
This synergic theoretical-experimental findings gave strong evidence that
our simulation of [AmO2 · (H2O)5]2+ was fairly accurate. This allowed us to
predict the distances, Debye-Waller factors and XAS spectra of pure americyl
aqueous solution, which has never been obtained experimentally.In addition,
our parameters reover the usual trend that the stronger bond should have the
lowest Debye-Waller factor.
10.5. Diffusion of uranyl in montmorillonite clay
MD simulations were run on hydrated montmorillonite clay introducing
uranyl cations in the interlayer in exchange for the Na+ cations. We studied the
diffusion and dynamics of the cations inside the interlayers. Two simulations
were run. One contained a single uranyl cation per interlayer and the other one
four ions per interlayer. We have studied only uranyl but given the similarities
between the actinyls, the information is likely to be generalizable to the rest
of them. This is particularly important since the most hazardous actinoids of
spent nuclear fuel are neptunium,plutonium and americium.
The diffusion of the uranyl cations within the clays was greatly hindered
with respect to solution. The diffusion occurs on the clay surface with very few
transitions of the cations from one surface to the middle of the interlayer or
the other surface. This work is the first to calculate from MD the constrictivity
factor, δint , which measures the uranyl diffusivity in the interlayer with respect
to solution. Our estimation of δint was close to one order of magnitude higher
than experiment61 encouraging the idea that on broad strokes we capture
the physics of the system. The disagreement between theory and experiment
should be put in context with the difficulties of modeling a very inhomogeous
system like real clays in complex electrolytes. The main causes of discrepancy
could be the relatively short-time of the simulation, the inaccuracies in force
field development, the differences between our idealized system and the real
clays, and the fact that the δint is a fitted parameter in Fick-equation modeling
and other effects could contribute.
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Figure 10.5 Interaction site for uranyl at the montmorillonite clay surface: three
Mg octahedra separated from each other by a single central Al octahedron. The color
coding is as follows: Al octahedra (pink), Mg octahedra (blue), Si tetrahedra (yellow),
O atoms (red), uranium atoms (green), and H atoms (white)
The key discovery of the work was the identification of strong interaction
sites for uranyl. We observed that uranyls tightly bound to the surface in re-
gions were three substitutions occurred forming a triangle of Mg-octahedra
around an Al-octahedron (See Figure 10.5). The electrostatic potential maps
of the surface showed that the strong interaction is not driven by electrostatics
and that possibly other many-body effects could be driving it. The identifica-
tion of the sites allowed us to propose a hopping diffusion mechanism. In this
mechanism the uranyl cations oscillate around the interaction sites until they
are able to escape and diffuse away until reaching another site is found, then
the motion becomes oscillatory again.
The other interesting result of the simulations was that increasing the
concentration of uranyl cations in the clay increased their diffusion. We found
the explanation for this phenomenon in the strong interaction sites. If there
are more uranyl cations in the interlayer there will be more occupied sites
on average and thus a diffusing cation will have larger displacements before
falling into a site. In addition, the repulsion between cations can promote one
cation “pushing” others out of their sites also increasing diffusion.
The microscopical information obtained from our studies gives a com-
plementary view to uranyl diffusion in clays to what is typically studied with
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macroscopic Fick-equation modeling.
10.6. Development of a local
hydrophobicity/hydrophilicity fingerprint for
enchanced sampling simulation
A local fingerprint for hydrophobicity and hydrophilicity was developed
inspired by the expansion of entropy in terms of increasing correlation terms




{ giw(r ) ln
[
giw(r )
]− giw(r )+1 }r 2dr (10.6)
Where ρw,loc is the local water density around the solute atom and giw(r ) is
the radial distribution function (RDF) of i with water molecules. Sis is then
rescaled into hi , which is defined to be 1 for water and -1 for methane to give
perspective to the fingerprint numerical values. The reader must be cautioned
that the fingerprint is not a measurement of hydration entropy, since it is only
one term of the expansion of the translational entropy of the system. Our
goal is to find a fingerprint that measures in simple fashion hydrophobicity or
hydrophilicity locally.
The fingerprint was able to correctly classify as hydrophilic or hydrophobic
the atoms of the 20 proteinogenic amino acids which have a large variety of
chemical groups and and environments. Figure 10.6 shows the amino acids
with their heavy atoms colored according to their h values. It is stricking
that some of the aromatic atoms are colored as slightly hydrophilic. Interest-
ingly this can be explained because experimentally the properties of aromatic
compounds are not as hydrophobic as aliphatic carbons. 62–65
The fingerprint is very simple in formulation and calculation. It just takes
as input the RDF which is routinely obtained in simulation. It is a local fin-
gerprint that measures atomic hydrophobicity/hydrophilicity in contrast with
most scales in the literature which focus on the whole residue. 66 The maximum
fingerprint value of the amino acid was found to correlate with its hydration
free energy. The correlation is not very strong but is very similar to the one
obtained by Schauperl. 67 In their work they used a much more complex and
computationally demanding technique that unlike our fingerprint is dedicated
fully to thermodynamical property calculation. Therefore, our fingerprint
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Figure 10.6 Structure of the 20 proteinogenic amino acids with their heavy atoms
colored by their hydrophobicity/hydrophilicity fingerprint values. The color scale
varies from hydrophilic (orange), to intermediate (white), to hydrophobic (blue).
Hydrogen atoms are ommited. Unlabeled atoms are carbon atoms. The backbone is
only shown for glycine since its fingerprint value is very similar in all cases.
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gives a measurement of the hydrophobicity or hydrophilicity which is simple,
local, inexpensive and useful to classify the atoms of molecular solutes.
The fingerprint of the actinyl pentahydrate atoms was calculated. The fin-
gerprint has mixed results in classifying the atoms of the actinyl pentahydrates
and appears to be too coarse for such systems. The fingerprint mistakenly clas-
sifies the actinoid atom as hydrophobic. This had also been observed in Na+.
It also misslabels the Oyl atom as hydrophilic. We attribute this fact to the use
of the total RDF which captures the water molecules of the bridge-solvation
region that do not directly solvate the Oyl atom. Using an angle-solved RDF in
the fingerprint correctly classifies both oxygen atom types but considers the
OW1 atom less hydrophilic than bulk water.
A future improved fingerprint should probably make use of orientational
pair entropy in addition to some technique to consider the anysotropicity of
the solute in complex environments.
The instantaneous value of the fingerprint can be calculated on-the-fly in
MD simulation. If a continuous version of the RDF is used (so it is differen-
tiable), the fingerprint can become a CV in enhanced sampling simulations.
The fingerprint serves in this case as a desolvation CV. In order to prove the
usefulness of the fingerprint as a CV, we ran WTMetaD simulations. The
model system chosen was a host-guest system in aqueous solution. Host-
guest systems are model systems for protein-ligand complexes. The host is a
barrel-shaped molecule than can host a smaller molecule, the guest. In this
system in particular the literature showed that desolvation of the host was a
crucial slow mode of the binding. 68 Therefore, in addition to a binding CV (a
contact map) a desolvation CV (the fingerprint CV) had to be used in order to
converge the simulations.
Using the fingerprint as a desolvation CV allowed the convergence of the
WTMetaD simulations. This was done in a single simulation whereas in the
literature it required an additional free energy perturbation calculation. 68 The
analysis of the guest binding free energy surface of the binding of the guest to
the host showed that the removal of the two last water molecules within the
barrel is a key kinetic barrier in the process.
The fingerprint serves as an alternative to other solvation CVs like the
coordination number of water molecules which just counts the number of
water molecules around a solute atom. Our CV is more detailed since apart
from measuring the amount of solvation around the molecule it also accounts
for the structure of this solvation. To the best of our knowledge, it is the
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only hydrophobicity/hydrophilicity measure that has also been used as an
enhanced sampling simulation CV.
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In this thesis we have presented a set of ab initio HIM force fields for
[AnO2 · (H2O)5]2+ for An=U, Np, Pu, Am in water as well as an additional one
for the interaction of uranyl with montmorillonite clay. These interaction po-
tentials offer an alternative to current ones in particular since they parametrize
the HI-bulk water interactions. They have proven to reproduce statisfacto-
rily many experimental properties of the systems: XAS spectra, hydration
enthalpies, diffusion coefficients...
The developed potentials allowed the detailed study of the solvation of the
actinyls. Their solvation was found to be amphiphillic and anisotropic which is
remarkable considering the small size of the ion and its charge. From the MD
simulations we calculated the XAS spectra of the actinyls and compared then
to experiment. This allowed us to assess the quality of their structural model
and to interpret the keys of their complex spectra. In particular, we interpreted
the experimental XAS spectra of an Am3+/[AmO2]
2+ mixture predicting the
theoretical EXAFS spectrum of a mixture. With the experimental validation
of our simulation we were able to predict the structural parameters and the
EXAFS and XANES spectra of a pure [AmO2 · (H2O)5]2+ solution, a solution that
has never been obtained. This will be a striking challenge for actinoid solution
chemistry in the next future.
The uranyl montmorillonite clay simulations allowed us to study the diffu-
sion of the HI in the interlayers. We identified the existence of strong interac-
tion sites for uranyl. These sites force the uranyl to diffuse following a hopping
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mechanism. Because of this, uranyl diffusion increases with uranyl concentra-
tion due to cation-cation interactions and a larger coverage of surface sites.
Another methodological achievement of this thesis has been the develop-
ment of a simple local fingerprint for hydrophobicity and hydrophillicity. The
fingerprint was able to classify correctly the atoms of amino acids in water
which have varied functional groups and chemical environments.The finger-
print has also been proven to be a useful solvation/desolvation CV in enhanced
sampling simulations. When applied to characterize the different hydration
regions around, actinyls, fingerprint values do not seem to provide such a clear
view as in the amino acid case. This opens the door to refinement of the index
when dealing with metal ion cations.
In conclusion, this thesis provides a different perspective to the study of
aqueous actinyls and actinyls in clay interlayers. This different perspective
is based on the usage of newly developed methodologies that enable a cost
effective and fairly accurate view of these important systems.
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