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ABSTRACT
Recent studies have shown that collaborative intelligence (CI)
is a promising framework for deployment of Artificial Intelli-
gence (AI)-based services on mobile devices. In CI, a deep
neural network is split between the mobile device and the
cloud. Deep features obtained at the mobile are compressed
and transferred to the cloud to complete the inference. So far,
the methods in the literature focused on transferring a single
deep feature tensor from the mobile to the cloud. Such meth-
ods are not applicable to some recent, high-performance net-
works with multiple branches and skip connections. In this
paper, we propose the first bit allocation method for multi-
stream, multi-task CI. We first establish a model for the joint
distortion of the multiple tasks as a function of the bit rates as-
signed to different deep feature tensors. Then, using the pro-
posed model, we solve the rate-distortion optimization prob-
lem under a total rate constraint to obtain the best rate allo-
cation among the tensors to be transferred. Experimental re-
sults illustrate the efficacy of the proposed scheme compared
to several alternative bit allocation methods.
Index Terms— bit allocation, rate distortion optimiza-
tion, collaborative intelligence, deep learning, multi-task
learning
1. INTRODUCTION
Recent mobile devices are increasingly capable of running ar-
tificial intelligence (AI) based applications [1]. However, due
to the limitations on battery and processing power of these
devices, the most sophisticated AI models, built around large,
deep neural networks (DNNs), can still only run in the cloud.
The current practice is to send the data from the mobile to
the cloud for AI-based processing, and then receive the re-
sults back on the mobile. However, recent studies [2, 3] have
shown that in many cases, a more efficient approach from an
energy and latency point of view, is to perform some compu-
tations on the mobile and send the results of those computa-
tions (rather than the original data) for further processing in
the cloud. This approach has been termed collaborative in-
telligence (CI). In CI, usually, the initial layers of a DNN are
deployed on the mobile and the remainder of the model is in
the cloud. The mobile sends a tensor of deep features to the
cloud for further processing.
Since the deep feature tensor needs to be transmitted to
the cloud, the tensor should be compressed prior to transmis-
sion in order to utilize the communication channel efficiently.
Several papers have studied various ways to compress such
tensors. In [4, 5, 6], the authors proposed lossy and lossless
methods for encoding the deep feature tensor. The authors
of [7, 8] introduced dimension reduction units in order to re-
duce the number of features for the purpose of compression.
In [9], a loss function encouraging feature compressibility has
been used as a part of the overall training loss for multi-task
learning, resulting in more compressible features.
All the studies mentioned above focused on compressing
one feature tensor, sometimes referred to as “bottleneck fea-
tures,” taken from one layer in the DNN. This is appropriate
for single-stream networks such as VGG [10] and its many
derivatives. However, recent high-performance DNN archi-
tectures based on residual blocks [11] and dense blocks [12]
often involve multiple streams of features through various
skip connections. In such cases, the mobile may need to trans-
mit multiple feature tensors to the cloud. Hence, a natural
question arises - how do we allocate bits among multiple fea-
ture tensors to maximize the model’s accuracy? This is the
main focus of the present paper.
It should be noted that bit allocation for DNN compres-
sion has recently been studied in [13], where the authors pro-
pose a strategy for allocating bits to both weights and ac-
tivations of a DNN, with a focus on single-stream, single-
task DNNs. The present paper differs from [13] in several
ways: (1) our focus is on multi-task, multi-stream DNN; (2)
we focus on bit allocation among multiple feature tensors
(i.e., activations), while the weights of the original DNN are
unchanged; (3) we provide a convex approximation to the
model’s rate-distortion surface, which allows a closed-form
solution of the bit allocation problem, unlike [13], where the
solution is found by search.
The paper is organized as follows. Section 2 presents
the formulation of the bit allocation problem among multi-
ple feature tensors, followed by a convex approximation to
the rate-distortion surface, and a closed-form solution. Sec-
tion 3 presents experimental results that illustrate the efficacy
of the derived solution, followed by conclusions in Section 4.
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Fig. 1. A two-stream, three-task DNN used in our experiments. For clarity, the illustration focuses on the feature tensors, rather
than layers. The vertical dashed line shows where the DNN streams are cut, and the two arrows indicate the two feature streams
(tensors) that will be quantized, compressed, and then transferred to the cloud. Computed tensors are shown in yellow, while
decoded tensors are shown in green.
2. PROPOSED METHOD
Fig. 1 shows a two-stream, three-task DNN that will be used
in our experiments. This DNN is shown for illustration pur-
poses, and to ground the discussion around experiments in
Section 3. The methodology presented below, however, ap-
plies to more general multi-stream, multi-task DNNs.
2.1. Joint distortion over multiple tasks
Consider a DNN model with M tasks. Bit allocation for a
multi-task model can be considered a multi-objective opti-
mization. A popular way to deal with such problems is to
scalarize them by defining a single cost function that captures
all the individual objectives [14]. In our case, we will define
multi-task distortion that will be a positive linear combination
of distortions of individual tasks, as described below.
The trained multi-task model is initially evaluated without
feature tensor compression. This evaluation leads to the best
possible performance on each task. Let Ai be the the model’s
average performance on the i-th task, on a given dataset, with-
out tensor compression. We define the task-specific distortion
as the fraction of the performance drop relative to the case
where no compression is applied to the feature tensors. Let
Ai be the average performance with tensor compression on
the same dataset. Then the distortion for task i is defined as
Di =
Ai −Ai
Ai
. (1)
The total multi-task distortion is the positive linear combina-
tion of task-specific distortions,
Dt =
M∑
i=1
wiDi, (2)
where wi > 0 is the weight corresponding the i-th task. Since
the relative importance of tasks may vary depending on the
application, wi’s can be tuned as needed. In the experiments,
we will explore several settings for wi’s.
2.2. Bit allocation among multiple deep feature tensors
Let {X1,X2, ...,XN} be the deep feature tensors to be com-
pressed, and let {R1, R2, ..., RN} be the corresponding bit
rates of the encoded tensors. All task-specific distortions (1),
as well as the total multi-task distortion (2), are functions of
the ratesRj . The goal is to selectRj so as to minimize the to-
tal multi-task distortion (2), subject to the total rate constraint:
argmin
(R1,...,RN )∈RN
Dt(R1, ..., RN )
s. t.
N∑
j=1
Rj ≤ Rt
(3)
In order to solve (3), we proceed in the following way. We
measureDt(R1, ..., RN ) on a set of rate tuples (R1, ..., RN ) ∈
R (the vector of feasible rates for tensors), on a given
dataset, and then fit a convex surface to the measured dis-
tortions points. The benefit of this approach is that, with
Dt(R1, ..., RN ) convex, problem (3) has a closed-form so-
lution, hence bit allocation can be computed easily even if
Rt changes. Variable Rt may be encountered in applications
like video surveillance, where the available bit rate on the
communication channel may vary over time. The particu-
lar convex surface we use for approximating the measured
rate-distortion points is:
Dt(R1, ..., RN ) ≈ γ +
N∑
j=1
αj2
−βjRj (4)
where αj , βj , and γ are surface parameters. In our exper-
iments, we used non-linear least squares method based on
Trust Region Reflective Algorithm [15] to fit the surface (4)
to the rate-distortion points. As an example, Fig. 2 shows a
fitted surface for a multi-task model used in our experiments,
with two tensors to be coded (hence, two rates). As seen in
the figure, the agreement between the original points and the
fitted surface is quite good. This is further confirmed quantita-
tively using the coefficient of multiple determinationR2 [16],
Fig. 2. Rate-distortion surface obtained by encoding two deep
feature tensors (blue) and the fitted surface (orange). R1 and
R2 are the average bit rates (kbits/tensor) of the two tensors.
which, for the surface in Fig. 2, was R2 = 0.99. Note that
0 ≤ R2 ≤ 1, so this value ofR2 is quite high. In addition, the
residuals (the differences between the actual points and the
fitted surface) were clustered around zero, with mean resid-
ual being −1.4 × 10−8. Together with the high value of R2,
this indicates that the model in (4) is an excellent approxima-
tion to the measured rate-distortion points. Indeed, in all test
cases in our experiments we were obtaining R2 > 0.95, with
residuals centered around zero.
Once the surface parameters are obtained, the solution
to (3) can be obtained using the standard method of Lagrange
multipliers [17]. Specifically, the constrained problem in (3)
is converted to an unconstrained problem of minimizing the
Lagrangian J , given by
J = Dt(R1, ..., RN ) + λ ·
 N∑
j=1
Rj −Rt
 , (5)
where λ is the Lagrange multiplier. By solving the system of
N + 1 equations,
∂J
∂λ
= 0 and
∂J
∂Rj
= 0, j = 1, 2, ..., N, (6)
in N + 1 unknowns (λ,R1, ..., RN ), we obtain the solution
R∗j =
1
βj
(
log2(αjβj)−
∑N
k=1
1
βk
log2(αkβk)−Rt∑N
k=1
1
βk
)
(7)
for j = 1, 2, ..., N . Two points are worth noting about the
above solution. First, the task weights wi do not appear ex-
plicitly in the expression for R∗j , because they are subsumed
by the surface parameters. That is to say, a different set of task
weights would lead to a different set of surface parameters,
which would lead to a different set of rates in (7). A change
in task weights does not require another measurement of
rate-distortion points, because task-specific distortions in (1)
would stay the same. Only the total distortion (2) would
change, and this would require a new surface fitting in (4) to
obtain the new surface parameters. The second point to note
is that the solutions in (7) may be negative for some values of
j. We have not encountered such cases in our experiments,
but in practice, one would clip R∗j from below at 0, which is
a standard approach in bit allocation [18].
3. EXPERIMENTS
To evaluate the proposed bit allocation method, we trained the
model in Fig. 1 using the Cityscapes dataset [19]. The three
tasks are semantic segmentation, disparity estimation, and in-
put reconstruction. Cityscapes dataset includes 2,975 training
images with their corresponding semantic segmentation and
disparity maps. Since the annotations for the test set are not
publicly available, the 500 images in the validation set are
used as the test set, as in [20, 21].
The backbone (part of the model between the input
and the stack block in Fig. 1) is similar to the backbone
of YOLOv3 [22] and has 74 convolutional layers. Its weights
are initialized using YOLOv3 weights. Models 1, 2, and 3
on the cloud side are based on the FC8 model [23] and use
the stacked deep features as inputs. Cross-entropy loss [24]
is used for semantic segmentation and Mean Square Error
(MSE) is used as the loss function for the other two tasks.
Following [20], the weighted sum of the mentioned losses
is used as the total loss, and each task’s weight is a train-
able parameter which is trained during the training process.
Adam optimizer with the initial learning rate of 0.1 and rate
decay by a factor of 0.85 every 20 epochs is used to train the
three-task model, end to end, for 250 epochs.
Once trained, two features tensors are taken from the
model: one at layer 36 and the other from layer 61 (these
features stream skip to the stack block), so N = 2 in (3)–(7).
In this case, the total distortion Dt is a function of two rates,
so it can be displayed as a surface in 3D, as shown in Fig. 2.
We initially apply uniform 8-bit (min-max) quantization to
the deep feature tensors, then rearrange their channels to
form tiled images, as in [4]. Any image codec can be used to
encode the tiled tensor image; for our experiments we used
JPEG2000 [25] because of its rate control tools that allow us
to obtain a desired rate fairly accurately.
By choosing 100 rate pairs (Rk1 , R
k
2), k = 1, 2, ..., 100,
encoding the tiled tensor images obtained from 20% of the
samples in the training set at these rates, measuring the
model’s performance using decoded tensors and comput-
ing the total distortion Dkt from (2), we obtain 100 rate-
distortion triplets (Rk0 , R
k
1 , D
k
t ). A sample rate-distortion
surface (with wi = 1 in (2)) and its convex approximation (4)
are shown in Fig. 2. For the approximation surface shown
in Fig. 2, the obtained parameters (for the rates in Kbits)
were α1 = 72.45, α2 = 183.09, β1 = 7.07 × 10−4, β2 =
Table 1. Total distortion Dt, with wi = 1, achieved by var-
ious bit allocation methods for three rate constraints Rt in
kbits/tensor.
Rt Method 1 Method 2 Method 3 Proposed
1000 57.69 53.94 53.84 53.62
1500 50.97 46.57 46.49 43.32
2000 46.16 38.96 38.77 34.02
2.11 × 10−2, γ = 0.80. If a different set of task weights
wi is desired, we simply recompute the total distortion Dkt
from (2); task-specific distortions Dki in (1) do not change,
unless the rates (Rk1 , R
k
2) change.
After the parameters (αj , βj , γ) are obtained, for a given
total rate Rt we use (7) to obtain the optimal R∗j , j = 1, 2.
This solution is tested on the test set, and compared against
three alternatives: equal rate allocation (Method 1), rate
allocation proportional to the number of tensor elements
(Method 2), and rate allocation proportional to the variance
of tensor elements (Method 3). Table 1 shows the total dis-
tortion Dt with wi = 1 in (2) for three rate constraints:
Rt ∈ {1000, 1500, 2000} kbits/tensor. The lowest distortion
under each Rt is indicated in bold. At the lowest of these
rates (Rt = 1000), the rate allocation computed from (7) is
relatively close to the ones obtained by Methods 2 and 3, and
the resulting distortions are also similar. Nonetheless, the
proposed solution gives the lowest distortion. The gap be-
tween the distortion achieved by the proposed bit allocation
method and those obtained by alternative methods increases
as Rt increases. Fig. 3 illustrates distortions achieved by
various methods for Rt = 1500.
Next we examine the effects of task weights wi in (2).
When the weights change, the total distortion Dt and its
approximating surface in (4) will change, so the proposed
method will find different bit allocations in (7). Meanwhile,
the three benchmark methods keep their bit allocations, be-
cause the number of elements in the tensors and their vari-
ance stay the same. Their task-specific accuracies also stay
the same, but their total distortion changes according to the
new weights (2). Table 2 shows both the total distortions
(bottom two rows) and task-specific accuracy (middle three
rows) for two weight settings: (w1, w2, w3) = (1, 1, 1) and
(w1, w2, w3) = (8, 1, 1), when Rt = 1500. The accuracy of
semantic segmentation is measured by mean Intersection over
Union (mIoU) [24], the accuracy of disparity estimation is
measured by Root Mean Squared (RMS) error in pixels [24],
and the quality of input reconstruction is measured in Peak
Signal to Noise Ratio (PSNR) in dB.
Table 2 shows that when (w1, w2, w3) = (1, 1, 1), the
proposed method achieves much better (by at least 1.7 dB) in-
put reconstruction than the other methods, but slightly worse
disparity estimation (0.03px higher than the best result) and
semantic segmentation (0.25% lower than the best result).
The total distortion of the proposed method is, of course, bet-
Fig. 3. Distortions achieved by various methods for Rt =
1500. Rate-distortion surface is transparent blue, and the ma-
genta line is the set of points for which R1 +R2 = 1500.
ter than the other methods (fourth row), but with the weights
(w1, w2, w3) = (1, 1, 1), the proposed rate allocation makes
one task accuracy much better, and the other two slightly
worse, compared to the next best result. On the other hand,
by increasing the weights of the first task (semantic segmenta-
tion) to 8, (w1, w2, w3) = (8, 1, 1), we can achieve the results
as accurate as the best result among the benchmark methods
on these two tasks, while still outperforming all of the bench-
marks on input reconstruction, as well as the total distortion.
This shows that the weights can be used to achieve a desired
balance of task accuracies, depending on the application.
4. CONCLUSION
In this paper we introduced the bit allocation problem for
multi-stream, multi-task collaborative intelligence. A convex
approximation to the rate-distortion surface was proposed,
which led to the closed-form solution. The experiments
showed that the proposed bit allocation results in lower total
distortion for the given rate constraint compared to several
alternative bit allocation methods.
Table 2. Task-specific accuracies and total distortion for
Rt=1500. Higher numbers are better for mIoU and PSNR;
lower numbers are better for RMS.
Rt = 1500
Method
1
Method
2
Method
3
Prop.
(1, 1, 1)
Prop.
(8, 1, 1)
mIoU (%) 62.59 62.67 62.68 62.43 62.66
RMS (px) 7.85 7.86 7.86 7.88 7.85
PSNR (dB) 22.40 24.33 24.35 26.07 24.90
Dt
(1, 1, 1) 50.97 46.57 46.49 43.32 N/A
Dt
(8, 1, 1) 55.31 50.06 49.80 N/A 48.88
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