In this article, the label switching problem and the importance of solving it are discussed for frequentist mixture models if a simulation study is used to evaluate the performance of mixture model estimators. Two effective labelling methods are proposed by using true label for each observation. The empirical studies demonstrate that the new proposed methods work well and provide better results than the rule of thumb method of order constraint labelling. In addition, a Monte Carlo study also demonstrates that simple order constraint labelling can sometimes produce severely biased, and possibly meaningless, estimated bias and standard errors.
Introduction
Label switching has long been known to be a challenging problem for Bayesian mixture modelling. However, there has been much less attention on the label switching issue for frequentist mixture models. In fact, as far as we know, all of label switching papers are devoted to Bayesian mixture models. See, for example, Stephens, [1] Celeux et al., [2] Chung et al., [3] Geweke, [4] Yao and Lindsay, [5] Grün and Leisch, [6] Sperrin et al., [7] Papastamoulis and Iliopoulos, [8] Cron and West, [9] and Yao. [10, 11] In this article, we discuss the label switching problem for frequentist mixture models and propose its possible solutions if a simulation study is used to evaluate the performance of mixture model estimators in terms of variance and bias.
Let x = (x 1 , . . . , x n ) be independent and identically distributed observations from a mixture density with m (m is assumed to be known and finite) components:
p(x; θ) = π 1 f (x; λ 1 ) + π 2 f (x; λ 2 ) + · · · + π m f (x; λ m ),
where θ = (π 1 
. , λ ω(m) ).
A special feature of the mixture model is that the likelihood function L(θ ω ; x) is the same as L(θ; x) for any permutation ω, i.e. L(θ; x) is invariant to the permutation of component label of θ. Hence, ifθ is the maximum likelihood estimate (MLE),θ ω is the MLE for any permutation ω. This is the so-called label switching for mixture models.
It is well known that label switching results in much difficulty for the Bayesian mixture analysis. In this article, we focus on the label switching problem for frequentist mixture models if a simulation study is used to evaluate the variation and the biases of the MLEs of component specific parameters. For example, for a univariate two-component normal mixture with parameter θ = (π 1 , π 2 , μ 1 , μ 2 ), let us assume that the jth raw simulated parameter estimate iŝ θ j = (π j1 ,π j2 ,μ j1 ,μ j2 ), j = 1, . . . , N. The label in (π j1 ,μ j1 ) is meaningless and (π j1 ,μ j1 ) can be the estimate of either (π 1 , μ 1 ) or (π 2 , μ 2 ), due to the invariance of the likelihood to the component labels. The true labels of (π j1 ,μ j1 )s might be different for different js. Therefore, one cannot use {(π j1 ,μ j1 ), j = 1, . . . , N} directly to estimate the bias and the variation for the MLE of (π 1 , μ 1 ).
Given a sequence of raw unlabelled simulated estimates (θ 1 , . . . ,θ N ) of θ, in order to measure their bias and variation, one must first label these samples, i.e. find the labels (ω 1 , . . . , ω N ) such that (θ ω 1 1 , . . . ,θ ω N N ) have the same label meaning. Then one can use the labelled estimates to estimate the variation and the bias. Without 'correct' labels, the estimates tend to have serious bias and the estimated variation might also be misleading.
The rule of thumb to solve the label switching is to simply put an explicit parameter constraint on all of the estimates such that only one permutation can satisfy the parameter constraint for each estimate (for example, setμ 1 <μ 2 ). However, Celeux, [12] Celeux et al., [2] and Stephens [1] have all expressed their concerns about imposing an identifiability constraint for the Bayesian mixture model analysis. One main problem with the order constraint labelling is that it can only use the label information of one component parameter at a time, which is not desirable when many component parameters could simultaneously provide label information. Another main problem with identifiability constraint labelling is the choice of constraint, especially for multivariate problems. Different order constraints might generate significantly different results (for example, the constraint put on component means and the constraint put on component proportions might give different results). Therefore, it is difficult to anticipate the overall effect.
In this article, it is demonstrated that the simple order constraint labelling leads to similar undesirable results in the frequentist mixture models as in the Bayesian mixture models. Additionally, two effective labelling methods are proposed for frequentist mixture models if a simulation study is used to evaluate the variation and the biases of the MLEs of component specific parameters. For a simulation study, the component label for each observation is usually generated first and then the observations are generated from the corresponding components. Although the true component labels of the observations are not used to find the MLE of the mixture model parameters, they provide valuable information for the labels of the MLEs obtained. Based on the true component label information for each observation, two labelling methods are proposed. The first method is to label the parameter estimates by maximizing the complete likelihood. The second method is to label the parameter estimates by minimizing the Euclidean distance between the classification probabilities and the latent true labels. The empirical studies demonstrate that the newly proposed methods work well and provide better labelling results than the rule of thumb method of order constraint labelling.
Note that label switching creates issues if one focuses on the inference for the component specific parameters, such as component parameters, component densities, or classification probabilities. However, label switching might not be an issue for some mixture problems. For example, if one uses a simulation study to evaluate the accuracy of the estimated mixture density, then label switching does not create issues, because the mixture density does not depend on the labels.
The paper is organized as follows. In Section 2, the new labelling methods are introduced. In Section 3, a simulation study is used to compare the proposed labelling methods to the traditional order constraint labelling. In Section 4, further discussions are provided on how to apply the proposed labelling methods to bootstrapped parameter estimates.
New labelling methods
For a simulation study, in order to generate the sample (x 1 , . . . , x n ) from the model (1), one can first generate the multinomial random variable J i , which is called the latent component label, with P(J i = j) = π j , j = 1, 2, . . . , m, and next generate x i from the density f (x; λ J i ). The generated random variable x i will have the mixture density (1). Based on (x 1 , . . . , x n ), one can then find the MLE of θ without using the latent labels. By repeating the above procedures, one can get a sequence of the simulated estimates, say (θ 1 , . . . ,θ N ).
Note that the labels in the raw estimatesθ j s are meaningless. However, one would probably assume that the latent labels, used to generate the sample, should carry some label information of the MLE. In this article, two new labelling methods are proposed by using the latent labels J i s.
Complete likelihood-based labelling (COMPLH): Let z = {z ij , i = 1, . . . , n, j = 1, . . . , m}, where
The first proposed method is to find the label ω forθ by maximizing the complete likelihood of
. Unlike the mixture likelihood, the complete likelihood L(θ; x, z) is not invariant to the permutation of component labels, since the variable z carries the label information. Therefore, L(θ; x, z) carries the label information of parameterθ and can be used to do labelling. Here, the information of latent variable z is used to break the permutation symmetry of mixture likelihood.
Note that
where
Note that the second term of Equation (4) is log mixture likelihood and thus is invariant to the permutation of component labels ofθ. 
Note that Theorem 2.1 is equivalent to minimizing the Kullback-Leibler divergence if z ij is considered the true classification probability and p ij (θ) is considered the estimated classification for x i . In practice, it is usually easier to work on Equation (5) (θ) . Therefore, the computation of the complete likelihood labelling is usually very fast.
Distance-based labelling (DISTLAT): The second method is to do labelling by minimizing the distance between the classification probabilities and the true latent labels over ω
Therefore, distance-based labelling (DISTLAT) tries to find the labels such that the estimated classification probabilities are as similar to latent labels as possible based on Euclidian distance. Note that
The first part of above formula is invariant to the label. Thus, minimizing the above Euclidian distance is equivalent to maximizing the second part.
x, z) with respect to ω in Equation (6) is equivalent to maximizing
Note that the objective functions (5) and (7) are very similar, except that Equation (5) uses log transformation for p ij (θ ω ) but Equation (7) does not. One could also find the labels by minimizing
where ρ is a loss function. However, it requires more research to find the optimal loss function ρ and to investigate how sensitive the choice of ρ is to the labelling results. The choices of ρ(x, y) = x log y and ρ(x, y) = xy used in Theorems 2.1 and 2.2, respectively, have some nice interpretations. For example, the choice of ρ(x, y) = x log y has the complete likelihood and Kullback-Leibler distance interpretations. The simulation studies in Section 3 demonstrate that these two choices give similar labelling results. It is expected that any reasonable choice of loss function ρ should give similar relabelling results. (5) and (7)) can be considered as a special version of the assignment problem [13, p.195] and its computation can be done by the Hungarian algorithm. [14] Since the computational cost of the Hungarian algorithm scales cubicly with the number of mixture components, the computation of Equation (8) requires a lot of time or parallel computing, when the number of components is large, for example, larger than 100.
Similar to the relabelling algorithm proposed by Stephens,[1] the optimization of Equation (8) (and thus Equations

Simulation study
In this section, a simulation study is used to compare the proposed complete likelihood-based labelling method (COMPLH) and the Euclidean distance-based labelling method (DISTLAT) with rule of thumb method of order constraint labelling and the normal likelihood-based labelling method (NORMLH) [5] for both univariate and multivariate normal mixture models. Yao and Lindsay [5] proposed to use normal likelihood criterion to do labelling for Bayesian mixtures based on asymptotic normality assumption of posterior distribution. Based on the asymptotic normality of the 'corrected' labelled MLE, [15, 16] one can similarly do labelling for estimates (θ 1 , . . . ,θ N ) by minimizing the following negative log normal likelihood over (θ, , ),
whereθ is the centre value for the normal distribution, is the covariance structure, and = (ω 1 , . . . , ω N ). The minimization of Equation (9) can be done by repeating the following two steps:
Step 1: Updateθ and by minimizing Equation (9)
Step 2:
It is well known that normal mixture models with unequal variance have unbounded likelihood function. Therefore, the MLE is not well defined. Similar unboundness issue also exists for multivariate normal mixture models with unequal covariance. Considerable research has been performed on the unbounded mixture likelihood issue. See, for example, Hathaway, [17, 18] Chen et al., [19] Chen and Tan, [20] and Yao.
[21] Lindsey [22] also recommended using the Fisher's [23] original likelihood definition to avoid the unboundedness of the mixture likelihood.
Note that the purpose in this article is not on parameter estimation but on labelling the parameter estimates after they are found. For the simplicity of computations of MLE and explanations, it is assumed that the component variance is equal to avoid the unboundedness of mixture likelihood. However, the proposed labelling methods do apply to cases of unequal variances. The EM algorithm is run based on 20 randomly chosen initial values and stops until the maximum difference between the updated parameter estimates of two consecutive iterations is less than 10 −5 .
To compare different labelling results, the estimated biases and standard errors of labelled MLEs from different labelling methods are reported. It is expected that the 'ideally' labelled estimates should have small bias. Therefore, the bias is a good indicator of how well each labelling method performs. Note that the estimated standard errors or mean squared error (MSE) by each labelling method cannot be used easily to compare different labelling methods. One of the reasons is that no labelling methods can have unanimous smaller simulated standard errors or MSE for all parameters based on the empirical studies. For example, the order constraint labelling methods usually have smaller estimated standard errors for the used constrained parameters but larger estimated standard errors for other parameters. More research is required to find other criteria to compare different labelling methods. However, it is expected that this will not be an easy task since the true labels of parameter estimates are unknown, even in a simulation study. Tables 1 and 2 report the estimated biases and standard deviations (Stds) of the MLEs based on different labelling methods for n = 50 and 200, respectively. Since equal variance is assumed, the variance estimates do not carry the label information and are the same under different labelling methods. Therefore, the variance estimates are not reported in the tables for the simplicity of comparison. From Tables 1 and 2 , it can be seen that COMPLH and DISTLAT have similar results and both have smaller estimated biases than any other labelling method, especially when two components are close, and NORMLH also has slightly smaller estimated biases than OC-μ and OC-π , which have large estimated biases. In addition, as sample size increases, all labelling methods perform better and have smaller estimated biases and standard errors. Therefore, when sample size is large enough, it is expected that the five labelling methods will provide similar labelled estimates for all four cases considered in this example. For each case, 500 replicates are run for both sample sizes 100 and 400 and the MLE is found for each replicate by EM algorithm assuming equal covariance. The following six labelling methods Tables 3 and 4 report the estimated biases and Stds of the MLEs based on different labelling methods for n = 100 and 400, respectively. From the tables, it can be seen that, for Cases I, II, and III, COMPLH and DISTLAT have similar results and provide smaller estimated biases of component parameters than OC-μ 1 , OC-μ 2 , OC-π, and NORMLH, especially when the components are close and the sample size is not large. In addition, NORMLH also provides smaller estimated biases than OC-μ 1 , OC-μ 2 , and, OC-π .
In Case IV, the component means of the first dimension are very separate, but the component means of the second dimension and the component proportions are the same. In this case, the component means of the second dimension and component proportions do not have any label information. Based on the tables, OC-μ 2 and OC-π provide unreasonable estimates and have large estimated biases for both n = 100 and n = 400. Note that in this case, OC-μ 2 and OC-π do not work well even when the sample size is larger than 400 because the wrong component parameters are used for order constraint labelling. However, OC-μ 1 , NORMLH, COMPLH, and DISTLAT all work well for both n = 100 and n = 400. In each case, 500 replicates are run for both sample size 100 and 400 and the MLE is found for each replicate by EM algorithm assuming equal covariance. The following six labelling methods are considered: OC-μ 1 , OC-μ 2 , OC-π , NORMLH, COMPLH, and DISTLAT. Tables 5 and 6 report the estimated biases and Stds of the MLEs based on different labelling methods for n = 100 and 400, respectively. The findings are similar to those noted in Example 2. Based on the tables, COMPLH and DISTLAT produce similar results in most cases and have better overall performance than any other labelling method, especially when the sample size is small. Table 7 reports the estimated biases and Stds of the MLEs based on different labelling methods for both n = 200 and n = 400. In this example, since some of the component weights are equal, OC-π fails, which can be seen from the reported large estimated biases. COMPLH has smaller estimated biases than OC-μ and NORMLH for all parameter estimates except for μ 2 . Note, however, DISTLAT fails to label the second component, which can be seen from the large estimated biases for μ 2 . Based on our limited experience, although DISTLAT works well when the number of components is small, which can be seen in Examples 1-3, it is not stable when the number of components is large, especially when the parameter estimates and the estimated classification probabilities are not accurate. Therefore, we recommend COMPLH in practice.
To make the results reported in Tables 1-7 
Discussion
Label switching issue has not received as much attention for frequentist mixture models as for Bayesian mixture models. In this article, we explained the importance of solving label switching issue for frequentist mixture models in the simulation study and proposed a new labelling method based on the latent component label for each observation. Based on the Monte Carlo study, the proposed complete likelihood-based labelling method (COMPLH) by incorporating the information of latent labels has overall better performance than any of the other method considered in the simulation study. In addition, it can be seen that the order constraint labelling methods only work well when the constrained component parameters have enough label information. These methods usually provide poor and even unreasonable estimates if the constrained component parameters are not very separate. Therefore, in practice, the choice of constraint is very sensitive and thus difficult, especially for multivariate data. Different order constraints may generate significantly different results and it is difficult to predict the overall effect. In addition, NORMLH has overall better performance than order constraint labelling methods and can be easily applied to solve multivariate problems.
Note that the label switching problem also exists if one wants to use the bootstrap procedure to evaluate the accuracy of the mixture model parameter estimates. The parametric bootstrap setting is similar to the simulation study. Therefore, the proposed methods can be directly applied to the parametric bootstrap. The nonparametric bootstrap situation is a little more tricky. Note that for the nonparametric bootstrap method, the latent component labels for the observations are unknown. One possible solution is to estimate the latent labels based on the MLE and the corresponding classification probabilities {p ij , i = 1, . . . , n, j = 1, . . . , m} obtained from the original  samples (x 1 , . . . , x n ) . One can simply let z ij =p ij in Equations (5) and (7) or let
Then, the computations will be similar. However, more study is required to determine how well this labelling method is when compared to other existing labelling methods and whether there are better ways to estimate the latent labels z ij s. It will be also interesting to understand how to sensibly define and construct the confidence intervals for the unknown mixture parameters. One might simply use the sample percentile based on the labelled samples to construct the marginal confidence intervals. However, such constructed confidence intervals for different component parameters, for example μ 1 and μ 2 , might overlap. It might make more sense to consider joint confidence regions for the unordered pair {μ 1 , μ 2 }. However, it is not clear how to effectively construct such confidence regions and whether the relabelling would help to achieve this. One possible solution is to use the likelihood function to construct the confidence regions. See, for example, Daeyoung and Lindsay. [24] More research is required to determine how to apply the idea of the likelihood confidence regions to the mixture model setting.
