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Monday, February 17, 2014 407aWe also propose a website to host such a DBMS that can facilitate researchers
to upload their data and perform analysis efficiently. Users can analyze their
data using efficient functions implemented to access the data. Index structures
are generated to store all results of analysis that may be interesting to other
users, so that the results of analysis are readily available without the need to
duplicate the analysis. The data upload feature can be made available through
application program interfaces (APIs). Users can upload their data using the
APIs. The DBMS takes care of generating indexes, storing results of analysis
and retrieving efficiently, whenever users run analysis query or request
information.
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Molecular dynamics (MD) simulation and its analysis is one of the key tools to
provide deeper insights into biological systems at the molecular level, and the
results from MD simulation often make critical impacts on defining in-silico
models for biological phenomena and validating hypothesis. Recent advances
in computing resources and MD simulators significantly accelerate the MD
simulation time and thus increase the amount of trajectory data. However,
analyzing MD trajectories is still time consuming and often a difficult task
even though many laboratories routinely perform MD simulations. ST-
analyzer, http://im.bioinformatics.ku.edu/st-analyzer, is a standalone GUI tool-
set to perform various trajectory analyses with commonly used built-in analysis
modules. ST-analyzer has several outstanding features compared to other exist-
ing analysis tools: i) handling various formats of trajectory files from
CHARMM, NAMD, GROMACS, and Amber, ii) intuitive web-based GUI
environment - minimizing administrative load and reducing users’ burdens
from adapting new software environments, iii) platform independent design
scheme - works with any existing OS, iv) easily integrates into job queuing sys-
tems - providing options of batch processing either on the cluster or in interac-
tive mode, and v) providing independence between foreground GUI and
background modules - makes it easier to add personal modules or to recycle/
integrate pre-existing scripts utilizing other analysis tools. The current ST-
analyzer contains nine main modules and 18 sub-processors including density
profile, lipid deuterium order parameters, lipid surface area, lipid hydrophobic
thickness, and more.
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More than 90% of computational cost in molecular simulations is associated
with pairwise potential evaluations. Fast Multipole Method (FMM) is the
most advanced algorithm with O(n) computational complexity where n is
the number of atoms in the system. This method has also been used in
coarse-grained molecular simulations with the same computational
complexity. This paper as a continuation of [1] presents a novel derivation
and implementation of the FMM for coarse-grained simulations through
which the cost reduces to O(NlogN) where N denotes the number of rigid
clusters in the system, while N<<n. These formulations developed in the
Cartesian coordinates take advantage of the rigidity of the rigid clusters to
express the fast multipole formulations. In other words, the far field potential
is expressed in terms of the physical and geometrical properties of the clus-
ters such as the entire charge, the location of the center of charge, and the
pseudo-inertia tensor of the cluster about its charge center. This tensor is con-
stant for rigid clusters if expressed in terms of the body-fixed unit vectors. As
such, it is calculated for each cluster before the simulation, and is just up-
dated with the appropriate orientation matrix. A novel binary divide and
conquer scheme as opposed to the available octree method is developed forthe efficient implementation of the algorithm. As such, the potential of
each cluster is recursively calculated in an assembly-disassembly pass using
this developed binary tree. The presented method is highly compatible with
coarse-grained models of chain biopolymers, and significantly improves the
computations associated with pairwise interactions compared to the current
FMM.
[1] Long-range force and moment calculations in multiresolution simulations
of molecular systems, Mohammad Poursina, Kurt S. Anderson, Journal of
Computational Physics, Volume 231, Issue 21, p. 7237-7254, 2012.
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Global optimization of protein side-chains using discrete rotamer libraries is a
challenging problem due to the large number of permutations that exist. For
example, a small protein with 100 amino acid residues, each with 3 energeti-
cally favorable conformations, gives 3100 (or 1047) permutations to be searched.
A systematic search over all permutations is computationally intractable, even
in this simple case. To reduce the search space, rigorous inequalities have been
described that eliminate high-energy rotamers, rotamer pairs, and so on (i.e.
dead-end elimination), based on the assumption of a pairwise decomposable
energy function. However, important biomolecular driving forces, including
the hydrophobic effect and electronic polarization, are fundamentally many-
body in nature. Neglect of higher order many-body forces has unduly limited
the accuracy protein side-chain optimization and its applications to protein
structure refinement, protein design and drug discovery. Here we present
new rotamer elimination criteria that make possible the provable global optimi-
zation of protein side-chains using a polarizable (many-body) force field. Our
many-body elimination criteria are only modestly more complex than the
earlier pairwise versions when truncated at 3- or 4-body interactions. This
opens the door to the rigorous use of not only polarizable force fields, which
are now widely available for protein simulations, but also quantum mechanical
potentials and/or implicit solvents such as Poisson-Boltzmann. Application to
the protein ‘‘Proliferating Cell Nuclear Antigen’’ (PCNA) will be presented,
which is a eukaryotic sliding clamp involved in numerous DNA processing
pathways.
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Computational modeling at the atomistic level has undergone dramatic devel-
opment to meet the challenge of adequately accounting for the many-body
intermolecular interactions. Polarization is recognized in the force field devel-
opment community as the most important many-body intermolecular interac-
tion due to the fact that it is the slowest decaying of these, and major efforts
have been underway to incorporate classical models of polarization in empir-
ical force fields. However, the computational cost of calculating polarization
for each energy/gradient evaluation has limited its practical use in adequate
sampling of phase space that is necessary to obtain converged condensed-
phase properties. More specifically, calculating polarization in the induced
dipole regime requires the expensive iteration of the values of the induced di-
poles to self-consistency for the entire system. To reduce the computational
cost of the full N-body polarization calculation, we employ a truncation of
the N-body energy expansion at the level of 3-bodies. This reduces the compu-
tational cost in several ways. First, the calculation of the induced dipoles for
groups of 1 body, 2 bodies, and 3 bodies may be calculated exactly with matrix
inversion, obviating the need for an iterative approach due to the small size of
the system. Secondly, due to the fact that they are independent calculations un-
der the 3-body approximation, the polarization energy for the system may be
trivially parallelized. Finally, due to the decay of the polarization energy
with distance, we may employ cutoffs. We first demonstrate that the 3-body
approximation yields errors of 1-5% in the polarization energy for neutral sys-
tems compared to the N-body model. We then demonstrate the computational
savings that result when parallelization is incorporated. Finally, we report the
performance in capturing condensed-phase observables of water and solvated
peptide and small molecule systems.
