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Abstract
This thesis describes three experiments with cold rubidium atoms; two
experiments explore the so-called ratchet effect while the third inves-
tigates the formation and characterisation of a Bose-Einstein conden-
sate. Brownian motors, or ratchets, are devices that rectify fluctuations
and generate directed current. Since the second law of thermodynamics
states that one cannot extract useful work out of a single thermal bath
at equilibrium, ratchets are implemented with cold 87Rb atoms in a 1D
lin ⊥ lin dissipative optical lattice in the presence of an oscillating force
which drives the system out of equilibrium.
The first experiment investigates current reversals in a rocking ratchet
as observed by varying the driving frequency. As a result of this study,
it is found that this kind of current reversal in the frequency domain is
determined by dissipation-induced symmetry breaking. This is in agree-
ment with theoretical studies.
The second experiment focuses on the vibrational resonance phenomenon,
which is demonstrated experimentally for a system of cold atoms in an
optical lattice. In this experiment a high frequency strong driving field
was applied in order to renormalise the optical potential. This occurs
when the driving frequency is much larger than any characteristic fre-
quency of the system. It was observed that the amplitude of the renor-
malised potential can be controlled by the high frequency driving field.
The renormalisation process was probed by two different methods: by
studying the diffusion properties and via the observation of the directed
transport. In the first scheme, the renormalisation can be detected by
observing the inverse mutual relation between the diffusion exponent and
the optical potential depth. In the second scheme, the directed trans-
port is used to probe the potential renormalisation by showing that the
atomic velocity can be controlled with a high frequency driving field.
Finally, the third part of this work describes the realisation and character-
isation of a Bose-Einstein condensate of rubidium atoms. The associated
work included the upgrade of the diode laser system into a MOPA system
with higher power, and setting up and characterising the magnetic trap
in which evaporation was performed.
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Chapter 1
Introduction
Laser cooling and trapping has revolutionised the atomic physics field.
Many techniques can be used to cool the atoms and achieve low tempera-
tures such as sub-Doppler laser cooling [15] and evaporative cooling which
is the last stage before producing a Bose-Einstein Condensate (BEC). A
brief overview of the underlying principles for the relevant topics to the
work of this thesis is presented in this chapter.
1.1 Laser cooling and trapping
1.1.1 Historical overview
In the nineteenth century, Maxwell introduced the idea that radiation
has a momentum [62], and it was demonstrated experimentally in 1901
by Lebedev [50]. In addition to this, a study performed by Nichols and
Hull in 1901 and 1903 [70], presented a quantitative measurement of the
radiation force on the microscopic particles. After the advent of the
laser in 1972, the first experiment in deflecting an atomic beam using
laser radiation was conducted by Picque´ and Vialle [79, 89]. After the
scattering force resulting from the scattering of light when it strikes the
atoms was presented by Ashkin, the dipole force, which is attributed to
the interaction between the light and the dipole moment of the atoms,
was recognized by Askar’yan [76].
The idea behind laser cooling and trapping was introduced in 1975 by
Ha¨nsch and Schawlow [36], who demonstrated that the Doppler effect
provides a velocity dependent force when illuminating neutral atoms with
9
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laser radiation. The first laser cooling experiments were executed on ions
trapped by electric fields. The first laser experiment was reported in 1978
by Wineland, Drullinger and Walls on the cooling of Mg ions [100]. In the
same year, another group published their work on laser cooling of trapped
Ba+ ions [69]. Later, the first demonstration of Doppler cooling in three
dimensions to obtain very cold atoms was published by Chu et al. in 1985
[13]. That work introduced the so-called optical molasses which cools but
does not trap the atoms. This paved the way to develop the so-called
Magneto-Optical Trap (MOT) which was reported in 1987 by Raab et al.
[81]. Nowadays, the magneto-optical trap is considered as the backbone
in most cooling and trapping experiments. Another important cooling
process is the so-called Sisyphus cooling [15, 41]. Optical molasses were
shown to produce even lower temperatures than Doppler cooling. The
considerable progress achieved in the field of laser cooling and trapping
generated a Nobel prize in physics in 1997 to Chu, Cohen- Tannoudji
and Phillips [24]. Despite the rapid advance of laser cooling, there were
still some limitations to achieve higher density due to the recoil limit and
heating and trap loss as a result of the collisions of the excited state. In
1995, evaporative cooling was shown to overcome all of these problems
by cooling the atoms further and leading to a change in the matter phase
resulting in Bose-Einstein Condensation [16].
1.1.2 Fundamental aspects
Laser cooling and trapping of atoms relies on the interaction between
the laser radiation and the atoms. The force exerted on the atoms by
the laser radiation can be divided into two components: the radiation
pressure force, or dissipative force, which is based on the scattering of
light by the atoms causing the slowing and then cooling of the atoms.
The second component is the dipole force, or the gradient force, which is
proportional to the field gradient.
An atom experiences a kick in the opposite direction of its motion due
to each absorbed photon. The photons are then spontaneously emitted
in random directions. Therefore, scattering many photons produces an
average force causing slowing of the atomic motion. To formally describe
the mechanisms involved, it is required to consider a two level atom with
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ground and excited states |1〉 and |2〉 respectively, coupled with laser
radiation of frequency ω and natural linewidth Γ = 1
τ
where τ is the
lifetime of the excited state. The scattering rate for an atom can be
calculated from the Optical Bloch equations (OBE) [24, 65]:
u˙ =∆v − Γ
2
u,
v˙ =−∆u+ Ωw − Γ
2
v,
w˙ =− Ωv − Γ(w − 1),
(1.1)
where u and v are the real and imaginary parts of the coherence ρ12, w
is the population inversion between the ground and the excited states, ∆
is the frequency detuning from resonance such that ∆ = ω − ω0, where
ω0 is the atomic frequency and Ω is the Rabi frequency, the oscillation
frequency between the ground state and the excited state of a two-level
atom interacting with a resonant light field. The Rabi frequency is related
to the saturation intensity by the saturation parameter, which indicates
the probability of finding an atom in the excited state:
s =
Ω2/2
∆2 + Γ2/4
. (1.2)
At resonance (∆ = 0), it turns to on-resonance saturation parameter:
s0 =
I
Is
=
2Ω2
Γ2
, (1.3)
where I and Is are the laser intensity and the saturation intensity re-
spectively. The optical Bloch equations describe the interaction between
a two-level atom and radiation which is at near resonance to the atomic
transition. For steady state, equations 1.1 are set to zero and solved
simultaneously. Therefore, another set of equations are obtained:
u =
2∆
Γ
v,
v =
2
Γ
(Ωw − u),
w =
Ω
Γ
v + 1.
(1.4)
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From equations 1.4, the population inversion is given as:
w =
∆2 + Γ2/4
∆2 + Ω2/2 + Γ2/4
, (1.5)
and the steady state population of the excited state is ρ22 =
1−w
2
, there-
fore:
ρ22 =
Ω2/4
∆2 + Ω2/2 + Γ2/4
. (1.6)
The scattering rate for an atom is given as Rscatt = Γρ22, by substituting
ρ22 from equation 1.6, we obtain the following:
Rscatt =
Γ
2
Ω2/2
∆2 + Ω2/2 + Γ2/4
. (1.7)
The scattering force is the rate of the transferred momentum and is given
as Fscatt = ~kRscatt, when ~ is the reduced Planck constant and k is the
wave vector. Therefore:
Fscatt = ~k
Γ
2
s0
1 + s0 + 4∆2/Γ2
. (1.8)
At high intensity, the scattering force saturates at ~kΓ/2 owing to the
fact that the population in both the ground and excited states becomes
1/2. Therefore, the maximum acceleration that is produced due to the
scattering force is:
amax =
υrΓ
2
, (1.9)
where υr is called the recoil velocity which is the atom’s velocity change
due to the photon absorption or emission. For sodium atoms the max-
imum acceleration is 9 × 105 m/s2, which is 105 times the gravitational
acceleration. For 87Rb atoms, the maximum acceleration from equation
1.9 has a value of ≈ 1800 times the gravitational acceleration. In order to
cool the atoms, two counter-propagating laser beams with red-detuned
frequency from the atomic resonance (∆ = ω − ω0 < 0) and same in-
tensity are required. Applying this in three dimensions, six counter-
propagating laser beams are required producing a viscous force called
optical molasses [71]. The minimum cooling limit is reached in this
method because of a stochastic mechanism resulting from the photon
absorption and spontaneous emission. This causes a random walk due
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to the momentum kicks, which heats the atoms and limits the cooling
temperature to the value [24]:
TD =
~Γ
2kB
, (1.10)
where kB is the Boltzmann constant. So, the Doppler temperature
limit depends only on the excited state linewidth which for 87Rb is
Γ = (2pi)6.066 MHz. This limits the temperature to 145.57µK, while
for sodium it is 240µK.
1.1.3 Optical molasses
In order to cool atoms moving in a vapour, a three dimensional config-
uration of counter-propagating laser beams with the same red detuning
from the atomic transition (∆ < 0) is required. This arrangement does
not have any effect on stationary atoms as the opposing radiation forces
cancel. However, an imbalance in the radiation force due to the Doppler
effect is produced for moving atoms. For an atom moving in the opposite
direction to the laser beam, the Doppler effect shifts the light frequency
(with frequency detuning of ∆ = ω − ω0) close to resonance with the
atomic frequency, causing an increase in the absorption rate. The resul-
tant force slows the atomic velocity, similarly so if the beam comes from
any direction. The difference of the force applied from right and left can
be expressed mathematically as:
Fmolasses = Fscatt(ω − ω0 − kυ)− Fscatt(ω − ω0 + kυ), (1.11)
where Fscatt(ω−ω0−kυ) is the force exerted by the beam which is moving
towards the atom with −k wave vector. Whereas, Fscatt(ω − ω0 + kυ) is
the force on the atoms from the beam moving in the same direction with
wave vector +k. υ is the atom velocity. By expanding in Taylor series:
Fmolasses =
[
Fscatt(ω − ω0) + ∂F
∂ω
(ω − ω0 − kυ)
]
−
[
Fscatt(ω − ω0 + ∂F
∂ω
(ω − ω0 + kυ)
]
.
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Then:
Fmolasses ≈ −2∂Fscatt
∂ω
kυ. (1.12)
The equation 1.12 becomes:
Fmolasses = −αυ, (1.13)
where α = 2∂Fscatt
∂ω
is the damping coefficient as a result of the damping
force which is exerted on the atom by the laser radiation. This behaviour
led to the name Optical molasses being coined for this mechanism [13].
1.1.4 Magneto-optical trap (MOT)
The Magneto-Optical Trap is the most common technique used to trap
neutral atoms since 1987 when it was introduced [81]. It is used fre-
quently to cool the atomic gas from room temperature down to the order
of micro kelvins. Optical molasses alone provides cooling without trap-
ping since it is only a velocity dependent force. Therefore, to implement
the trapping, it is required to apply a position dependent force in order
to confine the atoms. In a MOT, a quadrupole magnetic field needs to
be applied to produce a position dependent force. This can be imple-
mented by using two magnetic coils with opposite current directions to
produce a quadrupole magnetic field which causes an imbalance in the
scattering force applied by the laser beams. Figure 1.1 illustrates the
principle of the MOT for the simple atomic transition F = 0→ F ′ = 1.
The magnetic field perturbs the atomic excited level by the Zeeman effect
and lifts the degeneracy of atomic Zeeman sublevels. This perturbation
does not occur for the ground state because its angular momentum is
zero. As shown in the left picture of figure 1.1, the atoms are illuminated
by two counter-propagating laser beams with opposite circular polarisa-
tions, σ+ and σ−, and a frequency slightly less than the atomic frequency
(red-detuned). If an atom is displaced from the trap centre along the z
direction where z > 0, the Zeeman shift moves the sublevel mF = −1
closer to resonance with the laser frequency. Selection rules impose the
absorption of photons by the beam that excites the σ− transition, pro-
ducing a scattering force which pushes the atom back to the trap centre.
A similar process occurs when the atom is displaced towards the op-
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Figure 1.1: Illustration of the principle of the Magneto-Optical trap. Left:
Energy of the Zeeman sub levels as a function of the position in one dimen-
sional configuration of the Magneto-Optical trap for the atomic transition
between F = 0 and F ′ = 1. Two counter-propagating circularly polarised
laser beams, red-detuned with respect to the atomic transition interact with
the atoms, coupling the σ− component with the mF = −1 state and σ+
component with the mF = 1 state according to the selection rules. Right:
The configuration of the laser beams in a three dimensional Magneto-Optical
trap with two coils to produce a quadrupole magnetic field.
posite direction (z < 0). To describe this mechanism mathematically,
the frequency shift produced from the Zeeman effect can be included in
equation 1.11, thus obtaining:
FMOT = F
σ+
scatt(ω − kv − (ω0 + βz)− F σ−scatt(ω + kv − (ω0 − βz)). (1.14)
When the energy shift due to the Zeeman effect is ∆E = µBgFmF ~B,
~B = dB
dz
z and ∆mF = 0,±1, the frequency shift will be βz = gFµB~ dBdz z
at displacement z where µB =
e~
2me
is the Bohr magneton, gF is the
Lande´ factor of the relevant atomic state and dB
dz
is the magnetic field
gradient. The total force in the MOT consists of a velocity and a spatially
dependent force [24, 52] given by:
FMOT = −αv − αβ
k
z, (1.15)
where α is the damping coefficient. The restoring force has a spring con-
stant αβ/k. The 1D configuration in figure 1.1 can be extended to 3D
by using three counter-propagating laser beams with their intersection
point located at the zero of the quadrupole magnetic field. The MOT
provides a combination of a velocity dependent force (as in the optical
molasses), which damps the atomic motion, and a position dependent
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force, which pushes atoms back to the trap centre. This damping and
trapping technique facilitates the MOT loading and makes it a versatile
mechanism due to its robustness. The MOT can capture faster atoms
than the optical molasses does. The mathematical treatment described
here is simpler than the complete one which can be found in [92]. The
most important requirement for the MOT is having a closed transition
(for 87Rb is 52S1/2F = 2 → 52P3/2F = 3) such that the atoms keep cy-
cling within it. However, in the alkali metals such as 87Rb, the atoms can
decay to the 52S1/2F = 1 state rather than the 5
2S1/2F = 2 state. Un-
fortunately, the decay of this excited state is not coupled by the cooling
laser beam. Therefore, another laser, called the re-pumper laser is re-
quired to excite the atom from the 52S1/2F = 1 state to the 5
2P3/2F = 1
or 52P3/2F = 2 state from which it can decay back to 5
2S1/2F = 2 where
it can be excited again by the cooling laser.
1.2 Sub-Doppler cooling
In 1988, a fundamental experiment [53] revealed that the atoms can
be cooled in optical molasses to temperatures below the Doppler limit.
The theoretical explanation was reported in 1989 independently by two
groups [15, 94] who confirmed that the Doppler limit may be overcome.
In Doppler cooling, the cooling mechanism is based on the imbalance of
the radiation pressure from the laser beams, whereas one of the cooling
mechanisms in sub-Doppler cooling is based on the polarisation gradient
of the light and resulting spatial modulation of the AC stark shift and
optical pumping. This sub-Doppler cooling mechanism is also known as
Sisyphus cooling in reference to the Greek myth of Sisyphus who was
condemned to rolling a stone up an impossible hill. The main require-
ment of this mechanism is an optical lattice configuration [32, 63], with
periodic potentials formed by interfering two or more laser beams.
To explain the sub-Doppler cooling mechanism, we consider a two level
atom with angular momentum J = 1/2 and J ′ = 3/2 for the ground and
excited states respectively as depicted in figure 1.2. This atom interacts
with a light field of two counter-propagating laser beams having linear or-
thogonal polarisations. This arrangement is called lin⊥lin optical lattice
configuration where the polarisation changes with the position.
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Figure 1.2: Sisyphus cooling mechanism. (a) Zeeman sublevels diagram for
the transition J = 1/2→ J ′ = 3/2 resulting from the coupling with light of
different polarisations. The numbers indicate the squared Clebsch-Gordan
coefficients, which are proportional to the transition strength for the allowed
transitions that obey the selection rule ∆mJ = 0,±1. (b) The polarisation
gradient for the lin⊥lin optical lattice configuration, which shows the po-
larisation changes between σ+ and σ−. The laser beams propagate along
z direction. (c) Diagram shows transferring the atoms between the Zeeman
sub-level ground states (optical pumping), which causes the atoms to lose en-
ergy. The light shift in the Zeeman sublevels is always negative for negative
detuning.
Two fundamental aspects of Sisyphus cooling, or polarisation gradi-
ent cooling, have to be taken into account. First, the light shift which
is the atomic energy shift in the ground state sublevels, is determined
by the interaction between the atoms’ dipole moment induced by the
laser, and the laser field itself. When the atoms are placed in the laser
field, the electric field of the light induces a dipole moment in the atom
in which the protons and electrons are polarised. To explain the light
shift mechanism, the general model of a two level atom placed in the
polarisation gradient light field is used. This induces the light shift in
the ground Zeeman sub-levels |g,±1/2〉. The strength of the shift is pro-
portional to the square of the Clebsch-Gordon coefficients, which gives
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the transition probabilities, and the light intensity of the relevant tran-
sition. Thus, the light shift depends on the light polarisation. As shown
in figure 1.2, the polarisation gradient produces a spatial dependence in
the light shift. For example, for σ+ polarisation and red-detuned light
frequency (∆ < 0), the transition of |g,+1/2〉 → |e,+3/2〉 is three times
stronger than |g,−1/2〉 → |e,+1/2〉. For this reason, the |g,+1/2〉 sub-
level shifts three times lower than |g,−1/2〉. On the contrary with σ−
light, the |g,−1/2〉 is displaced three times lower than |g,+1/2〉 state.
For negative detuning, the light shift is always negative for both light
polarisations. So, depending on the spatial position of the atoms, the
ground state sub-levels are subjected to a different shift acting as an op-
tical potential which is a position-dependent potential for atoms in the
ground state sublevels as illustrated in figure 1.3.
The second element in Sisyphus cooling is the optical pumping which
is a mechanism of transferring the atoms between the ground state sub-
levels. Cooling the atoms requires a mechanism for dissipating energy.
This process occurs when the atom moves over potential ”hills” and ”val-
leys”, so that the atom’s energy interchanges between potential energy
and kinetic energy. When the atom absorbs light at the top of the po-
tential hill, it will emit a photon thus returning to the bottom of the
potential valley. The atom’s energy is converted from kinetic energy to
potential energy when the atom climbs the potential hill, and then dis-
sipated via spontaneous emission at the end of this process, the atom’s
velocity will be reduced.
To elucidate the mechanism of optical pumping, it is essential to
understand the process behind transferring the atoms between ground
state sublevels. It can be shown that for a stationary atom, the Zee-
man sublevel population depends on the atom position z in the light
field. According to the selection rule ∆mJ = 0,±1, the σ+ polarisation
light drives the transition |g,−1/2〉 → |e,+1/2〉. Two possibilities may
occur: either the excited atom in |e,+1/2〉 decays back to |g,−1/2〉,
and then repeats the process, or it can decay into the |g,+1/2〉 state
from where it cannot escape. The atom, which arrives at the ground
sublevel |g,+1/2〉, can only be excited into |e,+3/2〉. This is because
the σ+ light only drives the transition |g,−1/2〉 → |e,+1/2〉 and from
|g,+1/2〉 → |e,+3/2〉 from where it will only decay to |g,+1/2〉 due to
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Figure 1.3: The optical potential in a 1D lin⊥lin optical lattice in Sisyphus
cooling. The spatially symmetric periodic potential results from the spatially
modulated light shift for the atomic transition J = 1/2→ J ′ = 3/2. The U±
potentials are generated by the light shift modulation of the ground sublevels
|g,+1/2〉 and |g,−1/2〉 respectively. The maxima and minima of the light
shift potential are observed at position where the light is circular polarised.
the selection rules restriction. Consequently, absorbing σ+ light causes
pumping of the population from the |g,−1/2〉 into the |g,+1/2〉 ground
sublevels through the excited state.
A similar process occurs when absorbing σ− polarisation light to pump
the atom into the |g,−1/2〉 sublevel. With linearly polarised light, both
ground state sublevels are occupied with the same probability. It is noted
that the most populated sublevel is the one with the lowest energy. Con-
sider an atom located at the minimum of the substate |g,+1/2〉 potential
where it can start absorbing σ+ polarisation light. Therefore, the atom
starts climbing the potential hill. In such process the interaction with the
σ− light polarisation position in the light field and thus the absorption
probability increases. Then, the atom will be pumped into the |g,−1/2〉
substate, where the atom see itself in a valley. Then, the atoms starts
climbing the next potential hill until it is pumped again into the |g,+1/2〉
state. After a few absorption-spontaneous emission processes, the atom
loses its energy and gets trapped at the bottom of a potential well. Gen-
erally, moving the atoms within the polarisation gradient field dissipates
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an energy per optical pumping cycle approximately equal to the light
shift U0 which is the depth of the potential well. This causes the atom to
be localised at the periodic potential minima forming the so-called opti-
cal lattice. One can show that the Sisyphus cooling temperature limit is
proportional to the recoil energy Tr = Er/kB, which is given by [24]:
kBTr =
h2
mλ2
, (1.16)
where kB is the Boltzmann constant, h is Planck’s constant, m is the
atomic mass, and λ is wavelength of the laser radiation.
For more complicated atomic energy levels such as 87Rb used in our ex-
periment, the Zeeman sublevel structure differs from the one shown in
figure 1.2. Rubidium is widely used in the laser cooling experiments due
to the simple scheme of the energy levels with a single valence electron.
Figure 1.4 shows the 87Rb D2 transition, which is relevant to our exper-
iment, with the hyperfine and Zeeman sublevels. Each of the 52S1/2 and
52P3/2 levels are split into |J − I| ≤ F ≤ J + I hyperfine states. Because
the 87Rb possesses I = 3/2 nuclear spin [93], the ground state 52S1/2 splits
into two hyperfine states Fg = 1, 2 for J = 1/2. The excited state 5
2P3/2
splits into four Fe = 0, 1, 2, 3 hyperfine levels. When the magnetic field is
applied in the Magneto-Optical trap, the degeneracy of the atomic levels
is lifted producing 2F + 1 magnetic substates for each hyperfine level F .
The cycling transition for 87Rb D2, is 5
2S1/2F = 2→ 52P3/2F = 3. The
ground state splits into five ground sublevels mJ = 0,±1,±2 and seven
excited sublevels mJ = 0,±1,±2,±3. This transition is not completely
closed so the excited atom can decay into the 52S1/2F = 1 level, which
is not coupled with the cooling laser. This causes the atom to escape
from the trap. The re-pumper laser is therefore required to pump the
atoms back into the 52P3/2F = 2 level from where they will decay into
52S3/2F = 2 ground state.
1.3 Magnetic trapping of neutral atoms
Magnetic trapping was introduced for the first time in 1985 by Migdall
et al [66]. Two years later, experiments were achieved to trap atoms
magnetically with enhanced density and atom number [2, 38, 96]. This
1. Introduction 21
Hyperfine++structure Zeeman+sublevels
Fg++=1+
Fg++=2+
Fe+=0+
Fe+=1+
Fe+=2+
Fe+=3
52P3/2
52S1/2
G1
M1
0
G2
M2
G1
M1
0
G2
M2
G1
M1
0
G2
M2
G1
M1
0
M3
M3
G1
M1
0
C
oo
lin
g
R
ep
um
pe
r
780.24+nm
384.23+THz
266.65+MHz
156.94+MHz
72.21+MHz
6.83+GHz
Figure 1.4: Energy levels for the hyperfine structure of the 87Rb D2 line.
The cooling and the re-pumper transitions are indicated by the red and blue
arrows respectively.
trapping mechanism is useful in many research areas, but is well known
as the final stage to approach Bose-Einstein Condensation. Magnetic
trapping confines atoms, which are pre-cooled by lasers, and compresses
them to increase the collision rate that is required for evaporative cooling.
The principle of the magnetic trap relies on the interaction between an
inhomogeneous magnetic field and the atomic magnetic moment. To
implement the magnetic trap, it is required to increase the magnetic
field of the MOT coils, which allows only the colder atoms with lower
energy to be retained in the trap centre. The principle of the magnetic
trapping of neutral atoms is the interaction between the magnetic dipole
moment µ of the atom and the applied magnetic field B as given by the
following formula [65]:
E = −~µ. ~B. (1.17)
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For an atom in the state |IJFMF 〉 the energy shift that results from the
Zeeman effect for weak magnetic fields is given by:
∆E = gFµBmFB, (1.18)
where mF is the Zeeman sublevel of the hyperfine level F and µB is the
Bohr magneton. The resultant force produced from the coupling between
the magnetic field and the magnetic moment of the atoms, is of the form:
~F = −~µ.∇ ~B. (1.19)
Accordingly, the magnetic trapping force depends only on the magnetic
field gradient (i.e. for atoms whose spin is aligned with the magnetic field,
their potential energy increases linearly with increasing magnetic field).
Because of the fact that local maxima of magnetic fields are forbidden in
free space [101], a magnetic field minimum should be utilised to trap the
atoms magnetically. Therefore, only atoms which are low field seeking
atoms can be trapped in the potential minimum. High field seeking atoms
are instead ejected from the trap. Therefore, the gF sign determines
the trappable magnetic sublevels. With gFmF > 0, atoms are low field
seekers as the energy remains negative and so can be trapped at the
minimum of the magnetic field. On the other hand, atoms with gFmF < 0
are high field seekers and cannot be trapped at the minimum. For the
87Rb ground state, the low field seeking substates are |F = 1,mF = −1〉
and |F = 2,mF = 1, 2〉 since gF = −1/2 for F = 1 and gF = 1/2 for
F = 2. The transition of the atoms from the low into high magnetic
field causes them to be lost from the trap. This is because the atoms
are moving in the trap, and so see the trap with different values and
directions. In order to keep the atom in the trap, the atomic dipole
moments must be adiabatically aligned to the direction of the magnetic
field. This means that the magnetic moment precession of the atom has
to be faster than the magnetic field change otherwise atoms end up in
untrappable sublevels. The atom’s magnetic moment precesses about the
magnetic field with the Larmor frequency:
ωLarmor =
µB
~
. (1.20)
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Therefore, in the region of the trap where the magnetic field is very small,
the rate of the precession of the magnetic dipole moment µ about the
magnetic field B is also very small. However, the adiabaticity is broken
close to the magnetic field zero, thus the atoms are ejected from the trap
due to Majorana spin-flip transitions [75].
1.4 Evaporative cooling
Laser cooling of atoms to extremely low temperatures and high phase-
space densities is restricted by the photon absorption and emission mech-
anisms. So, to reduce the temperature further and increase the density,
evaporative cooling is very effective because its mechanism does not rely
on laser radiation [37]. The principle of evaporative cooling is similar to
cooling a cup of coffee, where the steam takes the heat away. The atoms
in thermal equilibrium have a Maxwell-Boltzmann distribution given by:
N (E) = N0exp (−E/kBT ) . (1.21)
To cool the atoms evaporatively, the hottest atoms in the cloud have
to leave the trap carrying away energy which is more than the average
energy. Atoms leaving the trap have energy larger than threshold energy,
of a single atom given by:
Ecut = ηkBT, (1.22)
where η is a parameter determining the evaporative time (truncation pa-
rameter), kB is the Boltzmann constant and T is the temperature of the
atoms. The remaining atoms in the trap experience elastic collisions,
which determine the thermalisation process. The Boltzmann distribu-
tion is re-established as the atoms get rethermalised. This leaves the
sample colder. The evaporation cooling time has to be relatively slow
in order to allow the atoms to rethermalise. It must, however, be fast
enough to avoid the inelastic collisions. This cooling process is continu-
ously repeated, followed by a rethermalisation mechanism that produces
a Boltzmann distribution which possesses colder atoms than before. This
mechanism increases the phase space density (PSD), the number of atoms
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per cubic de Broglie wave length, of the atomic sample in the harmonic
trap, formed by the quadrupole-Ioffe configuration in our experiment,
since the atoms accumulate around the potential minimum. In this sit-
uation the system reaches the quantum regime.
Evaporation can be produced by reducing the strength of the trap. This
is not efficient however because it reduces the atomic density in addition
to weakening the traps ability to hold the atoms against gravity. An-
other reliable method is evaporating the magnetically trapped atoms by
applying radio frequency radiation to couple the trapped and untrapped
Zeeman sublevels. Evaporative cooling does not show any fundamental
temperature limit, but it will not be effective when there is a substantial
decrease in the atom number.
1.5 Dipole trapping
Neutral atoms can be trapped optically by using an optical dipole trap.
This mechanism relies on the interaction between the electric dipole and
the far-detuned light. This trapping method was introduced in 1978 [5]
and observed experimentally for neutral atoms for the first time in 1986
[12]. In general, the scattering force is neglected for a far-detuned laser
field, as shown by equation 1.8 [24, 30].
With the assumption of large detuning and negligible saturation, the
dipole trap potential, Udip, and the photon scattering rate, Rscatt, can be
expressed by the following [30]:
Udip (r) = −3pic
2
2ω30
(
Γ
ω0 − ω +
Γ
ω0 + ω
)
I, (1.23)
Rscatt (r) =
3pic2
2~ω30
(
ω
ω0
)3(
Γ
ω0 − ω +
Γ
ω0 + ω
)2
I. (1.24)
Here ω is the driving frequency, ω0 is the atomic frequency and Γ is the
damping rate or the natural linewidth, that corresponds to the spon-
taneous decay rate of the excited state. For simplicity, we apply the
rotating wave approximation [54], by ignoring the counter rotating term
ω0 +ω. The approximation holds as ∆ ≡ ω−ω0 << ω0 and ωω0 ≈ 1, and
1. Introduction 25
the equations 1.23 and 1.24 can be simplified to:
Udip (r) =
3pic2
2ω30
Γ
∆
I, (1.25)
Rscatt (r) =
3pic2
2~ω30
(
Γ
∆
)2
I. (1.26)
These equations describe the behaviour of a two-level atom in a dipole
trap. From the previous equations, it can be noted that for red-detuned
(∆ < 0) light, the atoms are attracted to the high intensity region as the
dipole potential is negative. While blue detuned light (∆ > 0), and a
positive dipole potential leads to the ejection of the atom from the high
intensity region. In addition, from equations 1.25 and 1.26, the dipole
potential is proportional to I/∆, while the scattering rate is proportional
to I/∆2. Therefore, a large detuning of the laser field is important to
reduce the scattering rate. This can be done as well as increasing the
light intensity in order to retain the small scattering rate at a given
potential depth. The simple relation between the dipole potential and
the scattering force is :
~Rscatt (r) =
Γ
∆
Udip (r) . (1.27)
1.6 Thesis Overview
This thesis starts with the present introductory chapter devoted to the
theoretical principles behind the work conducted in the next chapters.
Chapter 2 describes the experimental apparatus and laser setups that
were used in the experiments described in the following two chapters.
Chapter 3 presents the theory behind the ratchet effect for cold atoms.
This is followed by the description in Chapter 4 and Chapter 5 of the two
experiments on the ratchet effect. The experimental setup and the results
obtained from the experiment on the current reversals in a rocking ratchet
are outlined in Chapter 4. Chapter 5 describes the vibrational resonance
phenomenon and presents the experimental results obtained from the
related experiment. Chapter 6 introduces the theoretical concepts related
to Bose-Einstein Condensation in addition to the new laser system and
the results of this last experiment. Finally, the purpose of Chapter 7 is
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concluding the thesis work and highlighting the next step of the dipole
trap experiment.
Chapter 2
Experimental apparatus
This chapter describes the setup that is used to run the experiment. It
starts with the vacuum system, which is an essential component to pre-
pare the cold cloud of 87Rb atoms. Since it is desirable to trap cold
atoms with a long life time, the vacuum system was upgraded from a
single MOT chamber, as used in previous experiments, to a double MOT
chamber. This reduces background collisions in the main chamber and
therefore increases the lifetime of the trapped atoms, which is a nec-
essary requirement for Bose-Einstein condensation. Then, the chapter
proceeds to describe the laser system and the setup used to produce the
cooling, re-pumper, lattice and imaging beams. The frequency stabili-
sation mechanism which is called Doppler Free Dichroic Atomic Vapour
Laser Lock (DF-DAVLL) is also described in this chapter. Experiments
with cold atoms require control of all experimental parameters with high
temporal resolution and stability. The computer control to achieve this
is presented in the following section. Finally, the details of the imaging
system are reported in the last section.
2.1 Vacuum system
The vacuum system of the single MOT chamber was constructed by the
previous PhD students and is described in [20, 25, 51]. The current sec-
tion describes only the design and construction of our current vacuum
system. The new vacuum system consists of two chambers. In the first
(LVIS chamber), the cold atoms are prepared in a magneto-optical trap
27
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Figure 2.1: The 87Rb vacuum system overview which illustrates the vac-
uum components. The first vacuum chamber consists of a cubic glass cell
connected to the 87Rb dispenser. The atoms are transported from the first
MOT into the science MOT via a 1.5 mm hole using a Low Velocity Intense
Source of atoms. In the science cell the atoms are trapped by another MOT
using a compact design of quadrupole coils. Two ion pumps are shown in
the system, which are used to maintain the low pressure in both chambers.
Another SAES getter pump can be attached to improve the vacuum envi-
ronment.
loaded from a background vapour of 87Rb at room temperature. We then
extract an atomic beam to the second chamber (Science chamber) which
has an Ultra-High Vacuum (UHV) below 10−10mbar. The vacuum con-
struction can be seen in figure 2.1.
LVIS There are various methods to produce slow atomic beams. The
Low Velocity Intense Source of atoms (LVIS) [56] configuration is imple-
mented in this experiment. This method has many advantages such as
simplicity, compactness and the ability to produce an intense atomic flux.
A cross section of the vacuum setup is shown in figure 2.2. The thermal
87Rb atoms are produced in the LVIS chamber by flowing current through
an alkali dispenser1 connected to an electrical four-pin feedthrough, which
1SAES Getter, Rb AMD Rb/NF/5.4/12.5/FT 10
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Figure 2.2: The cross section of the vacuum system shows the LVIS beam
path, which passes from the first MOT chamber through the mirror-quarter
wave plate combination and a spherical-square connector into the second cell.
was later replaced by an eight-pin feedthrough2. This limits the pressure
in the LVIS chamber to about 10−9 mbar. Collisions between hot back-
ground gas and cold MOT atoms lead to heating and trap losses and
therefore reduce the trap lifetime. The trap in the LVIS chamber is pro-
duced by three counter-propagating laser beam pairs, each pair having
opposite circular polarisation. This configuration allows us to optimise
the beam balance using a half wave plate and a polarising beam split-
ter placed in each beam’s path, and therefore centres the position of
the MOT. The position of the MOT with respect to the hole is crucial
for the flux of cold atoms. The LVIS push beam is retro-reflected by a
mirror inside the vacuum, while the other beams are not. The atoms
are transported to the science chamber through a 1.5 mm hole as an
extraction channel for the atomic beam due to the imbalance in radi-
ation pressure. This arrangement offers a differential pressure between
the chambers and reduces the problem of background collisions in the
science cell, therefore boosting the trap lifetime [90]. The pressure in the
LVIS chamber is maintained by an ion pump and can be monitored via
the current displayed on the pump controller3. The LVIS configuration
provides pressure below 10−10 mbar in the science cell.
In addition to the MOT coils in anti-Helmholtz configuration, there
2EFT0583093 from Kurt J. Lesker
3MiniVac controller
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Figure 2.3: Upper panel: The atom number of the science MOT as a
function of MOT loading time. The red curve is an exponential fit to the data.
The red line is a linear fit from the origin with a slope of 7.8 × 107 atom/s,
which is the loading rate of the science MOT. Lower panel: The exponential
decay of the science MOT after switching the LVIS beam off. The red curve
is an exponential fit. The decay time is about 37.7 s. It can be seen that
after 85 s, the MOT continues to decay but this cannot be recorded by the
camera chip due to the MOT small size. The atom number is measured
by the fluorescence imaging with a Charge-Coupled Device (CCD) Pixelfly
camera.
are two pairs of compensation coils in Helmholtz configuration used to
position the trap vertically and horizontally in front of the hole. To
increase the capture range, a telescope is built to increase the laser beam
waist to about 1 cm with a power of about 4 mW per beam. Re-pumper
light of 3 mW is overlapped with the MOT beams.
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Vacuum components The LVIS chamber consists of a standard six
way cube with 2 3/4" flanges. The blank flange of the cube that leads to
the science cell is modified with a mirror-quarter wave plate combination
with the small hole in the centre which acts as the differential pumping
stage. This combination is glued to the flange using a low vapour pres-
sure glue4 which is suited for vacuum pressures below 10−9 mbar. The
distance between both the LVIS and science MOT is 330 mm. The rubid-
ium dispensers are in a separate compartment of the first MOT chamber
connected via a valve. This enables us to replace the 87Rb dispensers
without pumping and baking the rest of the vacuum system each time
the dispensers are replaced (approximately each year). After exchanging
the dispensers the chamber could be pumped out via an additional valve
without contaminating the main chamber. The science chamber consists
of a glass cell with dimensions (30× 30× 100) mm3. The LVIS and the
science cell are connected via a spherical square connector5, multi-CF
(ConFlat) flanges fitting port with two 4 1/2" CF ports and four 2 3/4"
CF ports. One of the small ports is attached to the LVIS cell and another
small port is attached to the science cell. The two ports left are used to
perform some measurements, such as an atomic flux measurement. The
large ports are connected to the ion and getter pumps. Two ion pumps
and one getter pump are used to maintain the pressure in both vacuum
chambers. In the LVIS chamber, the ion pump6 has a pumping speed of
20 l/s. In the science chamber the pressure is maintained by a slightly
bigger pump7 with 55 l/s. A Non-Evaporable Getter (NEG) pump8 is
additionally used to improve the vacuum environment and increase the
pumping speed.
As can be seen from figure 2.3, the upper curve represents the loading
graph with 7.8 × 107 atoms/s loading rate which can be improved by
alignment to obtain more atoms in the trap. The lower graph shows the
MOT decay behaviour when switching off the LVIS beam. The trap life
time is about 37.7 s in the science chamber with the final pressure be-
low 10−10 mbar, which enables sufficient trapping times for Bose-Einstein
4Varian TorrSeal
5Kimball Physics, MCF450-SphSq-E2C4
6Varian Inc.,Vaclon Plus 20 StarCell
7Varian Inc.,Vaclon Plus 55 StarCell
8SAES Getter, SORB-ACTMGP100 MK5 St 707
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Condensation.
Baking procedure After assembling the vacuum system, the next step
is to pump it down. Three different pumps are used to obtain high vac-
uum condition, since each pump works best for different pressure regimes.
The rotary pump can take the system down to 10−1 mbar. The second
pressure stage is 10−5 mbar and is reached by using a turbo pump which is
connected in series with the rotary pump. Ultra-high vacuum is reached
and only maintained by the ion and getter pumps. Outgassing is an
unavoidable problem of any vacuum system because of remaining unde-
sirable gases on the internal surfaces of the vacuum. Baking the system
increases the outgassing rate and releases the unwanted gases from the
walls. The baking process starts by wrapping heat tape, covered by layers
of aluminium, around the vacuum chamber to ensure even distribution
of temperature. It is vital to heat the system gradually with a rate of
10 ◦C/h in order to prevent any damage due to temperature gradients.
We baked the system for a week. The science cell was baked at about
200 ◦C and the LVIS cube at about 120 ◦C, which was limited by the max-
imum temperature rating of the vacuum glue. Normally, both the glass
cells’ temperature, and the vacuum pressure, are monitored and recorded
every five minutes during the heating and the cooling procedure. After
cooling the system back to room temperature, the turbo pump valve is
closed. The final pressure in the LVIS chamber is about 10−9 mbar.
2.2 Laser system
Tuneable lasers are a basic requirement to cool and trap atoms [99].
Commercial semiconductor laser diodes are used in our system to provide
the MOT and lattice beams. After upgrading the vacuum system to
a double MOT system, more laser power was needed to distribute it
sufficiently for both MOT systems. The new laser system implements a
Master Oscillator Power Amplifier (MOPA) and is described in chapter 6.
Another high power 50 W laser, which is a fibre amplifier9 with 1064 nm
wavelength, was installed recently for an optical dipole trap. The rest of
9NUA-1064-PD-0050-D0 1064- 1110
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Figure 2.4: Schematic of the laser setup. Three types of lasers are used:
The master as a cooling laser, re-pumper and two slaves for both the LVIS
and science MOT. Anamorphic prism pairs are placed after the laser directly
to transform the elliptical profile of the laser beam into circular. An optical
isolator then is used to prevent the laser injection from the back reflected
light. Both slaves are injected from the master by sending a fraction back to
the slave laser by the side of the optical isolator. A half wave plate (HWP)
before the polarised beam splitter is used to balance the power between each
beam. To control the laser frequency and switching the laser beam off and on,
an Acousto-Optical Modulator (AOM) is used. The master laser frequency
is shifted up twice by 100 MHz with the double pass AOM. A quarter wave
plate is placed after the double pass AOM to rotate the polarisation and thus
enable the beam to be reflected from the polarising beam splitter (PBS) to
inject the slaves.
this section deals with the MOT and lattice lasers, their construction as
External Cavity Diode Lasers (ECDL) and their frequency stabilisation.
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2.2.1 Laser setup
The laser system is based on the home built single-sided external cavity
design [103] in Littrow configuration [85] with a commercial laser diode10.
This configuration consists of a laser diode mounted together with a
collimating lens that has a high numerical aperture. The collimated
beam is then diffracted by a holographic grating11 that is attached to a
mount which can be finely adjusted in both the vertical and horizontal
directions. This arrangement creates an external resonator with the laser
diode and narrows the linewidth of the free running laser. It also enables
us to tune the frequency by changing the angle of the grating because the
first diffracted order is fed back into the laser diode. The laser frequency
can now be controlled by adjusting the grating angle, which affects the
laser frequency twofold: by changing the length of the external cavity and
therefore its resonance frequency, and also by changing the diffraction
angle of the first order. It is done electronically with a piezoelectric
transducer12. To limit frequency drifts, the diode laser’s temperature is
stabilised. Therefore, the frequency sensitive construction is mounted on
a Peltier element13, with the laser’s massive aluminium base acting as
a heat sink. The temperature is measured with an AD590 temperature
sensor glued close to the laser diode and the temperature is then kept
stable by a commercial temperature controller14.
In our laser setup, three types of lasers are implemented: the master
which is the cooling laser, the re-pumper laser and a slave laser. Both
the master and re-pumper lasers are ECDLs in the Littrow configuration
[85], which enables us to control their frequency, whereas the slave is just
a laser without a grating and is injected by the master laser to force it
to work at the same frequency of the cooling laser. The schematic of the
laser setup is illustrated in figure 2.4.
10DL7140-201S 785 nm, 70 mW from Thorlabs
11Holographic grating GH13-18V
12Piezomechanik Pst 150/4/5
13Peltier cooler muticomp-mcpe1-12707AC
14Wavelength Electronics, MPT-2500
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2.2.2 Dichroic Atomic Vapour Laser Lock (DAVLL)
Since the diode laser central frequency drifts over time due to tempera-
ture, current and mechanical fluctuations, the frequency needs to be ac-
tively stabilised to an atomic transition. The technique we use is called
Doppler Free Dichroic Atomic Vapour Laser Lock (DF-DAVLL)[67, 72].
The principle of this technique is to induce dichroism in the 87Rb vapour
cell by applying an external weak magnetic field. This leads to a shift of
the magnetic sublevels of the 87Rb hyperfine levels due to the Zeeman ef-
fect. This makes the gas absorption frequency dependent on the circular
polarisation of the probe light. The mechanism is implemented by send-
ing a fraction of linearly polarised laser light, to produce a pump beam,
through a rubidium cell enclosed by a solenoid. To be able to observe
the hyperfine structure, the beam is retro reflected, to produce a probe
beam with much less intensity than the pump beam. Both beams have
to be overlapped inside the 87Rb vapour cell to interact with the same
set of atoms. Therefore, scanning the laser frequency over the atomic
transitions produces the Doppler-free spectrum with its hyperfine struc-
ture. Then, a weak magnetic field is turned on to produce the Zeeman
shift. According to the selection rules ∆m = ±1, σ± light couples dif-
ferent sublevels. Since the linearly polarised probe beam can be seen
as a superposition of equal components of σ± light, the gas is simul-
taneously exposed to both polarisations. After the cell a quarter wave
plate and a polarising beam splitter enable us to observe each circular
component separately with a photodiode (see reference [78] for more in-
formation about the photodiode box). A differential amplifier subtracts
both signals and produces an error signal with a linear slope and a zero
crossing, which is a reference to the laser frequency and is used to lock
the frequency. The error signal is integrated and fed back to control the
piezoelectric transducer. Thus, it controls the diffraction grating angle
on which the piezo element is mounted. This locking mechanism is less
sensitive to the noise sources when the laser frequency changes. As shown
in figure 2.4, five lasers are implemented in the experiment: The master,
LVIS MOT slave, science MOT slave, re-pumper, and the optical lattice
laser (its schematic will be shown in chapters 4 and 5).
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Master laser The master laser controls the frequency of the light re-
quired for the MOT. The frequency of the master laser should be set
slightly below the resonance frequency (red-detuned) of the cycling tran-
sition 52S1/2F = 2 → 52P3/2F = 3. Therefore its frequency is locked
to the 52S1/2F = 2 → 52P3/2F = 1, 3 cross-over line with a detuning of
-211.79 MHz to the transition. A cross-over transition has a frequency
midway between any two excited levels. The cross-over transitions can
be observed when the laser frequency is scanned over the whole frequency
range of the atomic transitions (cycling and hyperfine transitions). Apart
from the light used for the stabilisation all laser output is shifted up in
frequency by a double pass AOM15. This enables us to control the laser
frequency electronically by changing the applied radio frequency to the
AOM. After the AOM, the laser beam gets reflected by a mirror and
then passes through a quarter wave plate (QWP) in order to rotate the
polarisation and thus enable the beam to get reflected from the polaris-
ing beam splitter used to inject the slaves. In normal operation we shift
the laser frequency up twice by about 100 MHz and obtain an effective
detuning of -2 Γ (i.e. 12 MHz) where Γ is the natural linewidth for 87Rb
(Γ = (2pi)6.066 MHz). The detuning can be controlled by the computer
within −6Γ ≤ ∆ ≤ +2Γ.
Slave laser The output power from the master laser is around 50 mW,
and most of it is lost in the double pass AOM configuration and other
optical components, or used for the DF-DAVLL spectroscopy. For this
reason, a slave is required to amplify the cooling laser light. Therefore,
the slave gets injected by the master beam (even a few microwatts are
enough). The master laser beam is split into two parts to inject both
slaves. This is performed by sending a fraction from the master laser
back to the slave by a polarising cube inside the optical isolator. This
forces the slave laser to oscillate at the lasing frequency of the master but
provides far more power since there is no diffraction grating. High power
is essential to trap a sufficient number of atoms. Most of the light is sent
to supply the LVIS MOT beams, but a small fraction of the master laser
is used to inject another slave, which is then used for the science MOT.
To be able to electronically control the light intensity of this beam we
15AOM 3080-122 from Crystal Technology
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introduce an AOM, with 80 MHz central frequency, in the beam path.
To compensate for incurring an 80 MHz shift, another AOM is placed in
the injecting beam. Even if the AOM is switched off, still there is a light
leakage from the first order, which may occur even without applied radio
frequency. Therefore, mechanical shutters are placed after the AOMs to
block any undesirable light.
Re-pumper laser The re-pumper frequency is also locked using a DF-
DAVLL. Here the locking feature is the 52S1/2F = 1 → 52P3/2F = 1, 2
crossover line. Since the re-pumper absorption feature is very small at
room temperature, the vapour cell is heated up to 60 ◦C. The light not
used for the spectroscopy is then shifted up by 80 MHz to reach the re-
pumping transition 52S1/2F = 1→ 52P3/2F = 2. A non-polarising beam
splitter (NPBS) is utilised to divide the re-pumper beam for both MOTs.
Then the re-pump light is combined with the cooling light via polarising
beam splitters.
2.3 Experimental control
Cooling and trapping atoms in a MOT followed by several other cooling
stages, such as optical molasses and evaporative cooling, requires repro-
ducible data collection with a high repetition rate. This can be executed
effectively by controlling all experimental parameters with a computer.
We used two computers: one for the experimental control and one for
data acquisition. The first computer is used to control all experimental
parameters in a temporal sequence. Parameters are, for example, the
time intervals for each experimental phase, frequency detuning, beam in-
tensities and magnetic fields for the MOT. The computer control consists
of a digital PCI-card with 64 digital In/Out channels16 and two analogue
output cards with eight channels each17. The digital card is mainly used
for on/off switching in combination with electronic circuits that interface
with the experiment. For example, the mechanical shutter switching is
controlled by sending a digital signal from the computer control to an
electronic circuit to switch the shutter when a high voltage reaches the
16Viewpoint DIO-64
17National Instrument PCI-6731
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shutter solenoid. A digital signal also can be sent to the function gener-
ators to trigger them. While, the analogue card can produce ramps e.g.
for the detuning or the intensity of the lasers. The analogue card is also
used to control the magnetic field of the anti-Helmholtz and Ioffe coils by
varying the coils current. The output range of this card is from -10 V to
+10 V with 16 bit resolution. The overall timing resolution is 1µs which
determines the time precision for the experimental sequence.
Controlling the coils current is done by using a high power Metal Ox-
ide Semiconductor Field-Effect Transistor (MOSFET)18 bank, which has
eight MOSFETs in parallel. The voltage over the MOSFET gate, which
is controlled from the computer, is proportional to the coils current. The
gate voltage is stabilised by a feedback circuit whose set point is con-
trolled by the analogue output card. The MOSFETs are mounted on
copper water cooled plates in order to dissipate the generated heat due
to the high current.
The second computer is connected to the CCD camera and is utilised to
acquire and save the images. Two types of images can be taken: real
time images, which monitor the atomic cloud continuously and can help
to verify immediately the cloud stability and the laser locking. Also, im-
ages can be taken when the camera is triggered to open its shutter, by
receiving a digital signal from the computer control. This triggered image
is taken for a specified time determined by the experimental sequence.
The imaging is usually the last stage of the experimental sequence to be
able to observe the effect of the sequence stages on the atomic cloud.
Most experimental data in cold atom experiments consists of position
and size data of the atomic cloud. In most cases the images are fitted
with a 2D Gaussian function, the fit result saved in a file and analysed to
determine the outcome of the experiment. For the ratchet experiment, it
is necessary to control the frequency and amplitude of the bi-harmonic
force (defined in chapter 3). Therefore, the acquisition computer is re-
sponsible for controlling the function generators which are connected to
the computer via a USB. A Rohde and Schwarz function generator used
for the radiofrequency evaporation for the BEC production is also con-
nected to the computer control via an RS232 port. The LabView code,
the software used as a user interface for both computers, was written by
18IXFN150N15-MOSFET, N, SOT-227B from Farnell
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the previous PhD students [25, 51].
2.4 Summary
This chapter describes the construction of the new vacuum system. A
double MOT chamber in the LVIS configuration was installed, which re-
duces the vacuum pressure in the science MOT significantly from 10−9 mbar
for the LVIS chamber, if used as a single chamber, into below 10−10 mbar.
The life time of the science MOT reaches 37.7 s. This is sufficient for suc-
cessful BEC creation. The laser system for the experiments was concisely
described. Details about the laser experimental setup and the respective
frequency stabilisation were given. The chapter ended with a brief de-
scription of the experimental control.
Chapter 3
Ratchets
3.1 Introduction
Transport phenomena are a very interesting topic in many fields of sci-
ence like physics, chemistry, and biology [83]. Brownian motors, or ratch-
ets, are microscopic devices that turn random fluctuations into directed
motion in the absence of a bias force. Ratchets are an intriguing phe-
nomenon that have attracted the attention of the scientific community for
their numerous applications, such as electron pumps [95] or particle sep-
aration devices [86]. Our group already devoted a lot of work towards the
understanding of ratchet mechanisms [26, 27, 29, 42]. Two ratchet exper-
iments were conducted during my study period, which will be described
in the next two chapters. The first experiment investigates current re-
versals [83], i.e. variations in the atomic current direction as a function
of one of the experimental parameters, in rocking ratchet [4]. This is a
kind of ratchet in which the optical potential is rocked periodically. The
second experiment studies the vibrational resonance phenomenon. This
chapter describes the principles behind the ratchet effect.
3.2 Brownian motors or ratchets
Ratchets are devices that rectify fluctuations and generate a directed cur-
rent out of unbiased fluctuations. Ratchets are useful for the understand-
ing of how nanoscale motors can work under the influence of substantial
thermal motion. Many physicists explored the possibility of extracting
40
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work from a system without violating the second law of thermodynamics
[35]. This led to the design for paradoxical perpetual motion machines. A
first gedanken experiment on the topic was the Feynman-Smoluchowski
ratchet [83]. It was first considered by Smoluchowski in 1912 and later
extended by Feynman. In 1963, Feynman [22] analysed Smoluchowski’s
ratchet and pointed out its limitations with respect to the generation of
directed motion in thermal equilibrium; it would violate the second law
of thermodynamics. He showed, however that if operated out of equilib-
rium the ratchet mechanism can be used to rectify fluctuations.
In general, it is not possible to generate directed current from systems in
thermal equilibrium otherwise it will violate the second law of thermo-
dynamics. An additional requirement is related to the symmetries of the
system. As it will be discussed in detail in the following, it is necessary
to break the symmetries which would otherwise prevent directed motion.
Thus, gaining useful work out of unbiased random fluctuations, and the
occurrence of the ratchet effect, require two elements: out of equilibrium
settings and breaking one or more of the system symmetries. According
to Curie’s principle, which states that if a certain event is not ruled out
by symmetry then it will occur [83], this is sufficient to produce directed
transport.
The Smoluchowski ratchet is a device with an axle and a paddle
wheel attached to one end and an asymmetric gear wheel to the other
end, as shown in figure 3.1. The gear wheel is usually termed the ratchet
wheel. The whole device is immersed in a gas at thermal equilibrium. It
is thus subjected to the random fluctuations of the gas (Brownian mo-
tion). A pawl attached to the ratchet wheel stops the wheel rotating in
one direction. In the other direction however the wheel is free to rotate.
Random collisions of the gas would now start to rotate the wheel in the
permitted direction even if a small load is applied and thus extract work
out of thermal equilibrium which is forbidden by the second law of ther-
modynamics. The reason why such a process is not possible, according to
Smoluchowski, is that the pawl itself would have to be extremely small.
The random fluctuations of the gas molecules would then move the pawl
as well. So overall useful work cannot be extracted.
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Pawl
Ratchet wheel
Paddle wheel
Axle
Figure 3.1: The ratchet wheel is connected to the paddles by an axle.
The whole device is immersed in a gas at thermal equilibrium. The pawl is
attached to the ratchet wheel to rectify the motion in one direction. Without
the pawl, the random motion of the gas produces unbiased rotation.
Feynman rachet Feynman extended the Smoluchowski device. This
was done by introducing two reservoirs with different temperatures. The
paddle wheel in one reservoir, and the ratchet with the pawl in the other
reservoir, as shown in figure 3.2. Feynman demonstrated that if the entire
system is at the same temperature, there is no rectification. On the other
hand, if the temperature of the two reservoirs is different, the ratchet
can move in one direction and can extract useful work, such as lifting
a weight that is attached to the axle. So, a temperature gradient can
produce work. This does not violate the second law of thermodynamic
which is valid only at the thermal equilibrium with a single bath at
a single temperature. The ratchet device should be considered at the
molecular scale where the thermal noise, which results from the thermal
fluctuations in the system environment, plays a significant role. Without
the asymmetric feature of the wheel, no movement will be expected. In
the following, to illustrate the ratchet phenomenon in more details, I
will focus on one class of ratchets, the so-called rocking ratchet, as it
corresponds to the scheme used in our setup. The other types of ratchets
are described in detail in Ref. [83].
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Ratchet and Pawl Paddles wheel
T1 T2
Gas molecules
Weight
Figure 3.2: Feynman ratchet. The ratchet wheel and the pawl are placed
in a reservoir with temperature T1. The paddle wheel in a second reservoir
with temperature T2. The pawl is supposed to rectify random fluctuations
of the paddle which therefore might be used to extract work (such as lifting
a weight) when the temperature of the two reservoirs is not the same.
3.3 Rocking ratchets
The last twenty years have seen a considerable amount of studies aimed to
understand the rectification mechanisms at the molecular scale. Ratch-
ets were discussed again in 1993 by Magnasco [57]. In 1997, the quan-
tum ratchet in an adiabatically rocked ratchet system was investigated
theoretically [84]. Most of the publications were theoretical due to the
difficulty in performing experiments at the nanoscale. Recently, ratchet
experiments for cold atoms were reported. The first rocking ratchet for
cold atoms was demonstrated in 2003 [88]. Rocking ratchets, or gener-
ally AC driven ratchets, are one of the most common ratchets. Rocking
ratchets can be realised by using either an asymmetric spatial potential
and zero mean symmetric driving force, or a symmetric spatial potential
and a temporal asymmetric driving force. The latter configuration is
used in our system.
The principle of a rocking ratchet is shown in figure 3.3: a spatially
symmetric potential is rocked, or tilted, by a time asymmetric zero av-
erage force. This force drives the system out of equilibrium and breaks
the system symmetry. Therefore, a directed current can be generated.
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Figure 3.3: The mechanism of the rocking ratchet. A spatially symmetric
potential (shown in the middle of the figure) is tilted by a time asymmetric bi-
harmonic force. The potential is rocked between two asymmetric potentials
(shown in the upper and lower drawing of the figure). The time-average of
the applied force is zero. The ratchet current is produced as a result of the
force asymmetry.
A complicated behaviour can be observed, the so-called current reversals
[83]: the current can change its direction (sign) by tuning some of the
system parameters such as the driving frequency or the noise strength.
3.4 Simple stochastic model
Brownian particles are one of the key elements in the simplest model to
describe the ratchet dynamics. For simplicity, one dimensional motion is
used to describe the system dynamics. If we consider a Brownian particle
with mass m moving in the x direction, the dynamics can be described
by Newtons’s equation of motion:
mx¨ = −γx˙+ ζ (t) , (3.1)
where γ is the damping or friction coefficient, x˙, x¨ are the first and second
derivative of x with respect to the time and ζ is Gaussian white noise
term. The Gaussian white noise has a zero average value:
〈ζ (t)〉 = 0, (3.2)
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which means that the noise is unbiased. The Gaussian noise in equa-
tion 3.2 obeys the auto-correlation function given by the fluctuation-
dissipation relation [35, 83]:
〈ζ (t) ζ (t′)〉 = 2γkBTδ (t− t′) , (3.3)
where kB is Boltzmann constant, T is the system temperature, δ (t) is
Dirac’s delta function. To produce a ratchet system, two additional el-
ements are required. A force denoted by U ′ (x) produced by a periodic
potential:
U ′± (x) = ±U0k sin 2kx. (3.4)
Additionally, a driving force denoted by F (t), whose specific form will
be defined in the next section, has to be introduced. Therefore, equation
3.1 turns into the following Langevin equation:
mx¨+ γx˙ = −U ′ (x) + F (t) + ζ (t) . (3.5)
Three different regimes of ratchet dynamics can be studied in the system:
Hamiltonian or dissipationless systems, for a zero damping coefficient
γ = 0 and zero noise ζ (t), overdamped system in which the damping
term in equation 3.5 is large and can dominate the inertial term mx¨
(i.e. m = 0) and underdamped system when the damping term is small
compared to the inertial term.
3.5 Bi-harmonic driving force
The rocking ratchet scheme considered in this work is based on a tempo-
rally asymmetric bi-harmonic drive and a spatially symmetric periodic
potential. The underlying mechanism of rectification is the so-called Har-
monic Mixing [58]. The anharmonicity of the optical potential causes the
medium to be nonlinear. Thus, it becomes able to mix the harmonics
with frequencies ωd and 2ωd, with phase difference φ and to generate a
current. This current is proportional to the sine of the relative phase φ
between driving harmonics (I ∝ sinφ) [23]. Basically, in harmonic mix-
ing mechanism, all possible higher harmonics and their relative sum and
difference are generated. When the driving frequencies are commensu-
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rable (i.e.nωd1 = mωd2), with n and m integer, the DC response also will
appear [58, 102]. The driving force relevant to our experiment is given
by [27]:
Fd (t) = F0 [A cos (ωdt) +B cos (2ωdt+ φ)] , (3.6)
where F0 is the overall amplitude of the driving force, ωd =
2pi
T
is the
driving frequency, A and B are the driving force amplitudes and φ is the
relative phase between the harmonics, which controls the symmetry of
the system and therefore the generation of a current.
3.6 Symmetry analysis
In addition to the requirement of out of equilibrium settings, a ratchet
has to possess a type of asymmetry to be able to generate a directed
current. Symmetry analysis is the tool that is used to predict whether
directed transport is possible or not. According to Curie’s principle,
generation of a current is expected when the system does not have any
symmetry, which would prevent it. First, it is important to understand
why the system symmetry prevents the generation of a directed current.
The relevant quantity in each ratchet experiment is the particles current,
which is the ensemble average velocity 〈x˙〉 [83]. Generally, the system
consists of an ensemble of identical particles whose dynamics follow the
equation 3.5. When the system is symmetric, this means that the sta-
tistical weights of a trajectory with x (t, x0, p0), p (t, x0, p0) and the tra-
jectory with x (t, x0,−p0)), −p (t, x0,−p0), which has opposite velocity,
are equal. Therefore, taking the average over the particles ensemble will
give zero velocity and thus, no particle current is produced.
To analyse the symmetry of the ratchet system, we examine the condi-
tions for the Langevin equation to be invariant under the inversion of x
or t, so that the velocity is reversed. Characterising the relevant symme-
tries of equation 3.5 will then allow us to predict when no current occurs.
To find the conditions for the invariance of the Langevin equation under
inversion of the velocity, we consider the inversion of one variable, fol-
lowed by a shift, and a shift of the other variable, in other words, the
inversion in x with a time shift, or the inversion of the time t with a
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position shift [19]. The transformations are:
x→ −x+ x′, t→ t+ t′, (3.7)
x→ x+ x′, t→ −t+ t′, (3.8)
where x′, t′ are constants. Generally, for a periodic function f (x), three
symmetries have to be considered.
• Symmetric function: f (x+ x′) = f (−x+ x′). We say that the
function possesses fˆs symmetry.
• Antisymmetric function: f (x+ x′) = −f (−x+ x′). The function
is said to be possess fˆa symmetry.
• Shift symmetric function: f (x) = −f (x+ L
2
)
. The function changes
its sign after half a period L/2. We say it possesses fˆsh symmetry.
From Langevin equation 3.5, the asymmetry either comes from the po-
tential U (x), which is time independent, or the driving force F (t), which
is time dependent and spatially homogeneous. The transformations, un-
der which the Langevin equation 3.5 is invariant, provided the listed
conditions are satisfied, are the following [18]:
Sˆa : x→ −x, t→ t+ T
2
, if {Ua, Fsh}
Sˆb : x→ x, t→ −t, if {Fs, γ = 0}
Sˆc : x→ x+ L
2
, t→ −t, if {Ush, Fa,m = 0}
(3.9)
where T and L are the time period of the force and the spatial period
of the periodic potential respectively. The Hamiltonian and the weakly
damped regimes are of direct relevance to our experiment, and will be
discussed in detail in the following chapter.
In the overdamped limit, the system possesses Uˆsh symmetry. Fur-
thermore, for φ = npi + pi
2
, the symmetry Fa holds and no current can
occur. The atomic current in the overdamped ratchet has the form:
I ∝ cosφ, (3.10)
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and indeed for φ = npi + pi
2
no atomic current is generated. The ratchet
system in the overdamped limit is coined as supersymmetric [82]. For
our rocking ratchet, only Sˆa and Sˆb are relevant since the atomic motion
is never overdamped in a lin⊥lin optical lattice because the damping of
the atomic motion saturates due to the Sisyphus cooling limit [10].
3.7 Rocking ratchet for cold atoms
A rocking ratchet can be implemented experimentally by using an optical
lattice [27, 88]. Optical lattices can be defined as periodic potentials
produced by the interference of two or more laser beams. It was suggested
for the first time when Letokhov proposed the possibility of cooling and
confining the atoms in the potential wells by the dipole force that results
from the light shift [63]. Later in 1987 [87], it was the first time that a
study of a one dimensional optical lattice was published. Ever since, this
topic has become important in controlling the atomic motion optically.
The first cold atom ratchet was demonstrated in 1999 using cold atoms
in a spatially asymmetric undriven optical lattice [64]. Later in 2006
and 2007 [34, 91], two experiments were reported for an undriven optical
lattice in a spatially symmetric and shifted potential. More details about
optical lattices can be found in Ref. [31].
Dissipative optical lattice As explained in section 1.2, the laser
beams configuration of the lin⊥lin optical lattice creates a spatial mod-
ulation of the laser field polarisation. By interacting with the atomic
states, a periodic modulation of the light shift of the ground state sub-
levels is produced. For this configuration, the interaction between the
laser fields and the atoms reduces the kinetic energy and then localises
the atoms in the optical potential as shown in the figure 1.3 in chapter
1.
The optical lattice configuration used in our experiment is the one di-
mensional lin⊥lin configuration. This optical lattice results from two
counter-propagating laser beams with the same frequency ω and inten-
sity I, and with orthogonal linear polarisations. In order to derive the
optical potential, the transition J = 1/2 → J ′ = 3/2 will be considered
for simplicity. The electric field for both laser beams propagating in the
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z direction, with a constant amplitude E0 and frequency ω is given by
the equations:
~E1 (z, t) =
1
2
~xE0 exp i (kz − ωt) + c.c. (3.11)
~E2 (z, t) =
1
2
~yE0 exp i (−kz − ωt+ φ) + c.c. (3.12)
where ~x, ~y are the linear polarisation vectors, which are perpendicular
to each other, along the x and y axes, k = 2pi
λ
is the wave number, ω = kc
is the angular frequency and φ is the relative arbitrary phase between
both beams’ field. The superposition of the electric fields 3.11 and 3.12
creates the optical potential. The total electric field EL incident on the
atoms can be given as:
~EL =
E0
2
[~x exp i (kz − ωt) + ~y exp−i (kz + ωt+ φ)] + c.c. (3.13)
We notice that varying the phase in equation 3.13 does not change the
potential topography. It just induces a spatial translation of the lattice.
As it will be discussed in the following, this can be used to apply a force.
In the present derivation of the potential, the relative phase φ can be
eliminated
(
e−iφ = 1
)
. After using Euler’s formula1, the total light field
becomes:
~EL =
E0√
2
exp (−iωt) [ ~− cos kz − i ~+ sin kz] , (3.14)
which can be written as:
~EL = exp(−iωt)[E+(z)~+ + E−(z) ~−] + c.c. (3.15)
where ~± = ∓ 1√2(x ± iy) are the circular polarisation unit vectors that
results from the superposition of both linear polarisations in the x and y
direction, and E+ and E− are given as:
E+ = −i E0√
2
sin kz, (3.16)
and
E− =
E0√
2
cos kz. (3.17)
1Euler’s formula is eiθ = cos θ + i sin θ and e−iθ = cos θ − i sin θ
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Equation 3.14 shows that the total laser field has a constant intensity
and variable polarisation whose ellipticity changes as a function of the
position z in the lattice. As was presented in figure 1.3, the polarisation
of the light field changes from σ− polarisation at z = 0 into linear po-
larisation at z = λ/8. Then, at z = λ/4, the polarisation returns into
circular with σ+ and so on. When the atom travels through the optical
lattice, it experiences a sinusoidal potential. As mentioned in chapter
1, the coupling between the atom and the light field leads to the light
shift which can be evaluated easily for a two levels atom with transition
J = 1/2 → J ′ = 3/2. The light shifts U± for the ground state sublevels
|g,+1/2〉 and |g,−1/2〉 can be shown to be given by [31]:
U± = 2~∆´0(
I+L
IL
+
I−L
3IL
), (3.18)
where I±L represent the intensities of the laser beam with left and right
polarisation and the total intensity is IL = I
−
L + I
+
L , ∆´0 is the light shift
per beam of the closed atomic transitions, and is given by:
∆´0 =
∆s
2
, (3.19)
after substituting the saturation parameter s from equation 1.2, equation
3.19 yields:
∆´0 = ∆
Ω2/4
∆2 + Γ2/4
, (3.20)
where ∆ = ω − ω0 is the detuning of the optical lattice beam from
atomic resonance, Ω is the Rabi frequency and Γ is the atomic transition
linewidth. The value of U± represents the optical potential correspond-
ing to the light shift of
∣∣g,±1
2
〉
Zeeman sublevels. By substituting the
intensity of the left and right polarisation beams with I±L = |E±|2 from
3.16 and 3.17, and using trigonometric identities, the expression for the
optical potential can be written as:
U± =
U0
2
[−2± cos 2kz], (3.21)
where
U0 = −4
3
~∆´0, (3.22)
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is the depth of the potential wells. The anharmonic potential can be
approximated by an harmonic oscillator. Therefore, the vibrational fre-
quency ωv can be determined as:
ωv =
2
√
ErU0
~
, (3.23)
where Er is the recoil energy of the atoms Er = ~ωr with ωr is the recoil
frequency and U0 is the potential depth represented by the light shift of
the atomic sublevels.
To sum up, the polarisation gradient of the optical lattice configura-
tion produces the light shift modulation of the ground state sublevels.
This acts as a periodic optical potential which is the main ingredients of
the rocking ratchet. This optical potential can be characterised by the
their depth, given in 3.22, and the vibrational frequency, given in 3.23.
However, the periodic potential here is symmetric, thus a bi-harmonic
driving force, introduced in section 3.5, has to be applied to introduce an
asymmetry in the system. It also serves the purpose of driving the system
out of equilibrium. Experimentally, the force is applied by modulating
the frequency of one of the lattice laser beams. This will be discussed in
detail in the next two chapters. The optical lattice system is a unique
system because it can be precisely tuned by varying the laser parameters.
It is also a defect free system compared to the other ratchet types.
Chapter 4
Current reversals in a rocking
ratchet
This chapter describes the results of my first experiment on current re-
versals in a rocking ratchet which have been published in [97].
4.1 Introduction
Current reversals are an intriguing feature of the rocking ratchet. Cur-
rent reversals are changes in the direction of the current due to a change
of a system parameter, such as, the amplitude and frequency of the driv-
ing force or the noise strength in the rocking ratchet system [4, 43, 61].
Current reversals have an important application in constructing particle
separation devices which can separate particles with different sizes or
mass [43, 86]. An early numerical study in 1994 was done on a rocking
ratchet system with an asymmetric potential and a symmetric driving
force. A current reversal was observed when the noise strength was var-
ied at constant amplitude of the driving force. A current reversal was also
observed when the force amplitude was varied with fixed noise strength
[4].
Another theoretical study, by Mateos [61] in 2000 aimed to understand
the mechanism behind the current reversals in rocking ratchets. Mateos
tried to relate the origin of the current reversal in a chaotic deterministic
rocking ratchet to the bifurcation from the chaotic to the periodic regime.
Mateos analysis was based on the comparison between the current and
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the bifurcation diagram1 as obtained by varying the driving force ampli-
tude. The behaviour just before and after the occurrence of a current
reversal was then examined. This investigation interpreted the current
reversals as a dynamical effect. However, such a claim was refuted by
Barbi and Salerno [3] and Kenfack et al. [46]. They showed that the
current reversals do not always correspond to transitions from chaotic to
periodic regimes in the bifurcation diagram.
Later, in 2010, a study done by our group [14] addressed the origin of
the current reversals in a rocking ratchet from a completely different
point of view. It was shown that the current reversals in such a system
are determined by dissipation-induced symmetry breaking. This, there-
fore, suggests a link between current reversals and a symmetry breaking
mechanisms. Therefore, it is not possible to observe the current reversals
in the Hamiltonian and overdamped limits. To generalise this result, I
investigated the link between current reversals in the frequency domain
and dissipation-induced symmetry breaking. I conducted an experiment
on the same rocking ratchet system examined previously but by varying
the driving frequency of the bi-harmonic force to observe the current re-
versals. The experimental work was supported by a numerical analysis
done by our collaborator Dr.Cubero [97]. The experimental setup, exper-
imental results and theoretical analysis will be described in the following
sections of the present chapter.
4.2 Ratchet setup and symmetries
Ratchet setup Our experimental setup of the rocking ratchet system
consists of Brownian particles, represented by 87Rb atoms, in a spatially
symmetric periodic potential driven by a time asymmetric bi-harmonic
force. The system dynamics is described by the Langevin equation given
in 3.5. To be able to investigate, theoretically, different damping and
noise regimes, the case of a linear friction γ is considered in the Langevin
equation. The periodic symmetric potential is generated by a 1D optical
1The bifurcation diagram is a plot used to study a system dynamics described by a
differential equation, the equation of motion in our case, which depends on the value
of one of its parameters, such as a driving force amplitude, by distinguishing between
two regimes: periodic and chaotic.
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lattice and is given by the equation 3.4. The asymmetry is introduced
into the system by the bi-harmonic force which is given by equation 3.6.
Symmetries The analysis of the ratchet setup used in our experiment
requires first the examination of the system symmetries. As discussed in
section 3.6, the current occurs when the system does not have any sym-
metry which would otherwise prevent the generation of directed motion.
Therefore, finding conditions for the Langevin equation to be invariant
is essential to predict when the atomic current can be generated. These
symmetries will then be used to establish the link between the current re-
versals in the frequency domain and dissipation-induced symmetry break-
ing. For the spatially symmetric potential under consideration, there are
two symmetries which have to be broken in order to generate a current:
the shift symmetry and the time reversal symmetry. Both symmetries
were introduced in chapter 3. The bi-harmonic force given in equation
3.6 is used to drive the system out of equilibrium as well as to break
the system symmetry. This force breaks the shift symmetry regardless of
the relative phase φ value between the harmonics. For the time reversal
symmetry, two distinct cases have to be considered, depending on both
the phase φ and the dissipation level:
• In the dissipationless case or Hamiltonian (γ = 0), the system is
invariant under the time reversal symmetry for φ = npi, with n an
integer number. Consequently, directed motion cannot be gener-
ated [23]. It was shown by Flach et al. [23] and Quintero et al. [80]
that, in leading order, the atoms’ average velocity has a sinusoidal
dependence on the relative phase φ between the harmonics of the
driving force, i.e.:
〈v〉 = vmax sinφ. (4.1)
This was also discussed in section 3.5 in the context of the analy-
sis of the harmonic mixing mechanism which determines directed
motion in the case of a bi-harmonic drive.
• In case of non zero dissipation, dissipation breaks the time reversal
symmetry even for φ = npi and may lead to directed motion. In the
weak dissipation case, the velocity has also sinusoidal dependence
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on the phase φ but with an additional phase shift (phase lag) φ0
[80] as, i.e.:
〈v〉 = vmax sin (φ+ φ0) . (4.2)
The phase lag φ0 is determined by dissipation. In the Hamiltonian limit,
the phase lag vanishes since there is no dissipation [26]. In the over-
damped regime, in which the damping term γ dominates the inertia
term m in equation 3.5, the phase lag becomes φ0 = −pi/2. The system
is invariant under the transformation Sc given in equation 3.9 whenever
φ = pi
2
+ npi, and thus the generation of atomic current is forbidden for
these values of φ.
4.3 Experimental setup
The experimental setup for the study of current reversals in a rocking
ratchet is shown in figure 4.1. A 1D lin ⊥ lin optical lattice configuration
is used to create the optical potential. The optical lattice laser beams are
generated from a diode laser injected by the master laser with detuning
−6Γ ≤ ∆ ≤ +2Γ, as described in 2.2.2. A polarising beam splitter is
used to split the laser beam into two beams to form the optical lattice.
Each beam passes through an AOM to shift the frequency by 80 MHz to
produce ∆ = −9Γ detuning from the atomic resonance. In addition, the
AOM is also used to control the beam intensity, switching the beam and
applying the bi-harmonic drive. The intensity for each lattice beams is
set to (43.5 ± 0.3) mW/cm2 per beam. Both AOMs are driven by func-
tion generators2. The rocking force is applied via frequency modulation.
It is produced by two sinusoidal signals from two phase-locked function
generators3. Their frequencies are in a 1:2 ratio. The signals are added
electronically by an electronic circuit using an analogue multiplier4 and
multiplied by an envelope function5 to be able to switch on the mod-
ulation adiabatically and thus avoid any directed motion of the atoms
2Signal Generator 9 kHz- 1.040 GHz from Rohde & Schwarz.
33220A, 20 MHz Function/Arbitrary Waveform Generator from Agilent Technolo-
gies.
4AD633 from Analog Devices
5The envelop function is a constant signal generated by the program of the com-
puter control via the analogue card and then multiplied to the modulation amplitude.
This signal used as a ramp of the modulation.
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Figure 4.1: Experimental schematic for the 1D lin ⊥ lin optical lattice
setup used to investigate the current reversals. The optical lattice laser is a
diode laser injected by the master laser (details in 2.2.2). The laser beam
passes through an anamorphic prism pair to transform the beam profile from
elliptical into circular. An optical isolator is used to protect the lattice laser
and inject it by sending a fraction of the master laser beam back to the lattice
slave laser. The lattice beams are produced by splitting the main laser beam
with a polarising beam splitter which is placed after a half wave plate to
balance the power of the lattice beams. Then, each beam passes through an
AOM to control their frequency and intensity. The frequency of one of the
lattice beam is modulated by the multiplied signal (the bi-harmonic and the
ramp signals).
due to the sudden kick. The signal generated in this way is sent to the
frequency modulation input of one of the AOM drivers. By modulating
the frequency of the AOM of one of the lattice beams, a time-dependent
homogenous force is applied to the optical lattice. The accelerated frame,
in which the optical lattice is stationary, is defined by x˜ = x− α(t)
2k
where
α (t) is the phase modulation. In the moving frame of the optical lattice,
the atom is subjected to an inertial force F (t) which is given by:
F (t) = −ma (t) = m
2k
α¨. (4.3)
The bi-harmonic driving used here for the phase modulation is of the
form:
α˙ = −Aν [A sin (ωdt) + 2B sin (2ωdt+ φ)] , (4.4)
where Aν is the modulation amplitude in kHz/V. Therefore, the fre-
quency modulation has the following form:
α¨ = −Aνωd [A cos (ωdt) + 4B cos (2ωdt+ φ)] , (4.5)
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By substituting 4.5 in 4.3, the applied force on the atoms in the acceler-
ated frame will be:
F (t) = −m
2k
ωdAν [A cos (ωdt) + 4B cos (2ωdt+ φ)] . (4.6)
The total amplitude F0 of the force in equation 4.6 applied to an atom,
is:
F0 = −m
2k
(2pi)2AνfdUFG, (4.7)
where fd is the modulation frequency in Hz, UFG is the peak to peak
voltage applied by the function generator. F0 can be written as:
F0 = −mλg0, (4.8)
where λ is the wave length of the laser light and g0 in units kHz
2 is given
by:
g0 = AνfdUFG. (4.9)
In the experiment, it is important to keep the amplitude of the mod-
ulation force constant when changing the driving frequencies. This is
done by controlling the amplitude of the frequency modulation. The
control parameters of the experimental sequence are given in figure 4.2.
The experimental sequence starts with loading 87Rb atoms for 3 s in a
magneto-optical trap to trap up to 108 atoms, as measured by the fluores-
cence of the MOT with a photodiode, and cool them down to ≈ 50µK.
To ensure the experimental parameters are applied by the experimen-
tal control at the desired time, an appropriate delay time due to the
finite time response of shutters and magnetic coils, has to be introduced.
Specifically, after switching off the current of the MOT’s coils, 50 ms de-
lay is required before loading the lattice beams. Then, the MOT’s beams
are turned off and the 1D lin⊥lin optical lattice is loaded, by switching
the AOMs controlling the lattice beams on. The atoms are left in this
undriven lattice for 2 ms which is sufficient for the atoms to thermalise.
After that the frequency modulation of the optical lattice is turned on
slowly with 1 ms ramp up time. This is initially done by ramping the
modulation amplitude up linearly and then the modulation is kept to
the full amplitude for 8 ms. This time is optimised for efficient imaging
and it is used with the measurements of the cloud’s centre of mass to
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Figure 4.2: Experimental time sequence for the investigation of current
reversals.
calculate the atom velocity. The cloud fluorescence was imaged with a
CCD camera6. The MOT’s beams shutter is opened 50 ms before imag-
ing the cloud in order to compensate for the mechanical shutter response
time. A first image is taken with the MOT light on. Then, a second im-
age is taken after 100 ms time and then subtracted from the first image
to remove the background. The subtracted image was fitted with a 2D
Gaussian and the fitting parameters were saved in a file to calculate and
derive the velocity of the atomic cloud. Many images were taken for the
same modulation strength value and averaged later to reduce the error.
4.4 Experimental results
Current reversals are a characteristic feature of the rocking ratchet. The
purpose of this experiment is to study the behaviour of the current re-
versals as a function of experimental parameters. The first experiment
6AVT Guppy F038B NIR
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Figure 4.3: The atomic velocity, rescaled by the recoil velocity of the 87Rb,
as a function of the driving frequency ωd for fixed value of the relative phase
φ = pi/2 between the harmonics of the bi-harmonic driving. The data were
taken for four different force amplitudes g0 and the current reversals are
observed clearly for all of them.
examined the atom current as a function of the driving frequency of the
bi-harmonic modulation. The relative phase is fixed to φ = pi/2 so that
the Hamiltonian time symmetry is maximally broken [28, 42]. This al-
lows us to study the current as a function of the driving frequency. The
ratio between the harmonics was kept constant A/B = 1/2. After ap-
plying the bi-harmonic driving, the velocity of the atoms in the lattice
can be measured from the centre of mass displacement. The experiment
was conducted for different force amplitudes. For each force amplitude,
the atom velocity was measured as a function of the driving frequency of
the bi-harmonic force. The amplitude of the force on the atoms has to
be kept constant to observe the effect of varying the driving frequency.
This was done by adjusting the driving amplitudes so to maintain the
force amplitude (Eq. 4.9) constant. As can be seen from figure 4.3, our
results show that the direction of the atomic current can be controlled
by changing the driving frequency.
A second experiment was conducted to establish the link between the
4. Current reversals in a rocking ratchet 60
current reversals and dissipation. This was done by studying the atomic
current as a function of the relative phase between the harmonics of the
bi-harmonic driving. The observed behaviour of the current is shown in
figure 4.4 for the force modulation amplitude of g0 = 19.2 × 103 kHz2,
and different driving frequencies. As expected, the observed behaviour
is well described by equation 4.2.
More data sets were taken for different force amplitudes and all show
the same behaviour. By fitting the sinelike curves with the function
4.2, the maximum velocity amplitude vmax and the dissipation-induced
symmetry-breaking phase lag φ0 can be extracted. These are reported in
figure 4.5. It can be seen from the right graph of figure 4.5 that the am-
plitude is always finite around the reversal frequency, i.e. the frequency
where the direction of the atomic current is inverted. The relation be-
tween the phase lag φ0 and the driving frequency is shown in the left
graph of figure 4.5. It appears that the phase lag varies between −pi
and 0 across the current reversals. Since the relative phase between the
harmonics was fixed at pi/2, therefore, as shown in 4.2, for phase lag
−pi/2, the current will vanish at the corresponding reversal frequency. In
summary, a large variation of the dissipation-induced symmetry-breaking
phase lag φ0 around the reversal frequency determines the current rever-
sals in the frequency domain. This result generalises the link between
symmetry breaking and current reversals which was established previ-
ously for reversals in the amplitude domain [14].
Our experimental setup is only suitable for the weakly damped regime.
Investigating the Hamiltonian and the overdamped regimes is required
to fortify our results. However, these regimes are not accessible exper-
imentally. Therefore, this was done numerically by Dr. Cubero. In
the Hamiltonian and the overdamped regimes, the phase lag is fixed to
φ0 = 0 and φ0 = −pi/2 respectively. Thus, variation in the driving fre-
quency should not produce current reversals. The middle panel of figure
4.6 presents the numerical analysis relevant to our experimental imple-
mentation of the weakly damped regime. The average atomic velocity
is shown as a function of the relative driving phase for three different
driving frequencies. Current reversals are observed at about φ = pi/2
or φ = 3pi/2 with increasing driving frequency as a result of the varia-
tion of the phase lag φ0, in agreement with our experimental findings.
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Figure 4.4: The atomic average velocity as a function of the relative phase
between the harmonics of the bi-harmonic driving for different drive frequen-
cies ωd/2pi. The data were taken for different force amplitudes but it is shown
here only for g0 = 19.2× 103 kHz2 as an example. The red lines are the best
fit of the data with the function 4.2. The variation of the dissipation-induced
phase lag with increasing drive frequency is clearly visible.
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Figure 4.5: Phase lag φ0 and atomic current amplitude vmax, obtained
from the fit results of the data as those shown in figure 4.4, as functions of
the driving frequency. The data were taken for different force amplitudes
g0. The left graph shows the dissipation-induced symmetry breaking phase
lag as a function of the drive frequency. The phase lag shows a substantial
variation between −pi and 0 across the current reversals. At φ0 = −pi/2
phase lag, the current vanishes as the relative phase is fixed to the value
φ = pi/2 and then inverts its sign. The right graph shows the maximum
amplitude of the atomic velocity as a function of the drive frequency. The
amplitude is always finite around the reversal frequency, where the current
vanishes and then inverts its direction.
Current reversals are not observed in the Hamiltonian (upper panel) and
the overdamped (lower panel) regimes. In these regimes, increasing the
driving frequency results only in a variation of the current amplitude.
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Therefore, the numerical analysis confirms the established link between
the current reversals in the frequency domain and dissipation-induced
symmetry breaking.
4.5 Summary
This chapter presented the experiment conducted to examine the mech-
anism behind the current reversals in a rocking ratchet. The ratchet sys-
tem implemented in the experiment used cold 87Rb atoms in a spatially
symmetric potential driven by a time-dependent asymmetric force, and
specifically a bi-harmonic driving force. The current reversals were inves-
tigated by varying the driving frequency. It is observed that a class of cur-
rent reversals is determined by dissipation-induced symmetry breaking.
This link was established previously by our group [14] in the amplitude
domain. Our results generalised the established link to the frequency
domain. Our experiment was complemented by numerical simulation,
which also explored the Hamiltonian and overdamped regimes. It was
found that current reversals are only observed in the weakly damped
regime. Current reversals do not appear in the Hamiltonian or in the
overdamped regimes.
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Figure 4.6: Numerical simulation of the average atomic velocity as a func-
tion of the phase between harmonics of the bi-harmonic force for different
driving frequency values ωd, with ωv = k (2U0/m)
1/2
and A1 = A2 = 1. The
top panel shows the atomic current behaviour in the Hamiltonian regime.
The force amplitude is F0 = 0.2U0k where U0 is the potential depth cre-
ated by optical lattice. The middle panel shows the weakly damped regime
in which the numerical parameters are fixed to the following parameters:
the force amplitude is F0 = 0.2U0k, the friction coefficient α = 0.15α0 and
the noise strength D = 1.944D0 where α0 = mkν0, D0 = α0
2v0/k and
v0 = (U0/m)
1/2
/10. The lower panel shows the overdamped regime for a
force amplitude F0 = U0k, α = 100α0 and D = 1.944 × 103D0. In the
weakly damped case, numerical data were obtained in the framework of a
simple model with linear friction, so the values of the velocity cannot be
directly compared with the experimental ones. The lines are the best sine fit
to the data.
Chapter 5
Vibrational mechanics in an
optical lattice: controlling
transport via potential
renormalisation
This chapter presents my work on vibrational mechanics as investigated
using a dissipative optical lattice with cold 87Rb atoms. The results have
been published in [98].
5.1 Introduction
In recent years, a lot of effort has been devoted to investigate the possibil-
ity of controlling atomic currents in periodic potentials by applying DC
or AC fields [35, 83]. Here, we present a method for tuning the amplitude
of a periodic potential exclusively by using an externally applied high fre-
quency (HF) modulation. Its frequency has to be much larger than any
other characteristic frequency of the optical lattice system. The periodic
potential is renormalised and the renormalised potential depth becomes
a function of the HF modulation amplitude. The potential amplitude
follows a first order Bessel function with the modulation strength as ar-
gument and therefore the potential vanishes at specific strengths of the
high frequency force, and recovers again multiple times. The mechanism
behind this potential renormalisaton is called vibrational resonance. It
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was introduced in 2000 for a bistable system [49] and the first experimen-
tal evidence was reported in 2003 [11]. This topic could be of particular
interest in solid state materials where the tuning of the periodic potential
is difficult if not impossible. Even though we demonstrated this effect
with cold 87Rb atoms in a dissipative optical lattice, it is a very gen-
eral phenomenon and could be implemented in any other system with
a periodic potential. The dissipative optical lattice is a very convenient
system to study the transport and the potential properties under a high
frequency drive because all its parameters are very well understood and
controllable [31]. This chapter describes the vibrational resonance phe-
nomenon. It starts with an introduction to the Kapitza pendulum to
gain some intuition about vibrational mechanics. Then, after a brief dis-
cussion of the experimental setup our experimental results are presented.
5.2 Kapitza pendulum
A normal undriven pendulum is in its stable position when the poten-
tial energy is minimised. The centre of mass of the pendulum is below
the pivot point and oriented along the direction of gravity. However, if
an amplitude modulation is applied to the pivot point with a frequency
much larger than the natural frequency of the pendulum, another stable
position arises above the pivot point. This kind of dynamic behaviour
was first investigated theoretically in 1908 by Stephenson. Then, in
1951, it was demonstrated experimentally by the Russian Nobel prize
laureate Pyotr Kapitza, who also developed the theory explaining this
phenomenon. The physical device is now known as Kapitza pendulum
or normalised or inverted pendulum. The vibration creates a new poten-
tial energy minimum making the inverted pendulum stable for a range
of natural frequencies and oscillating amplitudes. Those are exclusively
determined by the high frequency driving parameters [33]. This counter-
intuitive behaviour can be easily understood by analysing the Lagrangian
of the driven system. It is common to introduce a new set of variables
incorporating the driving of the pivot point. The orientation of the co-
ordinate system can be seen in figure 5.1. The position of the pendulum
in the xy plane is:
x = l sin θ, (5.1)
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Figure 5.1: The Kapitza pendulum
is a non-linear pendulum with mass m
and length l. Its centre of mass is above
the pivot point. An undriven inverted
pendulum is unstable. Without sup-
port, it will orient itself along the direc-
tion of gravity (y axis) below the pivot
point. The potential energy is min-
imised and the position is stable. Ap-
plying now a high frequency modula-
tion of the form y0 = a cosωvt with fre-
quency ωv and amplitude a, the centre
of mass of the pendulum can stabilise
above the pivot point as well.
y = −l cos θ − a cosωvt, (5.2)
where l is the pendulum length, θ is the angle between the pendulum and
the axis along gravity. Here a and ωv are the amplitude and the frequency
of the pivot point vibration respectively. The second term of equation
5.2 represents the vertical harmonic oscillation y0 (t) = −a cosωvt of the
pivot point. In order to obtain the kinetic energy Ek =
m
2
(x˙2 + y˙2), we
find the derivatives of 5.1 and 5.2 to be:
x˙ = lθ˙ cos θ, (5.3)
y˙ = lθ˙ sin θ + aωv sinωvt, (5.4)
then the kinetic energy becomes:
EK =
ml2θ˙2
2
+malωv sin (ωvt) θ˙ sin (θ) +
ma2ω2v
2
sin2 (ωvt) . (5.5)
The potential energy is EP = mgy, with g being the gravitational con-
stant. Inserting the expression for the driven y-coordinate, we get:
EP = −mg (l cos θ + a cosωvt) . (5.6)
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Combining equations 5.5 and 5.6 in the Lagrangian L = EK − EP we
obtain the following:
L =
ml2θ˙2
2
+malωv sin (ωvt) θ˙ sin (θ) +
ma2ω2v
2
sin2 (ωvt)
+mgl cos (θ) +mga cos (ωvt) .
(5.7)
The expression for L can be simplified by noticing that:
sin (ωvt) sin (θ) θ˙ = ωv cos (ωvt) cos (θ)− d
dt
[sin (ωvt) cos (θ)] , (5.8)
and then dropping total time derivative terms. Equation 5.7 is then
rewritten as:
L =
ml2θ˙2
2
+ml cos θ
(
g + aω2v cosωvt
)
. (5.9)
The angle θ from equation 5.9 is the only degree of freedom in this
Lagrangian. The equation of motion is then given by the Euler-Lagrange
equation:
∂L
∂θ
− d
dt
(
∂L
∂θ˙
)
= 0. (5.10)
Inserting 5.9 into 5.10 leads to:
−ml (g + aω2v cosωvt) sin θ − ddt (ml2θ˙) = 0. (5.11)
Re-arrangement of the terms in equation 5.11 gives the solution:
θ¨ = −sin θ
l
(
g + aω2v cosωvt
)
. (5.12)
The key to understand the inverted dynamics of Kapitza’s pendulum is
to separate the different time scales. One slow component θ0, represents
the slow variation of the angle of the pendulum. The other component,
ξ, is the rapidly oscillating component due to the driving of the pivot
point. The overall angle θ is given by:
θ = θ0 + ξ. (5.13)
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Thus, the equation of motion 5.12 of the driven pendulum becomes:
θ¨ = θ¨0 + ξ¨ = −g sin (θ0 + ξ)
l
− aω
2
v
l
sin (θ0 + ξ) cos (ωvt) . (5.14)
To derive an expression for ξ, we consider the limit of small amplitude ξ.
By integrating twice the equation ξ¨ = −aω2
l
sin θ0 cos (ωvt), we obtain:
ξ =
a
l
sin θ0 cosωvt, (5.15)
Combining equation 5.12 and the second derivative of equation 5.15 we
get θ¨0 = θ¨ − ξ¨. A Taylor approximation1 of sin (θ0 + ξ) leads to the
following:
θ¨0 = −g
l
sin θ0 − ξ cos θ0
l
(
g + aω2v cosωvt
)
−a
l
[
θ¨0 cosωvt cos θ0 − θ˙20 sin θ0 cosωvt− 2θ˙0ωv cos θ0 sinωvt
]
.
(5.16)
After averaging over one period of the rapid oscillation, and re-arranging
the terms of equation 5.16, the equation of motion of the slow component
is given by:
θ¨0 = −g
l
sin θ0 − 1
2
(
aω2v
l
)2
sin θ0 cos θ0. (5.17)
This equation describes the movement of the centre of mass of the pen-
dulum in an effective potential Ueff :
ml2θ¨0 = −∂Ueff
∂θ0
. (5.18)
where:
Ueff = −mgl cos θ0 +m
(
aωv sin θ0
2
)2
. (5.19)
The first term of equation 5.19 results from gravity. The second term
represents the renormalisation of the potential by the fast oscillating field.
If the oscillating force exceeds the gravitational force, i.e. the condition:
a2ω2v
4gl
>
1
2
, (5.20)
1sin (θ0 + ξ) ≈ sin θ0 + ξ cos θ0.
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is fulfilled, the inverted position of the pendulum will be stable. One
can see from equation 5.19 that the effective potential Ueff possesses two
minima. One minimum corresponds to a new equilibrium position in
the inverted pendulum, which appears as a result of the fast oscillating
force. This is in agreement with the condition 5.20. The other minimum
corresponds to the other stable position in the normal pendulum with
5.20 less than 1/2 [40].
5.3 Model and definitions of the potential
renormalisation
We say that an optical potential is renormalised by a high frequency
field when its amplitude and the other spatially dependent parameters
become a function of the amplitude of the applied fast modulation. As
we will see, for specific values of this amplitude the potential can even
disappear completely and reappears when the amplitude is increased.
To understand this effect for the case of atoms in an optical lattice, we
have to look at the Fokker-Planck equation used to describe the atomic
dynamics in a 1D lin⊥lin optical lattice with the simple transition J =
1/2 −→ J ′ = 3/2. The probability density of an atom inside an optical
lattice P±(z, p, t) in the ground state sublevel |g,±1/2〉 with position z,
momentum p and atomic mass m, obeys [44]:[
∂
∂t
+
p
m
∂
∂z
− U ′±(z)
∂
∂p
+ F (t)
∂
∂p
]
P± =− γ+→−(z)P± + γ−→+(z)P∓
+
∂2
∂p2
[D±(z)P± + L±(z)P∓] ,
(5.21)
where U ′±(z) = dU±(z)/dz is the derivative of the optical potential pro-
duced by the laser fields with wave vector k, as given in equation 3.21.
F (t) is the time-dependent driving force which is produced by modu-
lating the phase of one of the lattice beams. The optical pumping rate
γ+→− (z) and γ−→+ (z) are for the transitions |g,+1/2〉 −→ |g,−1/2〉 and
|g,−1/2〉 −→ |g,+1/2〉 respectively, with Γ′ being the photon scattering
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rate. These rates are given by:
γ±→∓ (z) =
Γ′
9
[1± cos (2kz)]. (5.22)
The term:
D± (z) =
7~2k2Γ′
90
[5± cos (2kz)] , (5.23)
represents the diffusion coefficients due to random momentum jumps
when the atom absorbs a circularly polarised photon and then relaxes to
the same ground state sublevel (i.e. the atomic state does not change)
[44]. L± (z) is a term proportional to the random momentum jumps and
describes the fluorescence cycles when the atom undergoes a transition
between the internal magnetic sublevels. It is given by:
L± (z) =
~2k2Γ′
90
[6∓ cos (2kz)] . (5.24)
The normalisation condition is:∫
dz
∫
dp [P−(z, p, t) + P+(z, p, t)] = 1. (5.25)
To renormalise the potential, we now introduce a high frequency driving
force. It is due to a phase modulation of one of the lattice beams and it
is given by:
FHF(t) = AHF sin(ωHFt+ ϕ), (5.26)
where ωHF is the driving frequency which is supposed to be much higher
than all characteristic frequencies in the system, i.e. the vibrational
frequency of the lattice or the scattering rate.
Integrating (mz¨ = FHF ) twice with respect to time gives an expression
for the spatial variable z describing the fast atomic dynamics: z (t) =
−r sin (ωHFt+ ϕ). With r being the oscillation amplitude, or the so-
called high frequency ratio (HF-ratio), given by:
r =
AHF
mω2HF
. (5.27)
In an optical lattice, the potential well position can be controlled by
changing the phase of the lattice beams. We modulate the phase accord-
ing to α = β sin (ωHF t+ ϕ) where β is the modulation index in radians.
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The second derivative with respect to time is given by:
α¨ = −βω2HF sin (ωHF t+ ϕ) , (5.28)
Therefore, the inertial force experienced by the atom is:
F =
m
2k
βω2HF sin (ωHF t+ ϕ) , (5.29)
i.e. the force amplitude is AHF =
m
2k
βω2HF . Thus, the high frequency
ratio r is related to the phase modulation index β by:
r =
β
2k
. (5.30)
Hence, the asymptotic limit ωHF −→∞ and AHF −→∞ will be consid-
ered with finite amplitude to frequency ratio r. The slow position variable
zˆ is obtained by subtracting the fast oscillating term −r sin (ωHF + φ)
from the position z:
zˆ (t) = z (t) + r sin (ωHFt+ ϕ) . (5.31)
The Fokker-Planck equation for the new variables can be written as:[
∂
∂t
+
pˆ
m
∂
∂zˆ
− Uˆ ′±(zˆ, t)
∂
∂pˆ
+ Fd(t)
∂
∂pˆ
]
Pˆ± =− γˆ+→−(zˆ, t)Pˆ± + γˆ−→+(zˆ, t)Pˆ∓
+
∂2
∂pˆ2
[
Dˆ±(zˆ, t)Pˆ± + Lˆ±(zˆ, t)Pˆ∓
]
,
(5.32)
here Pˆ± is given by Pˆ± = mdzˆdt , with Uˆ
′
±(zˆ, t) = U
′
±[zˆ − r sin(ωHFt + ϕ)].
The procedure has to be applied to γˆ±(zˆ, t), Dˆ±(zˆ, t) and Lˆ±(zˆ, t). The
probability density is unaffected by the fast modulation so that P± = Pˆ±.
Averaging equation 5.32 over several high frequency periods removes
the fast time dependence of the spatial parameters. This corresponds to
an average over the phase ϕ in equation 5.31 which should not affect the
slow dynamics. A generalised Fokker-Planck equation is thus obtained
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with the following renormalised coefficients:
U¯±(zˆ) =
U0
2
[−2± J0(2kr) cos(2kzˆ)],
γ¯±→∓(zˆ) =
Γ′
9
[1± J0(2kr) cos(2kzˆ)],
D¯±(zˆ) =
7~2k2Γ′
90
[5± J0(2kr) cos(2kzˆ)],
L¯±(zˆ) =
~2k2Γ′
90
[6∓ J0(2kr) cos(2kzˆ)],
(5.33)
where:
J0(2kr) =
1
2pi
∫ 2pi
0
dφ0 cos(2kr sinφ0), (5.34)
is the first order Bessel function. The system is effectively renormalised
by the high frequency drive in the asymptotic limit ωHF →∞. The same
conclusion can be reached by considering the lowest order of a multiple
time scale formalism utilising the expansion parameter  = ω/ωHF [9].
As it will be presented in the following, we compared our experimen-
tal findings with numerical simulations of the presented Fokker-Planck
equation. The simulations were conducted both with finite and infinite
frequency and amplitude of the high frequency field using equations 5.21
and 5.32 respectively.
5.4 Experimental setup
The analysis in the previous section shows that the optical potential
is renormalised in the asymptotic limit where the frequency and the
strength of the drive are infinite. To provide experimental evidence,
we need to consider finite driving values away from infinity that are ex-
perimentally accessible.
Two experiments were performed on the phenomenon of potential renor-
malisation and the experimental findings were supported by numerical
simulations by David Cubero. The first evidence of potential renormal-
isation was found by studying the spatial diffusion of the cold rubidium
atoms in the optical lattice. The second detection of the phenomenon
makes use of the ratchet effect. The observation of a generated current
through the optical lattice while varying the amplitude of the high fre-
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Figure 5.2: The vibrational ratchet setup consists of two counter-
propagating laser beams to produce the 1D lin ⊥ lin optical lattice. The
schematic is essentially the same as the one depicted in figure 4.1 of the
current reversal experiment described in chapter 4, but with an additional
double pass EOM to apply a high frequency phase modulation to the optical
lattice.
quency drive holds information about the effective potential.
I built the experimental setup that was used for both experiments. It is
shown in figure 5.2. The optical lattice beams are produced by a slave
laser. It is injected by the MOT master laser (described in chapter 2 and
the setup is illustrated in figure 2.4). The slave’s output beam is divided
by a PBS cube into the two lattice beams. Their respective power can be
balanced using a half wave plate. To enable control over the frequency
and the intensity, and also to be able to quickly switch the lattice on and
off we introduced an AOM in each of the beams. This also provides the
correct detuning of ∆ = −13.5Γ for the lattice.
To study the directed transport, it is required to modulate one of the lat-
tice beams to produce the bi-harmonic force (as discussed in 3.5). This
is achieved by applying a bi-harmonic signal to the frequency input of
the AOM. For the diffusion study this was not necessary. To apply the
high frequency force, an Electro-Optical Modulator (EOM) in double-
pass configuration is used in the setup. It modulates the phase of one
of the lattice beams with a high frequency. The sinusoidal signal to the
EOM comes from a function generator2.
Figure 5.3 and 5.4 show the experimental sequence for the diffusion
23220A, 20MHz Function/Arbitrary Waveform Generator from Agilent Technolo-
gies.
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and directed transport study respectively. Both start with loading the
atoms into the science MOT from the LVIS part of the setup. Typically
this lasts for about 2 s. Then, the LVIS beams are switched off and the
MOT is compressed by increasing the magnetic field gradient from about
20 G/cm to 40 G/cm over a 50 ms period. Then a molasses phase is ap-
plied for 8 ms to reduce the temperature of the atoms even further. This
is done by switching off the magnetic field and simultaneously increasing
the laser detuning to ∆ = −6Γ to reduce the scattering rate. After that,
the MOT beams are switched off completely and the lattice beams are
turned on. After a millisecond thermalisation without driving, the fast
modulation with frequency ωHF is linearly ramped on within 1 ms to its
final strength of AHF . To investigate the atomic diffusion, the cloud is
let to diffuse inside the strongly modulated optical lattice for different
times between 1-16 ms. Then, the cloud dimension is recorded via fluo-
rescence imaging and its width determined from fitting the image with
a 2D Gaussian function. For the directed transport study, after the full
high frequency drive is applied, the bi-harmonic modulation is ramped
up within 4 ms to avoid any kind of switching effects. Then, after few
milliseconds driving of the optical lattice with the bi-harmonic force, the
centre of mass and the width of the atomic cloud is determined again by
fitting a fluorescence image with a 2D Gaussian.
5.4.1 Imaging system
Imaging the atoms inside the optical lattice is essential to investigate the
optical potential renormalisation. The atoms in the lattice are imaged
using a CCD camera3 with a 6x magnification lens4 focused on the MOT.
The camera is connected to the computer via a FireWire cable. Normally,
the imaging is the final stage of the sequence. It consists of three steps.
In the first, the image is acquired with the atoms present by turning
on the MOT beams tuned on resonance to the atomic transition. The
exposure time delivering the best signal to noise ratio was determined
to be 4 ms. Then, the MOT beams were turned off for 50 ms with the
camera shutter closed. During this time, the atoms in the cloud fall under
3AVT Guppy F-038 B NIR from Allied Vision Technology
4Zoom 7000 Macro, EFL 18-108 mm from Navitar.
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Figure 5.3: Experimental time sequence used to study the spatial diffusion
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gravity, out of the imaging region of the setup. Then a second image was
taken, again with the MOT beams on but this time without atoms as a
background. Both images were subtracted automatically in Labview and
the result fitted with a 2D Gaussian via a Matlab routine. The trigger
for the image acquisition came from the experimental control computer
to synchronise with the experimental sequence. Initially the camera was
calibrated by taking a picture of a ruler placed in the focus of the camera
at the same distance as the MOT.
5.4.2 Electro-Optical Modulator (EOM)
For the realisation of the high frequency modulation, a broadband Electro-
Optical phase Modulator (EOM)5 is introduced in the beam path of one
of the optical lattice beams. The EOM consists of a nonlinear material
exhibiting birefringence induced by a varying electric field. Its principle
of operation is the linear electro-optic, or Pockel effect: a linear response
of the refractive index with varying electric field applied to a crystal that
lacks inversion symmetry.
Changing the voltage applied to the crystal changes the optical path
length and therefore induces a phase shift to the transmitted beam. The
electro-optic medium used for this thesis is a magnesium oxide doped
lithium niobate (LiNbO3) crystal. The maximum voltage that can be
applied to this kind of crystal is 210 V. With a phase change per Volt
of 0.015 rad/V at 1064 nm this corresponds to a maximum modulation
depth of 3.15 rad. This value differs for different wavelengths. To apply
the modulation a home built high-frequency amplifier is used following
the design described in reference [68]. The amplifier can produce a max-
imum sine wave amplitude of 550V pp with a bandwidth of 1.3 MHz.
EOM characterisation To evaluate the amplitude of the high fre-
quency force used to renormalise the optical lattice, the EOM is char-
acterised by analysing the beat signal of the modulated beam and an
unmodulated beam. We therefore apply a sinusoidal voltage oscillation
to the EOM:
U (t) = UHF sin (ωHF t) , (5.35)
54002-M from New Focus.
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where UHF is the peak-to-peak amplitude of the applied voltage. This
modulation produces a phase shift α (t) = βU (t). The electric field of
the rapidly modulated laser beam is given as:
Emod (x, t) =
E (x)√
2
[
e−iωte−iβ sin(ωHFt) + c.c.
]
, (5.36)
where e−iωt represents the unmodulated oscillation of the laser beam’s
electric field. The other exponential eiβ sin(ωHF t) is the time dependent
term that originates from the high frequency drive. For small modulation
indices β the first terms of the Taylor expansion of the exponential are
given by:
Emod (t) =
E (x)√
2
e−iωt [1 + iβ sinωHF t+ c.c.] , (5.37)
which gives after substitution with Euler’s formula:
Emod (t) =
E (x)√
2
e−iωt
[
1± β
2
ei(ω∓ωHF )t + c.c.
]
. (5.38)
It can be seen from 5.38 that a small phase modulation results in a pair
of symmetric sidebands around the carrier frequency with frequencies
ω ± ωHF .
For arbitrary phase modulations, there are infinite sidebands and the
amplitude of the n-th sideband is given by the n-th order Bessel function.
This can be seen from the the Jacobi-Anger identity:
eix sin θ =
∞∑
n=−∞
Jn (x) e
inθ. (5.39)
To calibrate the EOM and determine the modulation depth and thus
the high frequency force amplitude, the sideband amplitude had to be
determined for different applied oscillations with amplitude UFG for the
setup shown in 5.5. We generate a beat signal of a modulated and an un-
modulated beam with a frequency difference of +73 MHz. This is easily
achievable using an AOM and passing the first order through the double
pass EOM and then combines it again with the 0-th order using a non-
polarising beam splitter. An additional half wave plate is used to match
the polarisation orientation of both beams and optimise their interfer-
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Figure 5.5: The experimental schematic for EOM calibration.
ence on a fast photodiode6. The resulting beat signal oscillates with a
frequency equal to the difference between the beams’ frequencies and the
sideband amplitude and can be analysed by a spectrum analyser7.
Since the zeroes of the Bessel function correspond to specific modula-
tion depths β and also to the disappearance of specific sidebands, we can
extract the applied modulation amplitudes UFG when the sidebands van-
ish in the spectrum. Thus, the modulation depth β can be determined.
These data were taken for three different high modulation frequencies and
the result is shown in the left graph of figure 5.6. The modulation depth
β is determined from the slope of the linear fit for the data. It can be seen
that above the value of UFG = 3V pp, the response is not linear anymore.
It corresponds to the maximum voltage of the amplifier and forms an
upper limit to the modulation depth accessible in the experiment. The
amplifier goes into saturation. From evaluating the modulation depth,
we are able to calculate the high frequency force amplitude and therefore
the ratio r from equation 5.30 which is used to renormalise the optical
potential. The right graph of figure 5.6 shows the modulation depth per
applied driving voltage for different frequencies as derived from fitting
the data on the left. It shows that the bandwidth of the whole system is
well above 1.3 MHz.
6Hamamatsu, GaAs MSM Photo detector G4176-03
7Anritsu MS2718B Spectrum analyser 9 kHz-13 GHz
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Figure 5.6: EOM calibration. Left: The modulation index represented by
the zeroes of the Bessel function as a function of the applied modulation
amplitude UFG for three different high frequencies ωHF . The linear fit is
taken in order to obtain the modulation depth β per the applied peak to
peak voltage. The graph shows nonlinear response after 3 Vpp which is
an upper limit for the achievable modulation depth. Right: The extracted
slopes of the left graph show the modulation depth per voltage as a function
of the high frequency and display the low pass characteristics of the involved
electronics.
5.5 Experimental results
To provide evidence of how the optical potential of the 1D lattice is
renormalised using the high frequency oscillating field, two experiments
were conducted. The first experiment deals with the diffusion properties
of a cold atomic cloud in the driven lattice while the second observes the
directed transport of the atoms as generated by the ratchet effect. Since
the asymptotic limit is not accessible experimentally, we consider a finite
high frequency much larger than the vibrational frequency of the atoms
in the optical potential. The comparison between the two cases was
performed numerically by Dr. Cubero. Both methods will be discussed
in the following subsections.
5.5.1 Diffusion properties
The potential renormalisation is detected by examining the atomic spa-
tial diffusion through the optical lattice. The atomic diffusion shows
a strong dependence on the optical potential depth. The diffusion in-
creases for decreasing potential depth and shows different diffusion types.
The dependence of the diffusion on the lattice depth was investigated in
[45, 59]. The spatial diffusion can be characterised by the time evolution
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of the squared width as given by:
∆x2 (t) =
〈
x2 (t)
〉− 〈x (t)〉2 ∝ tαdiff , (5.40)
in the limit t → ∞, where αdiff is the diffusion exponent. Accord-
ing to the definition in 5.40, the atomic diffusion is called normal when
αdiff = 1, whereas the diffusion becomes anomalous for αdiff 6= 1. It is
well investigated in [39, 45, 59] for a system similar to ours, where two
different regimes can be distinguished. The behaviour changes at the
critical potential depth U0,crit ∼ 100Er with the recoil energy given as
Er = ~2k2/2m. For a deep potential depths with U0 > U0,crit the atomic
diffusion is normal. Whereas, in a shallow potentials with U0 < U0,crit,
the system exhibits superdiffusive motion, with αdiff > 1 [45]. It is ex-
pected to observe this transition of the atomic dynamics from normal to
superdiffusion when the renormalised potential becomes smaller than the
critical potential depth.
The experimental sequence is depicted in figure 5.3. After imaging the
cloud by fluorescence imaging and then fitting the data with a 2D Gaus-
sian, the width and the centre of mass of the cloud are obtained. The
data were acquired for different expansion times inside the strongly os-
cillating lattice. Each data point corresponds to an average of 10 data.
The expansion time range is restricted by atom loss, mostly attributable
to the high frequency modulation that leads to a vanishing optical po-
tential. The atoms are simply falling out of the lattice region. Hence, the
atomic diffusion in the lattice cannot be observed for a very long time.
The limited temporal range prevents deriving an accurate value of the
diffusion exponents αdiff , which was required to investigate superdiffu-
sive motion.
Consequently, to study the spatial diffusion experimentally, we had to
consider an effective diffusion coefficient D which is less affected by atom
loss than αdiff . The effective diffusion coefficient is given as:
∆x2 (t) =
〈
x2 (t)
〉− 〈x (t)〉2 = 2Dt. (5.41)
The effective diffusion coefficient is obtained from the slope of the lin-
ear fit with the function given in 5.41 for the data between the atom
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cloud width and the diffusive expansion time of the cloud. Figure 5.7
shows an example for these data for different HF-ratios. It can be shown
from the figure, without HF modulation (i.e. undriven optical lattice),
the behaviour of the atomic cloud expansion is linear with increasing
time. This suggests the normal diffusion region. Increasing the HF ratio
causes the appearing of nonlinear behaviour which indicates reaching the
anomalous diffusion regime. With further increasing the HF amplitude,
the linear behaviour re-appears implying the re-establishment of normal
diffusion.
The experimental results for the effective diffusion coefficient D (r) as
a function of the high frequency ratio r are displayed in the left graph of
figure 5.8. It can be seen that the atomic diffusion is considerably mod-
ified by the HF field. The experimental results for the effective diffusion
coefficient D (r) as a function of the high frequency ratio r are displayed
in the left graph of figure 5.8. It can be seen that the atomic diffusion
is considerably modified by the HF field. Increasing the HF amplitude,
represented by the high frequency ratio r, causes increasing the effective
diffusion coefficient D. Its maximum value matches the zero of the Bessel
function and corresponds to shallow potentials. This indicates superdif-
fusive motion for the atoms in the optical lattice. If the HF amplitude
increases further, the diffusion decreases indicating normal atomic dy-
namics in deep potential depths. The minimum of the diffusion coincides
with the maximum of the Bessel function. This mechanism illustrates
the renormalisation of the optical potential.
In order to probe an inaccessible frequency regime in the asymptotic
limit where ωHF → ∞ and AHF → ∞, a numerical analysis was done
by Dr. Cubero using Monte Carlo simulation. He investigates the
spatial diffusion for a 1D optical lattice of atom with the transition
J = 1/2 → J ′ → 3/2. The aim of this numerical study is to predict
the diffusion behaviour.
Two different HF regimes were investigated: infinite and finite frequency
and amplitude, in order to confirm the validity of the experimental ap-
proach. The right graph of figure 5.8 shows the dependence of the diffu-
sion exponent αdiff on the high frequency drive.
Normal diffusion αdiff = 1 occurs when the potential depth is large. Af-
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Figure 5.7: The atomic cloud width as a function of the diffusive expan-
sion time. These data are taken with different HF ratios inside a strongly
modulated optical lattice. The HF frequency is 7.5 × 106 rad/sec. The red
line is the linear fit to the data.
ter that, increasing the high frequency ratio further causes an increase
in the diffusion exponent αdiff > 1, indicating superdiffusive motion.
The diffusion exponent approaches its maximum at αdiff = 3. This can
be attributed to the heating of the atom because the photon scattering
process carried on even with a vanishing optical potential. Therefore,
the sub-Doppler cooling mechanism ceases. Two data sets were simu-
lated for an infinite limit ωHF = ∞, but with different scattering rates,
and another data set corresponds to the finite case ωHF = 20. It is
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Figure 5.8: The experimental and theoretical results of the diffusion prop-
erties study for a modulated optical lattice. Left: The experimental results
for the effective diffusion coefficient D as a function of the HF ratio r for
three different ωHF values. The data are rescaled by the diffusion coefficient
for the undriven lattice D(r=0) which is between 1.5λ
2/µm and 7.5λ2/µm.
The vibrational frequency of the atoms at the bottom of the optical potential,
which is calculated from the laser beam size measurements, is ωv = (9±1).105
rad/s. Three data set are measured for different ωHFωv ratios: (6± 1), (8± 1)
and (9± 1). The black line shows the Bessel function J0 (2kr). Right: Nu-
merical analysis obtained by Monte Carlo simulations. The spatial diffusion
exponent αdiff is plotted as a function of the HF ratio r for an optical lattice
with a depth of U0 = 200Er. Two data sets are displayed for two different
scattering rates Γ′ = 5ωr, 10ωr in the infinite limit, where ωr is the recoil
frequency. The third data set is for Γ′ = 10ωr for a finite ratio ωHFωv = 20.
The black line shows the Bessel function J0 (2kr). The error bars correspond
to the finite statistics of the Monte Carlo simulation.
found that there is not much difference between diffusion of the finite
and infinite applied high frequency to the optical lattice. However, ωHF
has to be much higher than the vibrational frequency. In conclusion,
both experimental and theoretical results represented by D and αdiff ,
showed the renormalisation of the optical potential as determined by the
high frequency drive. The diffusivity behaviour follows the periodicity of
the Bessel function J0 (2kr). The result also displays the superdiffusion
regime where the diffusion maxima match the minima of the potential
depth at a given high frequency.
5.5.2 Directed transport
The observation of directed transport is the second detection scheme
that we used to probe the optical potential renormalisation by the high
frequency field. As explained in chapter 3, a directed current of atoms
in the optical lattice can be generated by a bi-harmonic driving force
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of the form 3.6. Hence, studying the potential renormalisation requires
applying a bi-harmonic drive in addition to the high frequency driving
given in 5.26, which has a frequency ωHF >> ωd. As established in 5.5.1,
the high frequency field renormalises the optical potential. Therefore, the
directed current is affected by the high oscillating field and it is expected
to vanish whenever the renormalised potential vanishes.
The experimental procedure follows the sequence in figure 5.4. The bi-
harmonic signal that modulates the frequency of one of the lattice beams,
is ramped up adiabatically in 4 ms to the final amplitude. Then, the cloud
is imaged by fluorescence imaging after 5 ms of full amplitude driving.
Since the directed current and thus the atom velocity is required to be
investigated in the current experiment, the centre of mass position of the
cloud is the quantity of our interest. The position of the centre of mass
was taken for different driving times of the bi-harmonic force. These
measurements were repeated ten times with a varying phase difference
of the bi-harmonic drive between φ = 0 and φ = 2pi. Then, the velocity
of the centre of mass of the cloud is obtained from the linear fit of the
data between the position and the driving time for a given phase. The
result is shown in figure 5.9 for different amplitudes of the high frequency
drive. These data were fitted with the function 4.2 which can extract
the maximum velocity amplitude vmax from the fit result. It is clearly
shown that the directed current is influenced considerably by the high
oscillating field. In the absence of the HF field (kr = 0), the current shows
sinusoidal behaviour as expected of the ratchet current. At increasing
high frequency amplitude, vmax starts to decrease until it vanishes at
kr = 1.27. For further increases in the high oscillating field, the sine
like curve appears again. Therefore, vmax is an accurate indication the
renormalisation of the optical potential.
The whole set of results of the directed current as a function of the
high oscillating field ratio r is displayed in figure 5.10. As can be seen
from the figure, the maximum velocity amplitude is strongly affected by
the high frequency amplitude. The experiment was performed for three
different ωHF whose highest value was ωHF = 10ωv which is limited by
the EOM bandwidth. The behaviour of all the three HF frequencies
is consistent and follows the periodicity of the Bessel function. At the
zeroes of the Bessel function, the ratchet current is zero, while at the
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Figure 5.9: The velocity of the centre of mass of the cloud as a function
of the relative phase between the harmonics of the driving force for differ-
ent HF ratios r. The red curves shows the fit with the function given in
4.2 and vmax is the maximum velocity amplitude which is used to monitor
the potential renormalisation. Without high frequency driving, r = 0, the
behaviour is sinusoidal as shown in the first panel. When the high frequency
drive increases, the potential amplitude gets smaller until it vanishes around
kr = 1.27. With further increasing of the high frequency amplitude, the
velocity amplitude appears again, which means that the optical potential is
renormalised. The frequency of the HF field is ωHF = 8.8 × 106 rad/s while
the driving frequency of the bi-harmonic force is ωd = 9.4× 104 rad/s.
maxima the atomic current appears with a maximum amplitude for a
given high frequency ratio kr.
Numerical simulations were produced by Dr. Cubero and they con-
firm our results and also probe the regime inaccessible in our experi-
ment. The numerics were done for the infinite limit of the high frequency
ωHF →∞. Figure 5.10 shows the numerical results for finite and infinite
high frequencies. No significant difference is observable between data for
ωHF = 20ωv and ωHF = ∞. We notice that the first maximum of the
atomic current is at about kr = 0.75 rad. This can be interpreted as
a result of the superimposed resonance between vibrational levels. The
renormalised vibrational frequency matches the driving frequency of the
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Figure 5.10: The experimental and numerical results of the maximum
current amplitude, rescaled by the recoil velocity vr, as a function of the
high frequency drive ratio r for different HF frequencies. Left: The maximum
amplitude velocity is obtained by fitting the data shown in figure 5.9 with the
function 4.2. The measurements were repeated for three different frequencies
of the high frequency drive (6, 7.6, 8.8) × 106 rad/s which makes the HF
frequency bigger than the vibrational frequency of the atom in the potential
by a factor ωHFωv = (6.6± 0.1) , (8.4± 0.1) , (9.7± 0.1) respectively. The bi-
harmonic drive parameters are A = 1, B = 2, ωd = 9.42 × 104 and F0 =
112~kωr. Right: Numerical results obtained by David Cubero using Monte
Carlo simulation methods. The maximum amplitude of the current vmax
is rescaled by the recoil velocity vr and is presented as a function of the
HF ratio r in the presence of a bi-harmonic drive of the form 3.6 where
A = B = 1, F0 = 140~kωv and ωd = ωv. The data were analysed for two
driving frequency values: one for the infinite limit ωHF and the second for
finite driving frequency ωHF = 20ωv. Both cases with Γ
′ = 10ωr scattering
rate. Experimental and theoretical data set show an agreement in the atomic
current behaviour with different HF frequency modulation. Applying the
high frequency force progressively induces the renormalisation of the optical
potential which corresponds to the Bessel function periodicity. The solid line
is the absolute value of the first kind Bessel function which serves as a guide
for the eye.
bi-harmonic force. The results of the second detection method confirm
that the optical potential is renormalised by applying a high frequency
field.
5.6 Summary
This chapter described the experiment I conducted to investigate the vi-
brational resonance phenomenon in a 1D optical lattice with 87Rb atoms.
The aim of this experiment was to provide evidence of how to tune the
periodic potential of the optical lattice by applying a HF force with a
frequency much higher than any other frequency in the system. The high
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frequency force was implemented in the experiment by modulating the
phase of one of the lattice beams. The potential is renormalised as a
result. It increases and then decreases until it vanishes and reappears
again, while increasing the high frequency amplitude represented by the
HF ratio r. I conducted two experiments to detect the potential renor-
malisation by a HF field. The first experiment examines the diffusion
properties of the atom inside the optical lattice. It was found that by
increasing the HF-ratio r, a transition from normal to superdiffusion is
observed. Due to the limited temporal range which leads to the atom loss
in the very long diffusive time of the cloud, an effective diffusion coeffi-
cient D is introduced since it is less sensitive to the atom loss. To be able
to support our experimental results, a numerical analysis was done by
our collaborator David Cubero to examine the atomic diffusion properties
in the long time using the diffusion exponent αdiff . Both experimental
and theoretical results demonstrated the control of the atomic diffusion
by tuning the frequency of the HF field. The second detection method
investigates the directed transport generated by a bi-harmonic driving.
The results showed the dependence of the atomic current amplitude on
the high frequency ratio r. Again numerical analysis was performed,
and both experimental and theoretical results showed an agreement in
the potential behaviour whose renomalisation corresponds to the Bessel
function periodicity. Both detection methods confirmed the possibility
of renormalising the optical potential by applying a high frequency field.
The mechanism used here is very general and can be used in many other
systems.
Chapter 6
BEC: Realisation and
Characterisation
This chapter presents the theoretical background as well as the first ex-
perimental demonstration of Bose-Einstein condensation at UCL. The
BEC is created in a magnetic trap in the Quadrupole-Ioffe configura-
tion (QUIC). This kind of trap combines an anti-Helmholtz quadrupole
field with an offset field produced by a single coil perpendicular to the
quadrupole field axis. The sequence of the experiment follows the stan-
dard procedure used to create BECs in QUIC traps. First the atoms are
cooled and trapped in a magneto-optical trap achieving temperatures of
the order of several µK. Next, the atoms are cooled in an optical mo-
lasses to reach Lower temperatures while conserving the density. After
that, the atoms are loaded into a magnetic quadrupole trap followed by
compression and transport into the QUIC trap. In the quadrupole trap
evaporative cooling is performed by using radio frequency, reaching the
phase transition to a BEC in the QUIC trap. The chapter is organised
as follows: first it gives a brief theoretical introduction to BECs, then it
details the construction and improvements of the MOPA laser system,
which was needed to achieve higher atom numbers, finally the experimen-
tal setup and the imaging system is described and the first experimental
results on Bose-Einstein condensation are presented.
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6.1 Introduction to BEC
Bose-Einstein condensation is a macroscopic quantum phenomenon. Since
the first prediction by Einstein in 1924, the first experimental realisation
of the BEC in dilute gases was in 1995 for 87Rb atoms [1]. Then, this work
was followed by many experimental demonstrations [6, 7]. In quantum
mechanics, atoms are known to be either half integer spin fermions, which
cannot occupy the same quantum state according to the Pauli exclusion
principle, or integer spin bosons without restriction on the number of
atoms occupying the same quantum state. If a vapour of bosonic atoms
is cooled to a very low temperature, and then the particles’ separation
is comparable to the thermal de Broglie wavelength, the wave packets of
the atoms overlap. Therefore, it is not possible to distinguish different
atoms. Thus, the system approaches the quantum degeneracy and follows
the Bose-Einstein statistics. The phase-space density (PSD) denoted by
ρ, defined as the particles number in a cubic volume of the thermal de
Broglie wavelength, is used as a quantity to measure the degree of the
quantum degeneracy of a system [24, 73]:
ρ = nλ3dB, (6.1)
where n denotes the atom number density n = N/V , and λdB is given
by:
λdB =
h√
2pimkBT
. (6.2)
where h is Planck’s constant, m is the atomic mass, kB is Boltzmann’s
constant and T is the temperature in Kelvin. In the case of a bosonic gas
confined in three dimensions, the atoms can accumulate in the lowest en-
ergy quantum state when the phase space density ρ approaches 2.6 [47].
Laser cooled atoms are neither cold nor dense enough to generate a suf-
ficient phase space density for the BEC transition. The breakthrough in
Bose-Einstein condensation happened with the implementation of mag-
netic traps and evaporative cooling, which enabled far lower temperatures
and higher densities than previously reached.
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6.2 Upgrading the laser system
As explained in chapter 2, cooling and trapping of neutral atoms requires
a stable source of laser light, with narrow linewidth and precise tunability
[77]. In addition, a high power laser is also crucial to achieve a large
number of trapped atoms for Bose-Einstein Condensation experiments in
which an initial high particle number is indispensable. Many parameters
contribute to the amount of trapped atoms, such as the optical alignment,
the frequency detuning, the polarisation and the magnetic field gradients.
In addition, it is well known that larger cooling beams (≈ 2.5 cm in our
experiment) increase the capture cross section and therefore the atom
number in the trap. Thus, a high power laser is necessary. Furthermore,
upgrading the vacuum system to a double MOT chamber is another
reason why a high power laser becomes important. Therefore, the laser
system, based on a diode laser with 80 mW maximum output power, is
replaced by a Master Oscillator Power Amplifier (MOPA) system. It is a
master laser which is fed through a 2 W tapered amplifier, achieving up
to 500 mW of single mode usable cooling light at 780 nm.
6.2.1 MOPA construction
Since the power provided by the diode laser is insufficient for a BEC ex-
periment, I assembled a Master Oscillator Power Amplifier (MOPA) laser
system. The master oscillator is the master laser that seeds a GaAs ta-
pered amplifier1 in a DHP (Divided High Power) heat sink frame. This
configuration amplifies the power from a few milliwatts to up to 2 W
[104].
Without injection, the tapered amplifier gain profile has a width of
≈11 nm. When it is injected by a seed laser, the output gain is narrowed
down to the same wavelength of the seed laser (780 nm). The action of
the amplifier relies on the chip design which consists of two gain sections:
ridge and taper sections. The ridge stage works as a waveguide for the
input seed laser from the rear facet. This narrow section selects only
the laser mode TEM00 and suppresses the undesired laser modes. The
taper section is an amplification region with an output gain guide for
1m2k-TAL-0785-2000
6. BEC: Realisation and Characterisation 91
PeltierNelement
NewNfocusNlenseNholder
InjectedNbeamOutputNbeam
AD590
ChipNholder
AD590
PeltierNelement
CopperNbase
OutputNbeam InjectingNbeam
InputN
lensNholder
N
OutputN
lensNholder
OldNcopperNbase
KnobNtoNadjustN
theNlensNposition
Tapered
amplifier
Figure 6.1: Design of the MOPA construction. Upper figure: The old
design of the tapered amplifier holder. Only the amplifier chip is mounted on
the copper base while the modified fibre launchers, used to mount the lenses
and enable three dimensional adjustment, are placed on an aluminium heat
sink. Only the copper base is temperature stabilised. The thermal variation
in this design influences the output power stability. Lower figure: The new
design of the holder with longer copper base than the previous design. Both
the amplifier chip and the lens mounts are placed on the copper base and
their temperature is stabilised. Two Peltier coolers are used to ensure that
the temperature of the whole copper base is controlled.
the broad pumped area with output facet dimensions (256× 1.1) µm2.
On the contrary to laser diodes with small facets that can be damaged
with high intensity, the tapered amplifier, with its wide output facet,
does not suffer from this problem. Both output and input facets have
anti-reflection coating with less than 0.01% reflectivity to prevent lasing
of the chip itself without seeding.
6.2.2 MOPA design
The amplifier is mounted on a homemade copper block with large ther-
mal conductivity as displayed in figure 6.1. The maximum output power
that can be obtained from our chip can differ from 2 W depending on
many parameters such as the power of the injection beam, the chip tem-
perature, the injection current and also the seeding beam polarisation.
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Temperature stabilisation is required since the gain and therefore the
output power depend strongly on the temperature of the chip. The sta-
bilisation also prevents thermal breakdown of the chip which produces a
considerable amount of heat during operation.
The old MOPA design (shown in the upper part of figure 6.1) displayed
long term power fluctuations, which affected the operation of the ex-
periment. In that design, only the tapered amplifier was placed on a
temperature stabilised copper base whereas the lenses holders were fixed
directly on the aluminium block used as a heat sink. This configura-
tion leads to undesirable behaviour when the temperature in the lab
changes. The lens mounts change their temperature, with a correspond-
ing thermal expansion, resulting in misalignment of the seed beam with
a corresponding drop in the output power. To optimise the performance
of the MOPA, I improved the design in which both the amplifier chip
and the lens mounts are fixed on a temperature stabilised copper base
as shown in the lower part of figure 6.1. The resulting temperature and
therefore power stability was far better than before. The copper base is
housed inside an anodised aluminium box which acts as a heat sink. The
temperature is stabilised by two Peltier elements2 connected in parallel
and placed between the copper base and the aluminium block with ther-
mal paste to increase the thermal conductivity between the surfaces. A
temperature sensor3 is attached to the copper block close to the chip. A
temperature controller4 is used to control and monitor the temperature
of the amplifier chip.
Two aspheric lenses are utilised to collimate the input and output of
the tapered amplifier: the input lens from Thorlabs5 has a numerical
aperture of 0.5 while the output lens from Melles Griot6 has a higher
numerical aperture of 0.62. Owing to the tapered gain region from the
output facet, a higher numerical aperture lens is required. Both input
and output lenses have 8 mm focal length. A fibre launcher7 is modified
to mount both lenses. This arrangement offer fine adjustment over five
2MULTICOMP-MCPE1-12707AC-S from Farnell
3AD590
4TED200C from Thorlabs
5C240TME-B from Thorlabs
6GLC-8.0-8.0-830 from Melles Griot
7Newfocus 9095 from Newport
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degrees of freedom, good injection of the input beam and appropriate
collimation of the output light. Since the emitted beam from the ta-
pered amplifier is quite astigmatic and divergent, the vertical direction
of the beam is collimated by the output lens inside the amplifier housing.
A 100 mm cylindrical lens is utilised in order to collimate the stronger
divergence in the horizontal plane. The beam shape is roughly circular,
which enables coupling into a single mode optical fibre with 60% coupling
efficiency.
To inject the tapered amplifier most of the master oscillator light is used,
the remaining fraction being used for the DF-DAVLL. The injection is
first achieved at low driving current of the amplifier. The procedure
starts by sending, using an ultra stable mirror mount8, the seed laser
beam to the input facet of the tapered amplifier and overlapping it with
the back reflection. The back reflection results from spontaneous emis-
sion, which is the only dominant mechanism at very low current. To be
able to understand the behaviour of the amplifier when driving it with
different currents, I measured the output power as a function of the driv-
ing current. These measurements were taken with and without seeding
the chip and for different chip temperatures. Figure 6.2 shows the de-
pendence of the power output of the tapered amplifier on its current.
Without injection, the maximum output power of the MOPA is about
50 mW. A threshold behaviour over the range (0-1.5) A can be observed
similar to a diode laser. Thus, the emission starts from 1.25 A and 1.5 A
with and without injection respectively. According to the manufacturer
datasheet, the typical operation current without injection is 2 A. When
the MOPA is injected, it can be operated with up to 4 A, which supplies
about 2 W of laser power.
6.2.3 MOPA experimental setup
The master oscillator in our MOPA system is an external cavity diode
laser in Littrow configuration as described in chapter 2. This laser is
used to inject the tapered amplifier with a few milliwatts (15 mW in our
MOPA system) of narrow linewidth laser light at 780 nm.
8Polaris-k1 kinematic mirror mount
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Figure 6.2: MOPA output power as a function of the current of the tapered
amplifier for different temperatures. Without injection, the maximum output
power is about 50 mW. The data sets for the injected MOPA were taken with
15 mW seed power.
The optical setup of the MOPA system is shown in figure 6.3. The
output beam from the master laser passes through an optical isolator
with isolation of 40 dB in order to prevent the optical feedback into the
seed laser. Then, a fraction of the laser beam passes through an AOM in a
double pass configuration to shift the frequency down by about 200 MHz
before it is sent through a Doppler-free DAVLL setup to produce an error
signal. By using the downshifted beam, the laser is then locked to the
52S1/2F = 2 → 52P3/2F = 2, 3 crossover feature for the 87Rb D2 line
resulting in a final frequency detuning of the unshifted beam of around
+66 MHz above the cycling transition 52S1/2F = 2→ 52P3/2F = 3. This
detuning is controllable by about 8 Γ by changing the radio frequency
applied to the AOM. The unshifted beam is then injected into the tapered
amplifier. The injection is optimised by placing a half wave plate before
the tapered amplifier to match the polarisation of the seeding beam with
the polarisation of the tapered amplifier. After the amplifier, another
optical isolator9 with 60 dB isolation is introduced to prevent any harmful
9Conoptics Model 716 from Lambda Photometrics
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Figure 6.3: The experimental schematic for the MOPA system. The master
oscillator is an external cavity diode laser in Littrow configuration. The
output beam of the master laser passes through an optical isolator to prevent
any back reflection into the laser diode. Then, the beam is split into two
parts: one goes to inject the tapered amplifier. The other part is used to
stabilise the laser frequency. This is done by sending the beam into a double
pass AOM to shift the frequency down twice by 100 MHz. After that, the
beam is sent into a DF-DAVLL frequency lock scheme.
back reflection into the tapered amplifier chip. The output profile of the
MOPA in the vertical direction shows high contrast stripes. Therefore,
in order to remove these features, we filtered the laser beam spatially by
coupling it into a single mode polarisation maintaining fibre10. This fibre
transfers the cooling light onto another optical table, which contains the
vacuum system and the optics for both MOTs. The light used for the
MOTs therefore has a Gaussian profile.
All the optical components used for locking the re-pumper laser are
also located on the MOPA table. This is beneficial in several ways: the
MOPA’s box is enclosed and therefore more temperature stable. Also, all
optical shutters are placed on the main table that contains the vacuum
chambers, and do not disturb the locking signal. To achieve a higher
power, the re-pumper laser is injected into a slave and then transferred
to the main table by a single mode optical fibre. The re-pumper laser is
locked to the transition 52S1/2F = 1→ 52P3/2F = 2 and there is no need
10P3-780PM-FC-5-Patch Cable from Thorlabs
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for an AOM. The re-pumper beam is overlapped to the cooling beam as
in the previous setup of figure 2.4. The schematic of the re-pumper laser
setup is depicted in figure 6.5.
6.3 Imaging system
The atomic cloud in our science chamber is monitored via two different
diagnostic techniques. The first is the fluorescence imaging which is
based on collecting the fluorescence from the atoms, and gives the real
time record of the state of the MOT. It does not require any probe
beam. For a BEC experiment, absorption imaging is the most crucial
technique as it provides detailed information about the atomic cloud
such as temperature, width, position and atom number.
6.3.1 Absorption imaging
Absorption imaging is based on the observation of the shadow of the
atomic sample by illuminating the cloud with a weak (≈5 mW) and short
pulse (0.1µs) of circularly polarised laser light. It is tuned on resonance
with the 87Rb D2 line cycling transition (5
2S1/2F = 2 → 52P3/2F =
3). When the probe beam passes through the atom cloud, the atoms
scatter photons and the atomic sample appears as a shadow. A darker
shadow means that more atoms absorb the imaging beam. The shadow
is recorded by a CCD camera (details in the next section).
The incoming intensity I0 of the probe light should be significantly less
than the saturation intensity 1.67 mW/cm2 for σ± polarised light. The
attenuation of the probe beam passing through the atom cloud can be
described by the Beer-Lambert Law:
I (~r) = I0e
−OD(~r), (6.3)
where OD (~r) =
∫
n (~r)σabsdz is called the optical depth, which indicates
the absorption strength of the imaging laser beam at each pixel of the
camera. n (~r) is the density distribution of the cloud and σabs is the
absorption cross section at resonance. By taking the logarithm of both
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sides of equation 6.3, the optical depth of the cloud becomes:
OD (~r) = ln
(
I0
I (~r)
)
. (6.4)
Experimentally, the optical depth is measured by taking three images.
First, the atoms are imaged with the probe light (shadow image). Second,
an image is taken without atoms when the magnetic field is off but the
probe beam is on (light image). Then, a so-called dark image is recorded
without probe beam and without atoms. Both second and third images
were taken for renormalisation purposes in order to eliminate any offset
value resulting from the background light or electronic noise. The optical
depth is calculated for each pixel by subtracting the dark image from both
the light and the shadow images and then taking the natural logarithm
of their ratio, as in the following formula:
OD (~r) = ln
(
Ilight − Idark
Ishadow − Idark
)
. (6.5)
The total optical depth is calculated from the integration of 6.5 for all
the pixels. Images of the optical depth provide a 2D distribution of the
atomic cloud. Fitting the atom cloud with a 2D Gaussian function, thus
obtaining the cloud centre of mass from the fitting results, and then
calibrating the camera (i.e. from pixels into micrometres scale) allows us
to evaluate the atom number in the trap, which is given by:
N =
1
σabs
∫
ODdxdy. (6.6)
The absorption cross section σabs for resonant circular polarised light is
calculated to be (2.9×10−9) cm2, from the formula [93]:
σabs =
3λ2
2pi
1
1 + I
Is
+
(
2∆
Γ
)2 . (6.7)
where λ = 780 nm, I << Is and the light is on resonance (∆ = 0).
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6.3.2 The CCD camera
The shadow of the atomic cloud is monitored by a triggerable CCD cam-
era11 with a resolution of (1392×1040) pixels of size (6.45×6.45)µm2. An
objective is used to collect the probe light passing through the atomic
cloud. To determine the width and the position of the atomic cloud, the
camera has to be calibrated. This was achieved using a Time Of Flight
(TOF) method, which is based on switching the trapping magnetic field
off while allowing the atomic cloud to expand ballistically within different
times. Then, the cloud’s centre of mass is observed as a function of the
time of flight. The data were fitted with a parabola function to obtain
the calibration ratio of 2.98µm per pixel which corresponds to the effec-
tive pixel size. This defines the magnification of the imaging system to
be around 2.16. The cloud temperature can also be extracted from these
measurements as will be explained in section 6.7. The spectral range of
the camera operation is between (290-1100) nm.
For good imaging performance, saturation has to be avoided. Satura-
tion happens when pixels lose their ability to host an additional charge.
Therefore, it is necessary to use a very attenuated probe beam.
6.3.3 Imaging experimental setup
The imaging light is extracted from the setup described in figure 6.3.
A small fraction (about 3%) of the outcoming cooling beam from the
optical fibre is taken for the imaging system by using a pellicle beam
splitter12. The optical setup of the absorption imaging is depicted in fig-
ure 6.4. Since the imaging beam fraction is taken before passing through
the MOT’s AOM, it has a frequency detuning of about +66 MHz as ex-
plained in subsection 6.2.3. Therefore another AOM is required to shift
the imaging beam frequency down to resonance and to switch the beam
intensity. Then, the shifted beam is coupled to a single mode optical
fibre to be able to filter the beam spatially. Then, the beam is collimated
by a 60 mm focal length lens before passing through the science cell. A
half wave plate and a polarising beam splitter are positioned after the
lens to reduce polarisation fluctuations as a result of temperature fluc-
11Digital 14 bit CCD Pixelfly camera from PCO.
12BP208 Pellicle beam splitter from Thorlabs
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Figure 6.4: The experimental diagram of the absorption imaging system.
The imaging beam passes through an AOM used to shift the imaging beam
frequency down to resonance with the atomic transition and to switch the
beam intensity. Then, the beam is coupled into a single mode optical fibre.
The imaging beam is collimated by a 60 mm focal length lens. A HWP and
a PBS are placed to reduce the polarisation fluctuations. For a circularly
polarised beam, a quarter wave plate is inserted in the beam path before
passing through the glass cell. Another lens of 150 mm focal length is used
to focus the beam on to the CCD camera.
tuations and mechanical stress of the optical fibre. To ensure having a
circularly polarised beam, a quarter waveplate is introduced in the beam
path before entering the science cell. The collimated beam with a waist of
(7.5±0.1) mm and intensity ≈0.5 mW/cm2, passes horizontally through
the science cell and images the shadow of the atomic cloud using a lens
of 150 mm focal length. It is positioned about 240 mm after the glass
cell onto the chip of the CCD camera. For high performance of the ab-
sorption imaging, the image of the cloud has to be focused to obtain the
cloud size precisely. Therefore, I mounted the 150 mm focal length lens
on a translation stage to be able to adjust the image of the cloud size in
a micrometre scale. This arrangement enables us to determine the atom
cloud temperature by monitoring the ballistic expansion of the cloud.
6.4 Quadrupole-Ioffe Configuration (QUIC)
trap
A quadrupole magnetic field (QUAD) is produced by two coils arranged
in the so-called anti-Helmholtz configuration. The two circular coils are
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Figure 6.5: The experimental schematic for the re-pumper laser.
oriented along the same axis separated by a distance equal to the coil
radius and having current flowing in opposite directions. At the point
at which the magnetic fields of the two coils cancel each other, the mag-
netic potential has a minimum. Atoms from the magneto-optical trap
can be efficiently loaded into the QUAD trap due to the common centres
of the magnetic fields. However, close to the field zero, cold atoms can
be ejected from the trap because the atomic magnetic moments cannot
adiabatically follow the rapid change in the magnetic field direction. In
other words, when the change in the magnetic field direction is faster
than the Larmor frequency, the spin of the atoms cannot follow the ex-
ternal field. A Majorana spin-flip occurs [17, 75], which leaves the atom
in an untrapped state. Therefore, it is necessary to make the change
rate in the magnetic field direction smaller than the Larmor frequency
to avoid Majorana transitions. In a BEC experiment, it is required to
cool the atoms to very low temperatures, but this moves the atoms closer
to the trap centre (B=0) and then Majorana spin-flips may take place.
This atom loss channel reduces the atomic density, which is essential for
achieving the evaporative cooling. Atom losses can be prevented by using
a different trap configuration such as the TOP trap [75] or the so-called
Quadrupole-Ioffe trap [21, 55].
Our method to magnetically trap the 87Rb atom uses the QUIC trap
[21, 55]. As shown in figure 6.7, the QUIC trap configuration consists of
three coils: two quadrupole coils and one Ioffe coil. The low field seeker
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atom experiences a linear optical potential, in which the quadrupole trap
field increases linearly with the distance from the zero magnetic field. The
atoms are then transferred into the potential of the QUIC trap, produced
by turning on the Ioffe coil current. This turns the trap potential from
linear into parabolic with a minimum magnetic field above zero in order
to suppress Majorana spin-flip losses.
The schematic of the Ioffe coil is depicted in the upper part of figure
6.6 while the water cooling flow is shown in the lower part. The Ioffe
coil has 100 turns of 0.5 mm copper wire and develops considerable heat
when used. Its aluminium body (which is also used as a spacer for the
quadrupole coils) is connected to the lab’s water cooling system and stops
the wire from burning. The maximum current used in our experiments
is around 10 A which corresponds to a dissipation of about 70 W. Fig-
ure 6.8 shows the magnetic field of the quadrupole coils as a function of
the displacement from the position of the trap zero. The measurements
in blue data were taken with zero Ioffe current, and show a linear be-
haviour. The parabolic curve (black data) is obtained when switching
the Ioffe current on with 2 A, thus removing the magnetic field zero. The
magnetic field is measured using a magnetometer, which was calibrated
so to subtract the magnetic field of the earth.
6.5 Experimental results
After setting up the experiment, data were taken to examine the be-
haviour of the atomic ensemble, starting with a magnetic trap life time
measurement. This is followed by a description of our evaporative cool-
ing sequence, an example of a temperature measurement and finally our
first results on Bose-Einstein Condensation.
6.5.1 Magnetic trap lifetime
One of the crucial steps in our experiment is transferring the atoms from
the MOT into the magnetic quadrupole trap efficiently. It is important to
optimise each phase before the magnetic trap to obtain the highest atom
number possible, sufficient phase space density and a maximised collision
rate in the trap to ensure good evaporative cooling performance. This
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Figure 6.6: The schematic of the Ioffe coil assembly. Upper: The Ioffe coil
with 100 turns is wound around a groove in the aluminium body. The cap is
placed on the wire to improve the thermal conductivity to the main body of
the Ioffe coil. The whole construction is slit to avoid induced eddy currents
while switching the current. Lower: the side view of the Ioffe coil showing
the water flow (the blue arrows) through the spacer used for cooling. Ioffe
coil designed with a hole in the middle on the MOT axis to allow the imaging
beam passing through the MOT. The Ioffe coil assembly was machined in
the UCL workshop.
is necessary to achieve Bose-Einstein condensation. Another condition
is a sufficient life time of the magnetic trap to enable the time consum-
ing evaporation. The life time in the magnetic trap is mostly limited
by collisions with hot atoms from the background gas and therefore is
dependent on the vacuum conditions.
The experimental sequence shown in figure 6.9 shows how we load the
magnetic quadrupole trap and determine its lifetime. First a dense and
cold atomic cloud is prepared in the magneto-optical trap with a detun-
ing of ∆ = −1.6 Γ. In spite of the high atom number trapped in the MOT
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Ioffe coil (in green) is mounted such that the small coil is inserted close to
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quadrupole coils. The Ioffe coil is designed with a hole in the middle along
the MOT axis to allow the imaging beam to pass through.
(≈ 2× 108) in 3 s, the density of the atoms is not sufficient for the next
phase towards the BEC (i.e. magnetic trap and evaporative cooling).
A phase of compression of the MOT is therefore introduced. The LVIS
beams are switched off and the trapped atoms are compressed for 50 ms
[74]. This is done by doubling the magnetic field gradient from 10 G/cm
to 20 G/cm to compress the trap, and increasing the laser detuning to
∆ = −3Γ. Since this phase heats the trapped atoms, an optical molasses
phase is necessary to reduce the trap temperature. Therefore, the mag-
netic field is switched off to start a phase of optical molasses, which lasts
for 10 ms at a detuning of ∆ = −5Γ. The optical molasses is optimised
by balancing the intensity of the laser beams and ensuring the cloud is
expanded evenly when switching off the MOT magnetic field. After the
molasses phase, the atoms are distributed over all Zeeman sublevels.
For 87Rb atom, there are five magnetic substates (mJ = 0,±1,±2) of
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the higher hyperfine ground state of which just two are trappable by a
magnetic quadrupole trap. To increase the number of trappable atoms
and thus the loading efficiency of the magnetic trap, the atoms are opti-
cally pumped into the low-field seeking |F = 2,mF = 2〉 spin state. This
is achieved by switching off the cooling beams while the imaging beam
is briefly flashed on for 50µs on resonance with the cycling transition.
This mechanism is done with assistance of a small magnetic bias field
(500 mG) parallel to the beam and some re-pumping light. The mag-
netic field is applied by increasing the current through the compensation
coil pair on axis with the imaging beam. This process of optical pump-
ing transfers the ground state population of the 87Rb ensemble into the
highest magnetic sublevel. 50µs is sufficient for optical pumping since
the life time of the 87Rb 52P3/2 excited state is 26 ns [93] so that multiple
optical pumping events can occur. The optical pumping mechanism en-
hances the number of atoms in the trap by increasing the amount of the
trapped atoms to above 80%. Thus, this yields a number of atoms in the
|F = 2,mF = 2〉 state which are sufficient for the magnetic trap. After
the pumping the magnetic field gradient is rapidly switched back on to
trap the atoms. It is crucial that during the hold time in the magnetic
trap all of the light (cooling, re-pumper and imaging beams) is switched
off. This is achieved by using home built mechanical shutters to switch
the beams on or off on a time scale of ≈2.5 ms and thus block any pos-
sible leakage through the AOMs. The hold time of the magnetic trap
is then varied between 1 and 150 s in order to measure the lifetime of
the atoms in the magnetic trap. After the hold time the magnetic field
gradient is switched off and the cloud is left to expand freely for 4 ms to
accommodate for any kind of magnetic field switching decay. Then the
remaining atoms are imaged with the imaging beam. The results of a
typical lifetime measurement can be seen in figure 6.10. The left graph
of figure 6.10 shows the atom number in the MOT for different load-
ing times. This graph was taken to optimise the loading of the atoms
from the MOT into the magnetic trap. Longer loading times increase the
atom number in the MOT but produce large fluctuations which appear
in the graph as large error bars. Accordingly, the life time measurement
of the magnetic trap is done with only a 3 s loading time as illustrated in
the right graph of figure 6.10. This prevents the fluctuations in the ini-
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Figure 6.10: Left: The atom number in the MOT is observed with different
loading times. The number of atoms is determined by the absorption imaging
method (explained in 6.3.1). The data were taken to optimise the MOT
loading into the magnetic trap and to determine the best loading time with
less fluctuation. Larger error bars are observed for longer loading times,
which are attributed to the instability of the MOT with high atom number.
The loading time is chosen to be 3 s since the MOT fluctuates less here.
Right: The atoms are held for different storage times in the magnetic trap.
The atom number decreases exponentially with time due to the collisions
with the background gas. A fit of the data reveals a lifetime of (60.8± 4.6) s.
tial atom number. The number of atoms in the magnetic trap decrease
exponentially with the hold time. A fit of the atom number over this
time revealed a lifetime of the magnetic trap of (60.8± 4.6) s which is
sufficient for evaporative cooling and Bose-Einstein condensation. The
exponential fit is expected for real atomic systems due to the trap losses
mechanism. This can be attributed to the inelastic collisions. Therefore,
it is related to the residual background gas in the vacuum system.
6.6 Evaporative cooling
The evaporative cooling is the final cooling stage to reach the quantum
phase transition in all experiments of Bose-Einstein condensate accom-
plished so far. This is achieved when the atoms become indistinguishable
with a separation comparable to de Broglie wavelength λdB (as defined
in 6.1). The principle of the evaporative cooling is based on the idea
that the high energetic and spin polarised atoms confined in a magnetic
trap are removed selectively from the tail of the Maxwell-Boltzmann
distribution. The remaining atoms are re-thermalised by elastic colli-
sions re-establishing a Maxwell-Boltzmann distribution but with lower
temperature and higher phase space density. For an ideal gas, the only
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mechanism to remove atoms is by evaporation. Whereas, in the real
case, atoms escape from the potential trap by both evaporation and un-
desirable inelastic collisions. Since the evaporation reduces the system’s
temperature, the number of atoms whose energy is larger than the trun-
cated energy decrease. This slows down the evaporation process. There-
fore, it is necessary to lower the potential depth to keep pace decreasing
the atoms energy. When this cooling process is successively repeated,
the hotter atoms are enforced to leave the trap reducing its temperature
dramatically via the so-called forced evaporative cooling. In this mecha-
nism, the RF radiation functions as an evaporative RF-knife lowering the
depth of the confining potential. A comprehensive review on evaporative
cooling was given by Ketterle and Druten [48]. The first demonstration
of the RF-induced evaporative cooling of magnetically trapped atoms
was reported by Pritchard in 1988 [60].
6.6.1 RF-induced evaporative
The evaporative cooling is implemented in our setup by applying ra-
diofrequency (RF) radiation to the confined 87Rb atoms in a magnetic
trap. The radiofrequency ejects atoms from the trap by inducing spin-
flips and thus driving transitions from the trapped state |F = 2,mF = 2〉
into untrapped states |F = 2,mF = 0,−1,−2〉. This turns the attractive
trapping force into a repulsive force. The radiofrequency ωRF is progres-
sively reduced so that atoms with corresponding energy undergo a spin
flip transition and are expelled from the trap. While, atoms with lower
energy remains trapped. Figure 6.11 illustrates the schematic of the
evaporative cooling with the hyperfine states of |F = 2〉.
For successful evaporative cooling, decreasing the number of atoms should
be accompanied by increasing the elastic collisions rate to reach the run-
away evaporation.
6.6.2 Experimental procedure
Experimentally, the RF radiation is generated by a four turns radio fre-
quency antenna on axis with the quadrupole coils. The coil is positioned
1.5 cm away from the atomic sample and is directly attached to the glass
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Figure 6.11: Schematic of the RF-induced evaporative cooling for
87Rb atoms confined in a magnetic trap. The radiofrequency radiation
drives transitions from trapped state |F = 2,mF = 2〉 to untrapped states
|F = 2,mF = −1〉 and |F = 2,mF = −2〉. The frequency ωRF is progres-
sively reduced so to implement the RF knife to eject the most energetic
atoms in the trap.
cell. In the experiment, it is necessary to investigate the best frequency
ramp which allows us to control the threshold energy and then main-
tain the runaway evaporation regime. This was achieved via a function
generator13. The start and final evaporative frequencies are determined
in our experiment by observing the atom number as a function of dif-
ferent frequencies. This suggested that the RF starts at a frequency of
30 MHz to start removing the hotter atoms. The final radiofrequency
is set to be 0.45 MHz when the BEC is observed. The generated RF is
swept logarithmically down in two stages [55]. First, the RF frequency
is ramped down with the atoms in the quadrupole trap from the initial
value of 30 MHz to 10 MHz in 5 s. Then the atoms are transferred into
the QUIC trap by ramping up the QUIC current to its final value in
350 ms. The second evaporation stage happens with the atoms in the
QUIC trap and lasts 13 s during which the RF is ramped logarithmically
from 10.5 MHz to the final value around 0.45 MHz. It starts at a slightly
higher frequency than the end frequency of the QUAD trap evaporation
to accommodate for the lifted trap bottom in the QUIC trap and provide
a seamless evaporation sweep. The RF frequency is optimised in term of
13SMT02 signal generator (5kHz-15GHz) from Rohde & Schwarz
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Figure 6.12: Absorption images for different times of flight of the atomic
sample. The time is indicated in each image in ms. The temperature of
the displayed cloud is around the recoil temperature. Clearly visible is the
parabolic drop according to the acceleration under gravity as well as the
expansion of the ensemble due to its Gaussian velocity distribution. In the
first images the cloud is optically thick and the displayed optical density
saturates. The data were taken above the phase transition.
the phase space density and the atom number so to reach the runaway
evaporation regime.
6.7 Temperature measurement
The reduction of the temperature of the atomic cloud is crucial during the
evaporative cooling sequence. To measure the temperature of the atomic
sample we use the standard time of flight method [8]. After the cooling
stages of the trapped 87Rb, the magnetic field and all the laser beams are
switched off so that the cloud can expand freely according to its velocity
distribution and fall down under gravity. As an example of a temperature
measurement, figure 6.12 shows absorption images for different times of
flight between (1− 21) ms (plus an additional delay of 2 ms to account for
switching delays). For each image the cloud is fitted with a 2D Gaussian
to extract its width and position. The width is then plotted as a function
of the expansion time. The data were fitted by a linear function to
obtain the velocity of the cloud in both directions. For the particular
example shown in figure 6.12 the expansion velocity was determined as
υx = (5.98± 0.08) mm/s and υy = (5.78± 0.07) mm/s. From that, the
temperature can be calculated with T = mυ
2
kB
to Tx = (374± 7) nK and
Ty = (350± 5) nK, which is a temperature roughly around the recoil
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temperature for 87Rb (Tr = 362 nK). The atomic velocity distribution
of this thermal ensemble is still Gaussian and its phase space density
slightly above the BEC transition.
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Figure 6.13: The experimental sequence for the transition to Bose-Einstein
condensate.
6.8 Observation of Bose-Einstein Conden-
sation
The phase transition to a Bose-Einstein condensation occurs when the
phase space density of the ensemble, which is the product of particle
density and their thermal de Broglie wavelength cubed, becomes larger
than 2.612. The key factors here are temperature and atom number in our
magnetic trap after the evaporation sequence. The phase space density
can be increased by reducing the final radio frequency of the sweep.
The experimental sequence producing a 87Rb BEC in our experiment is
shown in figure 6.13. The atomic condensate is observed by switching
the magnetic field off to let the cloud expand ballistically over 22 ms.
Then absorption images of the cloud can be used to observe the phase
transition when the final evaporation frequency is reduced. Figure 6.14
shows a combined 3D plot of five successive absorption images. The
same data set can be seen in figure 6.15 in a further analysis involving the
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Figure 6.14: A selection of 3D plots of the optical density after 22 ms time
of flight for different final evaporation frequencies. The transition from a
thermal cloud of atoms, as represented by a Gaussian distribution function
over a bi-modal distribution, to a pure parabolic density function of a pure
BEC can be clearly seen.
profile of the cloud and its fit with the sum of a Gaussian and a parabolic
function. While the first image of the set shows a thermally distributed
cloud (with its Gaussian shape as an indicator of that), reducing the final
radio frequency produces a fraction of the atoms in the ground state of
the trap. This is the onset of Bose-Einstein condensation and the velocity
distribution becomes bimodal which is a combination of a thermal and
a condensate distribution. Most atoms are still thermal with a Gaussian
velocity distribution, but in the centre of the distribution another part
with a parabolic distribution due to the magnetic trap profile is formed.
Evaporating further reduces the amount of atoms in the thermal portion
and increases the BEC part until in the last image, at a frequency of
415 kHz, the distribution becomes purely parabolic and we are left with
a nearly pure Bose-Einstein condensate.
6.9 Summary
This chapter illustrated our realisation of a Bose-Einstein condensate. It
started with a brief introduction to the theory of BEC, and went on to
describe the new laser setup including its upgrade from a diode laser into
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Figure 6.15: Absorption images and the corresponding density distribution
of the trapped 87Rb atom cloud when lowering the evaporative RF and then
observing Bose-Einstein condensation. Left column: the absorption images
of the atomic cloud after 20 ms expansion time. Right column: The density
distribution of the trapped 87Rb. (a) The cold thermal 87Rb cloud fitted
by a Gaussian function (the red curve). (b) The distribution is narrower
than previous image. (c-d) Bi-modal distribution, which consists of two
components: thermal and condensate distribution, fitted by a function which
is a combination of a Gaussian function for the thermal cloud and a parabola
function for the condensate. (e) Pure condensate of 87Rb.
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a MOPA system. This was an important step to increase the power of
the cooling light to about 2 W immediately after the MOPA. Additional
losses due to the shaping optics and an optical isolator limited the power
coupled into an optical fibre to 800 mW, and a power of 500 mW was
available after the optical fibre. Due to the observation of some long term
fluctuations of the MOPA power output, the design was improved. The
new design was also described in this chapter. The imaging system was
also improved. This was done by using an optical fibre to transmit the
imaging beam so to obtain a clean Gaussian beam profile. A new CCD
camera was set up, as described in the imaging system section. The QUIC
trap configuration that was used in our setup to achieve a Bose-Einstein
condensate was described in the following section. After a description of
the evaporative cooling sequence, data for the final cooling stage before
the phase transition and an example measurement of the temperature are
presented. Finally, a data set of absorption images displaying the cloud
after expansion shows the transition from a thermal Gaussian velocity
distribution to a parabolic one as obtained by reducing the final radio
frequency of the evaporation sweep. This change in velocity distribution
marks the phase transition from a thermal cloud to a pure Bose-Einstein
condensate of 87Rb atoms.
Chapter 7
Conclusion and Outlook
7.1 Conclusion
The field of ratchets has sparked lot of interest in the last twenty years.
A remarkable number of theoretical works was followed by experimental
research to understand the ratchet phenomenon. Nowadays, this field has
led to many applications, such as particle separation devices and electron
pumps. During my study, two ratchet experiments were conducted. The
first examined an intriguing feature in a ratchet, the so-called current
reversals. The second experiment investigated vibrational resonance and
optical potential renormalisation. Then a number of changes were ac-
complished to prepare the setup for ultra-cold atom studies, which pave
the way for Bose-Einstein Condensation. In this chapter, I am going
to give a brief overview of the important achievements and the results
obtained during my PhD study.
First, the vacuum was improved by upgrading the system apparatus from
a single MOT into a double MOT system. This step provided an ultra-
high vacuum below 10−10 mbar so to decrease the collisions with the
background vapour, and obtain a sufficient vacuum environment for pro-
ducing a Bose-Einstein condensate. The laser power had to be increased
in order to supply both MOTs with the required power, so to increase
the number of 87Rb atoms in the trap. Thus, a Master Oscillator Power
Amplifier system was assembled. This is an amplifier injected by a nor-
mal diode laser. The maximum output power after the amplifier is about
1.8 W. After being injected into a polarisation maintaining optical fibre,
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the output power became about 500 mW. The transmitted light from the
fibre was distributed for the MOTs and the imaging beam.
The first experiment on current reversals in a rocking ratchet was carried
out in a driven dissipative optical lattice. This was done by observing
the atomic current as a function of the driving frequency for different
force strengths. This work generalised the previous study by our group
concerning the link between current reversals and symmetry-breaking
mechanisms. Since only the weakly damped regime can be accessed ex-
perimentally, the Hamiltonian and overdamped regimes were investigated
numerically by our collaborator David Cubero.
The second experiment investigated the vibrational resonance phenomenon
in dissipative optical lattices. The experimental scheme was implemented
by applying a high frequency field, whose frequency is larger than any
other frequency in the system. The experiment demonstrated the pos-
sibility of controlling the optical potential depth. These results can be
applied to any system (e.g. solid state system) consisting of particles in a
periodic potential. Two detection methods were used to probe the poten-
tial renormalisation: observation of directed transport and measurement
of diffusion properties.
In the last experiment, we produced a Bose-Einstein condensate by RF
evaporation in a QUIC trap. The trap life time in the magnetic trap was
optimised and measured to be about 60 s. Then, atoms in the trap were
cooled by ramping the radio frequency down. Bose-Einstein condensa-
tion was observed.
7.2 Outlook
Producing a Bose-Einstein condensate in a dipole trap is the next step
of the experiment. The dipole trap will be created with a fibre amplifier
which is designed to operate in combination with a narrow linewidth seed
laser. The amplifier produces a maximum of 50 W power at a wavelength
of 1064 nm. The system is then set out to study transport phenomena
in optical lattices, such as the ratchet effect. But, in contrast to the
work presented in this thesis, it will be in a Hamiltonian regime using a
macroscopic quantum system, instead of thermal atoms in a dissipative
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optical lattice.
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