Abstract. For a finite group G, let diam(G) denote the maximum diameter of a connected Cayley graph of G. A well-known conjecture of Babai states that diam(G) is bounded by (log 2 |G|) O(1) in case G is a non-abelian finite simple group. Let G be a finite simple group of Lie type of Lie rank n over the field Fq. Babai's conjecture has been verified in case n is bounded, but it is wide open in case n is unbounded. Recently, Biswas and Yang proved that diam(G) is bounded by q O(n(log 2 n+log 2 q)
Introduction
Given a finite group G and a set S of generators of G, the associated Cayley graph Γ is defined to have vertex set G and edge set {{g, gs} : g ∈ G, s ∈ S}. The diameter diam S (G) of Γ is the maximum over g ∈ G of the length of a shortest expression of g as a product of generators in S and their inverses. The maximum of diam S (G), as S runs over all possible generating sets of G, is denoted by diam(G).
In 1992 Babai [4] conjectured that diam(G) < (log |G|) O(1) holds for any nonabelian finite simple group G. (Here and throughout the paper the base of the logarithms will always be 2, unless otherwise stated.) The first class of simple groups for which Babai's conjecture was proved [12] were the groups PSL (2, p) where p is prime. Following Helfgott's paper [12] , the conjecture was verified for finite simple groups of Lie type of bounded rank by Pyber and Szabó [21] and Breuillard, Green, Tao [7] . In particular, Babai's conjecture holds for exceptional simple groups of Lie type. However the conjecture remains wide open for finite simple groups of Lie type of large rank, that is, for simple classical groups of large rank.
Babai's conjecture is open even in the case of alternating groups. Babai and Seress [3] proved that diam(A n ) < exp( √ n ln n(1 + o(1))) and in [4] they showed that the same bound holds for arbitrary permutation groups of degree n.
The strongest bound to date is diam(A n ) < exp(O(log n) 4 log log n) (n > 2), due to Helfgott and Seress [14] . The same estimate is shown to hold in [14] for arbitrary transitive groups of degree n. The inductive proof of Helfgott and Seress relies heavily on the fact that their result extends to transitive groups. For a greatly simplified argument see [13] .
In connection with Babai's conjecture, we remark that Breuillard and Tointon [8] showed, without the use of the classification theorem of finite simple groups, that for any ǫ > 0 there is a constant C ǫ depending only on ǫ such that every non-abelian finite simple group G with a symmetric generating set S satisfies
Breuillard remarks in his ICM survey [6] , that it would be interesting to get nontrivial bounds for all finite simple groups of Lie type also when the rank grows and see if one can improve the above "crude bound".
Let G be a finite simple group of Lie type of Lie rank n defined over F q . Biswas and Yang [5] proved that diam(G) < q O(n(log n+log q) 3 ) . The first result of the present paper provides an improvement of this bound showing that the exponent need not depend on q. Theorem 1.1. If G is a finite simple group of Lie type of Lie rank n defined over the field of size q, then diam(G) < q O(n(log n) 2 ) .
Let Γ be a finitely generated group and S a finite set of generators of Γ. For a positive integer n, let γ S (n) denote the number of elements in Γ which may be expressed as a product of n elements of S ∪ S −1 ∪ {1}. The celebrated theorem of Gromov [11] asserts that Γ is virtually nilpotent if and only if the function γ S is bounded from above by a polynomial in n. Recently Shalom and Tao [23] obtained a strengthening of this theorem, namely that if γ S (n) ≤ n c(log log n) c for some n > 1/c with c > 0 a sufficiently small absolute constant, then Γ is virtually nilpotent.
The Gap Conjecture asserts that if a finitely generated group Γ has growth type strictly less than e √ n then it is virtually nilpotent (see [10] for a precise formulation of the conjecture). As the famous Grigorchuk groups show this would be best possible even within the class of residually finite p-groups.
The above conjecture was shown to hold for residually nilpotent groups [10] , [17] . For Γ a residually solvable group the Gap Conjecture, with √ n replaced by n 1/7 , has been proved by Wilson [26] (see also [24] and the slides [25] of his talk at the 2010 Ischia Group Theory Conference). One of the main ingredients of the proof was to establish upper bounds for diam(G) in case G is a solvable subgroup of GL(V ) acting completely reducibly on the finite vector space V . Wilson shows that in general diam(G) ≤ O(1)|V |. He also points out that this bound is sharp since G may be taken to be a Singer cycle in GL(V ).
Motivated by the above results we consider the diameters of arbitrary linear groups over finite vector spaces. Theorem 1.2. Let G be a subgroup of GL(V ) where V is a vector space of dimension n defined over the field of size q and characteristic p. Let h = max S {diam(S)} where S runs over the (non-abelian) classical composition factors of G defined over fields of characteristic p, if such exist, otherwise put h = 1. Then
Note that Theorem 1.2 may be viewed as an extension of Theorem 1.1. Actually, both results also extend to directed Cayley graphs by a result of Babai [1] . Theorem 1.2 is deduced from a structure theorem for a finite group acting completely reducibly on a vector space (see Theorem 3.3).
where S is a generating set of G where all but one element in S has determinant 1. This shows that the diameter of absolutely irreducible (almost simple) subgroups of GL(n, q) may be much larger than the bound predicted by Babai's conjecture for PSL(n, q).
Kornhauser, Miller and Spirakis [16] asked in 1984 whether or not the diameter of transitive groups is always polynomially bounded in terms of the degree. A positive answer (which is supported by the results in [14] ) would show that the best possible bound for S n and for its transitive subgroups is the same. (As the example of Singer cycles in SL(V ) shows, the analogue of this is unlikely to be true for SL(V ) where V is a finite vector space.) Since the minimal degree of a permutation representation of a simple group of Lie type of rank n over the field F q is roughly q n , our Theorem 1.1 also supports a positive answer to the above question.
2. Proof of Theorem 1.1 2.1. A new degree reduction lemma. In this section we prove Theorem 1.1. To achieve this, we prove a new degree reduction lemma for matrices over finite fields (Lemma 2.1). This is a linear algebraic analogue of the degree reduction lemma for permutations by Babai We first state our degree reduction lemma, and indicate how Theorem 1.1 follows from this together with [5] . We then prove this lemma in Section 2.3.
Let us set up some notation. Fix a finite field F q of characteristic p. Let F q be the algebraic closure of F q . We use I to denote identity matrices. Let M(n, q) denote the linear space of n × n matrices over F q , and GL(n, q) the group of n × n invertible matrices over F q . For A ∈ M(n, q), we use charpoly(A, x) and minpoly(A, x) to denote the characteristic polynomial and the minimal polynomial of A in the variable x, respectively. The degree of A ∈ M(n, q), denoted as deg(A), is defined to be the rank of A − I.
We now state the degree reduction lemma, whose proof is postponed to Section 2.3.
Lemma 2.1. Suppose we are given A ∈ GL(n, q), such that charpoly(A, x) has irreducible factors f 1 , . . . , f r of degrees p 1 , . . . , p r respectively, where the p i are primes larger than 2 for which the inequality i∈[r] p i > n 4 holds. Then there exists m ∈ N, such that A m is a non-identity matrix of degree at most deg(A)/4. Furthermore, if each f i has a root of order q pi − 1 over F q , then there exists m ′ ∈ N, such that A mm ′ has the additional property that 1 is its only eigenvalue lying in F q .
Note that an irreducible polynomial f i of degree p i over F q has a root of order q pi − 1 over F q if and only if f i is the minimal polynomial of some Singer cycle element in GL(p i , q). Such polynomials f i exist for every p i and q.
Compare Lemma 2.1 with [5, Lemma 4.4 (ii)]. The key difference is that Biswas and Yang required the primes to be coprime with p(q − 1), while we do not have such a restriction. This leads to the desired improvement, because of the following easy number-theoretic bounds, as already used in [2, Sec. 3] .
By a classical result of Erdős [9] , there exist constants c 1 and c 2 larger than 1 such that for every number x ≥ 1 we have
For y ≥ 2 let f (y) be the product of all primes no greater than y. For y ≥ 4 we have c
· f (y/2), and by induction this gives c
For our purposes we may takep to be the smallest prime such that c 1p ≥ n 4 . This assures that the product of all primes no greater thanp is larger than n 4 and also that the sum of all primes no greater thanp is bounded by
log log n for some constant c 3 and all n ≥ 3. To see the latter claim note thatp = O(log n) by the Bertrand-Chebyshev theorem.
Compare the above estimates with [5, Lemma 4.4 (i)]. There, because of the coprime with p(q − 1) condition, the sum over the orders of q in Z/p i Z can only be bounded from above by O((log n + log q)
3 ), provided that the least common multiple of these orders is larger than n 4 .
The Biswas-Yang machinery.
A proof of Theorem 1.1 follows by plugging in Lemma 2.1 to the rest of the Biswas-Yang machinery [5] . We briefly outline the procedure.
In order to prove Theorem 1.1, it is sufficient to assume that G is a finite simple classical group (of unbounded dimension n), by the fact that Babai's conjecture is known to hold in the bounded rank case (see [21] and [7] ). Moreover, it is sufficient to establish the estimate diam S (G) < q O(n(log n)
2 ) for every generating set S of G for every group G isomorphic to SL(n, q), Sp(n, q), SU(n, q), or Ω(n, q), with n sufficiently large.
Let V be a vector space of dimension n over the field F q . If G is different from SL(V ), we view V as a non-degenerate formed space with a non-degenerate alternating bilinear form in the symplectic case, with a non-degenerate Hermitian form in the unitary case, or with a non-degenerate quadratic form in the orthogonal case.
Let t be a positive integer. Following [5, Definition 2.1], we say that a subset H of GL(V ) is a t-transversal set if, given any embedding X of a subspace W of dimension t into V , there is a linear transformation in H whose restriction to W is X. If V is equipped with a non-degenerate form, we say, following [5, Definition 6.4] , that a subset H of G is a singularly t-transversal set if, for any isometric embedding X of a totally singular subspace W of dimension t into V , there is an element of H whose restriction to W is X. Given any symmetric generating set S for G, the set Proposition 2.2. There are universal positive constants c 4 and c 5 such that for any symmetric generating set S in G where G is any of the groups SL(n, q), Sp(n, q), SU(n, q), Ω(n, q), with n > 2, there is a non-scalar matrix A in G such that deg(A) < c 4 ((log n) 2 / log log n) and A may be expressed as the product of less than q c5·n·((log n)
2 / log log n) elements from S.
Proof. We apply Lemma 2.1 to the argument of Biswas and Yang [5] .
Let G = SL(V ) = SL(n, q). We may assume that n is sufficiently large. Put c 4 = 2c 3 and assume that d, defined to be the integer part of c 3 ((log n) 2 / log log n), is less than n. Since
that maps some d-dimensional subspace W to itself, and the restriction of A 0 to W is a diagonal block matrix C, where the blocks are companion matrices of irreducible polynomials f i of degrees p i , and possibly an identity matrix of an appropriate size, such that the p i range over all primes from 3 top as in Section 2.1 and each f i has a root of order q pi − 1 over F q . Then A 0 satisfies the condition of Lemma 2.1, and the length of A 0 is bounded by q nd . By Lemma 2.1, raise A 0 to an appropriate power to obtain a non-identity matrix A 1 of degree at most deg(A 0 )/4 with eigenvalues being either 1 or outside F q . The length of A 1 is bounded by q nd+n since the order of A 0 is bounded by q n . If deg(A 1 ) < 2d, then we are done. Otherwise, we enter the inductive step. The key in the inductive step is to locate a subspace to an appropriate power to get a non-identity matrix A 2 such that
It can be checked that the length of A 2 is bounded by
Suppose we have obtained a non-scalar matrix A j with eigenvalues either 1 or outside F q with deg(A j ) ≤ n/2 j+1 and length at most q 2nd+j(n+2) . If deg(A j ) is not small enough, then we construct a matrix A j+1 of length at most
Repeat this by at most log n times to reach the desired matrix A.
For G = SL(V ) the argument is very similar as for SL(V ) above. Here Witt's decomposition theorem (see [5, Theorem 6.2] ) and Witt's extension lemma (see [5, Lemma 6 .5]) are used. The latter is that G is a singularly t-transversal set for any t. Moreover, we mention [5, Lemma 7.6 ]. If A is a matrix in G of degree d such that the eigenvalues of A are either 1 or outside F q , then there is a totally singular subspace W of V such that W ∩ AW = {0}, W ⊥ AW , and dim W ≥ (d/32) − (7/4).
Given a non-scalar matrix A of degree d and length ℓ, the second step is to show that the diameter of G with respect to S is bounded by
). This is due to the following. Firstly, any conjugate of A can be obtained by conjugating by a matrix of length less than q 2nd , as the number of conjugates of A is bounded by such (see [5, Lemma 8.1] ). Secondly, by Liebeck and Shalev [18] , every element in G is a product of at most O(n/d) conjugates of A.
We may take d to be less than c 4 ((log n) 2 / log log n) and ℓ to be less than
This completes the proof of Theorem 1.1 (modulo Lemma 2.1).
We remind the reader that in the above procedure, the exponent with respect to the base q in the length bound of A is always bounded by O(nd). It follows that the log q term does not appear in the exponent if d = O((log n)
2 ).
2.3.
Proof of Lemma 2.1. We first need the following preparations.
(1) For any a ∈ N, C 
is the identity matrix of size d bi , and 0 is the all-zero matrix of
We are ready to prove Lemma 2.1.
Proof of Lemma 2.1. Suppose charpoly(A, x) decomposes into a product of irreducible monic polynomials as
where t ∈ N, f i ∈ F[x] is irreducible, monic, and of degree d i , and
. Let f 0 = x − 1, and s = n − t. Clearly, deg(A) ≥ s. By our assumption, we can assume that k ≥ r and deg(f i ) = p i for i ∈ [r].
For our purpose, we can replace A with any of its conjugates. Therefore by Theorem 2.4, we assume A = Diag(J 1 , . . . , J ℓ ) where each J i is a Jordan block of the form (1).
We first raise A to the p a th power, where a is an integer larger than log n. Then for any i ∈ [ℓ], J 
In the above, the first ≤ is due to the choice of the p i , namely we have chosen those p i to satisfy i∈[r] p i > n 4 . The second ≤ is due to item (a) we just described. The existence of such i ′ ∈ [r] satisfying n i ′ ≤ s/4 then follows. 
Since the greatest common divisor of q
k+1 . By applying Claim 2.5 with p ′ in place of t and noting that p ′ > 2, we arrive to a contradiction.
Claim 2.5. Let t be a prime and q an integer larger than 1. If q t − 1 divides some power of q − 1, then t = 2.
Proof. Notice that the condition q t − 1 divides some power of q − 1 is equivalent to the condition that every prime divisor of q t − 1 divides q − 1.
We claim that q t −1 q−1 = t s for some integer s ≥ 2. Let r be a prime divisor of (q t − 1)/(q − 1). Then r divides q − 1 by our condition and, since q t−1 + · · · + q + 1 is congruent to t modulo q − 1, the primes r and t must be equal. This proves that q t −1 q−1 = t s for some integer s ≥ 1. We also have s ≥ 2 by q > 1.
On the other hand,
is congruent to (q − 1) t−1 + t modulo t 2 , as the intermediate terms This concludes the proof of Lemma 2.1.
A structure theorem for completely reducible groups
In this section we will prove Theorem 3.3 which, in the next section, will be used to deduce Theorem 1.2 (in case the group acts completely reducibly on its module).
Let us fix some notation. Let V be the vector space of dimension n over F q . Let G be a subgroup of GL(V ) acting completely reducibly on V . The G-module V is the direct sum V 1 ⊕ · · · ⊕ V m of irreducible G-modules V i with 1 ≤ i ≤ m. It is natural to write each vector space V i as a direct sum W i1 ⊕ · · · ⊕ W iki of isomorphic vector spaces W ij with 1 ≤ j ≤ k i such that {W i1 , . . . , W iki } is preserved by the action of G and with k i as large as possible. It follows that for each pair (i, j) the stabilizer of W ij in G acts irreducibly and primitively (but not necessarily faithfully) on W ij .
To simplify notation, write the vector space V as a direct sum W 1 ⊕· · ·⊕W k such that G preserves Ω = {W 1 , . . . , W k }, the stabilizer G i of W i in G acts irreducibly and primitively on W i for each i with 1 ≤ i ≤ k and k = m i=1 k i in the above notation. For each i let the action of G i on W i be P i . The group G is a subgroup of (P 1 × · · · × P k ) : S k . Let N denote the intersection of G with P 1 × · · · × P k , that is, the kernel of the action of G on Ω. The factor group G/N may be viewed as a subgroup of S k ≤ S n .
We continue with a slightly simplified version of [15, Proposition 5.7] . Here a quasisimple group is a finite perfect group H such that H/Z(H) is simple.
Theorem 3.1 (Jaikin-Zapirain, Pyber; 2011). Let Q be a subgroup of GL(W ) with Q acting irreducibly and primitively on the finite vector space W defined over the prime field F p . For the generalized Fitting subgroup F * (Q) of Q let F be the field Z(End F * (Q) (W )). There exists a universal constant c 6 such that whenever
Let P be a subgroup of GL(W ) acting irreducibly and primitively on the finite vector space W defined over the field F q (possibly different from its prime field F p ). It centralizes a cyclic subgroup Z of GL(W ) isomorphic to F * q . According to a claim of Liebeck and Shalev (see [19, p. 112] ) P Z acts irreducibly and primitively on W viewed over the field F p . For the sake of completeness, we present a proof for this fact. If U is a P Z-invariant subspace of W , then U must be an F q -space. Thus P Z acts irreducibly on W . Let W = W 1 + · · · + W t be an imprimitivity decomposition of the P Z-module W over F p where t > 1. Let Z 0 be the stabilizer of W 1 in Z. Clearly Z 0 < Z since otherwise the W i are F q -spaces contradicting the fact that P acts primitively on W viewed over F q . Let z be an element of Z mapping W 1 to W 2 and let w 1 be a non-zero vector in W 1 . Consider the element 1 + z inside F q . Since z = −1, 1 + z ∈ Z and w 1 (1 + z) = w 1 + w 1 z ∈ W 1 + W 2 . Since w 1 = 0, the element w 1 (1 + z) is neither in W 1 nor in W 2 . This is a contradiction.
As a Corollary to Theorem 3.1 we obtain the surprising fact that primitive linear groups are not far from being simple groups.
Theorem 3.2. If P is a subgroup of GL(W ) with P acting irreducibly and primitively on the finite vector space W defined over the field F q with |P | > |W | c6 , then there is a quasisimple normal subgroup R in P isomorphic to A ℓ such that
with F r and F q of the same characteristic, and
Proof. By Theorem 3.1 and the claim of Liebeck and Shalev (see the paragraph after Theorem 3.1), there is a quasisimple normal subgroup R in P Z isomorphic to A ℓ such that ℓ ≤ dim Fq (W ) or to a classical group Cl(d, r) such that d ≤ dim Fq (W ) (the bounds for ℓ and d follow from the fact that the field F in Theorem 3.1 contains F q ) and F r and F q have the same characteristic. In the latter case we have r d ≤ |W | by Theorem 3.1. It also follows that |P Z/R| ≤ |W | 5 . Since R is quasisimple, R = [R, R] ≤ [P Z, P Z] ≤ P . This completes the proof of the theorem.
We are now in position to prove our structure theorem. Theorem 3.3. Let V be a vector space of dimension n over the field F q . Let G ≤ GL(V ) be a group acting completely reducibly on V . Write V as a direct sum W 1 ⊕ · · · ⊕ W k of (non-trivial) subspaces of V in such a way that G permutes the set Ω = {W 1 , . . . , W k } and the stabilizer of each W i in G acts primitively on W i for every i with 1 ≤ i ≤ k. Let N be the kernel of the action of G on Ω. In particular, G/N may be viewed as a subgroup of S n . There exists a constant c 7 such that whenever |N | > |V | c7 , (i) there is a normal subgroup C of G contained in N such that C = Q 1 •· · ·•Q w is a central product of quasisimple groups Q i with w ≤ k; (ii) each Q i has a factor group T i such that for some j ∈ {1, . . . , k}, T i is an alternating group A ℓj with ℓ j ≤ dim Fq (W j ), or T i is a classical simple group Cl(d j , r j ) such that F rj and F q have the same characteristic,
Proof. Let c 7 be the maximum of 6 and c 6 . Without loss of generality, we may assume that there is an integer t ≥ 0 such that |P i | > |W i | c7 for every i with i ≤ t and |P i | ≤ |W i | c7 for every i with t < i ≤ k. For every i with i ≤ t, let R i be the quasisimple normal subgroup of P i whose existence is assured by Theorem 3.2 (and is R in that notation).
If N denotes the intersection of G with P 1 × · · · × P k , that is, the kernel of the action of G on Ω, then the factor group G/N may be viewed as a subgroup of S k ≤ S n . In order to prove the theorem, we may assume that |N | > |V | c7 . In particular, t > 0.
Let M be the normal subgroup of G defined to be the intersection of N and R 1 × · · · × R t . Since the natural projection M i of M to P i is normal in P i , the group M i must also be normal in R i . Since R i is quasisimple, M i = R i or M i is central in R i . In the latter case |M i | < |W i |. Without loss of generality, we may assume that there is a u ≥ 0 such that M i = R i for every index i at most u and M i is abelian for i > u. Thus the commutator subgroup M ′ may be viewed as a subgroup of R 1 × · · · × R u where u ≥ 0 which projects onto R i for every i with
We may thus assume that The group C is normal in G and so (i) is established. Since C · Z(M ′ ) = M ′ , it is easy to see that there is a refinement of our previous bound for |N/M ′ | in the form |N/C| ≤ |V | c7 . This is (iii).
Fix an index i at most w. The component Q i projects onto F j for some j at most u. The group F j is isomorphic to A ℓj such that ℓ j ≤ dim Fq (W j ) or to a classical simple group Cl(d j , r j ) such that d j ≤ dim Fq (W j ), r dj j ≤ |W j |, and F rj and F q have the same characteristic, by Theorem 3.2. Thus Q i has a factor group T i such that T i is A ℓj or T i is the classical simple group Cl(d j , r j ). This gives (ii).
This completes the proof of the theorem.
A bound for diam(G) for G a linear group
In this section we prove Theorem 1.2.
A main tool in our argument is Lemma 5.1 of Babai and Seress [4] .
Lemma 4.1 1992) . If N is a non-trivial, proper normal subgroup in a finite group G,
Now let G be a subgroup of GL(V ) acting on the finite vector space V of dimension n over the field of size q and characteristic p. In case h = 1 let S be a classical (non-abelian) composition factor of G defined over a field of characteristic p such that h = diam(S).
First assume that G acts completely reducibly on V . In this case we rely on Theorem 3.3 to prove Theorem 1.2.
We use the notation of Theorem 3.3. Theorem 1.3 of Babai and Seress [4] implies that diam(G/N ) is less than exponential in n. Thus, in order to establish our bound for diam(G), it is sufficient to show that diam(N )
by Lemma 4.1. This is certainly true in case |N | ≤ |V | c7 . Thus assume that |N | > |V | c7 . Let C be the normal subgroup of G, as in Theorem 3.3, such that |N/C| < |V | c7 . It follows by Lemma 4.1 that it is sufficient to show that
This paragraph also shows that h < |V | O(1) or S is a composition factor of C.
Since C is normal in G, the center Z(C) ≤ GL(V ) of C is an abelian group acting completely reducibly on V . By Schur's lemma and the fact that a finite division ring is a field, an abelian group A ≤ GL(W ) acting irreducibly on a finite vector space W is cyclic and has order at most |W | − 1. From this it follows that |Z(C)| < |V |. The factor group C/Z(C) is the direct product of non-abelian simple groups each isomorphic to an alternating group or to a classical group in characteristic p. Let A be the product of all factors of C/Z(C) which are isomorphic to alternating groups, if such exist, otherwise let A = 1. Let B be the product of all other simple factors of C/Z(C), that is, C/Z(C) = A × B. Notice that it is sufficient to establish the bound diam(A × B) < |V | O(1) h 2 < q O(n(log n)
2 ) .
The sum of degrees of all simple factors in A, if such exist, is at most n by Theorem 3.3. Hence A may be considered as a permutation group of degree at most n and hence diam(A) < O(1)|V | by Theorem 1.3 of [4] . It is then sufficient to see that diam(B) < |V | O(1) h 2 < q O(n(log n)
2 ) , by Lemma 4.1.
We have diam(B) ≤ 20 n 3 h 2 < |V | O(1) h 2 by [4, Lemma 5.4 ]. Thus it is sufficient to establish h = q O(n(log n)
2 ) . We may assume by the above that S is a composition factor of C (and a direct factor of B). In this case S is isomorphic to the non-abelian composition factor S i of some component Q i of G (normal in C). The group S i is a simple classical group of dimension d j defined over the field F rj , for some j. Thus
2 ) j by Theorem 1.1. Since d j ≤ n and r dj j ≤ q n , we conclude that
This completes the proof of Theorem 1.2 when G acts completely reducibly. Now let G be an arbitrary subgroup of GL(V ). Let O p (G) denote the largest normal p-subgroup of G. The factor group G/O p (G) may be viewed as a completely reducible linear group acting on the direct sum of the composition factors of the G-module V . Thus diam(G/O p (G)) < |V | O(1) h 2 < q O(n(log n)
2 ) by the above.
In order to complete the proof of Theorem 1.2, it is sufficient, by Lemma 4.1, to show that diam(P ) < |V | O(1) for every p-subgroup P of GL(V ).
Let Q be a p-group and C a normal chain in Q such that every associated factor in the chain C is elementary abelian. Let ℓ(Q, C) be the length of the chain C and let r(Q, C) be the maximum rank of the associated factors in C. It is easy to see that (2) diam(Q) ≤ 4 ℓ(Q,C)−1 · (p · r(Q, C)) ℓ(Q,C) using Lemma 4.1 and Lemma 5.2 of [4] .
Let m be the smallest power of 2 which is larger than n. An arbitrary subgroup P of GL(V ) may be viewed as a subgroup of a Sylow p-subgroup S of GL(m, q). by (2), for any chain C of normal subgroups in S such that the associated factor groups are elementary abelian. There exists an elementary abelian normal subgroup A in S such that |A| = q m 2 /4 and S/A is the direct product of two copies of a Sylow p-subgroup in GL(m/2, q). It follows, by induction on m, that there is a chain C of normal subgroups in S such that (i) the associated factor groups are elementary abelian; (ii) the first group is A; (iii) r(S, C) = (m 2 /4) · log p q ≤ n 2 · log p q; and (iv) ℓ(S, C) = 1 + log 2 m ≤ 2 + log 2 n. From this it follows that diam(P ) < |V | O(1) .
This completes the proof of Theorem 1.2.
