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Abstract
To improve a player’s proficiency at a particular video game,
the player must be presented with an appropriate level of
challenge. This level of challenge must remain relative to
the player as their proficiency changes. The current fixed
difficulty settings (e.g. easy, medium or hard) provide a
limited range of difficulty for the player. This work aims to
address this problem through developing an adaptive train-
ing framework that utilities existing work in Dynamic Diffi-
culty Adjustment to construct an adaptive AI opponent. The
framework also provides a way to measure the player’s pro-
ficiency, by analysing the level of challenge the adaptive AI
opponent provides for the player. This work tests part of the
proposed adaptive training framework through a pilot study
that uses a real-time fighting game.
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Introduction
There are a number of reasons why someone might want to
improve their proficiency at a particular video game. They
may find the game enjoyable, want to train to become a
professional in e-Sports, or perhaps they are training a spe-
cific skill through simulation (e.g. military simulation train-
ing [12]). To improve proficiency at a particular video game,
it has been found that players respond best when the game
is pitched at an optimum challenge level [11]. When the
game is at an appropriate level, the player is challenged
and engaged, yet when it is too easy or too difficult players
can become frustrated or disengaged.
Currently, the player must select a difficulty level (e.g. easy,
medium or hard) prior to commencing the game. This can
be a difficult decision, especially if the player has never
played the game before. It is also problematic if they se-
lect a suitable difficulty setting at the beginning but improve
their proficiency while playing, since it may not be possible
to alter the difficulty level during the game without restart-
ing. These fixed difficulty settings may also not provide an
appropriate level of challenge for all players. In addition, as
the player improves, the gap between the difficulty settings
may be too large.
There has been a focus in the literature on tailoring a game’s
difficulty to the level of the player through the use of adap-
tive Artificial Intelligence (AI) opponents [15] [1] [5] [6] or
game environments [16] [10]. This work is sometimes re-
ferred to as Dynamic Difficulty Adjustment and involves the
process of changing the strategies and behaviour of the
adaptive AI opponent or environment, to produce a video
game that is more enjoyable, interesting, and most impor-
tantly, one that alters its level of challenge as the proficiency
of the player changes.
Figure 1: The steps of the
adaptive training framework
Although Dynamic Difficulty Adjustment provides a way to
tailor the level of challenge to a player, it does not guar-
antee that the player’s proficiency will improve. Since the
adaptive AI opponent is always matching the player’s pro-
ficiency level, when the player does not improve, the adap-
tive AI opponent similarly does not alter its level of chal-
lenge. Therefore, in order to ensure that the player im-
proves over time, it is necessary to monitor their proficiency
level and, in some cases, to change how the adaptive AI
opponent tailors its level of challenge.
This work-in-progress outlines an adaptive training frame-
work that can enable the development of a challenging
game, tailored to each individual player through Dynamic
Difficulty Adjustment. This framework also has the ability
to monitor a player’s progress and to change the adapta-
tion method employed to ensure that the desired proficiency
outcomes are met. More specifically, this work will show
how a player’s proficiency level can be measured, through
investigating the adaptive AI opponent that the player plays
against, and comparing the adaptive AI opponent to fixed
benchmarks. The aim of this work is to provide a way to
increase the player’s motivation and participation, and to
enable them to learn the task at a faster pace than is cur-
rently available. This paper also details a pilot study that
explores the implementation of parts of this framework.
Adaptive Training Framework
The steps of the adaptive training framework are shown in
Figure 1. This framework operates on two primary assump-
tions: first, that the game will involve a player in competition
with an opponent; second, that the player will participate
in the game multiple times, until they achieve the required
level of proficiency.
This framework consists of four steps. The first step draws
upon the existing work in the area of Dynamic Difficulty Ad-
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justment. During Step 1, the player interacts with the game,
competing against an adaptive AI opponent. This adap-
tive AI opponent tailors its level of challenge using Dynamic
Difficulty Adjustment. To achieve this, the adaptive AI op-
ponent will frequently change its strategies and behaviour,
based on their interaction with the player in real-time. Ini-
tially, the adaptive AI opponent will aim to achieve a game
outcome where the player has a 50% chance of wining the
game, since this has been suggested to be the most enjoy-
able experience for the player [8]. The player having a 50%
chance of winning the game occurs when both the player
and their opponent are evenly matched.
After the completion of a game, Step 2 consists of evalu-
ating the difficulty level of the adaptive AI opponent. This
is achieved by comparing the behaviour of the adaptive AI
opponent competing against the player, to the behaviour
of the adaptive AI opponent competing against a range of
fixed difficultly level benchmarks (e.g. easy, medium and
hard). The process by which the adaptive AI opponent is
compared to these benchmarks will vary depending on the
type of game or the adaption method employed.
Step 3 involves correlating the difficulty level of the adap-
tive AI opponent to the proficiency level of the player. This
step assumes that in the case where the adaptive AI op-
ponent and the player are evenly matched, the player is at
the same relative level of proficiency as their adaptive AI
opponent.
Now that a metric for measuring the proficiency level of
the player has been established, Step 4 monitors how the
player’s proficiency level changes over a series of games.
The aim is for the player to achieve a certain level of pro-
ficiency and at this point to cease playing the game. Until
this level is achieved, the process will repeat again from
Step 1.
Figure 2: Screenshots from the
real-time fighting game developed
in Universal Fighting Engine
However, there may be various problems in this iterative
process. For example, the player may improve at a very
slow rate, or they may reach their stable learning phase [2]
(i.e. the state in which their proficiency is no longer improv-
ing) before they have acquired the desired proficiency level.
This may occur for a number of reasons, one being that the
adaptive AI opponent is either too challenging or not chal-
lenging enough. In order to combat these problems, in Step
4 a different game outcome may be set (e.g. a 60% chance
of winning, rather than 50%). Alterations such as this, can
provide more or less of a challenge to the player, which in
turn may change the rate of their improvement. This will
change the calculation of the player’s proficiency in Step 3,
as the player and the adaptive AI opponent are no longer
evenly matched.
This framework aims to provide the player with a motivating
and engaging game in which to improve their proficiency
level at a certain task. This framework also has the advan-
tage of providing a mechanism capable of monitoring the
progress of the player, and providing a means to modify
the adaptive AI opponent, two factors which will promote
progress.
Pilot Study
To assess the adaptive training framework as a means to
determine a players proficiency level, a small pilot study
was conducted using members of the research team. A
real-time fighting game similar to Street Fighter [14] or Mor-
tal Combat [7] was developed internally using the Universal
Fighting Engine (UFE)1 (see Figure 2). In this game the
player controls a character that can move forward or back-
ward, jump and crouch in a two dimensional arena. The
player uses actions such as punches, kicks and fireballs to
1Universal Fighting Engine, www.ufe3d.com
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attack the opponent’s character or to block incoming en-
emy attacks. The aim of the fighting game is to reduce the
opponent’s health to 0, before they reduce your charac-
ter’s health to 0. A player’s proficiency in a real-time fight-
ing game is reflected in what action or attack they choose,
when they choose it, how quickly they react to the changing
game state, and how well they use a combination of attacks
at appropriate times to defeat their opponent.
Adaptive AI Opponent
Following the framework, an adaptive AI opponent was de-
veloped that changed its feature set based on its current
health and the player’s current health. A feature set defines
the rate at which the adaptive AI opponent selects attacks
over blocks (aggressiveness), the time between making
decisions based on the current state and the time taken to
implement these decisions (reaction time). The fuzzy logic
engine provided by UFE2 was used to evaluate the actions
available to the adaptive AI opponent based on its feature
set, and consequently the best action is chosen to be per-
formed.
Five different feature sets were used to represent different
difficulty settings; very defensive, defensive, balanced, ag-
gressive and very aggressive. The settings for the feature
sets is shown in Table 1. To novice players, the more de-
fensive the adaptive AI opponent behaves, the easier it is
for them to win, whereas the more aggressive the adaptive
AI opponent behaves, the harder it is for novices players to
win.
The adaptive AI opponent begins each game in the bal-
anced feature set. The adaptive AI opponent then increases
its difficulty level, changing from its current feature set to the
next more aggressive feature set, when its health is lower
2Fuzzy Logic Engine http://www.ufe3d.com/doku.php/ai:start
Feature set ∆T Decisions ∆T Actions Aggressiveness
seconds seconds 0− 1
V. Defensive 0.4 0.1 0.1
Defensive 0.3 0.1 0.3
Balanced 0.15 0.05 0.45
Aggressive 0.1 0.01 0.6
V. Aggressive 0 0 0.7
Table 1: The settings used for each feature set. The adaptive AI
opponent will weigh attacks higher than defensive moves when the
aggressiveness is greater then 0.5.
than the player’s health. Inversely, the adaptive AI opponent
lowers its difficulty level by changing from its current feature
set to the next more defensive feature set, when its health
is higher than the player’s health. The settings for this adap-
tive AI opponent are described in the following experimental
setup.
Experimental Setup
The experiment conducted involved two members of the
research team, who stated that they were novices of the
real-time fighting genre. They each played a series of 10
games against the adaptive AI opponent. Each game was
a best out of 3 rounds format, where in each round both
characters start with 1000 health points and the characters
fight each other in close combat until one character’s health
reaches 0.
Work done by [4] suggests that an adaptive AI opponent
which wins or loses within a ±10% health margin is an ap-
propriate level of challenge for an evenly matched game.
Due to the limited and naive nature of a health based adap-
tion system, the closest game outcome that was achieved
was a ±20% health differential. To achieve this outcome
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∆Health Feature Set
> 40% V. Defensive
> 20% Defensive
20% > 0 < −20% Balanced
< −20% Aggressive
< −40% V. Aggressive
Table 2: The feature set used based on the health difference
between the adaptive AI opponent and the player.
the adaptive AI opponent changed its feature set as men-
tioned above, following the Table 2.
The player’s proficiency level was calculated after each
game and their average proficiency level over the 10 games
was estimated. To confirm this proficiency level the players
then played a best out of 5 game series against a fixed AI
using the feature set that was one level higher than their es-
timated proficiency level. Additionally, they played another
best out of 5 game series against a fixed AI using the fea-
ture set that one level lower than their estimated proficiency
level.
Results
To see how well the adaptive AI opponent performed its
task of adapting to the individual player, the average resul-
tant health of each game was recorded. Figure 3 shows
these results with a positive percentage being a win for
the player and a negative percentage being a loss for the
player.The value of the percentage represents the average
health differential for the game. Even though the game out-
come margin that adaptive AI opponent aimed for, was not
as small as that used by [4], the adaptive AI opponent was
still able to adapt appropriately to each player in nearly all
games. To determine the proficiency of the player, some
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Figure 3: The average resultant health differential for each game.
Dashed lines represent the target game outcome of the adpative
AI opponent.
benchmark proficiency levels were established by playing
the adaptive AI opponent against five different fixed diffi-
culty AIs: Very Aggressive, Aggressive, Balanced, Defen-
sive and Very Defensive. The time spent by the adaptive
AI opponent in each feature set when adapting to the fixed
difficulty AI was recorded. These times were averaged over
the 5 games and normalised, with the result being saved as
a five dimensional vector.
In addition, the time spent by the adaptive AI opponent
in each feature set during the 10 games played against
each human player was also recorded and normalised,
and saved as a five dimensional vector. Using the cosine
similarity function, the vectors of the adaptive AI opponent
when it played against each human player, were compared
to the vector of the adaptive AI opponent when it played the
fixed difficult AI benchmarks. This enabled the proficiency
of each player to be calculated for each game, with the re-
sults shown in Figure 4. Based on the proficiency level cal-
culated for each player, there was an expectation that each
player would win more games against the fixed AI when its
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Figure 4: The proficiency level of each player for each game.
Dashed lines represent the average proficiency of each player.
difficulty level was lower than their average proficiency, and
less games against the fixed AI when its difficulty level was
greater than theirs. For Player 1, their expected proficiency
on average was between balanced and aggressive. Player
2’s proficiency was on average between defensive and bal-
anced. To confirm this, Player 1 played five games both
against a fixed aggressive AI and a fixed balanced AI (see
Table 3). Player 2 played five games against both a fixed
balanced AI and a fixed defensive AI (see Table 4). The re-
sults of these games confirm that this method is capable of
measuring a player’s proficiency level.
Wins Losses
Aggressive 2 3
Balanced 3 2
Table 3: Player 1’s results when
playing against the fixed AI
opponents.
Wins Losses
Balanced 1 4
Defensive 3 2
Table 4: Player 2’s results when
playing against the fixed AI
opponents.
Conclusion and Future Work
Although this work did not test framework’s ability to in-
fluence the player’s rate of learning, this small pilot study
shows that even with a non-ideal adaptive AI opponent,
the player’s proficiency level can still be determined. This
gives confidence in the framework and its ability to calcu-
late the proficiency level of each player for each game. In
this work an average proficiency level for each player over
the 10 games was calculated and used to determine their
proficiency level. This number of games was insufficient to
determine the rate of learning for the player. Over a larger
number of games this average proficiency level could be
calculated using a sliding window method and this would
show how the average proficiency of the player changes
over time. This would consequently allow for the player’s
rate of learning to be calculated and thus enable further
work in investigating how this rate changes when the adap-
tion method is altered between games.
In future work, large scale trials will be conducted to fully
test the adaptive training framework, and investigate if the
framework significantly improves the rate of learning a task.
For these trials a more effective Dynamic Difficulty Adjust-
ment system, such as Challenge Sensitive Action Selec-
tion [3] will be implemented into the real-time fighting game.
Challenge Sensitive Action Selection is a Reinforcement
Learning [13] based approach, where the action selected
in each state is dictated by the difficulty that the adaptive AI
opponent is trying to achieve. The actions for each state
are ranked based on their outcome, and as the AI diffi-
culty increases, so does the rank of the action selected.
[3] demonstrates that this system is capable of closely
adapting to a player, while not requiring a limited number
of fixed feature sets as used in this work. Additionally, with
this method a larger range of fixed AIs could be developed,
i.e producing a fixed AI for each ranked action.
These trials will also enable the formulation of a method to
relate the adaptive AI opponent’s proficiency to the player’s
proficiency when they are not evenly matched. A ranking
system such TrueSkill [9] is being investigated as a robust
way to measure, rank and represent the player’s proficiency
level. Additionally, implementing a Dynamic Difficulty Ad-
justment method such as Challenge Sensitive Action Selec-
tion will also allow for a more accurate measurement of the
difficulty of the adaptive AI opponent, removing the limita-
tions of the cosine similarity method used in this work.
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