Let X be a nite set. A k-pseudotree on X is a family F of subsets of X such that: (i) X 2 F and for every x 2 X, fxg 2 F; (ii) for every U 2 F there exists an x 2 U such that if V 2 F and x 2 V , then V is comparable to U; (iii) the intersection of k + 1 pairwise incomparable members of F is empty. The covering graphs of the 1-pseudotrees on an n-set (considered as posets under inclusion) are the directed rooted trees with n leaves and no vertex of outdegree one. It is shown that if k < n, then the maximum cardinality of a k-pseudotree on an n-element set is (k + 1)n ? (k+1)k 2 .
Introduction
The study of trees is a well-developed area of combinatorics. Trees are usually de ned as connected circuit-free graphs. Most generalizations of trees are based on a method of recursively constructing all such graphs. Johnson 3] gives de nitions of the most popular generalizations; see also Dewdney 1] and Whitehead 6]. The generalization considered here is based on a set-theoretic version of trees de ned as follows:
De nition. Let X be a set. The family of sets F is a forest (of sets) on X i F consists of non-empty subsets of X such that for every U; V 2 F, U and V are either comparable or disjoint. The family F is a tree (of sets) on X i F is a forest on X which contains X and the singletons of X. Note that the covering graphs of trees of sets (considered as posets under inclusion) are the directed rooted trees with no vertex of outdegree one.
The de nition of k-pseudotrees (see Section 2) weakens the condition in the above de nition that every pair of members of the family are either disjoint or comparable, and it reduces to the de nition of trees for k = 1. Pseudotrees were rst introduced by Ehrenfeucht and Haussler (unpublished) to provide structures more general than trees for classi cation. Trees are useful for classifying objects into hierarchically organized clusters and are appropriate in situations where the cluster membership of objects can be uniquely determined. However, in many cases there are objects which can be ascribed to multiple clusters. In e ect this means that clusters can overlap.
K-pseudotrees allow limited cluster overlap where each cluster has at least one representative element whose cluster membership is hierarchically well de ned. The cluster overlap is limited by requiring that the number of mutually incomparable clusters containing a xed object is bounded. The existence of cluster representatives is guaranteed by requiring that each cluster U contains an object x such that if V is a cluster with x 2 V , then V is comparable to U so that V is hierarchically related to U. This weakening of the tree properties allows substantially more exibility in building cluster hierarchies.
In order for k-pseudotrees to be useful as data structures, they should not be too large relative to the size of the underlying set. Ehrenfeucht and
Haussler asked the following question: Is the size of a k-pseudotree on an n-set linearly bounded in n? In this paper we prove that if F is a k-pseudotree on an n-set and k < n, then F (k +1)n?
, where this bound is best possible.
For k = 1, this gives the usual bound of 2n ? 1 on the number of vertices in a directed rooted tree with n leaves where no vertex has outdegree one. Note that a locally k-wide family of sets is a hypergraph of maximum width-degree at most k, where the width-degree of x is the width (as a poset under inclusion) of the family of edges which contain x.
Locally k-wide families of sets are examined in Knill 4] , where it is shown that a locally k-wide family F of subsets of n] satis es F min( (2k) k?1 n; 2 + n + kn ln(n) ). This bound is probably far from best possible.
Local k-wideness can also be considered as an intersection property.
See Simonovits and S os 5] for a discussion of other intersection properties of families of sets.
Since X and the singletons of X are either comparable to or disjoint from every subset of X: De nition. The family F is a pseudotree on X i F is centered, X 2 F and for every x 2 X, fxg 2 F. The family F is a k-pseudotree on X i F is a locally k-wide pseudotree.
To show that k-pseudotrees are a generalization of trees, note that F is locally 1-wide i for every U; V 2 F, U and V are either comparable or disjoint.
Observation 2.4 F is a 1-pseudotree i F is a tree.
The proof of the main theorem (Theorem 4.1) will require the following well-known result which relates the size of a tree to the number of sets covered by each non-singleton member (see Grimaldi 2] Proof. We show that U n C(V ) U n C(U). Let x 2 U n C(V ). Then x 2 V n C(V ), so there is a set W 2 F such that x 2 W and W is incomparable to V . Thus W \ C(V ) = ; which implies that W is incomparable to U. It follows that x 6 2 C(U), as required. By Observation 3.3, if n 2, a pseudotree on an n-set is an (n ? 1)-pseudotree.
Therefore the assumption that n > k does not restrict the generality of the theorem.
Proof. To show that the bound is attained: To see that F is centered, let U 2 F. If V 2 F and V contains the greatest integer i of U, then either V U or U V . Therefore i 2 C(U).
To show that F is locally k-wide, suppose that U = fU 1 ; : : :; U k+1 g is an antichain of F. For each i, let x i be the greatest integer of U i . Since x i 2 C(U i ) for each i, the x i are distinct. Without loss of generality, assume that x 1 < x 2 < : : : < x k+1 . Then x k+1 ? x 1 k, so if U k+1 6 = fx k+1 g then U k+1 U 1 , contrary to assumption. Therefore U k+1 = fx k+1 g which implies that T U = ;, as desired. Note that this argument shows that the family of non-singleton members of F has width k.
Proof of the bound. By associating some of the sets in F with their centers in a one-to-one way, and then associating the remaining sets in F with elements of X in a k-to-one way, we will rst establish an upper bound of (k+2)n?1. The bound will then be reduced to (k + 1)n ? 1 by an analysis of these associations. This bound is related to the sum of the widths of F fxg]. The bound given in the theorem is obtained by showing that these widths do not achieve the maximum possible value k for su ciently many x 2 X.
Let C be the set of centers of members of F. By Corollary 3.5 and since F contains X and the singletons of X, C is a tree. By Observation 3.1, for every C 2 C, the family fU 2 F j C(U) = Cg is a chain. For C 2 C, let V (C) be the minimal member of fU 2 F j C(U) = Cg. Since the maximum size of a tree on an n-set is 2n ? 1 (Proposition 2.5), this association of V (C) to C 2 C (which is one-to-one) accounts for C 2n ? 1 members of F.
Let F 0 = F n fV (C) j C 2 Cg. For every U 2 F 0 , we will select an element p(U) 2 U n C(U). This will be done in such a way that if p(U) = p(V ) and U 6 = V , then U and V are incomparable. Proof. For x 2 X 0 , let C x be the minimal member of fC 2 C j x 2 C and for every U 2 F 0 with p(U) = x, C(U) Cg:
Since C(X) = X, such sets exist and C x is well-de ned. Let C 0 = fC x j x 2 X 0 g. For C 2 C 0 , let r C = fx 2 X 0 j C x = Cg . We will show that if C 2 C 0 , then C covers at least 2+r C members of C. Since P C2C 0 r C = X 0 and by the expression for the size of trees in Proposition 2.5, it will follow that C 2n ? 1 ? X 0 .
For x 2 X 0 let U x = fU x1 ; : : :; U xl(x) g be the family of members U of F 0 with p(U) = x. Let C xi = C(U xi ). Since U x is an antichain, the C xi are disjoint. Observe that for x 2 X 0 , l(x) 2. Proof: If l(x) = 1, then the sets U 2 F with x 2 U form a chain. This implies that if x 2 U 2 F, then x 2 C(U) so that x 6 = p(U). Hence s(x) = 0, contradicting s(x) = l(x). Thus U x 2 so that x 6 2 C xi for each i. Proof. Since x 2 C, the U xi are comparable to V . Since U x is an antichain, either V S U x or V T U x , as otherwise for some i 6 = j U xi V U xj . If V S U x , then for all i, C xi C. By minimality of C x , C x C, as required. Proof. C \ C xi 6 = ; implies that V 6 T U x . The result follows by Lemma 4.5. Proof. It su ces to show that x 2 C. Let V = V (C). Since the C xi are disjoint, C C xi and therefore V U xi for each i. Suppose that x 6 2 C. Let Lemma 4.8 Suppose that y 2 X 0 with y 6 = x and C y = C x . If C is a member of C with x 2 C and y 2 C, then C C x .
Proof. Let V = V (C). Suppose that y 6 2 U xi for some i. Then V 6 U xi .
Since U xi intersects C, we have U xi V and C xi C, so that by Corollary 4.6 C C x . By symmetry, if x 6 2 U yi for some i, then C C y = C x .
Suppose that y 2 T U x and x 2 T U y . Since l(y) is the maximum size of an antichain of F fyg], U x1 is comparable to at least one of the U yi . We can assume that U x1 is comparable to U y1 . If U x1 U y1 , then by the property expressed in Lemma 4.3, y 2 C x1 , so that C intersects C x1 and by Corollary 4.6, C C x . The case U y1 U x1 is symmetric. This completes the proof.
Let C 2 C 0 and let fx 1 ; : : :; x r g be the set of x 2 X 0 such that C x = C (so that r = r C ). By reordering if necessary, we can assume that for i > 1, T U x 1 Since l(x) k, this gives a bound of (k + 1)n ? 1. For C 2 C, let W(C) be the maximal member of the chain fU 2 F j C(U) = Cg. Let F(C) = fU 2 F j U V (C)g and for x 2 C, let l(C; x) = w(F(C) fxg]):
Note that F = F(X), which implies that l(x) = l(X; x).
Lemma 4.9 For every C 2 C, the elements of C can be ordered C = fx 1 ; : : :; x r g such that l(C; x i ) max(i ? 1; 1) for each i. The proof of the theorem is complete.
