In this paper, we construct several energy stable schemes based on the idea of the semi-implicit scheme (SIS), invariant energy quadratization (IEQ) and scalar auxiliary variable (SAV) methods for the incommensurate multi-length-scale phase-field crystal model, which is able to describe the phase behavior of aperiodic structures. The unconditional energy dissipation property of semi-schemes for general dynamic equation has been proven. Numerical results demonstrate the efficiency of these proposed approaches. Meanwhile, the feature of these methods has been discussed.
Introduction
In this work, we investigate the energy stable schemes of the incommensurate multi-length-scale phase-field crystal (iPFC) model, which is an efficient approach to simulating the phase behavior of aperiodic structures [1] . The free energy functional of iPFC can be written as
where φ(x), x ∈ R d (d = 2, 3), is the order parameter. q j is the j-th characteristic length scale. m is the number of the characteristic length scales. c > 0 is an energy penalty factor. ε and α are both phenomenological parameters related to physical conditions, such as temperature, pressure. V is system volume. To describe aperiodic systems, such as incommensurate systems and quasicrystals, the ratio of characteristic length scales is incommensurate. A general plane-wave method has been proposed to solve these incommensurate systems [2] .
The general form of gradient flow is given as
where W = δF /δφ. D is a non-positive symmetric operator. The commonly adopted dissipation mechanism includes the L 2 gradient flow where D = −I, or the H −1 gradient flow where D = ∆. It is easy to verify the energy dissipation property
where ·, · is the almost-periodic inner product [3] f, g = lim
is the ball centered at the origin with radius R. The norm, · = ·, · , used in the following part can be induced by this inner product.
There are several different techniques to construct energy dissipation schemes, including the semi-implicit scheme (SIS) [4] , stability factor [5] , convex splitting [6, 7] , invariant energy quadratization (IEQ) [8] and recently developed scalar auxiliary variable (SAV) approach [9] . The stability factor and the convex splitting approaches are usually hard to construct higher-order energy stable schemes except for some special cases. However, using the IEQ and SAV techniques, the higher-order energy stable schemes can be easily designed as long as the free energy can be splited into two terms: a linear quadratic term and a bounded below term [10] . In this work, we will adopt the idea of IEQ and SAV approaches to construct unconditionally energy stable schemes for the iPFC model, and give higher-order SIS methods by Lagrange extrapolation technique. The feature of these approaches will be discussed through the numerical results.
Numerical schemes
In this section, we will construct several energy stable schemes to solve the gradient flow equation (1.2) based on the idea of SIS, IEQ and SAV methods.
2.1. The semi-implicit scheme (SIS) Scheme 2.1 (SIS/LS1) Assume that φ n are already calculated with n ≥ 1, we then compute φ n+1 from the following semi-discretized system:
In fact, we only consider the Allen-Cahn (D = −I) dynamic equation to prove the energy dissipation property about the numerical scheme (2.1). It is too hard to demonstrate the energy dissipation mechanism for the CahnHilliard (D = −∆) dynamic equation in the iPFC model, but the experiment shows that the property always keeps with a small enough time step. 
Proof. Taking the inner product of (2.1b) with φ n+1 − φ n and using the identity
we find
For the last term in (2.4), we use the Taylor expansion
Therefore, using (2.1a) and the condition max
which implies the desired results.
The invariant energy quadratization (IEQ) method
The SIS method is easy to implement, however, the energy dissipation property cannot be proved in theory without certain special condition. While the latest approach named IEQ can solve this problem effectively. In this approach, it requires that N(φ) ≥ −C 0 for some C 0 > 0. In the iPFC model, the form of N(φ) indicates that this method is feasible. In particular, one then introduces an auxiliary variable q = N(φ) + C 0 , and transform (1.2) into an equivalent system,
Scheme 2.2 (IEQ/LS1) Assume that φ n and q n are already calculated with n ≥ 1, φ n+1 and q n+1 can be computed from the following semi-discretized system:
Taking the inner products of (2.8a), (2.8b) and (2.8c) with W n+1 , (φ n+1 − φ n )/∆t and 2q n+1 , respectively. Combining with the identity (2.3), one obtain immediately:
where we defined the modified energy
It indicates that the scheme (2.8) is unconditionally stable with respect to the modified energy.
The scalar auxiliary variable (SAV) scheme
This approach has the similar hypothesis with the IEQ method. It requires that N(φ), 1 ≥ −C 1 for some C 1 > 0. In particular, one then introduces a scalar auxiliary variable r = N(φ), 1 + C 1 , and transform (1.2) into an equivalent system,
(2.11) Scheme 2.3 (SAV/LS1) Assuming that φ n and r n are already computed with n ≥ 1, then we obtain φ n+1 and r n+1 from the following semi-discretized system:
Adopting the similar strategy with the scheme (2.8). Taking the inner products of (2.12a) and (2.12b) with W n+1 and (φ n+1 − φ n )/∆t, respectively. And multiplying (2.12c) with 2r n+1 . Then adding them together, we obtain the discrete energy dissipation property:
where the modified energy is defined as:
Thus, the scheme (2.12) is unconditionally energy stable with the modified energy.
The higher-order schemes
Combining with the Lagrange extrapolation method, the higher-order schemes can be easily constructed. For each above approach, we propose two types of second-order schemes based on BDF formula and Crank-Nicolson methods. We denote them as SIS/BDF2, SIS/CN2, IEQ/BDF2, IEQ/CN2, SAV/BDF2 and SAV/CN2. Here we only give SAV/BDF2 and SAV/CN2 schemes as an example to demonstrate the construction approach. Other second-order methods can be given in a similar way.
Using the similar process in the above subsections, it is easy for these higher-order schemes of IEQ and SAV approaches to prove the unconditionally energy dissipation property. However, giving an appropriate condition to demonstrate the energy stable mechanism of the higher-order SIS schemes is still difficult.
A general plane-wave method: the projection method
We will use a general plane-wave approach, i.e., the projection method [2, 11] , to spatially discretize the iPFC model. The main idea of this method is to represent aperiodic structures, such as quasicrystals and incommensurate structures, in high dimension to avoid the Diophantine approximation of irrational numbers. Certainly, the projection method can be also applied to study periodic crystals. For a d-dimensional aperiodic structure, the general plane-wave discretization of the projection method is
where n ≥ d, P ∈ R d×n is a projection matrix, B ∈ R n×n is invertible, associated with the n-dimensional primitive reciprocal lattice. For more details about implementing projection method can be found in Ref. [2] .
Numerical results
In the following simulations, we use the projection method to discretize general dynamic equation (1.2) with N = 20 4 to compute quasicrystals and periodic crystals. The auxiliary parameters C 0 in IEQ and C 1 in SAV methods default to 10 4 if not specified.
Efficiency
We choose c = 30, m = 2, To further investigate these three methods, we observe the dynamic process of Eqn. (1.2) using SIS/LS1, IEQ/LS1 and SAV/LS1 schemes. As shown in Fig. 1 , we show the change of free energies with respect to the iterations. From this figure, one can see that each method can guarantee the energy dissipation property. Meanwhile, it is found that the modified energies are consistent with the original energies in IEQ and SAV schemes. Three schemes all obtain energy value −2.47156678000823 × 10 −3 after convergence. Correspondingly, the evolution process of ordered patterns is presented in Fig. 2 . From the figure, we can see that three schemes obtain similar morphologies in each moment and converge to the same pattern. However, the SIS/LS1 approach has a slight different morphology when t = 250. The phenomenon corresponds to the slight fluctuation in energy plot which may bring a transition state. 
Modified and original energy by IEQ and SAV approaches
In the construction of time discretization schemes, IEQ and SAV methods modify the original energy to guarantee the energy dissipation property. In this subsection, we will show that there exists a difference between modified and original energy for some parameters. The model parameters are set as c = 30, m = 2, q 1 = 1, q 2 = 2 cos(π/12), ε = −2, α = −1.1. We use constant C 1 in SAV method to observe the modified energy dissipation behavior. As Fig. 3 shows, the SAV method maintains energy dissipation property, however, there is an obvious gap between the modified and original energy for C 1 = 0. When C 1 = 10 4 , the modified energy curve has a big difference with the original one. If C 1 is increased to 10 14 , the modified energy plot which is parallel to the x-axis cannot keep energy dissipation mechanism and be consistent with original energy. The similar phenomenon has been also observed in IEQ method. From our experience, the auxiliary parameters are important to construct energy stable schemes, especially for some extreme physical coefficients. Therefore, it requires further investigation on the choice of auxiliary parameters.
Conclusion
In this paper, we constructed several energy stable schemes based on the idea of SIS, IEQ and SAV techniques for the incommensurate multi-length-scale phase-field model. Meanwhile the projection method was applied to discretize spatial functions. The semi-discretized schemes for general dynamic equation (1.2) have been proven to preserve the energy dissipation property unconditionally except for SIS approach. Numerical results demonstrated the efficiency of our proposed methods. We also found that IEQ and SAV methods require small time step in practice to ensure energy dissipation property, which are similar with SIS method, but cost more computational resources. For some cases, the modified energy of IEQ and SAV schemes can not be consistent with the original one with inappropriate auxiliary parameters. Therefore, the choice of auxiliary parameters in IEQ and SAV methods is required to be further studied.
