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FAST ESCAPING POINTS OF ENTIRE FUNCTIONS:
A NEW REGULARITY CONDITION
V. EVDORIDOU
Abstract. Let f be a transcendental entire function. The fast escaping set,
A(f), plays a key role in transcendental dynamics. The quite fast escaping set,
Q(f), deﬁned by an apparently weaker condition is equal to A(f) under certain
conditions. Here we introduce Q2(f) deﬁned by what appears to be an even
weaker condition. Using a new regularity condition we show that functions of
ﬁnite order and positive lower order satisfy Q2(f) = A(f).We also show that the
ﬁnite composition of such functions satisﬁes Q2(f) = A(f). Finally, we construct
a function for which Q2(f) 6= Q(f) = A(f).
1. Introduction
Let f be a transcendental entire function and denote by fn, n = 0, 1, ..., the nth
iterate of f . An introduction to the theory of iteration of transcendental entire
and meromorphic functions can be found in [1].
The set
I(f) = {z ∈ C : fn(z)→∞}
is called the escaping set and was ﬁrst studied for a general transcendental entire
function by Eremenko in [6], where he conjectured that all the components of I(f)
are unbounded. Although much progress has been made towards the conjecture,
it still remains an open problem.
Results on Eremenko's conjecture for a general transcendental entire function
have been obtained by Rippon and Stallard in [10], [12] by considering a subset
of the escaping set known as the fast escaping set, A(f), and showing that all the
components of A(f) are unbounded. This set was introduced by Bergweiler and
Hinkkanen in [3]. We will use the deﬁnition given in [10] according to which
A(f) = {z : there exists ` ∈ N such that |fn+`(z)| ≥Mn(R, f), for n ∈ N},
where
M(r) =M(r, f) = max
|z|=r
|f(z)|, for r > 0,
and R > 0 is large enough to ensure that M(r) > r for r ≥ R.
The set A(f) now plays a key role in complex dynamics (see [10]) and so it is
useful to be able to identify points that are fast escaping. In [10, Theorem 2.7],
it is shown that points which eventually escape faster than the iterates of any
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function of the form r 7→ εM(r), r > 0, where ε ∈ (0, 1), are actually fast escaping.
It is natural to ask whether µε can be replaced in this result by a smaller function.
In this context, Rippon and Stallard introduced the quite fast escaping set Q(f)
in [13]. Let µε(r) =M(r)
ε, where r > 0 and ε ∈ (0, 1). The quite fast escaping set
is deﬁned as follows:
Q(f) = {z : ∃ ε ∈ (0, 1) and ` ∈ N such that |fn+`(z)| ≥ µnε (R), for n ∈ N},
where R > 0 is such that µε(r) > r for r ≥ R. The function µε that is used in the
deﬁnition of Q(f) is smaller than the function deﬁned by r 7→ εM(r).
The set Q(f) arises naturally in complex dynamics and so it is of interest to
establish when Q(f) is equal to A(f). Although Rippon and Stallard were the ﬁrst
to deﬁne Q(f), points that belong to Q(f) were used earlier in results concerning
the Hausdorﬀ measure and Hausdorﬀ dimension of the escaping set and the Julia
set of some classes of functions (see [4] and [8]). Rippon and Stallard showed that
Q(f) = A(f) for many classes of functions, but they also constructed examples
where Q(f) 6= A(f). One well studied class of functions for which Q(f) = A(f) is
the Eremenko-Lyubich class B which consists of the functions for which the set of
singularities of the inverse function, f−1, is bounded (see [7]).
The following family of functions µm,ε is a natural generalisation of the function
µε deﬁned by µε(r) =M(r)
ε:
logm µm,ε(r) = ε log
mM(r), m ∈ N, ε ∈ (0, 1),
whenever µm,ε(r) is deﬁned. Note that the function µε used in the deﬁnition of
Q(f) is equal to µ1,ε.
In this paper we focus on the case m = 2, that is, we consider
µ2,ε(r) = exp((logM(r))
ε), 0 < ε < 1, (1.1)
and we set
Q2(f) = {z : ∃ ε ∈ (0, 1) and ` ∈ N such that |fn+`(z)| ≥ µn2,ε(R), for n ∈ N},
(1.2)
where R > 0 is such that µ2,ε(r) > r for r ≥ R. Note that Q2(f) is independent
of R.
For 0 < ε < 1 we have µ2,ε(r) < µε(r), for suﬃciently large r, so
A(f) ⊂ Q(f) ⊂ Q2(f).
Unlike the functions µε that were introduced in earlier papers, for µ2,ε we do not
know a priori that, for any given transcendental entire function, µ2,ε(r) > r for r
large enough. This means that, for some slowly growing functions f , there exist
points in Q2(f) that are not even escaping. However, Q2(f) ⊂ I(f) for a large
class of functions. We seek to identify functions for which Q2(f) = A(f).
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Recall that the order ρ(f) and lower order λ(f) of f are deﬁned by
ρ(f) = lim sup
r→∞
log logM(r)
log r
, λ(f) = lim inf
r→∞
log logM(r)
log r
.
We prove the following result:
Theorem 1.1. Let f = f1 ◦ f2 ◦ · · · ◦ fj be a ﬁnite composition of transcen-
dental entire functions, where f1 has ﬁnite order and positive lower order. Then
Q2(f) = A(f).
An immediate consequence of Theorem 1.1 is the following:
Corollary 1.2. We have Q2(f) = A(f) whenever f = f1 ◦ f2 ◦ · · · ◦ fj is a ﬁnite
composition of transcendental entire functions and f1 satisﬁes one of the following:
(a) there exist A,B,C, r0 > 1 such that
A logM(r, f1) ≤ logM(Cr, f1) ≤ B logM(r, f1), for r ≥ r0;
(b) f1 ∈ B and is of ﬁnite order.
In fact, functions of type (a) were studied by Bergweiler and Karpi«ska in [2]
where it was shown that they are of ﬁnite order and positive lower order. All
functions in class B have lower order not less than 1/2 (see [9, Lemma 3.5]) and
ﬁnite compositions of such functions of ﬁnite order were considered by Rotten-
fusser, Rückert, Rempe and Schleicher in [14].
The proof of Theorem 1.1 is in three steps. We ﬁrst introduce a new regularity
condition as follows:
A transcendental entire function f is strongly log-regular if, for any ε ∈ (0, 1),
there exist R > 0 and k > 1 such that
logM(rk) ≥ (k logM(r))1/ε, for r > R. (1.3)
Using (1.1) we see that for each ε ∈ (0, 1), (1.3) is equivalent to
µ2,ε(r
k) ≥M(r)k, for r > R, (1.4)
which implies that
µ1,ε(r
k) ≥M(r)k, for large r, (1.5)
or equivalently, there exist R0 > 0, k, d > 1 such that
M(rk) ≥M(r)kd, for r > R0. (1.6)
The latter condition is equivalent to the condition called log-regularity that was
used in [13] as a suﬃcient condition for Q(f) = A(f). The name strong log-
regularity arises from the fact that strong log-regularity implies log-regularity.
It seems natural to generalise (1.2) and (1.4) for any m ∈ N as follows:
Let
Qm(f) = {z : ∃ ε ∈ (0, 1), ` ∈ N such that |fn+`(z)| ≥ µnm,ε(R), for n ∈ N},
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where R > 0 is such that µm,ε(r) > r for r ≥ R. If µm,ε satisﬁes the generalised
(1.4), that is, for any ε ∈ (0, 1) and any m ∈ N, there exist R > 0 and k > 1 such
that
µm,ε(r
k) ≥M(r)k, for r > R, (1.7)
then we can show that Qm(f) = A(f). However, the larger m is, the more dif-
ﬁcult it is for f to satisfy (1.7). For example, it is not hard to check that, for
m = 3, f(z) = ez does not satisfy (1.7). In forthcoming work we give alternative,
but more complicated, regularity conditions which, for any m ≥ 2, guarantee that
Qm(f) = A(f) for a wide range of functions f .
In Section 2, we give the ﬁrst two steps of the proof of Theorem 1.1. In the ﬁrst
step, we show that strong log-regularity is a suﬃcient condition for Q2(f) = A(f).
In the second step, we prove that any transcendental entire function of ﬁnite order
and positive lower order is strongly log-regular.
The last step of the proof is given in Section 3 where we show that strong log-
regularity is preserved under ﬁnite composition of transcendental entire functions
where the ﬁrst function of the composition is strongly log-regular.
Finally, in the last section, we construct two functions. The ﬁrst is an example
of a strongly log-regular function with zero lower order and positive, ﬁnite order
and the second is a function for which Q2(f) 6= A(f) whereas Q(f) = A(f).
Acknowledgment. I would like to thank my supervisors Prof. Phil Rippon and
Prof. Gwyneth Stallard for their patient guidance and all their help with this
paper.
2. Sufficient conditions for Q2(f) = A(f)
In this section we give the ﬁrst two steps of the proof of Theorem 1.1. We ﬁrst
prove the following result about strongly log-regular functions:
Theorem 2.1. Let f be a transcendental entire function which is strongly log-
regular. Then Q2(f) = A(f).
Proof. Clearly A(f) ⊂ Q2(f), as noted earlier. Suppose now that z ∈ Q2(f). Then
(1.2) implies that there exist ε ∈ (0, 1) and ` ∈ N such that
|fn+`(z)| ≥ µn2,ε(R), for n ∈ N, (2.1)
where R > 0 is such that µ2,ε(r) > r for r ≥ R. As f is strongly log-regular it
satisﬁes (1.4) and so there exist R0 > R and k > 1 such that, for r > R0,
µ2,ε(r
k) ≥M(r)k, for r > R0. (2.2)
By applying (2.2) twice we obtain
µ22,ε(r
k) = µ2,ε(µ2,ε(r
k)) ≥ µ2,ε((M(r))k) ≥ (M(M(r)))k, for r > R0
since µ2,ε(r
k) > R. By applying (2.2) repeatedly in this way we obtain that
µn2,ε(r
k) ≥ (Mn(r))k ≥Mn(r), for r > R0. (2.3)
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But Mn(r) → ∞ as n → ∞ for r ≥ R and so there exists n0 ∈ N such that
Mn0(R) ≥ Rk and hence, (2.1) and (2.3) imply that
|fn+n0+`(z)| ≥ µn+n02,ε (R) ≥Mn+n0(R1/k) ≥Mn(R),
and the result follows. 
We now show that all functions of ﬁnite order and positive lower order are
strongly log-regular.
Theorem 2.2. Let f be a transcendental entire function of ﬁnite order and positive
lower order. Then f is strongly log-regular and hence Q2(f) = A(f).
Proof. Let f be a transcendental entire function of ﬁnite order and positive lower
order. Then there exist 0 < q < p such that
er
q ≤M(r) ≤ erp , for suﬃciently large r, (2.4)
or equivalently
rq ≤ logM(r) ≤ rp.
So, for each ε ∈ (0, 1) and suﬃciently large r,
(logM(rk))ε ≥ (rqk)ε = rεqk. (2.5)
It follows from (2.4) that, for k > p/(qε), there exists R > 0 such that, for r > R,
rεqk ≥ krp ≥ k logM(r), (2.6)
so (1.3) is satisﬁed, by (2.5) and (2.6). 
3. Composition and strong log-regularity
In this section we complete the proof of Theorem 1.1 by showing that the ﬁnite
composition of transcendental entire functions, where the ﬁrst function of the
composition is strongly log-regular, is a strongly log-regular function.
Theorem 3.1. Let f1, f2, ..., fj be transcendental entire functions and suppose f1
is strongly log-regular. Then g = f1 ◦ f2 ◦ ... ◦ fj is strongly log-regular.
Theorem 3.1 implies that if f is strongly log-regular then the n-th iterate fn is
strongly log-regular as well.
In order to prove the theorem we need the following lemma of Rippon and Stal-
lard [11, Lemma 2.2].
Lemma 3.2. Let f be a transcendental entire function. Then there exists R0 > 0
such that, for all r ≥ R0 and all c > 1,
logM(rc) ≥ c logM(r). (3.1)
We also need the following lemma of Sixsmith [15, Lemma 2.4].
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Lemma 3.3. Suppose that f is a non-constant entire function and g is a tran-
scendental entire function. Then, given ν > 1, there exist R1, R2 > 0 such that
M(νr, f ◦ g) ≥M(M(r, g), f) ≥M(r, f ◦ g), for r ≥ R1 (3.2)
and
M(νr, g ◦ f) ≥M(M(r, f), g) ≥M(r, g ◦ f), for r ≥ R2. (3.3)
Proof of Theorem 3.1. It is suﬃcient to prove the result for j = 2. Let f1 be
strongly log-regular, that is, for any ε ∈ (0, 1) there exist R > 0 and k > 1 such
that
(logM(rk, f1))
ε ≥ k logM(r, f1), for r ≥ R, (3.4)
and let f2 be any transcendental entire function.
Given ε′ ∈ (0, 1) we take ε = 2
3
ε′. Then there exist R > 0 and k > 1 such that
(3.4) holds with this ε. Now take ν = k1/2 and put k′ = νk = k3/2. Note that
ε′ = 3
2
ε = ε(1 + log ν/ log k). Then we apply Lemma 3.3 with f = f2 and g = f1,
where R2 is the constant in (3.3) and R0 is the constant in (3.1) for f = f2. So,
for r ≥ max{e, R0, R2}, we have
M(rk
′
, f1 ◦ f2) ≥ M(νrk, f1 ◦ f2)
≥ M(M(rk, f2), f1), by (3.3)
≥ M(M(r, f2)k, f1), by (3.1).
Hence, for r ≥ R′ = max{e, R,R0, R2},
(logM(rk
′
, f1 ◦ f2))ε ≥ (logM(M(r, f2)k, f1))ε
≥ k logM(M(r, f2), f1), by (3.4)
≥ k logM(r, f1 ◦ f2).
Hence, for r ≥ R′,
(logM(rk
′
, f1 ◦ f2))ε′ = (logM(rk′ , f1 ◦ f2))(3/2)ε
≥ (k logM(r, f1 ◦ f2))3/2
= k′(logM(r, f1 ◦ f2))3/2
≥ k′ logM(r, f1 ◦ f2),
as required. So f1 ◦ f2 is strongly log-regular. 
4. Examples
In this section we construct two examples of functions with speciﬁc properties.
Example 4.1. There exists a transcendental entire function of zero lower order
and positive, ﬁnite order which is strongly log-regular.
Example 4.2. There exists a transcendental entire function f which is log-regular
such that Q2(f) 6= A(f). Hence, Q(f) = A(f) but Q2(f) 6= Q(f).
In order to construct these functions we use the following lemma (see [5]).
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Lemma 4.1. Let φ be a convex increasing function on R such that φ(t) 6= O(t) as
t→∞. Then there exists a transcendental entire function f such that
logM(et, f) ∼ φ(t) as t→∞.
We showed in Section 2 that all transcendental entire functions of ﬁnite order
and positive lower order are strongly log-regular. However, a strongly log-regular
function of ﬁnite order does not need to have positive lower order. Indeed, Ex-
ample 4.1 gives a function of zero lower order and positive, ﬁnite order which is
strongly log-regular.
Proof of Example 4.1. We ﬁrst take a ﬁxed value of ε, say ε˜ ∈ (0, 1), and a ﬁxed
value of k, say k˜, such that k˜ > 2/ε˜ ≥ 2 log(k˜+1)
log k˜
and construct a convex increasing
function φ on R such that:
a) lim inf
t→∞
log φ(t)
t
= 0;
b) 1 ≤ lim sup
t→∞
log φ(t)
t
≤ k˜;
c) there exists T > 0 such that, for t > T,
φ(k˜t) ≥ (k˜φ(t))1/ε˜. (4.1)
Once this is done, we show that this function φ satisﬁes (4.1) for any ε ∈ (0, 1)
with a suitable k > 1.
Take d˜ = 1/ε˜. Then k˜ > d˜ > 1. Take a0 = 1, and choose t0 so large that
log k˜
t0
<
1
2
(4.2)
and
k˜d˜ed˜t ≤ ek˜t, for t ≥ t0. (4.3)
Then we set tn = k˜
nt0, for n ∈ N, and deﬁne
an = e
tn , n = N1, N2, ..., Nm, ..., (4.4)
where (Nm) is an increasing sequence, to be chosen shortly, and
an = (k˜an−1)d˜, elsewhere. (4.5)
We will show that, for each m ∈ N, we can choose Nm so that
log aNm−1
tNm−1
<
1
2m
(4.6)
and
etNm ≥ (k˜aNm−1)d˜. (4.7)
Then we let φ be the real function that is linear on each of the intervals [tn, tn+1]
with φ(tn) = an, for n ∈ N.
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Suppose there is noN1 ∈ N which satisﬁes (4.6) withm = 1. Then an = (k˜an−1)d˜
for all n ∈ N. Hence,
log an
tn
=
log(k˜an−1)d˜
tn
=
d˜
k˜
(
log k˜
tn−1
+
log an−1
tn−1
)
. (4.8)
Now let xn =
log an
tn
, c = d˜/k˜ < 1 and εn−1 =
log k˜
tn−1
. We have that
xn = c(εn−1 + xn−1), for all n ∈ N,
so
lim sup
n→∞
xn ≤ c lim sup
n→∞
εn−1 + c lim sup
n→∞
xn−1
= c lim sup
n→∞
xn−1,
as εn−1 → 0 as n→∞ and c < 1. Hence
lim sup
n→∞
log an
tn
= 0
and so we obtain a contradiction. Therefore, (4.6) is true for some N1 ∈ N.
Suppose now that (4.6) is true for N1, N2, ..., Nm ∈ N but it fails to be true for
all n > Nm. Following the above argument, we again obtain a contradiction and
so there exists Nm+1 ∈ N which satisﬁes (4.6).
It follows from (4.2),(4.6) and the fact that k˜ > 2d˜ > 1 that
log(k˜aNm−1)
d˜
tNm
=
d˜
k˜
(
log k˜
tNm−1
+
log aNm−1
tNm−1
)
≤ log aNm−1
tNm−1
<
1
2m
< 1,
and so etNm > (k˜aNm−1)
d˜, which means that (4.6) implies (4.7).
In order to prove a) we note that it follows from (4.6) that
log φ(tNm−1)
tNm−1
=
log aNm−1
tNm−1
<
1
2m
, for m ∈ N,
and so
lim inf
t→∞
log φ(t)
t
≤ lim inf
m→∞
1
2m
= 0.
We also note that it follows from (4.4) that
log φ(tNm)
tNm
=
log aNm
tNm
= 1, for m ∈ N,
and so, in order to prove b), it remains to show that
lim sup
t→∞
log φ(t)
t
≤ k˜.
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It suﬃces to show that φ(t) ≤ ek˜t for large values of t. We will ﬁrst show that
φ(tn) ≤ etn , for n large enough.
Suppose that φ(tn) ≤ etn for some n. Then either
φ(tn+1) = e
tn+1
or
φ(tn+1) = (k˜φ(tn))
d˜ ≤ (k˜etn)d˜ ≤ ek˜tn = etn+1 , (4.9)
by (4.3). In either case, we deduce that φ(tn) ≤ etn implies that φ(tn+1) ≤ etn+1 .
Since φ(tNm) = e
tNm , for all m ∈ N, we conclude that φ(tn) ≤ etn , for tn ≥ tN1 .
Now take any t ∈ [tn, tn+1], n ≥ N1. Then
φ(t) ≤ φ(tn+1) ≤ etn+1 = ek˜tn ≤ ek˜t,
and the result follows.
We now show that (4.1) is true for t ≥ t0. In order to do so, we consider the
functions g(t) = φ(k˜t) and h(t) = (k˜φ(t))d˜. For each n ≥ 0, g is a linear, increasing
function on [tn, tn+1] = [tn, k˜tn] and h is convex on [tn, tn+1]. We will ﬁnd the values
of the two functions g and h at the endpoints of each interval and we will use the
fact that the graph of a convex function which has the same or smaller values
at the endpoints than a linear function is always below the graph of the linear
function. Thus, to show that h(t) = (k˜φ(t))d˜ ≤ φ(k˜t) = g(t) for all t ≥ t0, it is
suﬃcient to show that
(k˜φ(tn))
d˜ ≤ φ(tn+1), for n ≥ 0.
This is evidently true if (4.5) holds and if (4.4) holds it is true by (4.7).
Finally, we need to show that φ is convex. It suﬃces to show that the sequence of
gradients gn =
an−an−1
tn−tn−1 , n ∈ N, of the line segments in the graph of φ is increasing,
or equivalently that, for n ∈ N,
an+1 − an
tn+1 − tn ≥
an − an−1
tn − tn−1 . (4.10)
Since tn = k˜
nt0, for n ∈ N, we need to show that
an+1 ≥ (k˜ + 1)an − k˜an−1.
But
an+1 + k˜an−1 ≥ (k˜ + 1)an
since, by (4.7) and the fact that d˜ = 1
ε˜
≥ log(k˜+1)
log k˜
,
an+1 ≥ (k˜an)d˜ ≥ k˜d˜an ≥ (k˜ + 1)an, for n ∈ N,
and the result follows.
We have constructed a function φ such that (4.1) holds for ε˜ which is a speciﬁc
value of ε ∈ (0, 1). In fact for any other ε ∈ (0, ε˜) we can ﬁnd a large enough
k > 1 such that (4.1) holds for the same function φ. Indeed, suppose ﬁrst that
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(4.1) holds for ε = ε˜ and set d˜ = 1/ε˜, as before.
Now take ε ∈ (0, ε˜) and suppose that 1/ε = d = d˜p, for some n ≤ p < n+1, n ∈
N. It follows from (4.1) that, for t ≥ t0,
φ(k˜2n+2t) ≥ (k˜φ(k˜2n+1t))d˜ = k˜d˜φ(k˜2n+1t)d˜
≥ k˜d˜k˜d˜2φ(k˜2nt)d˜2
≥ k˜d˜+d˜2+···+d˜2n+2φ(t)d˜2n+2 . (4.11)
We now show that
k˜d˜+d˜
2+···+d˜2n+2φ(t)d˜
2n+2 ≥ (k˜2n+2φ(t))d˜p . (4.12)
As p < n+ 1, it suﬃces to show that
d˜+ d˜2 + · · ·+ d˜2n+2 ≥ (2n+ 2)d˜n+1. (4.13)
We will prove (4.13) using the inequality of arithmetic and geometric means,
which implies that
d˜+ d˜2 + · · ·+ d˜2n+2
2n+ 2
≥ 2n+2
√
d˜d˜2 · · · d˜2n+2
=
2n+2
√
d˜(2n+2)(2n+3)/2
= d˜(2n+3)/2 = d˜n+3/2 > d˜n+1,
as required. Combining (4.11) and (4.12) gives
φ(kt) ≥ (kφ(t))ε, for t ≥ t0,
where k = k˜2n+2. Thus (4.1) holds for any ε ∈ (0, ε˜) and hence for any ε ∈ (0, 1).
Now we can apply Lemma 4.1 to φ to give a transcendental entire function f
such that
logM(et, f) = φ(t)(1 + δ(t)), (4.14)
where δ(t)→ 0 as t→∞. Then
log logM(et, f)
t
=
log φ(t)
t
+
O(δ(t))
t
and so λ(f) = 0 and 1 ≤ ρ(f) ≤ k˜, by properties (a) and (b) respectively.
It remains to show that f satisﬁes (1.3). We know that for any ε ∈ (0, 1) there
exists k > d = 1/ε such that
φ(kt) ≥ (kφ(t))d, for t ≥ t0. (4.15)
Let 0 < ε′ < ε and set d′ = 1/ε′. Then, by (4.14) and (4.15),
logM(ekt, f) ≥ 1 + δ(kt)
(1 + δ(t))d′
(k logM(et, f))d
′
, for t ≥ t0.
Since
1 + δ(kt)
(1 + δ(t))d′
→ 1 as t→∞,
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we deduce that
logM(ekt, f) ≥ (k logM(et, f))1/ε,
for large t and so f satisﬁes (1.3) for suﬃciently large r with r = et. 
Throughout the paper, we are interested in suﬃcient conditions forQ2(f) = A(f).
However, these two sets are not always equal. We now construct a function for
which Q2(f) is not equal to A(f).
Proof of Example 4.2. We construct a transcendental entire function f which is
log-regular and hence, by [13, Theorem 4.1], Q(f) = A(f), but for whichQ2(f) 6= A(f).
Obviously, this function cannot be strongly log-regular. In order to construct such
a function we will again use the result of Clunie and Kövari (see Lemma 4.1). The
idea is to ﬁnd a real, increasing, convex function φ such that:
• there exist k > 1 and d > 1 such that
φ(kt) ≥ kdφ(t), for large t, (4.16)
and
• if f is produced from φ using Lemma 4.1 then the iterates of the func-
tion µ2,ε(r), for ε ∈ (1/2, 1), grow much more slowly than the iterates of
M(r) =M(r, f).
Let φ(t) = t2, t > 0. Then φ is increasing and convex. Let k > 1 and 1 < d < k.
Then
φ(kt) = k2t2 > kdt2 = kdφ(t)
and so (4.16) is satisﬁed.
Now we apply Lemma 4.1 to φ to give a transcendental entire function f such
that
logM(et, f) = φ(t)(1 + δ(t)) = t2(1 + δ(t)), (4.17)
where δ(t)→ 0 as t→∞.
Now (4.16) implies that
logM(ekt, f) ≥ kd1 + δ(kt)
1 + δ(t)
logM(et, f),
where
1 + δ(kt)
1 + δ(t)
→ 1 as t→∞.
Hence, there exists 1 < d′ < d such that
logM(ekt, f) ≥ kd′ logM(et, f),
for large t, and so, by (1.6), f is log-regular which implies that Q(f) = A(f).
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Now we show that, for ε ∈ (1/2, 1), the iterates of µ2,ε(r) grow more slowly than
the iterates of M(r).
By (4.17), we have
M(r) = exp((log r)2(1 + ν(r))), (4.18)
where ν(r) = δ(log r)→ 0, as r →∞, and
µ2,ε(r) = exp((logM(r))
ε) = exp(((log r)2(1 + ν(r)))ε) = exp((log r)2ε(1 + ν(r))ε).
(4.19)
Now ﬁx ε ∈ (1/2, 1). It then follows from (4.19) that there exists R > 0 such
that we have µ2,ε(r) > r, for r ≥ R and so µn2,ε(R) > R, for n ∈ N.
The idea is to show that, for any m ∈ N, there exists N ∈ N such that, for any
n ∈ N with n > N , we have
µm+n2,ε (R0) < M
n(R0), (4.20)
for some R0 ≥ R. We then show that this implies that Q2(f) 6= A(f).
Since ε ∈ (1/2, 1), it follows from (4.18) and (4.19) that there exist R1, R2 > 0
and c, c˜ ∈ R such that
1 < 2ε < c˜ < c < 2, (4.21)
M(r) ≥ exp((log r)c), for r > R1, (4.22)
and
µ2,ε(r) ≤ exp((log r)c˜), for r > R2. (4.23)
Hence, by (4.22) and (4.23), we obtain, for n ∈ N,
Mn(r) ≥ exp((log r)cn), for r > R1,
and
µn2,ε(r) ≤ exp((log r)c˜
n
), for r > R2.
By (4.21), we can easily see that, for any m ∈ N, there exists N ∈ N such that,
for any n ∈ N with n > N , we have
c˜n+m < cn,
and hence
µn+m2,ε (r) ≤ exp((log r)c˜
n+m
) < exp((log r)c
n
) ≤Mn(r), for r > R0,
whereR0 = max{R,R1, R2}. Therefore, (4.20) is satisﬁed forR0 = max{R,R1, R2}.
We will now show that (4.20) implies that Q2(f) \ A(f) is non-empty. For this
purpose we will use the following theorem of Rippon and Stallard (see [13, Theo-
rem 3.1]).
Theorem 4.2. Let f be a transcendental entire function. There exists R = R(f) > 0
with the property that whenever (an) is a positive sequence such that
an ≥ R and an+1 ≤M(an), for n ∈ N,
there exists a point ζ ∈ C and a sequence (nj) with nj →∞ such that
|fn(ζ)| ≥ an, for n ∈ N, but |fnj(ζ)| ≤M2(anj), for j ∈ N.
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Now, by Theorem 4.2, with an = µ
n
2,ε(R), n ∈ N, there exists a point ζ and a
sequence (nj) with (nj)→∞ as j →∞, such that, for our function f ,
|fn(ζ)| ≥ µn2,ε(R), for n ∈ N, (4.24)
and
|fnj(ζ)| ≤M2(µnj2,ε(R)), for j ∈ N. (4.25)
It follows from (4.24) that ζ ∈ Q2(f). Also, (4.20) and (4.25) together imply that,
for each m ∈ N and nj > m, we have
|f (nj−m+2)+m−2(ζ)| = |fnj(ζ)|
≤ M2(µnj2,ε(R))
< M2(Mnj−m(R))
= Mnj−m+2(R).
Hence, ζ /∈ A(f), so Q2(f) 6= A(f), as required. 
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