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We investigate the energetics of droplets sourced by the thermal fluctuations in a system under-
going a first-order transition. In particular, we confine our studies to two dimensions with explicit
calulations in the plane and on the sphere. Using an isoperimetric inequality from the differential
geometry literature and a theorem on the inequality’s saturation, we show how geometry informs
the critical droplet size and shape. This inequality establishes a “mean field” result for nucleated
droplets. We then study the effects of fluctuations on the interfaces of droplets in two dimensions,
treating the droplet interface as a fluctuating line. We emphasize that care is needed in deriving the
line curvature energy from the Landau-Ginzburg energy functional and in interpreting the scalings
of the nucleation rate with the size of the droplet. We end with a comparison of nucleation in the
plane and on a sphere.
We are familiar with nucleation in first-order phase
transitions where a system in a particular phase becomes
unstable to the spatially-localized nucleation and growth
of a new, more favorable phase. Some common examples
include the condensation of a vapor into liquid droplets
or the freezing of a liquid upon cooling. We will be in-
terested in the scenario where the preexisting phase is
metastable, and the new, stable phase can only form if
thermal fluctuations can overcome the energetic barrier
associated with the formation of a nucleus of the stable
phase, which may then grow. Although these familiar
processes typically occur in three dimensions, there are
many naturally-occurring and engineered systems which
have ordered phases nucleate and grow on surfaces. Ex-
amples of such phase transitions include crystallization
of glucose isomerase in the plane [39], colloidal crystal
assembly at a curved oil-water interface [27], phase sep-
aration in a lipid bilayer vesicle [1], and the ordering of
a block copolymer film deposited on a curved substrate
[42]. These processes may also describe aspects of bi-
ological processes such as viral capsid [10, 35, 44] and
pollen grain assembly [25]. Luque et al. have stud-
ied the growth of shells from identical subunits on the
sphere and how their behavior is controlled by an effec-
tive line tension[26]. Finally, the processes discussed here
are also relevant for the study of the fate of false vacua
(metastable states in the language we adopt here) in cos-
mology [5–7].
In our analysis we will always consider systems in some
“disordered” state driven (e.g., by cooling) to a region of
parameter space where the “ordered state” becomes more
energetically favorable, but the disordered state remains
metastable. In this context, fluctuations will drive the
appearance of nuclei of the ordered state. One of the
most important observables to calculate is the nucleation
rate Γ, which we may argue on quite general grounds [22]
has the form
Γ = Γ0e
−βE∗ , (1)
originally derived by Kramers in the context of diffusive
escape over a potential barrier [21]. Here, β ≡ (kBT )−1 is
the inverse temperature, E∗ is the difference between the
energy of the metastable state and the critical nucleated
cluster of the ordered state, and Γ0 is a prefactor which,
in a chemical system, is derived from the microscopic ki-
netics. Within a field theoretic view, it is possible to com-
pute the rate Γ directly from the imaginary part of the
appropriate free energy. This is particularly surprising
since nucleation is an essentially non-equilibrium process
and the free energy used comes from doing an equilibrium
calculation. The theoretical foundation for the form of
these nucleation rates was developed by Langer in a se-
ries of papers [22–24]. Furthermore, factors in Γ0 scaling
with the size of the droplet were found and identified as
universal insofar as they did not depend on underlying
model parameters [16, 22].
The focus of our study will be the nucleated cluster
energy E. In many cases such as the pollen and copoly-
mers, the ordered phases have interesting spatial struc-
ture which may have important consequences for the nu-
cleation processes, such as the presence of anisotropic
surface tensions in the nuclei [18]. In addition, it must
be noted that for crystals nucleating on curved surfaces
there are additional elastic effects arising from geometric
frustration which at certain length scales in the nucle-
ation process are non-negligible [15, 28]. For simplicity,
we ignore the fine structure of the ordered phase and as-
sociated energetic contributions. Then, within classical
nucleation theory (CNT), the energy of a single nucleated
cluster takes the phenomenological form
E = γP − cA, (2)
where γ is the line tension, P is the perimeter of the
cluster, c is the difference in the bulk energy density of
the metastable state and ground state, and A is the area
of the cluster. The physical variables here are chosen
to correspond to the two-dimensional problem, but the
original development of CNT would refer to the three-
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2dimensional analogs (see [20] for a review of CNT and
the relevant literature). There are two issues to address
in arriving at an improved understanding and expression
of (2): the possible dependence of the line tension γ on
the cluster size and the consequences of a fluctuating in-
terface.
Tolman was one of the first to address the possibility of
the size dependence of the surface tension [41], seeming
to resolve the issue (see the early references in Tolman’s
paper for the relevant discussions). Tolman’s result for
the surface tension σ of a nucleated cluster in three di-
mensions reads
σ ≡ σ(R) = σ∞
(
1− 2δT
R
)
, (3)
where R is the radius of the cluster, σ∞ is the surface ten-
sions of the infinite, flat interface, and δT is the Tolman
length. The Tolman length is generally small, nearing
the scale of the molecules themselves, and therefore the
correction only becomes significant for very small clus-
ters. However, experimental work looking into the size-
dependence of the surface tension has found conflicting
results (see the work of Bruot and Caupin [3] and refer-
ences therein). These more recent works have not agreed
on the sign of the Tolman length, and it has been sug-
gested by Bruot and Caupin that future work should con-
sider higher order corrections in 1/R. Despite over half
a century of work, robust conclusions seem few and far
between, and it may be valuable to reexamine Tolman’s
arguments and conclusions [19]. We will explore the fate
of the Tolman length for nucleation on two-dimensional
surfaces.
The impact of fluctuations of an interface within a field
theoretic context was touched upon by Langer [22], but
received a full treatment by Gu¨nther et al [16]. In this
context, one shows that an effective membrane energy
is achieved from a Landau-Ginzburg functional of the
order parameter. Specifically, the surface tension and
bending moduli appearing in the effective membrane en-
ergy are related to the derivatives of the soliton solutions
of the Euler-Lagrange equations for the order parame-
ter. It is also possible to perform a similar analysis in
a curved background [13]. Our work considers a sim-
ilar Landau-Ginzburg functional for a scalar order pa-
rameter in curved and flat geometries, which we use to
derive an effective membrane energy reminiscent of the
Canham-Helfrich Hamiltonian on both the plane and the
sphere. We then use a more geometrical approach simi-
lar to Voloshin’s analysis of nucleation rates on the plane
[43] (rather than the functional analysis approaches of
[13, 16]) to study the nucleated droplet shape and the
thermal fluctuations in curved and flat backgrounds.
The paper is organized as follows. In the first section,
we consider the critical radiusR∗ for a nucleating droplet,
where the critical condition is that the energy E(R) of
the droplet satisfies dE/dR|R=R∗ = 0. We can ask if the
critical droplet radius R∗ is smaller or larger as we change
the background curvature. This question was addressed
by Go´mez et al. [14]. We show that these results follow
from a reasonable phenomenological model and a general,
yet simple, isoperimetric inequality. Furthermore, this
result acts as a sort of mean field around which we include
interface fluctuations.
In the next section we show schematically how one can
relate the original CNT form of the energy (2) with that
of the Landau-Ginzburg functional evaluated at soliton
solutions of the Euler-Lagrange equations. In addition,
we provide the results of the Tolman calculation for the
size dependence of the line tension in two dimensions.
These results help in the interpretation of later results
which include fluctuations.
In the final section, we derive an effective interface en-
ergy to look for corrections to (2) due to thermal fluctu-
ations. Our general approach is analogous to the three-
dimensional analysis of Prestipino, Laio, and Tosatti [32–
34] and the two-dimensional analysis of Voloshin [43], ex-
cept that we extend the analysis to nucleation on curved
surfaces and discuss different regularizations of the high
energy fluctuating modes. We conclude with a discus-
sion of possible future work and the implications of our
results for CNT.
AN INEQUALITY AND A THEOREM
The nucleation droplet shape with a fixed area will
naturally minimize the contribution from the perimeter.
We’ll assume for now that this perimeter has an infinites-
imal width and we will ignore any spatial variation of
the order parameter. We can than think about the nu-
cleation droplet phenomenologically, as an area A with
some perimeter of length P living on some surface. Then,
we may make use of isoperimetric inequalties relating the
size of an object to the size of its boundary. The following
inequality derived by Morgan, Hutchings, and Howards
[29] fits the bill:
P 2 ≥ 4pi(χ− f + 1)A− 2
∫ A
0
G(t) dt, (4)
where f is the number of components of the droplets, χ
is the Euler characteristic, and G(t) is the supremum of
the total Gaussian curvature for a given region area t.
It would be nice if we could saturate the inequality in
Eq. (4) to find regions which minimize the perimeter P
for a given area A. Thankfully, for a reasonably large set
of surfaces, such a saturation is possible via the following
theorem:
Isoperimetric Theorem[29]. Consider a plane,
sphere, real projective plane, or closed disk S with
smooth, rotationally symmetric metric such that the
3Gauss curvature is a nonincreasing function of the dis-
tance from the origin. Then among disjoint unions of
embedded disks of a given area, a round disk centered at
the origin minimizes perimeter.
It is unique, except of course that a circle in the inte-
rior of a ball about the origin of constant Gauss curvature
may be replaced by a congruent circle in that ball.
Therefore, for a surface with a constant Gaussian cur-
vature, we know that perimeter-minimizing area is a disk
and that its perimeter P satisfies, via Eq. (4),
P 2 = 4piA−KA2, (5)
where K is the constant Gaussian curvature of the sur-
face. For a sphere, we would have K = 1/R2s, with Rs
the sphere radius. We’ll now suppose that we have a line
tension γ penalizing the perimeter and a condensation
energy area density c. Then, the phenomenological form
in Eq. (2) combined with Eq. (5) yields
E = γ
√
4piA−KA2 − cA. (6)
To find the critical droplet area, we have to specify how
the droplet would evolve in time. Perhaps the simplest
choice of the dynamics is that the droplet area will grow
or shrink, driving the energy E to a minimum. These
relaxation dynamics are: ∂tA = −ω(dE/dA), where ω is
inversely proportional to a characteristic relaxation time.
We would then set ∂tA = 0 to find the critical area A
∗
at which the seed starts to grow. We find
A∗ =
2pi
K
[
1− c√
c2 +Kγ2
]
. (7)
This formula also works for nucleation on a flat plane:
Taking the K → 0 limit, we find A∗ → piγ2/c2. Also, the
critical area A∗ may be related to the critical radius R∗ of
the geodesic disc, since A = 2pi[1−cos(√KR)]/K, where
R is the geodesic distance from the center of the droplet
to the edge. We find that the critical droplet radius is
given by
R∗ =
1√
K
arctan
(√
Kγ
c
)
, (8)
recapitulating the result in Eq. 11 in Ref. [14]. Let us
take these mathematical results as our foundation and
build up the theory of droplets in two dimensions.
THERMODYNAMIC POTENTIALS AND
LANDAU-GINZBURG ENERGIES
We will now consider possible corrections to the phe-
nomenological energy in Eq. (2). First, we consider the
possibility that the line tension γ depends on the shape
of the droplet. To begin, we will follow Tolman’s classi-
cal thermodynamic analysis [41], but work in two dimen-
sions. This analysis consists of writing down the change
in free energy of the combined liquid-vapor system giving
the usual expression for the Laplace pressure. Then, us-
ing the Gibbs adsorption equation and the Laplace pres-
sure, one finds a relation between the line tension γ and
the radius R of the nucleated drop:
dγ = − Υ
∆ρ
d
( γ
R
)
, (9)
where Υ is the order parameter (e.g., mass density) com-
puted at the interface (i.e., a per-unit-length density) and
∆ρ is the change in order parameter between the ordered
and disordered state (i.e., a per-unit-area density). Reca-
pitulating Tolman’s arguments, one finds that the ratio
Υ/∆ρ may be parameterized in terms of a length δ as
follows: Υ/∆ρ = δ + δ2/(2R). Substituting this param-
eterization into Eq. (9) and integrating yields
γ(R) = γ∞
e
pi
4−tan−1(1+ δR )√
1 + δR +
δ2
2R2
(10)
≈ γ∞
(
1− δ
R
+O (R−2)) , (11)
where we may now identify the δ as a length associated
with the first 1/R correction to the line tension. This
is the so-called Tolman length, which has evidently the
same character in two and three dimensions, at least
within Tolman’s original thermodynamic analysis. We
have therefore identified a potential correction to our the-
ory.
We have until now considered droplets with infinitely
sharp and static interfaces. However, realistic nuclei will
have finite thickness and fluctuating interfaces. We may
therefore consider a scalar order parameter ψ(x) that can
capture spatial variation in the interface between phases.
The field ψ(x) may represent the local density of mate-
rial or perhaps the degree of crystallinity. We will sup-
pose that ψ(x) takes on constant (i.e., spatially uniform)
values ψ1 > 0 in the ordered phase and ψ2 < 0 in the
disordered phase (see Fig. 1). Since we will be interested
in first-order transitions between these phases, we can set
up a potential for ψ(x) that has two potential wells at
ψ1,2, separated by an energy barrier. A simple form for
that potential is
V(ψ) = −mψ
2
2
+
λψ4
4!
− hψ, (12)
where m,λ > 0 are phenomenological parameters and
h is a bias that we can tune to make the ordered or
disordered phase more energetically favorable by setting
h > 0 or h < 0, respectively. At coexistence when the two
phases are equally favorable and h = 0, we readily find
that ψ1,2 = ±
√
6m/λ for the potential parameterization
4FIG. 1: The dashed curve corresponds to the scenario where
the minima are degenerate h = 0. The solid curve depicts
the development of a metastable and stable state, ψ2 and ψ1,
respectively. For both curves m > 0 and λ > 0.
in Eq. (12). Penalizing spatial variations in ψ(x), the free
energy functional H associated with the field ψ(x) may
be written as
H =
∫
ddx
(κ
2
(∇ψ)2 + V(ψ)
)
. (13)
In the absence of thermal fluctuations, the equilibrium
configuration of the field ψ will extremize the functional
H. Such a saddle-point solution will necessarily satisfy
the Euler-Lagrange equation
δH
δψ
= 0 = −κ∇2ψ + ∂V
∂ψ
. (14)
Two obvious solutions to this equation are the spatially
uniform states ψ = ψ1,2. However, when h = 0, we also
have a different solution ψ ≡ ψI(z) that varies along one
direction z:
ψI(z) =
√
6m
λ
tanh
(√
m
2κ
z
)
(15)
Such a solution interpolates between the values of the
order parameter at the two minima of the potential V(ψ)
and has a (d− 1)-dimensional, infinite interface centered
at z = 0 with a characteristic thickness w ∼ √κ/m.
What about a solution with a droplet of the ψ1 phase
inside a sea of ψ2? Indeed, such solutions are possible if
we solve Eq. (14) using spherical coordinates. We would
then find a spherically symmetric soliton solution.
The spherically symmetric case is particularly simple
when the characteristic thickness of w is sufficiently small
and there is a slight asymmetry in the energy of the two
minima (a small non-zero h, for example). Then, the
spherically symmetric soliton solution has the same form
as Eq. (15), where we replace z with r − r0, the radial
distance away from the droplet surface, taken to be a
sphere with radius r0. This solution, ψI(r − r0), inter-
polates between the stable phase, ψ1, inside the droplet
(r < r0) and the metastable state ψ2 outside the droplet
(r > r0). This scenario is depicted in Figure (1). Then,
substituting this solution into Eq. (13), we find that the
free energy associated with such a droplet is given by
E = 2piκ
∫
dr r
(
dψI
dr
)2
+ 2pi
∫
dr r (V(ψI))
≈ 2pir0
(
4mκ
λ
√
m
2κ
)
︸ ︷︷ ︸
γ
−pir20 (V(ψ2)− V(ψ1))︸ ︷︷ ︸
c
, (16)
where we have assumed a thin interface width w  r0.
We have now identified that the free energy has two
terms: one proportional to the perimeter 2pir0 of the
droplet and one to the area pir20. We may thus identify
the associated line tension γ and condensation energy c.
We have now confirmed that the mean-field solution of
this scalar field model is consistent with our phenomeno-
logical analysis with the isoperimetric inequality.
What about the effects of thermal fluctuations? This
is a difficult question because the nucleation and growth
process is a non-equilibrium phenomenon and using stan-
dard equilibrium techniques is problematic. One possibil-
ity is to look at this process near the critical droplet size,
where we expect the droplet to remain roughly station-
ary. In this case, we may suppose that the energy of the
droplet in Eq. (13) establishes a Boltzmann distribution
with which we may calculate a free energy. Specifically,
we may introduce a small field perturbation δψ(x) away
from the mean field solution ψ∗I ≡ ψI(r − r∗0), where the
droplet radius is set to the critical value r0 = r
∗
0 . The
free energy, then, would schematically look like
F = −kBT ln
∫
[dδψ] e−βH[ψ
∗
I+δψ], (17)
where we would integrate over all possible fluctuations
δψ away from the critical droplet solution ψ∗I . The first
correction amounts to evaluating a functional determi-
nant, as discussed by Callan and Coleman [5]. We will
calculate such a correction using a more geometrical ap-
proach that treats the undulations of the critical nucleus
interface, instead. The connection between these two ap-
proaches is discussed in some detail by Gu¨nther, Nicole,
and Wallace [16] and Zia [45].
FLUCTUATIONS NEAR COEXISTENCE
In this section we derive expressions for the line tension
of droplets in the plane and on the surface of a sphere in-
cluding Gaussian fluctuations of the interface away from
a midline. Our approach follows the general tack of Zia’s
analysis [45]. The derivation ends up being less heuris-
tic in two dimensions, as compared to three dimensions,
since the interfaces are curves and the arclength coordi-
nate is easily defined on the entire droplet. Our proce-
dure is:
51. Construct normal coordinates in the surface near
the interface, and in these coordinates compute the
metric and gradient operator.
2. Assume that the order parameter, ψ, depends only
on the coordinate normal to the interface and ex-
pand the Euler-Lagrange equations up to O(k2)
(k(s) being the relevant curvature appearing in the
metric).
3. Use these Euler-Lagrange equations to eliminate
the potential V(ψ(ξ)) from the total energy H.
4. With this energy compute the partition functions,
and thereby the free energy and surface tension.
Curves on surfaces
Consider a two dimensional surface embedded in three
dimensions. Within this surface lies a curve, the droplet
interface, parameterized by its arclength, R(s). The Dar-
boux frame is constructed from tˆ, the unit tangent; γˆ , the
curve normal in the surface; and Nˆ, the surface normal.
The unit vector γˆ is constructed from the other two by
the cross-product, γˆ ≡ Nˆ× tˆ. This frame is determined
at every point of the curve by the following set of differ-
ential relations:
d
ds
 tˆ(s)γˆ(s)
Nˆ(s)
 =
 0 kg(s) kn(s)−kg(s) 0 −τg(s)
−kn(s) τg(s) 0
 tˆ(s)γˆ(s)
Nˆ(s)
 , (18)
where kg is the geodesic curvature, kn is the normal cur-
vature, and τg is the geodesic torsion. We first construct
normal coordinates in the vicinity of the curve and within
the surface. A point on the surface away from the curve
would have a position r given by
r(s, ξ) = R(s) + ξγˆ(s), (19)
with ξ a distance away from the curve along its normal
at an arclength coordinate s. Making use of (18) as nec-
essary, we compute the metric:
gij ≡ dr
dqi
· dr
dqj
=
(
(1− ξkg)2 + ξ2τ2g 0
0 1
)
, (20)
where q = (s, ξ). The derivatives of the order parameter
are
∇ψ = = ∂ψ
∂qα
gαβ
∂r
∂qβ
(21)
=
1
(1− ξkg)2 + (ξτg)2
∂ψ
∂s
∂r
∂s
+
∂ψ
∂ξ
γˆ . (22)
Now, assuming the order parameter, ψ(ξ), depends on
only the normal coordinate ξ, we can write the energy
(13) as
H =
∫
dsdξ
√
(1− ξkg)2 + (ξτg)2
[κ
2
(ψ′)2 + V(ψ)
]
.
(23)
The Euler-Lagrange equations (14) can be used to elem-
inate the potential from the energy. However the first
integral necessary to do so only exists for the flat soliton
solution given in Eq. (15). A consistent expansion in the
curvature would require knowledge of higher and higher
curvature contributions to the Euler-Lagrange equations.
For our purposes, the lowest order of the Euler-Lagrange
equations suffices when considering just one power of the
curvature in the energy. However, if one wishes to work
at higher orders in the curvature, such as k2g , more work
is required. We provide an example in the Appendix II.
Since we are going to consider nucleation in the plane
and on the sphere, we set τg(s) = 0 (see the Appendix I
for details). Moreover, we may now set ψ(ξ, s) to the arc-
length independent solution ψ0(ξ) to the Euler-Lagrange
equations. The energy from Eq. (23) then takes the form
H → Hkg =
∫
ds (γ0 − γ1kg(s)) (24)
where γ0 = κ
∫
ψ′20 dξ and γ1 = κ
∫
ξψ′20 dξ. Note that the
curvature term proportional to kg will not contribute for
symmetric interface profiles ψ0(ξ) which look the same
both in the ordered and disordered phase. This is natu-
ral as the sign of the curvature kg must be defined with
respect to either the disordered or ordered phases (e.g.,
kg > 0 for an interface curving into the ordered phase).
Indeed, if there is no difference between the ordered and
disordered phases as measured by the distance ξ away
from the interface, then this term must be zero by sym-
metry.
To study the effects of fluctuations of interface we ex-
pand the geodesic curvature in small deviations about
some reference. The geodesic curvature can be written
as follows
kg(s) = R¨ · (N× R˙). (25)
We are going to expand the curvature in a geodesic polar
parametrization,
r(φ) = R(1 + (φ)), (26)
with (φ) describing the small fluctuations around a
droplet of radius R. We expand (φ) in Fourier modes,
(φ) =
∑
n 6=0
anfn(φ) (27)
where n is an integer and the fn(φ) are the set of real
orthonormal basis functions (see Appendix I for details).
Note that f0(φ) is a constant so that we may absorb it
6into the radius R. So, our summations and products over
n in everything that follows are assumed to be over all
integers except for zero.
Starting with interfaces in the plane, the normal cur-
vature is zero and the geodesic curvature becomes the
only curvature in the problem:
kg = k(φ) =
r2 + 2(r′)2 − rr′′
(r2 + (r′)2)
3
2
. (28)
Substituting (26) into the curvature, expanding to
quadratic order, and then plugging the result into the
curvature energy (24) gives the energy on the plane:
HR2 =
∫
γ0R
[
1 +
1
2
(′)2
]
dθ − 2piγ1
= 2pi(γ0R− γ1) + γ0R
2
∑
n
n2a2n. (29)
Note that the energy in Eq. (29) is just for the interface
of the droplet. In addition, we know that there is a con-
densation energy that sets the overall size of the droplet.
Again, we will be working near critical droplet sizes so
that we may treat them as stationary objects with a fluc-
tuating perimeter.
With these developments of the interface description,
we now turn to the thermal fluctuations. An ensemble of
critical droplet shapes at some fixed area A and temper-
ature T will have a partition function with a fixed area
constraint as follows:
ZR2 = `
∫
[dR] δ(A−A[R]) e−βHR2 (30)
where ` is a microscopic length scale that will depend
on the details of the transition. A similar consideration
occurs for fluctuating lipid vesicles, where ` is of order
of a few lipid molecules [11]. Furthermore, if the transi-
tion occurring is one of crystallization, then the relevant
length scale will be the lattice spacing. In any case, `
is at the scale of the (typically microscopic) basic con-
stituents of the system. The measure [dR] represents an
integration over all droplet shapes. The area of a par-
ticular configuration, A[R], in the parametrization (26)
is
A[R] = piR2
(
1 +
1
2pi
∑
n
a2n
)
≡ piR2(1 + δa), (31)
where we have defined δa, a convenient representation of
the sum in the first equality. The measure, then, may be
written as ∫
[dR] ≡
∫
dR
∫ ∏
n
dan. (32)
Together with this definition and a change of variables in
the delta function, we have
ZR2 = `
∫
dR
∫ ∏
n 6=0
dan
e−βHR2
2piR(1 + δa)
δ
R−√ A/pi
1 + δa

=
`√
4piA
∫ ∏
n 6=0
dan
e−βH¯R2√
1 + δa
, (33)
where we resolved the delta function by performing the
integral over R. The substitution of R results in a new
energy, H¯R2 , which expanded to quadratic order in an is
H¯R2 = γ0
√
4piA− 2piγ1 + γ0
√
A
4pi
∑
n
(n2 − 1)a2n. (34)
The occurrence of (n2 − 1) in (34) is not just happen-
stance: the modes a1 and a−1 correspond to infinites-
imal translations of the membrane, analogously to the
translation modes of three-dimensional vesicles when ex-
panded in spherical harmonics [17, 38]. Next, we write
the prefactor of the Boltzmann weight as follows:
1√
1 + δa
≈ 1− 1
4pi
∑
a2n ≈ e−
1
4pi
∑
a2n . (35)
With all of the considerations given thus far the parti-
tion function takes the form
ZR2 = `√
4piA
∫ ∏
n 6=0
dane
− 14pi
∑
a2n−βH¯R2 . (36)
As it stands now, this partition function is problematic
for a number of reasons. First, it does not yield a factor
of the area coming from integration over the infinitesi-
mal translations. This occurs because the term in the
exponential coming from the delta function (e−
1
4pi
∑
a2n),
which we call the Jacobian factor, contains the trans-
lation modes. To deal with this we must also include
Faddeev-Popov and Liouville corrections as discussed by
Cai et al. [4]. Ordering the calculation by powers of
the temperature, the Faddeev-Popov and Liouville cor-
rections come in at the same order as the Jacobian fac-
tor. This is an essential point: to calculate consistently
to lowest order, we must neglect the Jacobian term along
with these more subtle corrections. All of these addi-
tional corrections are higher order in temperature than
the leading-order corrections we are interested in. How-
ever, if in the future we wished to study correlation func-
tions, we would be forced to include the other corrections:
they are necessary at the outset for a consistent calcu-
lation. With these observations in mind, we take our
partition function to be
ZR2 = `√
4piA
∫ ∏
n6=0
dane
−βH¯R2 . (37)
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FIG. 2: A few examples of regularization functions are given.
The red square curve corresponds to the hard cutoff defined by
f(x) = 1−Θ[x− 1]. The remaining blue curves are examples
of the smooth regularization curves defined as follows: For
0 ≤ x < 1, ρ(x) = exp[r(−(x − 1)−2 + 1)] and for x ≥ 1,
ρ(x) = 0. The various blue curves have varying r from 0.001
(more sharp) to 0.01 (more smooth).
Let us now go back to the translation modes a1 and a−1.
As for analogous analyses of vesicle shape fluctuations
[17, 38], we exclude these modes from our analysis as they
contribute to an entropic factor associated with the cen-
ter of the droplet. Similar zero-energy modes are found
in the functional determinant method of calculating the
free energy (see discussion around Eq. (17)), and such
modes must be properly normalized [8]. However, in our
simple physical picture of the nucleus as a fluctuating
membrane, we can fix the center and ignore these modes
entirely, as done for theories of fluctuating vesicles [17].
Now we are prepared to compute the free energy,
βFR2 = − lnZR2 , excluding the translation modes. The
rest of the integrations over an may be performed as they
are all Gaussian integrals. We find
βFR2 = ln
(
P
`
)
+ β(γ0P − 2piγ1)
+
∑
n>1
ln
[
βγ0P
4pi2
(n2 − 1)
]
, (38)
where we have recognized that we can replace A with the
perimeter P of a disk with the same area A, for which
4piA = P 2. This makes the various terms contributing
to the free energy a little more transparent, such as the
usual constant line tension term βγ0P . Consider that
the first term in the free energy, when given a minus sign
and exponentiated, yields the size dependent scaling of
the nucleation rate prefactor (recall (1)) Γ0 ∝ 1/P . This
result matches the results of [16, 43], and a requirement
for this to be the true scaling is that no term logarithmic
in the perimeter can arise from the fluctuation mode sum.
Indeed with a hard cutoff used in the sum, there is no
additional logarithm of the perimeter. What we describe
now is a different regularization procedure for which the
fluctuation sum does contribute terms logarithmic in the
perimeter.
To complete these sums we a introduce a cutoff func-
tion ρ(n/N) where ρ(0) = 1 and compactly supported.
Consider ρ(x) as a smoothed and compactly supported
version of the function f(x) = 1−Θ[x−1], where Θ[x] is
the Heaviside step function. Note that f(x) is the usual
hard cutoff at n = N . Such an example is depicted in Fig-
ure (2). The regularity of the cutoff function is related to
the asymptotic estimates for the sums: more regularity
leads to better estimates in powers of 1/N . For an acces-
sible review and introduction to these methods, see Tao’s
online notes [40]. Within this regularization scheme, the
free energy becomes (for N  1):
βFR2 ≈ βγP
(
1− 2piδT
P
)
+ ln
(
piP
`
)
+
(
−3
2
+N〈ρ〉
)
ln
(
βγP
4pi2
)
+N
∫ 1
0
lnx2ρ(x) dx+N lnN2〈ρ〉 (39)
≈ βγP
(
1− 2piδT
P
)
+ ln
(
piP
`
)
− 3
2
ln
(
βγP
4pi2
)
+N
[
ln
(
βγP
4pi2
)
− 2 + lnN2
]
. (40)
where 〈ρ〉 ≡ ∫ 1
0
ρ(x) dx ≈ 1, and we redefined γ0 = γ,
γ1 = γδT .
Equations (39), (40) are our main result of the ther-
mal fluctuation analysis. The first term proportional to
β is the usual mean-field result, which includes a Tolman
length δT . Note that the Tolman length δT is propor-
tional to γ1, which we argued vanishes for symmetric
phases, which has also been argued on general grounds
for the three-dimensional problem [12]. Assuming the
highest accessible undulation mode is given by N = P/`,
where, again, ` is the length scale of the microscopic con-
stituents of the droplet, we see that the nucleation rate
prefactor takes the form Γ0 ∝ P 1/2. It is for this reason
that we discuss the regularization dependence on the nu-
cleation rate. Note that Gu¨nther et al. [16] identify the
three-dimensional case as a special one because the equiv-
alent of our fluctuating sum contributes non-trivially to
the nucleation rate (and does not for two and four di-
mensions).
Note that the contribution to Γ0 comes from the finite
piece of the sum over modes n, which evidently depends
on the choice of regularization procedure. It’s possible
that our model would require modifications to the inte-
gral measure in Eq. (32) to remove this dependence, as
the issue of having an infinite number of modes an al-
8ready appears in this measure. These subtleties may be
the source of discrepancy between our calculation and
previous work such as Garriga’s calculation [13], done
using zeta-function regularization, and Voloshin’s anal-
ysis [43], which connects the integration over modes an
to the harmonic oscillator partition function via the path
integral. These and other studies ended up yielding the
Γ0 ∝ 1/P result we find with a hard cutoff. An addi-
tional subtlety is that these previous works do not fix
the droplet area A and deal with the resulting unstable
mode (the a0 mode which gets a negative eigenvalue) us-
ing analytic continuation. In our analysis, by fixing the
droplet area, we do not have to worry about the unsta-
ble a0 mode. Reconciling these approaches would be an
interesting topic for further study.
Unlike the Γ0 contributions, both the smooth and hard
cutoffs yield the same divergent terms (terms propor-
tional to N in (40)), which we will study in more detail
below. Indeed, aside from the consideration of the nucle-
ation rate, we may treat the various fluctuation correc-
tions in Eq. (40) as renormalizations of the line tension γ.
These terms will introduce weak, logarithmic dependence
on the perimeter P . For reasonable parameter values,
these corrections serve to increase the effective line ten-
sion compared to the bare value γ. This is analogous to
the correction to the surface tension in two-dimensional
membranes [9].
We note that interest in these logarithmic corrections
is not new. Schmitz et al. have studied the impact of
interface fluctuations on logarithmic contributions to the
surface tension [37]. As previously noted, the interest in
logarithmic corrections as it pertains to scaling in nucle-
ation rates spans a wide range of fields: from cosmology
to chemical physics.[2, 5, 7, 16, 22] These same correc-
tions appear throughout the membrane literature as ther-
mal corrections to membrane moduli. [4, 9, 30, 31] Most
of this work focuses on three dimensions, and in terms of
the prefactor to the nucleation rate, a general consensus
is that Γ0 ∝ A7/6, where A is the surface area of the
nucleated droplet [13, 16, 34].
In the same fashion one may calculate the free energy
for nucleation on the surface of a sphere of radius Rs.
The curve on the sphere is parametrized in geodesic polar
coordinates r(φ) = R(1 + (φ)), as shown in Fig. 3. The
quantity R is the geodesic distance from the center of the
droplet to the midline of the droplet edge, analogous to
the the radius parameter R used in the flat case. The
process for analyzing the fluctuations is the same as in
the plane, including the integration over R. The resulting
FIG. 3: The red curve is a schematic of the fluctuation inter-
face of a droplet on the sphere.
free energy reads, for large N ,
βFS2 ≈ βγP
[
1− 2piδT
P
(1− 2a¯)
]
+ ln
(
piP
`
)
+
(
−3
2
+N〈ρ〉
)
ln
[
βγR2s(cos
−1(1− 2a¯))2
P
]
+N
∫
lnx2ρ(x) dx+N lnN2〈ρ〉 (41)
≈ βγP
[
1− 2piδT
P
(1− 2a¯)
]
+ ln
(
piP
`
)
+
(
−3
2
+N
)
ln
[
βγR2s(cos
−1(1− 2a¯))2
P
]
− 2N +N lnN2, (42)
where a¯ = A/4piR2s is a rescaled area of the nucleated re-
gion, and we still have γ0 = γ and δT = γ1/γ. We wrote
our expression in terms of the perimeter P of a geodesic
disk with area A, which satisfies P = 4piRs
√
a¯(1− a¯).
Note an interesting property of the nuclei on the sphere:
When a¯ = 1/2, the Tolman length term vanishes, re-
gardless of the value of the Tolman length! This makes
intuitive sense because when A = 2piR2s, the nucleus fills
a hemisphere. Therefore, its boundary is on the equator
of the sphere and is a perfectly straight interface! Indeed,
unlike the plane, it is possible to have a finite-sized region
on the sphere with a perfectly straight boundary.
Apart from the difference in the Tolman term, the
sphere energy has a different fluctuation correction pro-
portional to N . One can verify that for small areas
A  4piR2s, that the two corrections coincide in the flat
and sphere case. It’s interesting to compare the renor-
malized line tensions in the two cases. Setting N = P/`,
9FIG. 4: We compare the effective surface tension, renormal-
ized by temperature fluctuations, between the flat and spher-
ical case. The flat surface tension is always larger, as shown
by the plotted ratio γflatT /γ
sphere
T > 1. We compared the ten-
sions at the critical droplet sizes for the two respective cases.
We used the bare tension value γ = 2, a condensation energy
c = 1, and ` = 0.01. As expected, the two tensions coincide
as Rs becomes large. Also, as T → 0, both tensions will just
reduce to their bare value of γ.
we find that the renormalized tension γT ≡ γ + δγ has
δγ =

kBT
`
ln
[
βγP 3
(2pie`)2
]
flat
kBT
`
ln
[
βγPR2s(cos
−1(1− 2a¯))2
(e`)2
]
sphere
.
(43)
The tensions are similar. Note that we have to evaluate
these tensions at the respective critical droplet sizes for
the two cases. This is because, as discussed above, the
free energy approach only makes sense near the critical
droplet size where the system may be approximated as
stationary, with a Boltzmann distribution over fluctuat-
ing interface modes.
We can look at the difference between the spherical
and flat case by looking at the ratio γflatT /γ
sphere
T , which is
plotted in Fig. 4. The difference between the two for rea-
sonable parameter values is of order 10% for the largest
values. We see that the surface tension is always larger
in the flat case. The behavior of the ratio is understand-
able. First, as T → 0, both of the tensions go to their
bare values γ, so that the ratio goes to one. Similarly,
as R increases, the spherical case must approach the flat
one and we also get a ratio approach unity. The crossover
lengthscale will be related to the critical droplet radius,
which for the choice of parameters given in Fig. 4 is given
by R∗ = γ/c = 2. So, as the sphere radius R becomes
much larger than this critical droplet size, the flat and
sphere case begin to coincide. This is evident from Fig. 4.
CONCLUSIONS
We established a mean-field result for the critical nu-
cleus from an isoperimetric inequality. This inequality
provides the intuition that nucleation on surfaces of pos-
itive Gaussian curvature is easier and harder on negative
Gaussian curvature surfaces compared to the flat space
case. We then considered a more proper model of nu-
cleation which includes a spatially varying order param-
eter that describes the transition region between the two
phases. We showed that the scaling of the nucleation rate
prefactor may be sensitive to the precise way in which the
nucleating droplet is described and may not be as uni-
versal as currently believed. Furthermore, we focused on
comparing nucleation on a sphere versus the flat plane,
taking into account thermal fluctuations. We found that
the fluctuations serve to increase the effective line tension
of the critical nucleus in both the sphere and flat cases.
We also found that the thermal fluctuation renormaliza-
tions are less severe in the spherical case.
The number of examples of nucleation phenomena oc-
curing in 2D is proliferating at a considerable rate. Our
result on the nucleation rate prefactor is a testable pre-
diction, and we would like to find an experiment to make
that test. In the near future there is the possibility to
numerically study the Ising model, which is known to
obey the classical nucleation theory quite well [36]. An
extension of a functioning simulation of the Ising model
critical droplets in 2D would be to do the simulation on
a sphere.
This work was supported in part through NSF
DMR12-62047. This work was partially supported by a
Simons Investigator award from the Simons Foundation
to Randall D. Kamien. M.O.L. gratefully acknowledges
partial funding from the Neutron Sciences Directorate
(Oak Ridge National Laboratory), sponsored by the U.S.
Department of Energy, Office of Basic Energy Sciences.
APPENDIX I
When expanding the droplet interface around its mid-
line by introducing a small deviation (θ), it is convenient
to use the following set of functions as the basis for ex-
pansions in Fourier series:
n > 0 : fn(θ) =
sin(nθ)√
pi
n < 0 : fn(θ) =
cos(nθ)√
pi
,
where θ ∈ [0, 2pi) parameterizes the droplet edge. With
these definitions the basis is orthonormal. Furthermore,
such definitions will make the functional integral simpler.
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A general expansion for (θ) now takes the form
 =
∑
|n|>0
anfn (44)
so, ∫
dθ 2 =
∑
|n|>0
a2n (45)∫
dθ (′)2 =
∑
|n|>0
n2a2n. (46)
We now consider the shape of the midline of the droplet
on the surface of a sphere. The geodesic torsion is defined
as follows
τg(s) ≡ dNˆ
ds
· γˆ (47)
If we are on a sphere of radius Rs,
dNˆ
ds
· γˆ = 1
Rs
dR
ds
· γˆ = 1
Rs
tˆ · γˆ = 0. (48)
The geodesic torsion is also zero in the plane since Nˆ is
constant. The geodesic curvature takes the form
kg(s) = R¨ · (N× R˙). (49)
To make progress we need to convert the me´lange of vec-
tors as functions of the arclength into a function of φ
(the azimuthal angle on the sphere). Note that a dot
indicates a derivative with respect to arclength while a
prime indicates a derivative with respect to the angle φ.
dR
ds
=
(
ds
dφ
)−1
dR
dφ
(50)
d2R
ds2
=
(
ds
dφ
)−1
d
dφ
((
ds
dφ
)−1
dR
dφ
)
(51)
= −
(
ds
dφ
)−3
d2s
dφ2
dR
dφ
+
(
ds
dφ
)−2
d2R
dφ2
(52)
= −
(
ds
dφ
)−2
d2s
dφ2
t+
(
ds
dφ
)−2
d2R
dφ2
(53)
We can parametrize the spherical curve by
R = RsN = Rs
cosφ sin θsinφ sin θ
cos θ
 . (54)
The arclength obeys the differential equation
ds
dφ
= Rs
√
sin2 θ +
(
dθ
dφ
)2
. (55)
Now we take the necessary derivatives of R and then
substitute into the expression for the geodesic curvature.
kg(φ) = R¨ · (N× R˙) =
(
ds
dφ
)−3
R′′ · (N×R′) (56)
A short calculation gives
R′′ · (N×R′) =R2s
(
2 cos θ
(
dθ
dφ
)2
(57)
+ sin2 θ cos θ − sin θ d
2θ
dφ2
)
. (58)
The geodesic curvature then reads
kg =
2 cos θ
(
dθ
dφ
)2
+ sin2 θ cos θ − sin θ d2θdφ2
Rs
(
sin2 θ +
(
dθ
dφ
)2)3/2 . (59)
As a check, we can take two limits to verify the expression
for the geodesic curvature. In the first, we assume there is
no variation in the interface, looking to find the constant
geodesic curvature expression for circles on the sphere.
circle: kg =
1
Rs
sin2 θ cos θ
sin3 θ
=
1
Rs tan θ
(60)
If we let θ = r/Rs, where r is a geodesic polar radius,
and let Rs →∞
lim
Rs→∞
kg = lim
Rs→∞
1
r +O( 1R2s )
=
1
r
. (61)
The curvature of a circle of radius r in the plane! Now
let us put the derivatives back but with the substitution
θ = r/Rs.
kg =
2 cos
(
r
Rs
)[(
dr
dφ
)2
+
R2s
2 sin
2
(
r
Rs
)]
−Rs sin
(
r
Rs
)
d2r
dφ2[
R2s sin
2
(
r
Rs
)
+
(
dr
dφ
)2]3/2
(62)
When we take Rs →∞,
lim
R→∞
kg = lim
R→∞
2
(
dr
dφ
)2
+ r2 − r d2rdφ2 +O( 1R2s )(
r2 +
(
dr
dφ
)2
+O( 1R2s )
)3/2
=
2(r′)2 + r2 − rr′′
(r2 + (r′)2)3/2
(63)
This is exactly the expression for the curvature in polar
coordinates in the plane.
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APPENDIX II
Here we establish that the infinite interface form for
the order parameter is the correct substitution to order
k2. We work in the spirit of the calculation of Ref. [12].
Begin with the following functional:
H =
∫
d2x
(
−κ
2
ψ∇2ψ + c
2
(∇2ψ)2 + V(ψ)) (64)
The extremizer of this functional is the solution to the
following Euler-Lagrange equation:
−κ∇2ψ + c∇4ψ = −∂V
∂ψ
(65)
In the normal coordinates used throughout these notes,
the Laplacian takes the form
∇2ψ = ∂
2ψ
∂ξ2
− kg(s)
(1− ξkg(s))
∂ψ
∂ξ
(66)
where the order parameter, ψ(ξ), takes a particular form:
ψ(s, ξ) = ψ0(ξ) + k(s)ψ1(ξ) + k(s)
2ψ2(ξ) (67)
If we apply the Laplacian again to get the 4th derivative
terms, then we will generate derivatives of the geodesic
curvature with respect to the arclength. To simplify
the problem we assume that kg(s) is slowly varying and,
therefore, the derivatives can be set to zero.
Given below are expansions in powers of the curvature
for various quantities appearing in the energy functional.
∇2ψ ≈ ψ′′0 + k (ψ′′1 − ψ′0) + k2 (ψ′′2 − ψ′1 − ξψ′0) (68)
∇4ψ ≈ψ(4)0 + k
(
ψ
(4)
1 − 2ψ(3)0
)
+ k2
(
ψ
(4)
2 − 2ψ(3)1 − 2ξψ(3)0 − ψ′′0
)
(69)
V(ψ) =V(ψ0) + kψ1 ∂V
∂ψ
∣∣∣∣
ψ0
+ k2
(
ψ2
∂V
∂ψ
∣∣∣∣
ψ0
+
1
2
ψ21
∂2V
∂ψ2
∣∣∣∣
ψ0
)
(70)
With these results in hand, we expand the Euler-
Lagrange equation (65) in powers of the curvature k:−κψ
′′
0 + cψ
(4)
0 +
∂V
∂ψ
∣∣∣
ψ0
= 0 k0
−κ (ψ′′1 − ψ′0) + c
(
ψ
(4)
1 − 2ψ(3)0
)
+ ψ1
∂2V
∂ψ2
∣∣∣
ψ0
= 0 k1
(71)
There is a “first integral” for the k0-order Euler-Lagrange
equation:
ψ′0
(
−κψ′′0 + cψ(4)0 +
∂V
∂ψ
∣∣∣∣
ψ0
)
= 0, (72)
⇒
(
−κ
2
(ψ′0)
2 + cψ′0ψ
′′′
0 −
c
2
(ψ′′0 )
2 + V
)′
= 0 (73)
which is:(
−κ
2
(ψ′0)
2 + cψ′0ψ
′′′
0 −
c
2
(ψ′′0 )
2 + V
)
= A (74)
The constant A is fixed by enforcing the boundary condi-
tions. As ξ → −∞, ψ′(ξ)→ 0 (the reason for considering
the metastable state as being at ξ → −∞ is from the con-
struction of the normal to the curve in the surface, which
results in ξ > 0 inside the droplet) and we get
V (ψ(−∞)) = A (75)
The order parameter at infinity takes on the value cor-
responding to the metastable state. We can, without
loss of generality, set the value of the potential at the
metastable state to be zero. Now we are free to write the
first integral as
−κ
2
(ψ′0)
2 + c(ψ′0ψ
′′
0 )
′ − c(ψ′′0 )2 −
c
2
(ψ′′0 )
2 + V(ψ0) = 0.
(76)
The energy functional as series in the curvature has a
leading-order term given by
Hk0 =
∫
dsdξ
(
1
2
κ(ψ′0)
2 +
1
2
c(ψ′′0 )
2 + V(ψ0)
)
(77)
From the first integral of motion, we have
V(ψ0) = κ
2
(ψ′0)
2 − c(ψ′0ψ′′0 )′ +
3c
2
(ψ′′0 )
2. (78)
Now we can rewrite this leading order term as
H2,k0 =
∫
dsdξ
(
κ(ψ′0)
2 + 2c(ψ′′0 )
2
)
(79)
The next order in the curvature k yields the contribution
Hk1 =
∫
dsdξ
[
ψ1
∂V
∂ψ
∣∣∣∣
ψ0
+ κψ′0ψ
′
1 − cψ′0ψ′′0 + cψ′′0ψ′′1
−ξ
(
V(ψ0) + 1
2
κ(ψ′0)
2 +
1
2
c(ψ′′0 )
2
)]
k(s)
(80)
By substituting in for the zeroth order solution ψ0 to the
Euler-Lagrange equation, and using the first integral in
(76), we rewrite this contribution as
Hk1 =
∫
dsdξ ξ
(
κ(ψ′0)
2 + 2c(ψ′′0 )
2
)
k(s). (81)
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Finally, at order k2, we find the contribution
Hk2 = 1
2
∫
dsdξ f [ξ, ψi(ξ)] k
2(s), (82)
where
f [ξ, {ψi}] =(−2ξψ1 + 2ψ2) ∂V
∂ψ
∣∣∣∣
ψ0
+ ψ21
∂2V
∂ψ2
∣∣∣∣
ψ0
+ c(ψ′0)
2 − 2ξκψ′0ψ′1 + κ(ψ′1)2
− 2cψ′1ψ′′0 − 2cψ′0ψ′′1 − 2cξψ′′0ψ′′1
+ c(ψ′′1 )
2 + 2cψ′′0ψ
′′
2 + 2κψ
′
0ψ
′
2. (83)
This contribution may be simplified by using the Euler-
Lagrange equations and integration by parts. The sim-
plified expression reads
Hk2 = 1
2
∫
dsdξ
(
κψ1ψ
′
0 + 2cψ
′
1ψ
′′
0 + c(ψ
′
0)
2
)
k2(s).
(84)
The correction ψ1 to the Euler-Lagrange equation starts
to come in at order k2 in the energy.
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