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Abstract
Consider any sets x ⊆ y ⊆ {1; : : : ; n}. Remove the interval [x; y] = {z ⊆ y | x ⊆ z} from
the Boolean lattice of all subsets of {1; : : : ; n}. We show that the resulting poset, ordered by
inclusion, has a nested chain decomposition and has the normalized matching property. We also
classify the largest antichains in this poset. This generalizes results of Griggs, who resolved these
questions in the special case x = ∅.
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1. Introduction
In studying Sperner theory, we are often interested in answering two questions about
a given poset P:
(1) How large can an antichain in P be?
(2) What are the largest antichains in P?
For instance, in the case where P= 2[n] (the lattice of subsets of [n] = {1; : : : ; n}), these
questions were settled by Sperner in [12]. Now consider the poset P=C(n; k), which
is deAned to be the collection of all subsets of [n] which intersect [k] nontrivially.
Note that C(n; k) is simply 2[n] with the interval [∅; [n] − [k]] removed. In [11], Lih
showed that P has the Sperner property, and in [6], Griggs found the largest antichains
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for P. In this paper, we study the above questions applied to the Boolean lattice with
any interval between two nodes removed.
Over the years several properties of posets have been used to provide dierent proofs
of Sperner’s theorems. Some of these, including the nested chain property, the LYM
property, and the normalized matching property, are of independent interest. We will
show that the poset under consideration has all these properties. In particular, it is an
example of an LYM poset with a nested chain decomposition. This is consistent with
a conjecture of Griggs in [5] which states that every LYM poset has a nested chain
decomposition. At present this has only been proven in the case of rank-symmetric
rank-unimodal posets (by Anderson in [1] and independently, Griggs in [5]).
2. Denitions and notation
We begin by recalling some standard deAnitions and notations. Let P be a poset.
A chain in P is a linearly ordered subset, while an antichain is a set of pairwise
incomparable elements. The size of a chain is its cardinality, while its length is one
less than its cardinality. The rank of P is the length of its longest chain. P is graded
if all maximal chains (with respect to inclusion) have the same length. In this case,
the rank of x∈P is deAned to be k if there is a maximal chain a0¡a1¡ · · ·¡ar
with x= ak . By Rk(P), we mean the set of all elements of rank k in P. The kth
Whitney number of P is the size of the kth rank of P: Wk = |Rk(P)|. We say P is
rank-symmetric if Wk =Wr−k for all k. P is rank-unimodal if there is an index k
for which W06 · · ·6Wk¿ · · ·¿Wr . For Z ⊆Rk(P), the shadow and shade of Z are
deAned, respectively, as
L(Z) = {y∈Rk−1(P) |y⊂ z for some z ∈Z};
∇(Z) = {y∈Rk+1(P) | z⊂y for some z ∈Z}:
A chain is skipless (or saturated) if the set of ranks of its elements is a sequence of
consecutive integers.
Next, we collect a number of deAnitions of properties relevant to Sperner theory.
Denition 1. A nested chain decomposition of P is a partition of P into disjoint skip-
less chains C1; C2; : : : ; Cm with the following property: for all i and j, if the rank of
the minimal element of Ci is less than or equal to the rank of the minimal element
of Cj, then the rank of the maximal element of Ci is greater than or equal to the
rank of the maximal element of Cj. A graded poset P which possesses a nested chain
decomposition is called a nested chain order.
Remark 2. Note that the above deAnition forces a nested chain order to be rank-
unimodal. Some (for instance Griggs in [7]) use a deAnition which applies also to
non-rank-unimodal posets and coincides with the above deAnition in case the poset is
rank-unimodal. Since all posets relevant to this paper will be seen to be rank-unimodal,
the dierence is immaterial.
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Remark 3. If P is a nested chain order of rank r which is also rank-symmetric, every
nested chain decomposition of P is a symmetric chain decomposition: that is, a chain
with its minimal element at level k will have its maximal element at level r − k.
Conversely, a symmetric chain decomposition is clearly a nested chain decomposition.
A poset with a symmetric chain decomposition is called a symmetric chain order.
We now introduce two equivalent properties for graded posets: normality and the
LYM property. These were studied by Kleitman in [10].
Denition 4. A poset P of rank r is said to be normal if, for all 16k6r, the following
inequalities hold:
|L(Z)|
|Rk−1(P)|¿
|Z |
|Rk(P)| for all Z ⊆Rk(P): (1)
P is said to be strictly normal if (1) is a strict inequality whenever Z is a proper
nonempty subset of Rk(P).
Denition 5. A poset P of rank r has the LYM property if for any antichain A⊆P,
the following inequality holds:
∑
06k6r
|A∩Rk(P)|
|Rk(P)| 61: (2)
We collect here a few of the relationships between the above properties and the
study of antichains of maximum size. The proofs are omitted; for further information
the reader is referred to [7], in which Griggs surveys these and a number of other
properties which will not be mentioned here.
Lemma 6. Let P be a graded poset.
(1) If P is a nested chain order, then P has the Sperner property: that is, the
maximum cardinality of an antichain in P is equal to the largest Whitney number
of P.
(2) If P is normal, then P has the Sperner property. Moreover, every antichain
of maximum cardinality contains only elements from the rank(s) of maximum
cardinality.
(3) If P is strictly normal, then every antichain of maximum cardinality is precisely
a rank of maximum cardinality.
Denition 7. A poset P of rank r is log-concave if its Whitney numbers satisfy
W 2k ¿Wk−1Wk+1 (3)
for 06k6r. If inequality (3) is strict in this range, P is said to be strictly log-concave.
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It is easy to see that any log-concave graded poset is rank-unimodal. Finally, we
require the following construction of a symmetric chain decomposition of 2[n], given
by Greene and Kleitman in [4].
Denition 8. The Canonical Symmetric Chain Decomposition, or CSCD, of 2[n] is a
chain partition deAned as follows. Given an element z ∈ 2[n], its parenthetical expres-
sion is the sequence of n parentheses, with a right parenthesis in the kth position i
k ∈ z (and otherwise a left parenthesis there). Pair the right and left parentheses in the
usual fashion as much as possible. Now deAne a chain containing z as follows. The
element above z is obtained by changing the leftmost unpaired left parenthesis to a
right parenthesis. (If there are no unpaired left parentheses then z is at the top of its
chain.) Likewise, the element below z is obtained by changing the rightmost unpaired
right parenthesis to a left parenthesis. The CSCD is the set of all chains so obtained.
For example, in the CSCD of 2[8], the chain containing {1; 3; 5; 8} is as shown
(where underscores indicate paired parentheses):
) ( )( ) ) ( ) 13568
) ( )( ) ( ( ) 1358
( ( )( ) ( ( ) 358
Remark 9. Note that z is the minimal element of its chain i its parenthetical expres-
sion contains no unpaired right parentheses.
Remark 10. Note that two elements are in the same chain i they dier only in their
unpaired parentheses.
Remark 11. Note that in a parenthetical expression, all unpaired right parentheses must
occur to the left of all unpaired left parentheses.
3. A nested chain decomposition
We now deAne the poset which is the topic of this paper.
Denition 12. Let 06k6l6n. Let x⊆y⊆ [n] where |x|= k and |y|= l. DeAne P(n;
k; l) to be the poset 2[n] − [x; y], ordered by inclusion. We assume always that (k; l) =
(0; n), as otherwise P(n; k; l) is empty.
Note that P(n; k; l) depends (up to isomorphism) only on n, k, and l, for the fol-
lowing reason. If x′⊆y′ are some other subsets with |x′|= k and |y′|= l, there exists
a permutation of [n] which sends x to x′ and y to y′. This extends to an order iso-
morphism 2[n] − [x; y] 2[n] − [x′; y′].
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Note also that P(n; k; l) is a graded poset, and that its Hasse diagram is obtained
from the Hasse diagram of 2[n] by removing all nodes in [x; y] and all edges incident
to them. Both these claims follow from the following easily veriAed fact: Suppose
a⊆ b⊆ [n] and a; b =∈ [x; y]. Then there exists a skipless chain from a to b in 2[n]
which does not intersect [x; y].
Although P(n; k; l) is graded, its rank function will dier from that of 2[n] when
k =0. For this reason, when it is necessary to refer to a speciAc rank, we will identify
it by the cardinality of the sets at that rank, in order to avoid confusion.
Theorem 13. P(n; k; l) is a nested chain order.
Proof. Since the nested chain property is preserved under taking the dual poset and
2[n] is self-dual, we may assume without loss of generality that [x; y] is closer to the
bottom of 2[n] than it is to the top; that is, we may assume k6n− l.
By the remarks after DeAnition 12, we may assume
x= {n− l+ 1; n− l+ 2; : : : ; n− l+ k};
and
y= {n− l+ 1; n− l+ 2; : : : ; n}:
We will show that removing the nodes in [x; y] from the chains of the CSCD results
in a nested chain partition of P(n; k; l). More speciAcally, if C is a chain in the CSCD,
then C ∩ [x; y] is either empty, all of C, or only the minimal element of C.
To show this, let z ∈ [x; y] and let C be its chain in the CSCD. Then the parenthetical
expression of z looks like
((· · · (︸ ︷︷ ︸
n−l
)) · · ·)︸ ︷︷ ︸
k
?? · · ·?︸ ︷︷ ︸
l−k
;
where ? may be either a left or right parenthesis. Note that since k6n− l, the k right
parentheses shown are all paired. Now consider the Arst group of n−l left parentheses.
Either they are all paired or there is at least one among them which is unpaired.
If they are all paired, then the Arst n− l+ k parentheses are unchanged in the entire
chain C by Remark 10. This shows that C ⊆ [x; y].
If one is unpaired, then all elements above z in C will have a right parenthesis in the
Arst n− l parentheses. Thus, everything above z in C lies outside [x; y]. Furthermore,
the Arst unpaired parenthesis in z is a left parenthesis. By Remark 11, z has no unpaired
right parentheses, and therefore z is the minimal element of C by Remark 9. In this
case, C ∩ [x; y] = {z}.
We have shown that removing [x; y] from the CSCD has the eect of removing
some entire chains, the bottom elements of other chains, and nothing more. It is clear
that performing such an operation on any symmetric chain decomposition will result
in pairwise disjoint nested chains. This completes the proof.
We can now give the maximum cardinality of an antichain in P(n; k; l).
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Theorem 14. The maximum cardinality of an antichain in P(n; k; l) is
(
n
n=2
)
−
(
l− k
n=2 − k
)
if k + l6n;
(
n
n=2
)
−
(
l− k
n=2 − k
)
if k + l¿n:
Proof. We will prove the statement in the case k + l6n; the other case follows by
duality. Consider the construction in the proof of Theorem 13. Since each chain re-
maining after the removal of [x; y] lost at most its minimal element, each chain passes
through level n=2. Thus, the sets of cardinality n=2 form a rank of maximum size
in P(n; k; l). By Lemma 6, this is also the size of the largest antichain. Finally, it is
clear that
|[x; y]∩Rn=2(2[n])|=
(
l− k
n=2 − k
)
;
and this shows that the number of sets of cardinality n=2 in P(n; k; l) is the indicated
quantity.
4. Normality
We now wish to prove that P(n; k; l) is normal, and to determine when it is strictly
normal. The following theorem is due to Harper, in [8], and Hsieh and Kleitman, in
[9].
Theorem 15. If P and Q are both graded normal posets with log concave Whit-
ney numbers, then P×Q is also a graded normal poset with log concave Whitney
numbers.
In [2], Engel carefully studied when such a product is strictly normal. We will use
the following special cases of his results.
Theorem 16. Let P and Q be strictly normal graded posets with log concave Whitney
numbers. Then
(1) If Q is strictly log concave and the rank of Q is greater than or equal to the
rank of P, then P×Q is strictly normal.
(2) If P and Q are both strictly log concave, then P×Q is strictly normal.
The following is a combination of Corollary 4.5.1 and Theorem 4.6.3 in [3].
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Lemma 17. Let P be a graded poset. Let Gi be the bipartite graph with vertex sets
Ri(P) and Ri+1(P) and edges Ei given by those in the Hasse diagram of P. Then P
is normal i6 there exist labelings Li :Ei→R¿0 such that∑
q∈Lp
L(p; q)= |Ri(P)| for all p∈Ri+1(P)
and ∑
p∈∇q
L(p; q)= |Ri+1(P)| for all q∈Ri(P):
Furthermore, P is strictly normal i6 each Gi is connected and the labelings may be
chosen to be strictly positive on all edges.
Example 18. 2[n] is strictly normal with strictly log concave Whitney numbers.
Since each graph Gk in this example is a regular bipartite graph, it is easy to check
that labeling each edge in Ek with n!=(k + 1)!(n − k)! satisAes the hypotheses of
Lemma 17. Since all labels are positive and Gk is clearly connected, 2[n] is strictly
normal. To show strict log concavity, we compute, for 06k6n,
(
n
k
)2
−
(
n
k − 1
)(
n
k + 1
)
=
(n!)2((k + 1)(n− k + 1)− k(n− k))
k!(k + 1)!(n− k)!(n− k + 1)!
=
n!(n+ 1)!
k!(k + 1)!(n− k)!(n− k + 1)!
¿ 0;
as desired.
Lemma 19. P(n; k; l)P(n− l+ k; k; k)× 2[l−k].
Proof. Begin with the order isomorphism
2[n]→ 2[n−l+k]× 2[l−k] (4)
z → (z ∩ ([n]− (y − x)); z ∩ (y − x)): (5)
Now note that z ∈ [x; y] i z ∩ ([n]− (y − x))= x. Thus, the image of P(n; k; l) under
the map (4) is precisely
(2[n−l+k] − {x})× 2[l−k] =P(n− l+ k; k; k)× 2[l−k]
as desired.
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Theorem 20. P(n; k; l) is strictly normal except when (n; k; l)= (3; 1; 2), in which case
P(3; 1; 2) is normal but not strictly so. P(n; k; l) is always log concave, and P(n; k; k)
is strictly log concave except when (n; k)= (2; 1).
Proof. We prove the claims about P(n; k; l) by cases.
Case 1: k = l. In this case, P(n; k; k) is simply a Boolean lattice with a single element
of rank k removed. We claim that P(n; k; k) is always strictly normal and is strictly
log concave except when (n; k)= (2; 1) in which case P(2; 1; 1) is only log concave.
If k =0 or n, these claims are clearly true, since what is removed from 2[n] is the
entire top or bottom rank. So we may now assume 16k6n− 1.
When n=2 and k =1, P(2; 1; 1) is simply a chain of size 3, and it is clearly strictly
normal and log concave. So henceforth in this case, assume n¿3.
Let us begin with log concavity. Since the binomial coeRcients are strictly log
concave, it is enough to show((
n
k
)
− 1
)2
¿
(
n
k + 1
)(
n
k − 1
)
: (6)
We simply compute((
n
k
)
− 1
)2
−
(
n
k + 1
)(
n
k − 1
)
(7)
=
(
n
k
)2
−
(
n
k + 1
)(
n
k − 1
)
− 2
(
n
k
)
+ 1 (8)
=
n!((n+ 1)!− 2(k + 1)!(n− k + 1)!)
k!(k + 1)!(n− k)!(n− k + 1)! + 1 (9)
by collecting on a common denominator. On the other hand,
(n+ 1)!
2(k + 1)!(n− k + 1)! =
1
2(n+ 2)
(
n+ 2
k + 1
)
(10)
¿
n+ 1
4
¿1 (11)
since we are assuming 26k+16n. Thus, (n+1)!¿2(k+1)!(n−k+1)!, which shows
that (9) is positive. This completes the proof of strict log concavity.
To prove strict normality, we will use Lemma 17. It suRces to construct appropriate
labelings L on the edges between ranks k − 1, k, and k + 1 in the Hasse diagram of
P(n; k; k). In fact, it is enough to construct just one of these labelings, say between ranks
k +1 and k, for the following reason. The dual poset of P(n; k; k) is P(n; n− k; n− k).
If we can always construct a labeling of the edges between the rank at which a node
was removed and the rank above it, we have such a labeling between ranks n− k + 1
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and n− k of P(n; n− k; n− k). Then taking the dual again yields the desired labeling
between ranks k and k − 1 of P(n; k; k).
The labeling will be constructed by induction on n. So we assume the existence of
a suitable labeling between ranks k and k − 1 of P(n− 1; k − 1; k − 1). (The base case
is when n=2, for which the labeling is obvious.) Since Boolean lattices are strictly
normal, we can also use the existence of appropriate labelings between consecutive
ranks of 2[n−1].
Now call x the set removed at level k. Choose any m∈ x, and partition the ranks
under consideration by the membership or non-membership of m:
A1 = {z ∈P(n; k; k) |m =∈ z and |z|= k + 1}
= {z ∈ 2[n] |m =∈ z and |z|= k + 1};
B1 = {z ∈P(n; k; k) |m =∈ z and |z|= k}
= {z ∈ 2[n] |m =∈ z and |z|= k};
A2 = {z ∈P(n; k; k) |m∈ z and |z|= k + 1}
= {z ∈ 2[n] |m∈ z and |z|= k + 1};
B2 = {z ∈P(n; k; k) |m∈ z and |z|= k}
= {z ∈ 2[n] |m∈ z and |z|= k} − {x}:
Note that A1 and B1 form ranks k+1 and k of a Boolean lattice, namely the lattice of
all subsets of {1; : : : ; mˆ; : : : ; n}. Likewise, A2 and B2 are order isomorphic to ranks k
and k − 1 of P(n− 1; k − 1; k − 1). SpeciAcally, the isomorphism is given by removing
m from all sets in A2 and B2, and P(n− 1; k − 1; k − 1) is identiAed with all subsets
of {1; : : : ; mˆ; : : : ; n} except for x − {m}.
Now consider the set of all edges E in the Hasse diagram between A1 ∪A2 and
B1 ∪B2. These can be partitioned into three categories: the edges E1 between A1 and
B1, the edges E2 between A2 and B2, and the edges E3 between A2 and B1. Note that
E3 = {(z ∪{m}; z) | z ∈B1}. By induction and the labeling given in Example 18, we
may assume the existence of strictly positive labelings Li :Ei→R¿0, for i=1; 2, such
that
for x∈Ai;
∑
y∈Lx
Li(x; y)= |Bi| for i=1; 2; (12)
for y∈Bi;
∑
x∈∇y
Li(x; y)= |Ai| for i=1; 2: (13)
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Now deAne a labeling L :E→R by
L(x; y)=


q1L1(x; y) if x∈A1 and y∈B1;
q2L2(x; y) if x∈A2 and y∈B2;
q3 if x∈A2 and y∈B1;
(14)
where q1, q2, and q3 are constants to be determined. Now using Eqs. (12) and (13),
we see that L satisAes the equations in Lemma 17 i the qi satisfy
q1
(
n− 1
k
)
=
(
n
k
)
− 1; (15)
q1
(
n− 1
k + 1
)
+ q3 =
(
n
k + 1
)
; (16)
q2
((
n− 1
k − 1
)
− 1
)
+ q3 =
(
n
k
)
− 1; (17)
q2
(
n− 1
k
)
=
(
n
k + 1
)
: (18)
These are obtained by considering the label-sums at vertices in, respectively, A1, B1,
A2, and B2. System (15)–(18) has the following unique solution:
q1 =
(
n
k
)
− 1(
n− 1
k
) ; (19)
q2 =
n
k + 1
; (20)
q3 =
(
n
k
)
1
k + 1
+
n− k − 1
k + 1
: (21)
Finally, we note that these values are all positive when 16k6n − 1 and n¿3. By
induction, the graph is connected and the labeling L is strictly positive. Thus, our label-
ing L satisAes the conditions required in Lemma 17 for strict normality, and P(n; k; k)
has the normalized matching property.
Case 2: k¡l. Here, we apply Lemma 19, which states that
P(n; k; l)P(n− l+ k; k; k)× 2[l−k]: (22)
From Case 1, we know that P(n− l+ k; k; k) is strictly normal and log concave. We
know from Example 18 that 2[l−k] is strictly normal and strictly log concave. We can
conclude that P(n; k; l) is normal and log concave, by Theorem 15.
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It remains to decide the strict normality of P(n; k; l). If P(n − l + k; k; k) is strictly
log concave, we are done by Theorem 16, part 2.
By Case 1, the only time P(n− l+ k; k; k) is not strictly log concave is when k =1
and n− l+ k =2; that is, when k =1 and l= n− 1. But in this case l− k = n− 2. So
as long as n¿4, the rank of 2[l−k] is at least as great as the rank of P(n− l+ k; k; k),
and we are done by Theorem 16, part 1.
The only remaining case is n=3, k =1, and l=2. Here, the poset P(3; 1; 2) is
isomorphic to a product of a chain of size 2 and a chain of size 3, and it is clear by
inspection that P(3; 1; 2) is normal but not strictly so.
5. Antichains of maximum size
In this section, we classify all antichains of maximum size in P(n; k; l). We begin
with the only non-strictly normal example, P(3; 1; 2). The following is easily veriAed:
Proposition 21. P(3; 1; 2) has precisely 3 antichains of size 2 (which is maximal): the
sets of cardinality 1, the sets of cardinality 2, and one antichain which contains one
set of cardinality 1 and one of cardinality 2.
In all other cases, P(n; k; l) is strictly normal, and by Lemma 6, the antichains of
maximum size are precisely the ranks of maximum size. It remains only to determine
them.
Theorem 22. Assume (n; k; l) =(3; 1; 2). Then each antichain of maximum size in
P(n; k; l) is obtained by taking all sets in P(n; k; l) of cardinality m, where m is
one of the acceptable cardinalities given in the table below.
Cases Acceptable
n even n=2 and k = l=1 0, 1, 2
k =0 and l= n− 1 n=2; n=2 + 1
k =1 and l= n n=2; n=2− 1
otherwise n=2
n odd k + l= n, l¡n=2; or k¿n=2 n=2; n=2
otherwise; with k + l¡n n=2
otherwise; with k + l¿n n=2
Proof. Without loss of generality, we assume throughout that k + l6n, as the other
case will follow by duality. We will use the speciAc nested chain construction given
in the proof of Theorem 13. We know that P(n; k; l) is log-concave (and thus rank-
unimodal) and strongly normal. By Lemma 6, the antichains will consist of entire ranks.
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By Theorem 14 and rank-unimodality, the acceptable cardinalities will be a sequence
of consecutive integers containing n=2.
It is straightforward to verify that the cardinalities listed in the table are all accept-
able; it remains to show there are no more. Note that the shortest chain in a nested
chain decomposition passes through precisely the acceptable ranks. Thus, it suRces to
exhibit a chain in the nested chain decomposition which contains sets of only the given
cardinalities. We do this by cases. The case of P(2; 1; 1) is trivial. Write [a; b] for the
set {a; a+ 1; : : : ; b− 1; b}.
Case: n is even, k =0, and l= n−1: A suitable chain is {1}∪ [n=2+2; n]⊆{1; 2}∪
[n=2 + 2; n].
Case: n is even and l¡n− 1: A suitable chain is the single set {2; 4; : : : ; n}.
Case: n is even, k =1, and l= n− 1: A suitable chain is the single set [n=2 + 1; n].
Case: n is odd, n =3, and k + l= n: A suitable chain is {2; 4; : : : ; n− 1}⊆{2; 4; : : : ;
n − 1; n}, as long as k =1. If k =1 in this case, we may take the chain [n=2;
n− 1]⊆ [n=2; n].
Case: n is odd and l¡n=2: Any chain of size 2 in the CSCD will do.
Case: n is odd, k + l¡n, and l¿n=2: A suitable chain is the single set {1}∪
[n− l+ 1; 2n− 2l− 1]∪ [(3n− 1)=2− l; n].
These cases exhaust all possibilities.
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