Escaping offline searchers and isoperimetric theorems  by Brass, Peter et al.
Computational Geometry 42 (2009) 119–126Contents lists available at ScienceDirect
Computational Geometry: Theory and Applications
www.elsevier.com/locate/comgeo
Escaping oﬄine searchers and isoperimetric theorems
Peter Brass a, Kyue D. Kim a, Hyeon-Suk Na b,∗,1, Chan-Su Shin c,2
a Department of Computer Science, City College, New York, USA
b School of Computing, Soongsil University, Seoul, South Korea
c School of Electrical and Information Engineering, Hankuk University of Foreign Studies, Yongin, South Korea
a r t i c l e i n f o a b s t r a c t
Article history:
Received 10 July 2007
Received in revised form 25 July 2008
Accepted 5 August 2008
Available online 20 August 2008
Communicated by T. Asano
Dedicated to Heiko Harborth on occasion of
his 70th birthday
Keywords:
Lion and man problem
Oﬄine searcher
Isoperimetric theorem
Given a set of searchers in the grid, whose search paths are known in advance, can a target
that moves at the same speed as the searchers escape detection indeﬁnitely? We study the
number of searchers against which the target can still escape. This number is less than n
in an n× n grid, since a row of searchers can sweep the allowed region.
In an alternating-move-model where at each time searchers ﬁrst move and then the target
moves, we show that a target can always escape  n2  searchers and there is a strategy for
 n2 +1 searchers to catch the target. This improves a recent bound (
√
n ) [A. Dumitrescu,
I. Suzuki, P. Zylinski, Oﬄine variants of the “lion and man” problem, in: SoCG 2007, Proc.
23rd Annual Symposium on Computational Geometry, ACM Press, 2007, pp. 102–111] in the
simultaneous-move-model where at each time searchers and target moves simultaneously.
We also prove similar bounds for the continuous analogue, as well as for searchers and
targets moving with different speeds. In the proof, we use new isoperimetric theorems for
subsets of the n × n grid and the n × n square, which is of independent interest.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Pursuit-evasion problems have been studied in many models, and under many names, like lion and man [19], cop and
robber [3,14] or hunter and rabbit [1]. In each case, there is a target t and one or more searchers s1, . . . , sk; both target and
searchers move, and the searchers aim to catch the target. The problems differ by the domain of the movement, which is
discrete on a graph [11,17,18] or continuous in the entire plane [19] or in some bounded region [10], by relative speed of
target and searchers [15], and by the information that the searchers know about the target: they might know its position
[19], or be constrained by visibility [9,12,16,20], or recognize the target only if in their detection range [10], in the graph
case, if they occupy the same node.
Discrete pursuit-evasion problems are often modeled as online games of two players on a graph, where a player ﬁrst
moves the searchers and then the other player moves the target (which we call alternating-move). Both players are assumed
to have complete information on where their opponents are at each time. A target is “caught” by a searcher if they are at the
same vertex at some time. The main goal is to identify the minimum number of searchers needed to catch the target; one
searcher for a tree, n+12  searchers for the Cartesian product of n trees [14], and three searchers for any planar graph [3],
but as a negative result, there is a k ( 3)-regular non-planar graph of n vertices that requires exactly n searchers [4].
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120 P. Brass et al. / Computational Geometry 42 (2009) 119–126In a recent paper, Dumitrescu et al. [8] introduced an oﬄine variant of the online pursuit-evasion game in a grid graph.
Here “oﬄine” means that the search path for each searcher is known in advance to the target, over any given arbitrary long
time interval [0, T ] for T  0. The searchers and target move to their neighboring vertices simultaneously at each time;
we call this simultaneous-move. The goal is to ﬁnd the maximum number of searchers that the target can avoid detection
in any arbitrary long time [0, T ], using the information on the search paths. Obviously, this number is at most n − 1 since
the target cannot escape n searchers even if it knows the search paths in advance; in n × n grid, n searchers placed on the
topmost row of the grid can catch any target by sweeping the grid row by row. Dumitrescu et al. [8] proved that the target
can always escape (
√
n ) oﬄine searchers on the n × n grid, thus provided a lower bound of (√n ). Reducing the gap
between these bounds was an immediate open problem.
In this paper, we prove a lower bound of  n2 , improving the bound (
√
n ) of [8] to  n2 . We prove that a target
can always escape  n2  oﬄine searchers in an alternating-move-model where the searchers move ﬁrst and then the tar-
get moves (Section 2.1). This yields a lower bound of  n2  in the simultaneous-move-model as well, thus improves the
bound (
√
n ) [8] to  n2 , since for the target escaping the searchers in our alternating-move-model is harder than in the
simultaneous-move-model of [8]. We also provide a strategy for  n2  + 1 searchers to catch any target in the alternating-
move-model (Section 2.2), closing the gap in the alternating-move-model. Note however that our strategy of searchers in the
alternating-move-model does not provide one in the simultaneous-move-model and that reducing the gap between n − 1
and  n2  in the simultaneous-move-model remains open.
Theorem 1. In an n × n grid, a target can always escape  n2  oﬄine searchers in both move-models. There is a strategy for  n2  + 1
searchers to catch the target in the alternating-move-model.
In the proof of the ﬁrst part of the theorem, we use the following discrete isoperimetric theorem for ﬁnite grid graphs,
which will be proved in Section 2.3.
Theorem 2 (Discrete Isoperimetric Theorem). If X is a subset of the vertices of the n × n grid, and bd(X) is the set of points in X that
have a grid-neighbor not in X, then
• If 12 (i − 1)i + 1 |X | n2 − 12 (i − 2)(i − 1) − 1 for some 1 i  n, then |bd(X)| i.
• If |X | = n2 , then |bd(X)| = 0.
All these bounds are best possible.
This is a discrete isoperimetric theorem for the grid graph; similar theorems for the grid, unbounded or wrapped to a
torus, have been studied in a number of papers [2,5,6,13]; but here the boundary effects are important.
In Section 2.4, we consider the different situation where the searchers are v times faster than the target and obtain the
following result.
Theorem 3. Let the searchers be v times as fast as the target in the n×n grid for some integer v  1. Then the target can always escape
 nv+1  oﬄine searchers in both move-models, and there is a strategy for  nv+1  + 1 searchers to catch the target in the alternating-
move-model.
Finally, in Section 3, we study the oﬄine search problem in the continuous domain, where the searchers and the target
simultaneously move in a bounded region with unit speed in continuous time. The target is “caught” if it comes within
unit distance to a searcher. For a square with side length of n,  n2  searchers are suﬃcient to create a row of searchers
and to catch any target. Dumitrescu et al. [8] proved a lower bound of (
√
n ). We improve this to (n), by applying the
same proof-technique used in Theorem 1, together with a continuous isoperimetric theorem (Theorem 5)—an analogue of
the discrete isoperimetric theorem (Theorem 2).
Theorem 4. A target can always escape  n9π+6  oﬄine searchers in a square of side length n.
Theorem 5 (Continuous Isoperimetric Theorem). If X is a subset of a square S with α area(S) area(X) (1− α)area(S) for some
constant 0< α < 12 , and bd




This isoperimetric theorem is sharp; those lengths of bd∗(X) are achieved by a strip parallel to a side of S , extending
up to that side, with length(bd∗(X)) = sidelength(S), or a quartercircle centered at a corner of S , with length(bd∗(X)) =√
π area(X).
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An n × n grid Gn = (V , E) (n  2) has n2 vertices with integer coordinates [1,n] × [1,n]. In the following, we always
assume that there are k searchers s1, . . . , sk and one target t . Their initial positions at time 0 are the vertices of Gn , and any
move either goes to a neighboring vertex, or stays at the same vertex. So if a current position is vertex v , then the possible
next positions are the vertices of the closed neighborhood N(v) (including v). We consider the alternating-move-model,
that is, the searchers and the target move alternatingly; at time a, ﬁrst all searchers move, with si moving from si(a− 1) to
si(a), then the target t moves from t(a− 1) to t(a). The target escapes detection if for all times a and all searchers si it holds
that t(a) = si(a) and t(a) = si(a + 1). The searcher paths are given, and we want to choose a target path that escapes from
searchers. Note that if a target can escape k searchers in our alternating-move-model, then this target can also escape k
searchers in the simultaneous-move-model of Dumitrescu et al. [8]. In the following subsections, we prove Theorem 1:  n2 
oﬄine searchers are never enough to catch the target, and there is a strategy for  n2  + 1 searchers to catch the target in
the alternating-move-model, so this is tight.
2.1.  n2  searchers are never enough
We deﬁne F (a,b) as the set of forbidden vertices p ∈ V for which any target t with t(a) = p will be caught by one of
the searchers by time b at latest. This set satisﬁes a dynamic-programming like recursion: a vertex p at time a will be
unavoidably captured if either it will be captured immediately at time a, or any vertex that could be reached by time a + 1
will lead to unavoidable capture. This can be summarized in two formulas








F (a,b) = F (a,a + 1) ∪ {p ∈ V | N(p) ⊂ F (a + 1,b)}. (2)
For ﬁxed a and b → ∞, the sets F (a,b) form an increasing family of sets. The target t can avoid the searchers for
arbitrary long, if the sets F (a,b) never become the set of all vertices, i.e., F (a,b) = V . Let f (a,b) = |F (a,b)| be the number
of forbidden points, then we have to show that for k =  n2  and for ﬁxed a and arbitrary large b, it holds that f (a,b) < n2.
Indeed we will show a stronger statement that f (a,b) 12n2.
Since |F (a,a + 1)|  2k and {p ∈ V | N(p) ⊂ F (a + 1,b)} ⊂ F (a + 1,b), the above recursion (2) yields that f (a,b) 
2k + f (a + 1,b). This is actually overestimate of f (a,b), since in {p | N(p) ⊂ F (a + 1,b)} we lose all those points from
F (a + 1,b) that have a neighbor not in F (a + 1,b). Let bd(X) denote for any X ⊂ V the set of vertices of X which have a
neighbor in V \ X . Then we have
f (a,b) 2k + f (a + 1,b) − ∣∣bd(F (a + 1,b))∣∣. (3)
Now |bd(F (a + 1,b))| can be small if F (a + 1,b) is small or very large, but our key observation is that for a set F (a + 1,b)
whose size is about 12n
2, its boundary size cannot be small, which is exactly what Theorem 2 shows.
Using Theorem 2, we can now argue as follows. Fix k =  n2 . If f (1,b) becomes close to n2 when b becomes large, then
there must be some b with f (1,b) > 12n
2. Consider now the sequence
f (b − 1,b), f (b − 2,b), . . . , f (2,b), f (1,b).
This sequence satisﬁes that (i) f (b−1,b) 2k n, (ii) f (1,b) > 12n2 and (iii) f (a,b) f (a+1,b)+n−|bd(F (a+1,b))| for
1 a b − 2. Property (iii) implies that along the sequence each term grows by at most n, but Theorem 2 implies that the
sequence grows slower when f (a + 1,b) becomes near 12n2. Indeed, if 12 ( n2  − 1) n2  + 1 f (a + 1,b) 12n2, Theorem 2
shows that the boundary of F (a + 1,b) contains at least  n2  points and we have that f (a,b) f (a + 1,b) +  n2 .
By (i) and (ii), there must be some a∗ with f (a∗,b)  12n2 < f (a∗ − 1,b). Then we have that f (a∗,b) > 12n2 −  n2 
(since otherwise f (a∗ − 1,b) would be at most 12n2) and thus that 12n2 − n2 < f (a∗,b)  12n2. However, Theorem 2 again
yields that the set F (a∗,b) of this size must have at least n boundary points, and plugging this into inequality (3) gives
that f (a∗ − 1,b) f (a∗,b) + n − n 12n2, which contradicts to the deﬁnition of a∗ that f (a∗,b) 12n2 < f (a∗ − 1,b). This
completes the proof of Theorem 1.
2.2.  n2  + 1 searchers are enough in the alternating-move-model
We present a strategy for  n2  + 1 searchers to catch the target in the alternating move model. As illustrated in Fig. 1(a),
the idea of the searchers’ strategy for catching any target is that a searcher moving back and forth between two consecutive
grids blocks both positions; so a row in which searchers and gaps alternate and the searchers move into and out of these
gaps, cannot be passed by the target. We need one additional searcher to allow the searchers to move one row up, and
ﬁnally to sweep the whole grid from the bottommost row to the topmost row.
122 P. Brass et al. / Computational Geometry 42 (2009) 119–126Fig. 1. (a) When n is odd (n = 7). (b) When n is even (n = 8). Strategy for  n2  + 1 searchers to catch the target; we only illustrate the procedure for the
searchers to move one row up because this can be repeated to sweep all rows of the grid. At time a, solid disks with different colors represent searchers
just moved from the other ends of the line segments, and the cross-marks represent some vertices in Fˆ (a − 1).
Let Fˆ (a) be the set of p ∈ V that the target cannot reach at time a without having been detected by that time. Refer to
Fig. 1(a) for the illustration of Fˆ (a − 1) at time a. The cross-mark at time 1 is the place where the green searcher was at
time 0, so the target cannot lie there at time 0 and is contained in Fˆ (0). Two cross-marks at time 2 are forbidden at time 1
because of the red and green searchers, and are contained in Fˆ (1).3 If we can move the searchers at every time a  1 so
that every point in N( Fˆ (a−1)) is either contained in Fˆ (a−1) or detected by some searchers at times a−1 or a, then those
points are still unreachable by the target at time a; formally, if N( Fˆ (a − 1)) ⊆ F (a − 1,a) ∪ Fˆ (a − 1), then Fˆ (a − 1) ⊆ Fˆ (a).
Indeed, if p ∈ Fˆ (a−1) and p = t(a), then t(a−1) ∈ N(p) ⊆ F (a−1,a)∪ Fˆ (a−1), which implies that t(a−1) was unreachable
by time a − 1 or is caught by the searchers at times a − 1 or a, and that p cannot be reached by the target without having
been detected by time a. So our strategy is to extend Fˆ (a) row by row, besieging the target to the upper rows, and ﬁnally to
leave no place for the target outside Fˆ (a). We need to handle the cases that n is even and n is odd, in a different manner.
Fig. 1 illustrates the cases when n = 7 and n = 8. At time a, the cross-marks represent some vertices in Fˆ (a − 1) and we
can check that N( Fˆ (a − 1)) ⊆ F (a − 1,a) ∪ Fˆ (a − 1).
2.3. Proof of the discrete isoperimetric theorem
We now show that |bd(X)| i for any X ⊆ V with 12 (i − 1)i + 1 |X | n2 − 12 (i − 1)(i − 2) − 1. To prove this, we ﬁrst
convert X by the following operations to a staircase point-set X ′′ having the same number of points but no more boundary
points than X , and then show that |bd(X ′′)| i.
Compression. Denote by X j ⊆ X the points of X in column j of Gn . First, compress the points of X to the bottom of Gn as
much as possible, so that in each column the lowest point lies on the bottom row and the highest point lies at the |X j|th
row. Then shift all the columns to the left so that the leftmost column becomes the ﬁrst column of Gn without empty
3 For colors see the web version of this article.
P. Brass et al. / Computational Geometry 42 (2009) 119–126 123Fig. 2. (a) The deﬁnition of Cmax, Cmin, pmax, and pmin. Here Cmax := {(x, y) | x + y = n + 1} and Cmin := {(x, y) | x + y = 10}. (b) Since the line x + y = i
contains at most i − 1 points, for any X ′′ such that |X ′′| 12 (i − 1)i + 1, it holds that Cmax  i + 1.
columns in between. Let us denote by X ′j the compressed column of X j , and by X
′ the set of the compressed columns of X .
Since |X j| = |X ′j|, it is clear that |X ′| = |X |, but the number of boundary points may decrease. Indeed, we have that either
|bd(X) ∩ X j| = |bd(X ′) ∩ X ′j| = 0, or
∣∣bd(X) ∩ X j
∣∣
∣∣bd(X ′) ∩ X ′j
∣∣=max{|X j| − |X j−1|, |X j| − |X j+1|,1
}
.
Thus we have that |bd(X)| |bd(X ′)|.
Sorting. Now we sort the columns X ′j of X
′ according to their size (or height) |X ′j| in non-increasing order from left to
right. The resulting point set X ′′ is a staircase such that each column X ′′j in X
′′ has the same height as its corresponding
column X ′σ( j) in X
′ for a permutation σ induced by sorting. Since the columns are sorted by their height, it holds for
any column X ′′j that |X ′′j | − |X ′′j+1|max{|X ′σ( j)| − |X ′σ( j)+1|, |X ′σ( j)| − |X ′σ( j)−1|,1}. Thus |bd(X ′′) ∩ X ′′j | |bd(X ′) ∩ X ′σ( j)|,
yielding that |bd(X ′′)| |bd(X ′)|.
Proving that |bd(X ′′)|  i. See Fig. 2 for the following deﬁnitions. Let weakbd(X ′′) be the set of points (x, y) ∈ X ′′ such
that at least one of points {(x + i, y + j): i, j = −1,0,1} are in V \ X ′′ . Let Cmax := max{x + y: (x, y) ∈ weakbd(X ′′)} and
Cmin := min{x + y: (x, y) ∈ weakbd(X ′′)}. Denote the points of X ′′ deﬁning Cmax and Cmin by pmax = (xmax, ymax) and
pmin = (xmin, ymin), respectively. Note that bd(X ′′) ⊆ weakbd(X ′′), pmax ∈ bd(X ′′) and pmin ∈ weakbd(X ′′). No points of X ′′
lie above Cmax and all points below Cmin are in X ′′ . The line x+ y = i contains at most i − 1 points in X ′′ for i  n and at
most 2n − i + 1 points in X ′′ for i > n; refer to the line x+ y = 6 in Fig. 2(a).
We now have a simple fact: as illustrated in Fig. 2(b), for any X ′′ with 12 (i−1)i+1 |X ′′| = |X | n2 − 12 (i−1)(i−2)−1,
we have that Cmax  i + 1 and Cmin  2n − i. Proving that Cmax  i + 1 is immediate from the observation that the number
of points in X ′′ with Cmax  i cannot be larger than 12 (i − 1)i. Similarly, we can prove that Cmin  2n − i.
Consider the case that i + 1  Cmax  n. As shown in Fig. 3(a), the number of boundary points of X ′′ in the left-side
of pmax is at least xmax − 1 and the number of boundary points of X ′′ in the right-side of pmax is at least ymax − 1, so
counting pmax itself we have
∣∣bd(X ′′)
∣∣ xmax + ymax − 1 = Cmax − 1 i.
Similarly, if n Cmin  2n− i, then the number of boundary points of X ′′ in the left-side of pmin is at least n− ymin and
the number of boundary points of X ′′ in the right-side of pmin is at least n− xmin. The point pmin might not be a boundary
point of X ′′ , thus we get
∣∣bd(X ′′)
∣∣ 2n − ymin − xmin = 2n − Cmin  i.
Now we have only one case left, that is, Cmax > n and Cmin < n. We claim that in this case |bd(X ′′)|  n, proving that
|bd(X ′′)| i for all i. For illustration, refer to Fig. 3(b). Consider the top leftmost point p and the bottom rightmost point pr
of bd(X ′′). If one of them, say p , lies above the line x+ y = n and the other below line x+ y = n, then p must be on the
topmost row of Gn and pr must be on the bottommost row of Gn , which means, as shown in Fig. 3(b) that the boundary
124 P. Brass et al. / Computational Geometry 42 (2009) 119–126Fig. 3. (a) When Cmax  n, the number of boundary points of X ′′ is at least xmax + ymax − 1 = Cmax − 1, so |bd(X ′′)| i. (b) When p lies above the line
x+ y = n and pr lies below the line, p is on the topmost row of Gn and pr is on the bottommost row of Gn . Thus the number of boundary points of X ′′
is at least n.
Fig. 4. When v = 3 and n = 11.
of X ′′ contains at least n points. For the other case when p lies below the line and pr lies above the line, they are on the
leftmost and rightmost row of Gn , so we have also that |bd(X ′′)| n. If both of p and pr lie below the line x+ y = n, then
from the assumption that Cmax > n, the number of boundary points of X ′′ in the left-side of pmax is at least xmax−1 and the
number of boundary points of X ′′ in the right-side of pmax is at least ymax − 1, which proves that |bd(X ′′)| Cmax − 1 n.
Similarly, if both of p and pr lie above line x + y = n, then from the assumption that Cmin < n, the number of boundary
points of X ′′ in the left-side of pmin is at least n− ymin and the number of boundary points of X ′′ in the right-side of pmin is
at least n − xmin, proving that |bd(X ′′)| 2n − Cmin  n. Thus the proof of the discrete isoperimetric theorem is completed.
2.4. Searchers and target with different speed
Now we consider a situation where searchers and target have different speeds. If the target is faster than the searchers,
then the lower bound on the maximum number of searchers that the target can escape does not change; if  n2  searchers
are insuﬃcient to catch the target of speed one, then they are also insuﬃcient to catch a faster target. If the searchers
are v times faster than the target, then the argument for the lower bound stays almost the same, except that we have
f (a,a + 1)  (v + 1)k and thus that  nv+1  searchers are not suﬃcient to catch the target. We can catch the target with
 nv+1  + 1 searchers by simulating the same strategy as in Section 2.2; assign a searcher at every (v + 1) consecutive grid
points on the bottommost row as in Fig. 4, so that each searcher patrols the assigned (v + 1) grid points. Then  nv+1 
searchers are set on the bottommost row. We assign one more searcher at the second bottommost row as in Fig. 4. Then
we can move the  nv+1  + 1 searchers by similarly simulating the strategy used when n is even and v = 1. Thus we proved
Theorem 3; a target of speed one can escape  nv+1  searchers of speed v > 1, but it cannot escape  nv+1  + 1 searchers.
Unlike v = 1, this is not tight except when n is multiple of (v + 1). Filling this gap remains open.
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We have k searchers and one target moving with unit speed in a n × n square S , and the target is detected if it comes
within unit distance to a searcher. Note that  n2  searchers are suﬃcient to create a row of searchers and to catch the target.
We prove Theorem 4, a linear lower bound on the maximum number of searcher that a target can escape, by using the
same argument as in Section 2.1 and the continuous isoperimetric theorem (Theorem 5). This improves the lower bound
of (
√
n ) given in [8].
3.1. Proof of a linear lower bound
We reduce the problem to a similar form as in n× n grid. First we discretize the time in a similar way as in [8]. Around
each searcher, instead of looking at the disk of radius 1 over all the time in [0, T ], we check only the disk of radius 3
at the moments 0,1,2,3, . . . , T . The latter is a stronger searching: if the target avoids this discrete time detection, then
it avoids the original detection as well, for if d(t(x), si(x)) 1 for some x ∈ [0,1] and i, then d(t(0), si(0)) d(t(0), t(x)) +
d(t(x), si(x))+d(si(x), si(0)) 3. So we prove that for some constant c > 0, the target can avoid detection of k = cn searchers
over the moments 0,1,2,3, . . . , T , where the target and the searchers move at most distance 1 in each step and the target
is detected if it comes within distance 3 of a searcher at any of these moments.
The problem now ﬁts our previous proof. If F (a,b) is the set of points p in the square S for which any target t with
t(a) = p will be caught by one of the searchers by time b at latest, and B(p, r) is the disk centered at p with radius r, then
we have almost the same relations:










F (a,b) = F (a,a + 1) ∪ {p ∈ S | B(p,1) ⊂ F (a + 1,b)}.
Letting f (a,b) = area(F (a,b)), we obtain that
f (a,a + 1) (9π + 6)k and f (a,b) f (a + 1,b) + (9π + 6)k − R,
where R is the total area of the regions of points in F (a + 1,b) that are within distance one from any point of the square
outside F (a + 1,b). The continuous isoperimetric theorem, Theorem 5 to be proved below, tells us that if f (a + 1,b) ap-
proaches to half of the entire area of the square, then the area R is at least n. Hence, following the same argument as in
Section 2.1 with k =  n9π+6 , we can prove that the target can always escape  n9π+6  searchers.
3.2. Proof of the continuous isoperimetric theorem
Let X be a subset of the square S with α area(S) area(X) (1−α)area(S) for some constant 0< α < 12 . Let bd∗(X) =
bd(X) \ bd(S) be the part of the boundary of X that does not coincide with the boundary of S . To obtain a lower bound
for the length of bd∗(X), we extend the set X to a periodic set Xper in the plane, where the parts of bd(X) that coincide
with bd(S) disappear into the interior of Xper, and only the parts of bd(X) that belong to bd∗(X) contribute to the boundary
of Xper. This construction is illustrated in Fig. 5. First, we reﬂect S along its top side and then their union along the right
sides. This gives us a square S ′ with sidelength(S ′) = 2sidelength(S), and a reﬂected subset X ′ obtained from X . Note that
the boundary of X ′ on the left and right sides of S ′ are the same, and the boundary of X ′ on the top and bottom sides
of S ′ are the same. Next, we tile the plane with the translated copies of S ′ to make a lattice-periodic set. The corresponding
translates of X ′ together give our periodic set Xper. This set Xper has the period lattice generated by the translation vectors
(2sidelength(S),0) and (0,2sidelength(S)), the fundamental domain of that period lattice is S ′ , and the length of the
boundary of Xper per fundamental domain is length(bd(Xper) ∩ S ′) = 4 length(bd∗(X)).
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This completes the continuous isoperimetric theorem, Theorem 5.
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4. Concluding remarks
We showed that there is some constant 0 < c < 1 such that a target can always escape cn searchers in n × n square as
well as in n × n grid even with different constant speeds. These results substantially improve a recent result of (√n ) [8],
and the bounds are almost tight in the alternating-move-model of the grid. Reducing the gap between  n2  and n− 1 in the
simultaneous-move-model of the grid is an interesting open question. One could ask similar questions in other classes of
graphs, such as trees and planar graphs. It has been known that the exact number of searchers to catch a target in a tree
can be computed in linear time [15], but in a different model with the target of unbounded speed.
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