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Abstract
Polyploidy, or the presence of more than two copies of homologous chromosomes in the genome, is a com-
mon occurrence across a wide variety of species. Knowledge of an organism’s ploidy can be useful but
determination is often infeasible for certain species using standard methods such as flow cytometry or high
resolution imaging. This has prompted many researchers to make use of next-generation sequencing (NGS)
reads aligned to a reference sequence to infer ploidy, a process which allows for a greater variety of species’
ploidy levels to be assessed. Here we present a statistical model and software, PloidPy, to infer ploidy from
NGS reads aligned to a haploid reference genome. The predictive power of the model in determining ploidy
was assessed in simulations and species of known ploidy and was compared with nQuire, a related piece of
software for ploidy evaluation. The model is a mixture model which has components and parameters that
differ on a ploidy-by-ploidy basis, allowing for a comparison of different ploidy models to be made and for
ploidy to be selected on the basis of a minimum Akaike information criterion value (AIC). PloidPy produced
accurate results when assessing the ploidy of Saccharomyces cerevisiae (baker’s yeast) individuals of differ-
ing ploidies on par with nQuire but produced mixed results when evaluating the lower coverage and high
ploidy individuals the previous nQuire model was unable to evaluate. The program is written in Python and
available to download on Github at https://github.com/floutt/PloidPy.
Introduction
Determining the ploidy, or the set number of homologous chromosomes, of an individual or species is an
important part of genomic analysis. This is especially true when studying species which have intraspecific
ploidy variation. While traditional methods such as high resolution imaging1 and flow cytometry2 can
accurately determine ploidy, they may be inapplicable or unavailable to the organisms and individuals of
interest.
An alternative method of ploidy assessment makes use of next-generation sequencing reads aligned to
a haploid reference genome. This is typically done by assessing the base pair proportion at biallelic het-
erozygous sites. The distribution of these observed proportions across a genome is largely dependent on its
ploidy, as this sets a limit on the total number of available true heterozygous proportions (Figure 1). Weiß
et al. model this as a mixture of Guassians,3 with each component of the mixture model having a mean
corresponding to one of these mixture states. Similarly, Margarido and Heckerman modeled this process by
estimating allele proportions on a loci basis, using this to select the most probable ploidy.4 Both of these
assume an even distribution of weights for each heterozygous mixture component of the model and only
test for a limited set of ploidy values which can limit the power of the model in detecting polyploids which
deviate from this expectation.
Here we present an alternative way of inferring ploidy using a discrete statistical model which selects
ploidy on the basis of minimum Akaike Information Criterion (AIC)5 among an user-defined set of possible
ploidies. Our model does not make any assumptions about the weights of each heterozygous model component
and takes into account sequencing error, making it a useful tool for inferring ploidy in higher ploidy species
and individuals. We evaluate the model’s accuracy by applying it to five species with individuals of known
ploidy and comparing the results with that of nQuire, another program developed to evaluate ploidy. Finally,
this program will be used for ploidy analysis of Psidium galapageium, a species of tree related to common
guava (P. guajava) endemic to the Galapagos Islands and of unknown ploidy.
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Methods
PloidPy makes use of the distribution of two different statistics–the minor allele coverage (MAC) and total
read coverage (TRC)–to assess ploidy. The MAC is the coverage of the least represented base in a particular
biallelic (two unique nucleotides) position and the TRC is the total number of reads aligned to the reference
at that particular position. Additionally, the model assumes that the reads are aligned to a representative
haploid reference sequence. In theory, the distribution of read coverage in a genome assembly should roughly
approximate a Poisson distribution, Pois(λ). However, it is often the case that the empirical distribution
of coverage has a higher variance than expected under the Poisson. For this reason, we model the TRC
distribution as a negative binomial, accounting for greater dispersion in the data with the addition of only
one parameter in comparison to the Poisson.
(a) MAF = 1/4
(b) MAF = 2/4
(c) TRC = 8,MAC = 2
Figure 1: (a-b) illustration of the concept of a minor allele frequency (MAF) in a tetraploid individual. In
such an individual, there are two possible minor allele frequency values of 14 and
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4 , which are treated as
components in the mixture model. This corresponds to the read coverage values seen when aligned to a
haploid reference (as seen in (c)) which is used to predict ploidy. MAC and TRC values are represented for
the locus at the center of the figure.
The MAC distribution can then be modeled as compound distribution of the TRC distribution and a
truncated binomial distribution TBin(n, p) with an inclusive range of 1 to bn2 c. This gives it the following
probability mass function (PMF):
TBin.pmf(n, p) =
Bin.pmf(n, p)
Bin.cdf(bn2 c, p)− Bin.cdf(0, p)
for all values within [1, bn2 c] and a probability of 0 for all other values. Here, n is the number of trials
and p is the probability of success. ”.cdf” here denotes a cumulative density function and ”Bin” refers to a








where wi is the weight of each component of the mixture model. The probability of observing a value ct
for the TRC and cm for the MAC can then be calculated as:
Pr(T = ct,M = cm|pb, r, pnb) = TBin(ct, pb).pmf(cm) ·NB(r, pnb).pmf(ct)
where ”NB” refers to a negative binomial distribution. Additionally, the weight of each binomial com-
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ponent of the model can be calculated. For a given heterozygous component i, we can calculate the the
responsibility matrix Pc of the set of observations of ct and cm as:
Pc,i =
Pr(TRC = ct,MRC = cm| iP , r, pnb)∑floor(P/2)
j=1 Pr(TRC = ct,MRC = cm|
j
P , r, pnb)
The weight of each component of the distribution can be calculated as the mean of each respective
responsibility matrix across all TRC and MAC observations. This value can then be iteratively updated
until it converges to an optimum value in accordance to the Expectation Maximization (EM) algorithm6.
Giving us the weight parameters needed to calculate the log-likelihood of each ploidy model.
Parameters Meaning
r r parameter of the negative binomial distribution
pnb parameter of the negative binomial distribution
P ploidy state to be assessed. 2 for diploid, 3 for triploid, etc.
iP p parameter of the binomial portion of the model. Each ploidy model has
bP2 c of these parameters
wi weight of each component of the model. Each ploidy model has bP2 c of these
parameters.
cm Minor Allele Count (MAC)
ct Total Read Coverage (TRC)
perr average base call error probability
Table 1: Overview of model parameters
Error Model
Some proportion of the observed biallelic sites will be the result of sequencing error rather than true variation
(Figure 2). To avoid such noise contributing to inaccurate ploidy inference we make sure to explicitly handle
these classes of errors. Sequencing error can be modeled using an additional truncated binomial distribution
component, where the distribution of the false positives is distributed according to TBin(TRC, perr). Here,
perr is the average base call error probability of the assembly. This value can be estimated from the Phred-
encoded base quality score Q
perr = 10
− Q10
This source of noise can be dealt with in two ways; by adding a truncated binomial component to the
existing mixture model, or by simply filtering out data most likely to be erroneous. For the latter, the model
is filtered by utilizing a heuristic distribution formulated as a mixture of two components:
w0TBinom(n, perr) + w1N (µ, σ2)
With this heuristic, we can use the EM algorithm to find the maximum likelihood parameter estimates.
To filter the probable sites of sequencing error in the model, the data is filtered using the responsibility
matrix–with the observations surpassing a certain threshold in the normal portion of the matrix being
included. Figure 3 shows an example of this.
In addition to taking sequencing error into account, the model also takes into account errors caused
by alignment of non-homologous reads to a position. This type of error results in all counts being ele-
vated by roughly the same magnitude within the interval where the erroneous alignment occurs. Assuming
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the probability of alignment error is roughly uniform across the genome, the process can be modeled by
adding a uniform noise component. The probability of observing a certain biallelic site under uniform noise




Figure 2: Many observed biallelic bases are caused by base call errors in sites which are truly monoallelic,
causing a large proportion of the raw count data to be dominated by low frequency sites not representative
of the true allele balance. An illustration of this can be seen in (a), where a monoallelic site is detected as
biallelic. Additionally, errors in the alignment can also result in false positive biallelic sites as seen in (b).
Sequencing and alignment error models are incorporated into the model to deal with these sorts of errors.
This model was implemented in Python as PloidPy, making use of the PySam7, NumPy8, SciPy9, and
Statsmodels10 packages. The open source software is available on Github at https://github.com/floutt/PloidPy
with documentation on its use.
Unfiltered
2n





















































































































































Figure 3: Illustration of the effects of filtering out sequencing error. On the left is the distribution of the
data prior to filtering and after filtering on the right. This was done on three yeast individuals of differing
ploidies. Notice the presence of two distinct clusters in the tetraploid yeast, as expected in our model.
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Data
PloidPy was tested on five fungal and plant species of known ploidy, for three of which there is intraspecific
variation in ploidy (Table 2). Reads for each individual were aligned to the respective haploid references
using Bowtie216 or BWA17 on default settings. Average base call qualities were calculated using the PySam
Python package and used to filter out potential false positive biallelic loci. Predictions were made for all
possible ploidies from two (diploid, 2n) through eight (octoploid, 8n), inclusive. Additionally, the models
were tested on data with artificially reduced amounts of total reads–simulating the effect of lower coverage
on the prediction. It was also tested on completely simulated assemblies of both low and high coverages
generated using the ART read sequencer18. The reads were obtained from a ploidy-induced Arabidopsis
thaliana reference and aligned to the original haploid reference using BWA. Finally, the model was applied
to unpublished genomic data from Psidium galapageium provided by the Vision lab.
Species Common Name Ploidies Reference
Solanum tuberosum potato 2n, 4n SolTub 3.011
Saccharomyces cerevisiae budding yeast 2n, 3n, 4n S288C12
Phytophthora infestans potato blight 2n, 3n T30-413
Fragaria × ananassa strawberry 8n FAN r1.114
Ipomoea batatas sweet potato 6n ipoBat415
Psidium galapageium guayabillo ? not publicly available
Table 2: Overview of species analyzed
The predictive quality of the model is dependent on a variety of factors including the average read
coverage, quality of the reference genome, and sequencing quality. The model will ideally perform best
with reads aligned onto a high quality reference sequence with a high average TRC. This is especially the
case when testing for higher ploidies as higher total read coverage values allow for the smaller heterozygous
components of the model to be more easily distinguished in the MAC values.
Results
Table 3 compares the predictions of PloidPy using both raw or filtered data, against the known ploidy in
each case. The percentage of data removed after filtering is also given in this table.
Species True ploidy PloidPy raw PloidPy filtered nQuire Removed (%) Median Coverage
S. tuberosum 2n 2n 2n 2n 79.6 43
S. tuberosum 4n 2n 2n 4n 80.6 55
S. cerevisiae 2n 2n 2n 2n 93.4 106
S. cerevisiae 3n 3n 3n 3n 91.2 106
S. cerevisiae 4n 4n 4n 4n 83.5 90
P. infestans 2n 2n 2n 4n 91.6 160
P. infestans 3n 3n 3n 3n 91.6 275
I. batatas 6n 7n 2n 4n 98.6 4
F x ananassa 8n 8n 8n 4n 87.1 32
Table 3: Comparison of PloidPy and nQuire predictions
S. cerevisiae
S. cerevisiae, or brewer’s yeast, has both a high quality reference genome and high median coverage. The
individuals of this species were sequenced by Zhu et al.19 with ploidies of 2n, 3n, and 4n. PloidPy accurately
predicted the ploidy for all three of the individuals in both the filtered and unfiltered data, as did nQuire
We tested the prediction accuracy for S. cerevisiae under reduced read coverage with as little as 10% of
the original coverage. (see Table 4). The predictions remained accurate even at the lowest coverage level
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when using unfiltered data. By contrast, for ploidies greater than 2n, fitting the model to filtered data led
to incorrect predictions at lower coverage.
True ploidy Read retention Median coverage PloidPy raw PloidPy filtered
2n 1 106 2n 2n
2n 0.75 66 2n 2n
2n 0.5 43 2n 2n
2n 0.25 21 2n 2n
2n 0.1 8 2n 2n
3n 1 106 3n 3n
3n 0.75 67 3n 3n
3n 0.5 45 3n 3n
3n 0.25 22 3n 2n
3n 0.1 9 3n 4n
4n 1 90 4n 4n
4n 0.75 57 4n 4n
4n 0.5 38 4n 8n
4n 0.25 18 4n 2n
4n 0.1 7 4n 2n
Table 4: PloidPy predictions for S. cerevisiae.
P. infestans
We also tested PloidPy on P. infestans, the fungus responsible for potato blight. PloidPy was able to
accurately predict the ploidy for both the diploid and triploid individual. In the case of the diploid, PloidPy
was accurate for even the lowest read retention values. However, the triploid individual loses accuracy for
both the filtered and raw data with decreasing read retention (Table 5).
True ploidy Read retention Median coverage PloidPy raw PloidPy filtered
2n 1 160 2n 2n
2n 0.75 120 2n 2n
2n 0.5 83 2n 2n
2n 0.25 43 2n 2n
2n 0.1 18 2n 2n
3n 1 275 3n 3n
3n 0.75 207 3n 3n
3n 0.5 141 3n 3n
3n 0.25 72 3n 6n
3n 0.1 30 2n 8n























(a) P. infestans (2n)





















(b) P. infestans (3n)
Figure 4: Joint coverage plot of the two P. infestans individuals
S. tuberosum
Diploid and tetraploid S. tuberosum, or potato, individuals, with even lower median coverage than the
previous two species, were also evaluated. Similar issues were experienced in these individuals as in P.
infestans. The diploid was accurately assessed by PloidPy in both filtered and unfiltered data at high
coverage. Predictions on the diploid became inaccurate only with unfiltered data at coverage of 0.5 or less.
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Similarly, the tetraploid individual was falsely identified as a diploid at high coverage, and at various other
ploidies at reduced coverage (Table 6).
True ploidy Read retention Median coverage PloidPy raw PloidPy filtered
2n 1 43 2n 2n
2n 0.75 33 2n 2n
2n 0.5 22 8n 2n
2n 0.25 11 8n 2n
2n 0.1 5 2n 2n
4n 1 55 2n 2n
4n 0.75 42 8n 8n
4n 0.5 28 8n 8n
4n 0.25 14 8n 2n
4n 0.1 6 7n 2n
Table 6: PloidPy predictions for S. tuberosum













































(b) S. tuberosum (4n)
Figure 5: Joint coverage plot of the two S. tuberosum individuals
I. batatas
I. batatas, or sweet potato, is an allohexaploid species with a high-quality reference genome. This reference,
makes it a useful system for testing how well PloidPy can predict high ploidy numbers, however, the read
coverage is very low (with a median TRC of 4). As seen in Figure 6, there is little detectable signal in data
this sparse. With unfiltered data at the highest possible coverages, PloidPy predicted polyploidy, but at a
higher degree than the true ploidy (7n rather than 6n). With filtered data, PloidPy inaccurately predicted
diploidy at all levels of coverage (Table 7).
True ploidy Read retention Median coverage PloidPy raw PloidPy filtered
6n 1 4 7n 2n
6n 0.75 4 7n 2n
6n 0.5 4 7n 2n
6n 0.25 3 7n 2n
6n 0.1 5 3n 2n
























Figure 6: Joint coverage plot of the low coverage I. batatas individual
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F. x ananassa
Fragaria x ananassa, or strawberry, is an octoploid bred in the 18th century by hybridization of two natu-
rally occurring octoploid parental species. PloidPy predictions were accurate for all but the lowest median
coverages (Table 8). A visualization of the MAC and TRC distribution can be found in figure 7.
True ploidy Read retention Median coverage PloidPy raw PloidPy filtered
8n 1 32 8n 8n
8n 0.75 24 8n 8n
8n 0.5 17 8n 8n
8n 0.25 10 7n 8n
8n 0.1 5 7n 2n
Table 8: PloidPy predictions for F. x ananassa

























Figure 7: Joint coverage plot of the F. x ananassa individual
P. galapageium
Finally, P. galapageium is an endemic tree of the Galapagos Islands in the same genus as the cultivated guava
It is unknown ploidy, and the Vision lab is interested in determining if a difference in ploidy from diploid
guava, which is invasive on the islands, may be protecting the endemic from the risk of hybridization.
Median Coverage nQuire PloidPy raw PloidPy filtered
11 4n 8n 2n
Table 9: nQuire and PloidPy of predictions for P. galapageium





















Figure 8: Joint coverage plot of the P. galapageium individual
Using the available, unpublished low coverage genomic data PloidPy on both raw and filtered data and
nQuire each predict different ploidy levels in this species, with the first two predicting polyploidy and the
last one diploidy (Table 9). The MAC and TRC distribution is shown in Figure 8, in which the lack of signal
is evident.
Simulation
In addition to testing real world polyploids, simulated polyploids of A. thaliana were used and evaluated on
both nQuire and PloidPy. Comparisons of ploidy predictions between the two programs are shown in Table
10.
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Table 10: Comparison of predictions on simulated A. thaliana data in PloidPy and nQuire
Discussion
PloidPy is designed to work around limitations of the existing ploidy inference programs such as nQuire
and ConPADE, allowing for higher ploidies to be tested and for deviations away from uniform weights to
be accounted for. PloidPy explicitly takes both sequencing and alignment error into account, and it is
particularly useful at higher ploidies where unevenly weighted components are more likely to occur. As
expected, predictions are most accurate for high coverage data sets and special care should be taken when
evaluating for higher ploidies in low coverage individuals. Unfortunately, it is often the case that the higher-
ploidy individuals will have low average coverage due to their larger genome sizes. This was the case for
both the potato and strawberry genomes, which had median coverages of 4 and 32 respectively (see Table 3).
As a result, distinguishing between the different ploidy models was more difficult; however, as high coverage
sequencing becomes more commonplace, tools such as PloidPy are likely to become useful tools for inferring
higher ploidy levels–even in larger genomes.
In addition to median coverage, the quality of the reference genome is also likely to have a significant
impact on how ploidy is evaluated. For instance, the highest quality data of all of the species tested were
found in those which had high quality and representative reference genomes. This was especially true for
brewer’s yeast and potato blight, which were able to both produce high quality plots consistent with the
underlying assumptions of the model (see Figures 3 and 4). They were overall able to produce very accurate
predictions for all but the lowest median coverages (Tables 5 and 6).
It was difficult to evaluate higher ploidies (>4n) for PloidPy using real world data due to their lower cov-
erages, with only strawberry giving us with a consistently accurate prediction (Table 8). However, the results
from the simulated polyploids of A. thaliana provide us with evidence that, under better circumstances, the
model is able to properly scale to higher ploidies (Table 10).
It was found in some cases that by using the totality of the data (i.e. not filtering) and adding in an
error component, we could obtain more accurate predictions. This was seen in the case of the low coverage
sweet potato (Table 7), and also in the artificially reduced coverage datasets of tetraploid yeast (Table 4).
Based on our results would be recommended only for low coverage data, as leaving out the filtering comes
at the expense of increased usage of computational resources (since the unfiltered data is much larger).
Conclusion
Here we present PloidPy, an implementation of a model used to infer ploidy from next-generation sequencing
reads aligned to a reference genome. The results also provide preliminary evidence that P. galapageium may
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