In this paper, we propose using Partial Differential Equation (PDE) techniques in wavelet based image processing to reduce edge artifacts generated by wavelet thresholding. We employ minimization techniques, in particular the minimization of total variation (TV), to modify the retained standard wavelet coefficients so that the reconstructed images have less oscillations near edges. Numerical experiments show that this approach improves the reconstructed image quality in wavelet compression and in denoising.
INTRODUCTION
In this paper, we are concerned with the suppression of edge artifacts caused by wavelet thresholding in digital image denoising and compression. It is well known that wavelet thresholding, including linear (i.e. truncating the high frequencies) and nonlinear thresholding (i.e. retaining large coefficients) may generate oscillations near discontinuities, especially when the images contain high level noise. This Gibbs' phenomenon is the primary reason for edge artifacts in digital image processing.
Many methods have been proposed to overcome this problem. Donoho's soft thresholding truncates wavelet coefficients on different scale levels subject to different thresholds [8] . A different approach also due to Donoho is to construct special basis such as curvelets [l] for discontinuities. A different approach is to modify the wavelet transforms so that fewer large high frequency coefficients are generated near discontinuities, resulting in fewer large coefficients are truncated in the thresholding process. Along this direction, Claypoole, Davis, Sweldens and Baraniuk [3] proposed an adaptive lifting scheme which lowers the order of approximation near jumps, thus minimizing the Gibbs' effects. We have proposed ENO-wavelet transforms which apply the one-side approximation idea of constructing Essentially Non-Oscillatory (ENO) schemes in numerical shock capturing to design an adaptive wavelet transform Research supported in part by grants ONR-N00017-96-1-0277 and NSF DMS-96-26755.
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http://www.math.ucla.edu/applied/cam/index. html such that no large high frequency coefficients are generated through differencing across discontinuities [6] , essentially eliminating oscillations in the restored images.
In between the Besov spaces and the BV space is that Besov spaces do not allow the existence of discontinuities. Therefore, sharp edges are unavoidably smoothed out in the restored images. In [7] , we demonstrate that compressing TV denoised images may produce higher ratio compression and better quality than denoising and compressing the images by directly using wavelets. On the other hand, edge oscillations caused by standard wavelet thresholding significantly increase the TV norm of the restored images. All this mo-0-7803-6297-7/00/$10.00 0 2000 IEEE tivates us to select and modify the nonzero wavelet coefficients in the thresholding procedure subject to minimizing the TV norm of the restored images so that they can produce fewer edge artifact approximations while retain sharp edges.
In general, minimizers of such variational problems can be found by solving their associated Euler-Lagrangian equations, which are PDE's. In particular, the PDE produced by the TV minimization problem is highly nonlinear and usually degenerate at flat regions. Many works have been advocated to speed up the solvers in physical space, for instance, see [13] and [4] for some different methods proposed. In the present work, we deduce the corresponding PDE's in wavelet space and solve them in analogous ways. We will discuss some aspects of the numerics in this paper as well.
The above described method can be easily embedded into image compression by simply replacing the standard wavelet thresholding step by TV regularized wavelet thresholding . The produced non-zero wavelet coefficients then can be forwarded for quantizing and coding in the standard ways. In this situation, at the reconstruction end, the standard wavelet procedure will automatically restore the images with fewer edge artifacts. We will concentrate on selecting and modifying the non-zero wavelet coefficients subject to minimizing the TV norm of the restored images, and we will not consider the quantization and coding steps. In addition, the introduced idea can also be used as a postprocessing technique for the restored images so that it can suppress the edge oscillations generated in the compression process.
This paper is arranged in the following way: In section 2, we give the TV regularized wavelet compression model for wavelet thresholding. In section 3, we discuss some numerical aspects of solving its associated PDE. And in section 4, we show some examples to illustrate the results of the model.
TV REGULARIZED WAVELET COMPRESSION

MODEL FOR THRESHOLDING
In this section, we give our TV regularized Wavelet Compression model for suppressing the oscillations generated by wavelet thresholding .
Suppose we are given an observed image For example, in linear thresholding, I is taken as the set of low frequencies; and in hard thresholding, I is defined as the set of all coefficients whose magnitude is larger than a given tolerance, otherwise, it is smaller than the tolerance. Since orthonormal wavelets form an orthonormal basis of the L2 space, it is obvious that the hard thresholding selection of I minimizes the L2 error between the compressed image U ( % ) and the observed image z (z) .
The hard thresholding approximations introduce oscillations at the edges, although they are optimal in the L2 space. This is due to the fact that the L2 norm minimization does not penalize oscillations . Fig 1 (left) is a 2-D image containing four noisy squares with different sizes and intensities. We show its 4-level Daubechies 6 wavelet hard thresholding approximation in Fig 1 (right) . The approximation contains edge artifacts along the boundaries of the objects, while in the observed image, these objects have sharp edges.
Wavelet thresholding can cause oscillations near edges, this consequently increases the TV norm of the restored image. To suppress these oscillations, we propose the following model to modify the values of the retained-wavelet coefficients p j , k such that the restored image u(p, x) forms a less severe oscillatory approximation:
(1) where IH is the retained index set in the standard hard thresholding. Here we have p j , k = 0 if (j, k) $! I H , and X the regularization parameter.
The first term in the objective functional reduces the oscillations of U(.) by diminishing its TV norm. The second term is the standard L2 fitting term which controls the difference between U(.) and the observed image z(.).
The regularization parameter X is used to balance the trade-off between the suppression of oscillations and the fitting term. When X tends to zero, U(. ) goes to the standard hard thresholding approximation. On the other hand, when X tends to infinity, the suppression term dominates the objective functional, and therefore U(.) tends to a constant. As a TV regularization parameter, X also controls the smallest scale of features to preserve [12], i.e. for a given value of A, there exists a size of feature such that the model treats all features smaller than this size as oscillations and diminishes them. On the'other hand, it preserves features which are bigger than this critical scale. In practice, X can be determined in many ways, for instance, using L-curve techniques [9] to select the best A, or determining it by studying the best X for a set of training images in certain classes of images. In this paper, we do not discuss them in detail, though we use the latter choice to select X in our numerical experiments.
Compared to the approach proposed in [7] , which uses the TV denoising followed by standard wavelet thresholding to obtain high ratio compression for noisy data, the advantage of the proposed TV regularized wavelet compression model is that the TV regularized model can reduce the oscillations generated by wavelet thresholding as well as the noise, while TV denoising followed by standard thresholding may generate new oscillations after denoising. Also, the TV regularized wavelet compression model can directly work on wavelet coefficients. Therefore, it is easier to be fit into practical compression schemes, especially for images given in wavelet coefficient format (e.g. the upcoming wavelet based JPEG 2000 compression standard). In addition, the TV regularized model may work on a fewer number of coefficients (in the hard thresholding case). Potentially, it could be faster than TV denoising followed by standard thresholding.
Remark: (1)
The TV regularization term in the model can be replaced by the H-1 regularization term I[Vullg, or other regularization terms. Compared to the TV term, the other norms usually smooth out sharp edges in the reconstructed images. We will show a comparison in our numerical experiments in section 4. (2) The TV regularization idea can also be applied to selecting the retained index set I (in contrast to setting I = IH as is done in this work) and modifying the retained coefficients to suppress the edge oscillations. We will not explore this more general model in this paper due to the lack of space.
NUMERICS
The above minimization problem is convex and unconstraint€ and has an unique solution U(. ) in the subspace of I H . The solution U(.) satisfies the E-L equation in wavelet space:
To find the solutions for the TV regularized wavelet compression model, we want to solve its E-L equations (3). In fact, many numerical methods for similar equations in physical space have been proposed in literature, All those methods can be adapted to the wavelet space. Here, we use the fixed-point method [13] as an example to show some numerical aspects involved in the computation.
The fixed-point method discretizes the E-L equation by linearizing the nonlinear terms with previous approxima- 
EXAMPLES
In this section, we show some 2-D examples to demonstrate the improvement in images of the TV regularized model for wavelet thresholding.
We apply the TV regularized model to the example in Fig 1. and show the result in Fig 2 (left) . It is obvious that in this picture, the edge artifacts are less severe than in the standard case (Fig 1 (right) ). Meanwhile, since the regularization parameter X also controls the smallest size of features to preserve, in the TV regularized restored image, smaller features (such as the smallest square) are altered more than the large features, i.e. the intensities are lower than the standard approximation. In Fig 2 (right) , we show the cameraman image with Gaussian white noise. We display the 64 x 64 non-zero coefficient reconstruction calculated by standard hard thresholding in Fig 3 (left) , and the TV regularized wavelet compression model in Fig 3 (right) . Compared to the standard hard thresholding image, the edge artifacts in the TV model approximations are much less severe.
In conclusion, we have used the TV regularized model to select and modify the non-zero wavelet coefficients in the thresholding procedure. The resulting compressed images contain less severe edge artifacts than those in the standard thresholding images, especially when large noise is present in the image. The model can directly operate on the wavelet coefficients, therefore, it can easily be embedded into practical compression schemes, and it also does not affect the reconstruction schemes at all. More work needs to be done to improve the speed of convergence and to make the methods more practical.
