We describe high spectral resolution, high dynamic range integral field spectroscopy of IC418 covering the spectral range 3300-8950Å and compare with earlier data. We determine line fluxes, derive chemical abundances, provide a spectrum of the central star, and determine the shape of the nebular continuum. Using photoionisation models, we derive the reddening function from the nebular continuum and recombination lines. The nebula has a very high inner ionisation parameter. Consequently, radiation pressure dominates the gas pressure and dust absorbs a large fraction of ionising photons. Radiation pressure induces increasing density with radius. From a photoionisation analysis we derive central star parameters; log T ef f = 4.525K, log L * /L = 4.029, log g = 3.5 and using stellar evolutionary models we estimate an initial mass of 2.5 < M/M < 3.0. The inner filamentary shell is shocked by the rapidly increasing stellar wind ram pressure, and we model this as an externally photoionised shock. In addition, a shock is driven into the pre-existing Asymptotic Giant Branch stellar wind by the strong D-Type ionisation front developed at the outer boundary of the nebula. From the dynamics of the inner mass-loss bubble, and from stellar evolutionary models we infer that the nebula became ionised in the last 100 − 200 yr, but evolved structurally during the ∼ 2000 yr since the central star evolved off the AGB. The estimated current mass loss rate (Ṁ = 3.8 × 10 −8 M yr −1 ) and terminal velocity (v ∞ ∼ 450 km/s) is sufficient to excite the inner mass-loss bubble. While on the AGB, the central star lost mass atṀ = 2.1 × 10 −5 M yr −1 with outflow velocity ∼ 14 km/s.
INTRODUCTION
Reviewing the literature as listed in the SIMBAD database, we find that a daunting number of articles (∼ 950) have studied the compact, young, high surface brightness, and low excitation class planetary nebula (PN) IC 418. These cover the entire accessible electromagnetic spectrum. Indeed, at first glance, it is difficult to imagine what can be contributed to the discussion on that object that is new.
The narrow band HST emission line images of this so-called "Spirograph nebula" show a well-defined oval shape with a simple radial ionization stratification andquasiregular delicate filamentation. The HST color composite image (Hα+[O III]) displays a clearly enhanced filamentary [O III] shell emission in the inner bubble region (Sahai et al. 2011) . These authors suggested that this inner bubble represents emission from very hot gas in the reverse shock generated by the spherical, radiatively driven, fast wind from the central star (CS). Here we present a somewhat different model. To investigate the occurrence of shocks in planetary nebulae (PNe), Guerrero et al. (2013) have built [O III]/Hα ratio maps which show a decrease at the outer edge in case of IC 418. The optical, near, and mid-IR images probe the presence of different structures around the bright main nebular shell including radial filaments/rays, a system of three concentric rings and two detached haloes (Ramos-Larios et al. 2012) . Some of these features can be ascribed to enhanced mass-loss during thermal pulses occurring at the end of the AGB phase of stellar evolution (Vassiliadis & Wood 1993) . Furthermore, they noticed that the progression of the ionization front through the nebula is not homogenous, with the development of instabilities at the outer regions of the ionized shell (which give rise to the "spirograph" appearance), and the formation of radial structures probably caused by UV photons leaking from the less opaque regions of the ionised shell.
The central star (CS) of IC 418 (HD 35914) has been classified as an Of (H-rich) type (Acker et al. 1992 ) . It has a relatively a low temperature as determined from the Zanstra (TZ (H I) = 34kK) and energy balance (TEB = 36 kK) methods (Pottasch & Bernard-Salas 2010) . Due to the marginally detected He II λ4686 emission of IC 418, which (as shown here) seems to originate mainly in the central star , it is hard to derive a realistic He II Zanstra temperature. Presumably, it was this central star HeII emission which led Phillips (2003) to derive the much higher He II Zanstra temperature (TZ (He II) = 44.5 kK).
Evidence for a hot shocked stellar wind and possible electron conduction region in the inner region of IC 418 has been found by Ruiz et al. (2013) (see the Chandra and HST color composite image of IC 418 in their Figure 3 ). These authors find diffuse X-rays in a number of nebulae showing O VI nebular emission in the UV. In the specific case of IC 418, the Chandra data is consistent with thermal emission from a hot plasma confined within the inner [O III] bright filamentary shell at a temperature of 0.26 keV ( 3 × 10 6 K). Time-variability structure in the fast winds of the IC 418 CS was detected by Prinja et al. (2012) . They reported that the UV resonance line in the IC 418 CS are variable primarily due to the occurrence of blue-ward migrating discrete absorption components. Polarimetric spectra of the CS indicate mean longitudinal magnetic fields of ∼ 200 G (Steffen et al. 2014) .
Among recent significant works we note the superb echelle spectrum by Sharpee et al. (2003 Sharpee et al. ( , 2004 , which provided accurate line identifications and fluxes over a wide wavelength base, and down to very faint levels. This work enables a comparison of line fluxes with those from our own IFU observations and with those derived from the model which we present in this paper. Both the Sharpee et al. (2003) work and the UV and IR spectrophotometry published by Pottasch et al. (2004) were used by Morisset & Georgiev (2009) to construct a self-consistent stellar and 3D nebular model for IC418 which reproduces the optical and UV stellar observations as well as the nebular IR, deep optical, UV observations, and HST images. The model provides an effective temperature, T ef f = 36.7 ± 0.5 kK and a luminosity of 7700 L for the CS. Further, the model shows that the abundances of O, Ne, and Ar elements are close to solar values, while the elements Si, S, Cl, Mg, and Fe are underabundant relative to their solar values, indicating trapping of an appreciable fraction of these elements on to dust grains. This work was expanded later by Escalante et al. (2012) to show that many of the faint permitted lines of the heavy elements are predominantly excited by fluorescence rather than by recombination. Delgado-Inglada et al. (2015) have classified IC 418 as a carbon-rich dust PN due to the presence of the infrared broad features at 11 and/or 30 µm associated with SiC and MgS. From the comparison of He/H, C/O, and N/O abundance ratios derived from the PNe with predictions of nucleosynthesis models, they suggest that PNe with carbon-rich dust descend from stars with masses in the range 1.5-3.0 solar masses. Otsuka et al. (2014) confirmed the presence of the broad PAH 3.3 µm emission band and measured the total flux of the 17.4 and 18.9 µm emission F(C60 -fullerenes) and its fraction with respect to the integrated dust continuum. Díaz-Luis et al. (2015) identified 11 diffuse interstellar bands in IC 418, but they found no evidence for the strongest electronic transition of neutral C60. The first detection of the isotope 3 He in IC 418 was reported by Guzman-Ramirez et al. (2016) . They derived abundance in the range 1.7±0.8×10 −3 to 3.8 ± 1.7 × 10 −3 for 3 He/H. Such a discovery clearly has impact in the fields of astrophysics and cosmology.
The integral field unit (IFU) technique (as applied to PNe) was pioneered by Monreal-Ibero et al. (2005) and Tsamis et al. (2007) . Recently, detailed physical and morpho-kinematical studies using optical IFU data have been obtained by Danehkar & Parker (2015) , Danehkar (2015) and Danehkar et al. (2016) using the Wide Field Spectrograph (WiFeS) instrument (Dopita et al. 2007 (Dopita et al. , 2010 to study the PNe Hen 3-1333, Hen 2-113, Th 2-A and M2-42. The advantages of using the integral field unit (IFU) spectroscopy compared to the long slit spectroscopic technique in the field of planetary nebulae, were given by Ali et al. (2016) . This paper is the fourth in the series examining PNe using the unique capabilities of the WiFeS instrument, which is uniquely well-suited to integral field spectroscopy of compact PNe. In the first paper in this series, Ali et al. (2015) used WiFeS to study the large, evolved and interacting planetary nebula PNG 342.0-01.7, generating an IFU mosaic to cover the full spatial extent of the object. The second paper, ) provided a detailed analysis of four highly excited non-type I PNe which casts doubt on the general applicability of the WELS classification. The third paper ) presented excitation maps, integral field spectroscopy and an abundance analysis of the four PNe: M3-4; M3-6; Hen2-29; Hen2-37. In addition we demonstrated that the CS of M3-6 is another example for the mis-classified WELS group of nebulae.
These earlier papers used a resolution of R = 7000 in the red out to 7200Å and a resolution of R = 3000 in the blue region of the spectrum (∼ 3600 − 5600Å). In this paper we provide emission line modelling of integral field data covering whole nebula over the full wavelength range of the WiFeS instrument (3300-8950Å), and at the highest resolution available (R = 7000). This modelling includes both the effect of the inner [O III] -bright shock, driven into the ionised plasma by the overpressure of the hot shocked stellar wind bubble, and the shock at the outer boundary of the ionised region propagating into the AGB wind, which must be driven by the strong D-type ionisation front formed as both the effective temperature and number of ionising photons produced by the central star rapidly increase with time (Kahn 1954; Mendis 1969; Garcia-Segura & Franco 1996) .
In Section 2, we describe the observations and data reduction, while the nebular and stellar spectra in addition to reddening corrections are discussed in Section 3. The basic parameters of the three zones in a self-consistent model of IC 418, and the details of the model are given in Sections 4 and 5, respectively. Section 6, is dedicated to the results of the nebular model, while Section 7 provides the discussion and conclusions.
OBSERVATIONS & DATA REDUCTION
The integral field spectra of IC 418 were obtained on January 9, 2016 using the WiFeS instrument (Dopita et al. 2007 (Dopita et al. , 2010 mounted on the 2.3-m ANU telescope at Siding Spring Observatory. This instrument delivers a field of view of 25 × 38 at a spatial resolution of either 1.0 × 0.5 or 1.0 × 1.0 , depending on the binning on the CCD. In these observations, we operated in the binned 1.0 x 1.0 mode. The data were obtained in the high resolution mode R ∼ 7000 (FWHM of ∼ 45 km/s) using all four high-resolution gratings. Observations are made simultaneously in two gratings, as indicated in Table 1 . For the U7000 & R7000 gratings, the dichroic cuts at 480nm (RT480), while for the B7000 & I7000 gratings, the dichroic cuts at 615nm (RT615). Thus each waveband is observed in a region of high dichroic efficiency, and an adequate overlap in wavelength coverage is obtained between each of the gratings. For details on this, see Dopita et al. (2007) . The wavelength scale was calibrated using the Ne-Ar arc Lamp throughout the night. Arc exposure times are 180s for the U7000 grating, 100s at B7000, 9s for the R7000, and 1s for the I7000 grating. Flux calibration was performed using the STIS spectrophotometric standard stars HD 009051 & HD 074000
1 . In addition, a B-type telluric standard HIP 14898 was observed to better correct for the OH and H2O telluric absorption features in the red. The separation of these features by molecular species allows for a more accurate telluric correction by accounting for night to night variations in the column density of these two species. All data cubes were reduced using the PyWiFeS 2 data reduction pipeline (Childress et al. (2014) ). A summary of the spectroscopic observations is given in Table 1 .
The global spectra of each of the objects were extracted from their respective reduced data cubes using a circular aperture matching the observed extent of the PNe using QFitsView v3.1 rev.741
3 . This procedure allows for subarcsec. differences in the extraction apertures caused by differential atmospheric dispersion. All spectra are sky subtracted using the sky reference exposures listed in The continuum levels and the faint emission lines are determined from the longest exposures in each grating. For the stronger lines, saturation on the CCD is detected by comparison of the measured peak flux between two exposures. If the measured peak flux in the longer exposure is lower, then the line is saturated. The data in the saturated region was then replaced by the unsaturated data in the corresponding region.
Finally emission-line fluxes, their uncertainties, the velocity FWHMs and the continuum levels were measured, from the final combined, flux-calibrated spectra, using the interactive routines in Graf 4 and in Lines 5 . Each line is fit with a single Gaussian, which at this resolution provides a sufficient description of the line profile. The local continuum is fit either side of the line using a linear or a quadratic interpolation. The measured wavelength, the wavelength corrected to rest, and the NIST wavelength of all the identified lines are listed in Table ? ? in the Appendix. The mean wavelength error on the identification can be estimated for each grating as a function of wavelength from Fig 1. The identification of the lines in common with this study can be made by comparing Table ? ? with Table 3 of Sharpee et al. (2003) .
RESULTS

Nebular and Stellar Spectra
In Figure 2 we show the extracted spectra of the IC 418 nebula, and of its central star, and in Figure 3 we show the 3500 3600 3700 3800 3900 4000 4100 4200 4300
Δλ (Å) Figure 1 . The difference between the measured rest wavelength for emission lines in IC 418 and the NIST wavelength of the line identification as a function of both wavelength and grating used. The typical RMS error is ±0.05Å.
nebular spectrum in the spectral region 4240-4840Å amplified to bring out the fainter lines and to show the noise in the continuum determination. A number of O II and N II recombination lines are marked. The signal to noise in the nebular continuum is better than 100:1, except in regions of strong residual telluric absorption. These regions show up clearly in the spectrum of the central star. Nonetheless, the quality of the telluric correction is very high, as these residual features only amount to a few percent. Table ? ? in the Appendix lists the measured line fluxes with respect to Hβ = 100, the estimated flux error and the reddening corrected fluxes (see below for the derivation of these). We also measured line FWHM in velocity, without correction for the instrumental profile (VF W HM = 45 ± 5 km/s). The observed Hβ flux for the full ionised nebula is log F Hβ = −9.54 ± 0.01, in agreement with Pottasch et al. (1977) . Previously published values range from -9.52 to -9.71 (Capriotti & Daub 1960; O'Dell 1962; Perek 1971; Kaler 1973; Carrasco et al. 1983) . Using a logarithmic reddening correction of c = 0.26 based on the ratio of Hα to Hβ, we deduce a reddening corrected flux of log(F Hβ ) = −9.28 ± 0.01.
Reddening Corrections
The standard way to infer the reddening correction is from measurement of the Balmer Decrement. On this basis we infer a logarithmic reddening correction of c = 0.26 for IC 418. This is very similar to the extinction inferred from the λ2200Å dip by Pottasch et al. (1977) ; c = 0.28. However, given the high quality spectrophotometric data presented here, we can also use Balmer to Paschen ratios, the recombination lines of He I, and/or the shape of the nebular continuum, . However, to do this, we first need a nebular model against which we can compare our observations. The details of the final model are given below. However, for the purpose of deriving the reddening, we first produced an approximate model to fit the observed line intensities using our estimated logarithmic reddening correction of c = 0.26. We then inferred an empirical reddening function on the basis of the model line intensities compared with the observations, and using the model nebular continuum compared with the observations. We then used the revised line intensities to obtain an improved model, and repeated the process. Two iterations are sufficient for the process to converge satisfactorily.
The resultant differential reddening function is shown in Figure 4 . The continuum and the He I lines agree well, as does the Balmer decrement for the well-separated lines. However, the closely spaced Balmer and Paschen lines systematically deviate from the smooth reddening function. A comparison with the Sharpee et al. (2003) line intensities suggests that these overlapping lines are not well measured in our line fitting procedure, and should be discounted from the fit.
The derived de-reddened line fluxes are presented in Table ? ? in the Appendix. A total of 636 emission lines have been identified.
Basic Temperature and Density Diagnostics
We have used the emission line fluxes measured from the global nebular spectrum, and listed in Table ? ? in the Appendix to determine electron temperatures, densities and ionic abundances using the Nebular Empirical Abundance Tool (NEAT; Wesson et al. (2012) to derive the electron temperature and density from the low and medium-ionization zones. The NEAT code use the Monte Carlo technique to propagate the statistical uncertainties from the line fluxes to the temperature, density, ionic, and elemental abundances. The NEAT temperatures and electron densities are given in Table 2 , where we also include the values derived from our detailed photoionisation modelling described below as well as those previously derived in the literature.
In Table 3 we provide the derived elemental abundances from this work, and from the literature. Note that the optical recombination lines (ORLs) of both N and O give a much larger abundance than the coliisionally excited lines (CELs). This difference has been shown by Escalante et al. (2012) to be mainly caused by fluorescent effects caused by the UV continuum of the central star, and is discussed in detail in Section 6.3 below. Figure 3 . The WiFeS spectrum of the IC 418 nebula enlarged to show a region with O II, NII and CII recombination lines. A few of these are identified on the figure. Note that the noise on the continuum is only ∼ ±0.02 dex, and that crowding of faint lines can become a problem for their accurate measurement at this resolution. Table 2 . Average electron temperatures and densities of IC 418 derived from the IFU spectrum compared with those given in the literature, and by the self-consistent photoionisation model described below. Ref (2) 
A PHYSICAL MODEL FOR IC418
We aim to construct a self-consistent model for IC 418 consisting of three separate zones:
(i) An inner photoionised shock driven by the accelerating stellar wind of the central star,
(ii) A photoionised nebular shell, and (iii) An outer shock in the AGB wind driven by the overpressure of the strong D-Type ionisation front.
Here, we estimate the basic parameters of these three zones.
The inner stellar wind bubble shock
The inner photoionised shocked shell is expected to exist from the theory of mass-loss bubbles (Dyson & This ring, approximately 0.01 pc in diameter, is coincident with the extent of the diffuse X-ray emission seen with Chandra (Ruiz et al. 2013 ). The X-ray emission arises from a thermal plasma at Te ∼ 3 × 10 6 K. This temperature would be produced by a shocked stellar wind from the central star, provided that the terminal velocity of this wind is vw ∼ 500 km/s -or somewhat faster if cooling of the hot plasma by thermal conduction is important. This compares with the value of vw estimated from the UV observations of the central star by Morisset & Georgiev (2009) ; 450 km/s.
The pressure driving the outer stellar wind shock can be estimated from the properties of the stellar wind itself. From Morisset & Georgiev (2009) , the stellar mass-loss rate 1.12E-6
+1.6E−7 −3.5E−7
1.80E-6
S/H -1.89E-6
Cl/H -8.92E-8
8.7E-8
References: (1) Delgado-Inglada et al. (2015); (2) M = 3.8 × 10 −8 M yr −1 . The momentum flux in the stellar wind is converted to thermal pressure at the edge of the freewind region, which theoretical models indicate lies between 0.5-0.7 of the radius of the shock in the swept up AGB wind. At a distance of 1.0 kpc, derived below, this [O III] -bright stellar wind shock lies at a radius of ∼ 0.01 pc. Using a stellar wind velocity of vw ∼ 500 km/s, we find that both the hot X-ray bubble and the shocked [O III] bubble has log P/k = 8.2 − 8.5 cm −3 K. We will use this estimate later to compute the velocity of the stellar wind bubble shock in the photoionised nebula.
The photoionised nebula
A self-consistent model of the photoionised region of IC 418 has been presented by Morisset & Georgiev (2009) . In order to reproduce the surface brightness distribution, a particular density distribution was imposed for both the inner photoionised stellar wind shock and for the photoionised nebula as a whole. However, this distribution may be a natural consequence of the somewhat unusual parameters of the nebula. Based on an inner radius of 0.01 pc, and depending upon the density at this inner radius, we estimate that the ionisation parameter at the inner boundary of the photoionised nebula is in the range −0.1 > log U > −0.5. This puts IC 418 very firmly into the category of nebulae in which radiation pressure exceeds the gas pressure (Dopita et al. , 2006 Davies et al. 2016) . In this regime, dust competes very successfully with the ionised plasma to absorb photons in the Lyman continuum, reducing the extent of the photoionised nebula (Dopita et al. 2003) , while at the same time, radiation pressure induces a steeply increasing density gradient though the photoionised nebula, as the radiation field is absorbed and its pressure adds to the initial gas pressure. Such a density gradient is observed in IC 418, and our modelling seeks to discover whether this is simply due to the action of radiation pressure.
The outer shock in the AGB wind
As a consequence of the pressure in the photoionised region, which includes both the gas pressure, and the pressure associated with the absorbed fraction of the radiation field at the outer ionised boundary, a strong D-type ionisation front is formed (Kahn 1954; Mendis 1969; Garcia-Segura & Franco 1996) . The structure of this is as follows. Immediately beyond the photoionised region, lies a strongly compressed unionised shell. The pressure in this shell matches the sum of the gas pressure and radiation pressure in the ionised region, plus the pressure associated with the recoil momentum of the newly-ionised gas flowing into the photoionised region. Because this un-ionised shell has a much higher pressure than the surrounding undisturbed AGB wind, an expanding shock (assumed isothermal) is located at its outer boundary, such that the ram pressure of the AGB wind being swept up by the shock is equal to the internal pressure of the shell. The dense shell of un-ionised gas around the strong DType ionisation front is Rayleigh-Taylor unstable (Frieman 1954; Spitzer 1954) . However, even if the shell is accelerating, these instabilities can be stabilised by recombination (Kahn 1958; Axford 1964; Williams 1999) , and in this case, the ionisation front may oscillate about its mean instantaneous radius with time (Mizuta et al. 2005) . A full 3-D treatment for the specific case of an ionisation front propagating into a r −2 density distribution (which is particularly applicable to PNe) has been made by Whalen & Norman (2008) . This work shows that fine perturbations or crinkles in the D-Type ionisation front grow, merge and ultimately break out to form "elephant trunks" along with isolated neutral inclusions remaining from the dense shell. It would appear that the "spirograph" appearance of the outermost parts of IC 418 are an early manifestation of this ionisation front instability.
The velocity of the outer shock in the AGB wind can be estimated by combining the angular expansion rate measured by Guzmán et al. (2009) with the HI absorption velocity determined by Taylor & Pottasch (1987) . Adopting a distance of 1.0 ± 0.1 kpc derived from the model presented below, and the angular expansion rate of the ionization front in IC 418 from Guzmán et al. (2009) (5.8±1.5 mas/yr), gives a shell expansion velocity of 27.4 km/s. However, the H I absorption feature detected by Taylor & Pottasch (1987) is at -13.2 km/s with respect to the systemic velocity. This implies that the outer shock has a velocity equal to the difference between these numbers; ∼ 14 km/s. This is strongly supersonic with respect to the cool AGB wind, and such a shock is still capable of producing some optical emission.
DETAILS OF THE MODEL
The Photoionised Nebula
To model IC 418, we have used the Mappings V version 5.1.12 code (Sutherland et al. 2017, submitted) 6 . Earlier versions of this code have been used to construct photoionisation models of H II regions, PNe, Herbig-Haro Objects, supernova remnants and narrow-line regions excited by AGN. This code is the latest version of the Mappings 4.0 code earlier described in (Dopita et al. 2013) , and includes many upgrades to both the input atomic physics and the methods of solution.
We choose as the initial abundance set the local galactic concordance (LGC) abundances (Nicholls et al. 2017 Scott et al. (2015a,b) and Grevesse et al. (2010) . The individual elemental abundances are then iterated from this initial set in order to minimise the offset of the model with respect to the observations for all the lines of any given element.
In the modelling, dust physics is very important. Not only do dust grains remove coolants from the nebular gas, but they are also an important source of photoelectric heating (Dopita & Sutherland 2000) . Furthermore, the pressure of the radiation field is primarily coupled to the dust absorption, and in objects such as IC 418, the effect of competition by dust grains with the gas for the absorption Lyman continuum photons is fierce. IC 418 shows a large depletion of the heavy elements onto dust, as evidenced by the depletion of Ca, Mg, and Fe (see below). This suggests the presence of silicates, since we have no physical mechanism to deplete these elements in the stellar envelope.
The detailed dust physics as currently implemented in the Mappings V code has been described in detail by Dopita et al. (2005) . Briefly, this consists of PAHs (not included in the IC 418 model), amorphous carbon and silicate grains. For the latter two categories, we use 80 bins in the size distribution, usually taken as a standard Mathis et al. (1977) distribution. We allow for grain charging, photoelectron emission and grain temperature fluctuations in the computation of the IR emission. An improved version of this dust physics has been implemented by Morisset et al. (2012) for the specific case of IC 418, and these authors succeed in reproducing the IR spectrum of the dust thermal emission. As a consequence, we do not attempt to emulate this work here. For the initial depletion factors we use the Jenkins (2009) scheme, with a base depletion of Fe of 2.25 dex, but these are adjusted by individual element to best fit the observations. We obtain a final dust to gas mass ratio of 1.12×10
−2 . The carbon rich nature of the nebula naturally gives rise to a carbon grain dominant dust composition in the models. The dust to gas mass ratio for the carbon grains alone is 3.8 × 10 −3 . This should be compared to the value of ∼ 6 × 10 −4 derived by Hoare (1990) and Meixner et al. (1996) . It should be noted that these works provide a reasonable fit to the cool dust emission, but fail by a factor of 3 or so to explain the hot dust emission seen by Omont et al. (1995) which peaks at ∼ 30µm, and which is ascribed by these latter authors as possibly due to MgS.
For the central star, we follow Morisset & Georgiev (2009) in using the CMFGEN model atmospheres from Hillier & Miller (1998) . Morisset & Georgiev (2009) used the detailed profiles of the hydrogen absorption lines to constrain the effective gravity of the star (log g = 3.5) and used the excitation of the nebula to constrain the effective temperature (T ef f = 36.7kK). Here we have iterated the effective temperature to match the observed excitation of the nebula, once the density structure has been fixed to reproduce the density sensitive line ratios, with the exception of [Ar IV] which is produced in the inner photoionised shock produced by the stellar wind. We find T ef f = 33.5kK, somewhat lower than that obtained by Morisset & Georgiev (2009) , probably because of the different nebular dust physics used here. As mentioned above, for this nebula the radiation pressure acting mainly on dust produces a strong positive radial density gradient. In our models, at the inner radius of 0.01 pc., the ionisation parameter is log U = −0.1 and the gas pressure is log P/k = 7.4. As the radiation field is absorbed in the ionised shell, the pressure rises to log P/k = 8.4 cm −3 K. As a result, the inner electron density is only ne = 1550 cm −3 , but it peaks at ne = 27160 cm −3 . This causes the steep increase in surface brightness empirically modelled by Morisset & Georgiev (2009) . This is discussed further below.
Although the nebula is mildly elliptical (outer diameter 10.7 × 13.7 arc sec. and inner diameter 3.2 × 4.3 arc sec.), we model it as a spherical shell with filling factor unity. Our model aims to match both the observed mean diameter and the absolute Hβ flux at the assumed distance. Because of the competition of dust for the ionising photons, the method used by Basurah et al. (2016) to estimate the distance does not work. For a given luminosity of the central star, the computed absolute Hβ luminosity hardly changes with distance, because, for smaller assumed distances, the ionisation parameter at the inner radius of the shell rises, and the fraction of ionising photons absorbed by dust rises. However, a solution which matches both the observed mean diameter and the absolute Hβ flux can still be obtained. With this we find log L * = 4.029 and a distance, D = 1.0 ± 0.1 kpc. At assumed distances of 0.9, 1.0 and 1.1 kpc, the corresponding computed absolute Hβ fluxes are log L Hβ = 34.76, 34.78 and 34.80. The observed absolute Hβ fluxes corrected for reddening and using these same assumed distances are log L Hβ = 34.69, 34.78 and 34.87, respectively.
In order to measure the goodness of fit of any particular photoionisation model, we measure the degree to which it reproduces the density-sensitive line ratios, and we also seek to minimise the L1-norm for the fit for the main coolant lines, and for the H and He recombination lines -for a total of 34 lines. That is to say that we measure the modulus of the mean logarithmic difference in flux (relative to Hβ) between the model and the observations viz.;
This procedure weights fainter lines equally with stronger lines, and is therefore more sensitive to the values of the input parameters of the model. Once a satisfactory best-fit is obtained (L1 = 0.051), we adjust the abundances of the species which are unimportant in the thermal balance of the nebula, or for species for which only one or two emission lines are observed in the optical. A detailed description of the photoionisation model fit is deferred until later, in order to also include the shocked zones of the nebular model.
The inner stellar wind bubble shock
In section 4.1 we estimated that the driving pressure of the shock driven by the X-ray bubble into the photoionised PNe material lies in the range log Ps/k = 8.2 − 8.5 cm −3 K. However, in the previous section, we found that the pre-shock pressure in the photoionised shell is only log PP N e/k = 7.4 cm −3 K, and the total hydrogen particle density is nH = 1400 cm −3 . Adopting log Ps/k = 8.4 cm −3 K, we find that the resultant ram pressure can drive a 40 ± 5 km/s (Mach number = 3) shock, which heats the immediate post-shock gas to Te = 30400 K. As the gas cools, it is compressed, and reaches a computed electron density of ne = 21800 cm
where it is in equilibrium with the stellar radiation field. The computed equilibrium temperature is Te = 8840 K, somewhat higher than the equilibrium temperature in the inner photoionised shell (Te ∼ 8300 K). From the model, the time taken for the shocked gas to reach photoionisation equilibrium is only ∼ 10 yr.
The Hβ flux from the shocked shell is only a small fraction of the total luminosity of the PNe. This fraction is roughly proportional to the mean age of the shocked shell. For an assumed age of 100 yr, it only accounts for ∼ 1.0% of the total Hβ flux. However, this shock contributes appreciably to the [O III] emission, since its [O III] λ5007/Hβ ratio is 11.44. The shock contributes even more to the highest excitation lines. For example, the [Ne III]λ3869/Hβ ratio in the shocked shell is 0.66, while in the nebula as a whole it is only 0.024. This shock contribution to the high excitation lines is a further reason why we derive a lower effective temperature for the central star than Morisset & Georgiev (2009) .
The inner shock should manifest itself as a region of enhanced electron temperature. This is seen clearly in the WiFeS [O III]λλ4363/4959 line ratio map; see Figure 5 .
The outer shock in the AGB wind
The outer shock is a very slow shock proceeding into a medium with a low degree of ionisation. As such, it bears some resemblance to the Herbig-Haro shocks modelled by Dopita & Sutherland (2017, in press post-shock pressure is log P/k = 8.4, which, with this shock velocity implies a pre-shock density of nH = 10000 cm −3 , at a fractional ionisation of a few percent.
The resulting shock is very feeble in its optical emission, accounting to only about 1.0% of the Hβ emission of the photoionised shell. However, the computed [N I] λλ5198, 5200/Hβ ratio is high, about 0.6, as is the [O I] λ6300/Hβ ratio; ∼ 1.5. As a consequence, the shock provides more than 50% of the total flux of these lines in the model. This accounts for the shortfall in [N I] and [O I] noted by the authors in the pure photoionisation model of Morisset & Georgiev (2009) .
Overall Structure of Model
The overall structure of the resulting model is shown in Figure 6 , where we show the run of temperature and electron density as a function of radius. The inner shocked and photoionised shell is very thin with the post-shock temperature excursion appearing almost as a delta function. The steep rise in electron density though the main nebula is very evident, although the density variations are more subtle. The outer boundary of the [O III] -emitting zone is marked by small discontinuities in both temperature and density. The boundary of the Strömgren sphere is marked by a sharp drop in temperature and electron density. The outer shock produces a spike in both temperature and electron density.
InTable 4 we show the relative contributions of the inner and outer shocks to the total line fluxes of some key lines. These lines are the most sensitive to the presence of the shocks. The change in relative intensity for the model with and without shocks is at most a factor of two. 6 RESULTS OF THE MODEL
Emission Line Intensities
Our model provides predictions for a total of 154 emission lines in the optical spectrum of IC 418. For the permitted lines of heavy elements, the model only accounts for the recombination contribution to the line. As Escalante et al. (2012) demonstrated, the intensity of most of these lines are dominated by fluorescence. We have therefore used the ratio of fluorescence to recombination computed by these authors to correct our predictions for these lines. In Table  5 we present the list of modelled emission lines with their predicted fluxes relative to Hβ, the measured de-reddened line intensities and errors, as well as the de-reddened line intensities given by Sharpee et al. (2003) from theiréchelle observations. The lines marked with an asterix (*) have been corrected for the fluorescent process.
Overall the fit of the model with the observations is very good, with most of the predicted line strengths falling within ±20% of the observed value. Strong lines which are poorly modelled are [Ne III] (∼ 25% low) and [S III] λ6312 (overestimated by a factor of two -but this line is very sensitive to the electron temperature). The [Fe II]/[Fe III] ratios are poorly reproduced -but this ratio is very sensitive to the adopted charge-exchange reaction rates.
In Figure 7 we show the fit of the model versus the observations. Perfect agreement is represented by the central solid line, while the lines on each size represent a difference of ±20% in the relative flux.
It is of interest to compare our measured line intensities with those given by Sharpee et al. (2003) . These observations were made at much higher resolution than ours, and the integration times were much longer, which facilitates the detection of fainter lines. Against this, however, is the notorious difficulty of flux calibratingéchelle data due to the strong variation in grating efficiency as one goes offblaze in each order. Furthermore, the Sharpee et al. (2003) data covers only a portion of the nebula, which could cause problems associated with sampling the excitation structure of the nebula.
In Figure 8 we compare our own de-reddened data with the de-reddened fluxes given by Sharpee et al. (2003) for the same lines we used in the model fit. Perfect agreement is represented by the thick solid line, while the thinner lines on each size represent a difference of ±20%. The agreement between these two independent data sets is remarkable, and bears testament to the both the quality of the observations and data reduction procedures. Furthermore, it is clear that the observing strategy of Sharpee et al. (2003) enabled them to obtain a good approximation to the integral spectrum of the nebula.
The Nebular Continuum
The fit of the measured (de-reddened) nebular continuum (black points) with the theoretical (continuum + emission line) spectrum of the PNe (blue line) is shown in Figure 9 . It is clear that the theoretical continuum provides a good description of the observations except in the region λλ3650 − 4050Å. This difference is due to either mismeasurement of the underlying continuum in the presence of many faint overlapping lines -many lines are fit with a fixed width in this wavelength region -or else scattering of the stellar UV by dust in and around the nebula. The size of both the Paschen and Balmer jumps are well simulated, as is the overall slope of the continuum, indicating that the mean nebular temperature characterising the model is close to that prevailing in the nebula itself.
Chemical Abundances
The abundances derived in the model are listed in Table 6 . Here we give separately the messured gas phase abundances, and the implied total abundances using the dust depletion pattern for the local interstellar medium from Jenkins (2009) for a base log Fe/H depletion of -2.25. Clearly, we do not expect the dust in IC 418 to share this depletion pattern, so the total (Gas + Dust) abundances given in the table should be treated as indicative only. Table 6 also compares our results with the gas phase abundances derived by Morisset & Georgiev (2009) . This paper also presents the comparison with earlier work. Considering that we are using an independent data set, different analysis techniques, and different modelling codes, we find that the mutual agreement for the important coolants is very good, generally better than 0.1 dex.
As described above, we have used the Nebular Empirical Abundance Tool (NEAT; Wesson et al. (2012) to derive the electron temperature and density from the low and medium-ionization zones. In Table 6 , we also present the elemental abundances of nitrogen, oxygen, neon, argon, sulfur, and chlorine that determined from collisionally excited lines (CELs) and those of hydrogen, helium, carbon derived from optical recombination lines (ORLs). The ionization correction factors of Delgado-Inglada et al. (2014) were used to correct for unseen ions. The chemical abundances are found to be in agreement with that of Delgado-Inglada et al. (2015) and Pottasch et al. (2004) . However, in general, the chemical abundances are generally systematically lower than those derived by the detailed modelling presented here, and those derived in a similar manner by Morisset & Georgiev (2009) . This illustrates once again the perennial problem of differences between Te-derived abundances, and those delivered by detailed photoionisation modelling. Abundances delivered by Te+ICF calibration are systematically lower than those used in the photoionisation models. This is mainly caused by regions of higher than average temperature overweighting temperature-sensitive lines such as [O III] λ4363. The ICFs do not seem to be playing a major role, since the computed ICFs agree are in broad agreement with the photoionisation model (for OI:OII:OII we have the ratios Figure 5) . These large-scale temperature gradients play a role analogous to the smaller-scale temperature fluctuations first introduced by Peimbert (1967) and used by very many others since, e.g. Esteban et al. (2002); García-Rojas & Esteban (2007) ; Peña . In particular, Kingdon & Ferland (1995) has attempted to reproduce temperature fluctuations in the context of temperature variations produced in detailed phototionisation models.
The fluorescent corrections given by Escalante et al. (2012) work rather well to remove the abundance discrepancy, which is often inferred to exist in other PNe, between the permitted and the forbidden lines. In Figure 10 we show the comparison of the model predictions for the forbidden lines (filled circles) and the fluorescent -corrected "recombination" lines of N II and O II (open circles). The error bars refer to the line measurement errors only.
Comparison with the UV and IR spectrum
Although we have not specifically modelled the UV and IR spectrum of IC 418, nonetheless it is of interest to see how well the model performs in reproducing the de-reddened UV and IR line intensities given by Pottasch et al. (2004) and by Liu et al. (2001) , who used the LWS on the ISO observatory to measure the longer wavelength (43-198µm) [C II] lines would therefore be completely unreliable. This is clear from Table 7 . All we can do with reasonable accuracy is to compute the dust temperature distribution in these regions.
The 35.81µm [Si II] line is the only line of this element observed, and this has been used to determine the Si abundance shown in Table 7 , although this line might be dominated by the contribution of emission from the PDR. The Mg abundance was obtained from only one line in the optical spectrum, so it is pleasing to see how well the modelled Mg II 2798Å line matches the observations. The carbon lines provide a useful further constraint on the abundance estimated from the [C I] λ8727 line, and from the four CII permitted lines which are observed in the optical.
Surface Brightness Distribution
As described above, the radiation pressure induces a steep density gradient in the ionised plasma, which leads to an increase in the projected surface brightness with radius. In addition, the inner shock contributes appreciably to the Hα surface brightness. On the basis of our idealised spherical model, we have computed the surface brightness as a function of radius. This is shown in Figure 11 .
This surface brightness distribution can be compared with that shown by Morisset & Georgiev (2009) . The inner shock appears sharper here because it is represented by a smooth spherical shock, rather than the more filamentary structure seen in the HST data.
DISCUSSION & CONCLUSIONS
We have presented a physical model for IC 418 which provides a good description of the emission line spectrum, while at the same time matching the density sensitive line ratios, the inferred absolute Hβ flux and the observed angular diameter of the nebula. From the photoionisation model we estimate a distance of 1.0 ± 0.1 kpc, slightly less than the value usually adopted. This result is due to the strong com-out centre Figure 11 . The computed brightness distribution for IC 418. The black curve is for the photoionised nebula only, while the red curve shows how this is modified by the presence of the two shocks.
petition of dust for the ionising photons in a nebula in which radiation pressure exceeds the static gas pressure. The absorption of the UV radiation field leads to steeply increasing pressure and density with nebular radius. We estimate the stellar parameters to be log T ef f = 4.525K, log L * /L = 4.029 and log g = 3.5. From the hydrogen-burning Vassiliadis & Wood (1994) evolutionary tracks, we find that this corresponds to an initial stellar mass of ∼ 2.8M . This derived mass of the parent star is consistent with the mass range (1.5 − 3.0M ) reported by Delgado-Inglada et al. (2015) for the PNe which give rise to carbon-rich dust (see the introduction). Interpolating the hydrogen-burning Z = 0.016 Vassiliadis & Wood (1994) evolutionary tracks, we also find that the star has had only ∼ 180 yr since it passed through an effective temperature of log T ef f = 4.0, which can be taken effectively as the time since the nebula first became ionised. Very similar results are obtained if we use the more recent models of Miller Bertolami (2016) . For Z = 0.01, the precursor would have had an initial mass of 2.5M , while for Z = 0.02, the estimated initial mass rises to 3.0M . In both cases the transition time from an effective temperature log T ef f = 3.8K is ∼ 100 yr.
Integrating the density throughout the nebula in the model, we find that the total mass inside the ionised nebula out to where hydrogen is less than 1% ionised is 4.8 × 10 −2 M . Since the nebula is composed of the gas ejected during the last gasp of the AGB stellar evolution, this mass represents the integrated mass loss over the last 2350 yr, using the outer radius of 1.0 × 10 17 cm, and taking the velocity of the AGB wind to be 13.2 km/s from Taylor & Pottasch (1987) . From the previous paragraph, we can infer that the time that the central star actually spent on the AGB during this period was only 2270 yr, which implies a mean AGB mass-loss rate of 2.1×10
−5 M /yr. This is entirely consistent with recent mass-loss rates inferred directly from the 1612 MHz circum-stellar OH maser emission for a large sample of AGB stars by Goldman et al. (2017) . The age of the nebula can also be inferred from the properties of the central mass-loss bubble. Currently, according to the model, the shock in the nebular gas is propagating at ∼ 40 km/s. The radius of the shocked [O III] -bright bubble is ∼ 0.01 pc. Using the theory of such bubbles (Dyson & de Vries 1972; Weaver et al. 1977) , we derive an age of 150 yr for the mass-loss bubble, which agrees well with the age inferred above from stellar evolutionary considerations (100-180 yr).
Based upon the stellar wind velocity derived from the X-ray temperature of the hot inner bubble (vw ∼ 500 km/s), and the pressure in the hot bubble equated to the ram pressure driving the mass-loss bubble shock in the nebular gas (log Ps/k = 8.4 cm −3 K), and assuming that the free wind region from the central star is terminated at 60% of the radius of the inner mass-loss bubble, we infer that the current mass loss rate from the central star isṀ ∼ 5×10 −8 M yr −1 , which agrees well with that obtained by Morisset & Georgiev (2009) on the basis of the absorption line profiles of the central star (Ṁ = 3.8 × 10 −8 M yr −1 ). The ionised structure appears to be very young; 150-200 yr. This presents something of a problem, since the sound-crossing timescale of the current ionised structure is ∼ 2000 yr, yet the internal density distribution has already been set up as a radiation-dominated nebula. This would seem to indicate that the radiation-pressure dominated profile is actually set up during the transition from the tip of the AGB to the point where the central star started to produce ionising photons. According to the Miller Bertolami (2016) models cited above, for Z = 0.01, this transition time is ∼ 1600 yr, while for Z = 0.02, it is ∼ 1200 yr. Both of these are comparable with the inferred sound crossing timescale.
In conclusion, we have obtained a high-quality integral field spectrum of IC 418, and have built a self-consistent model for the nebula which includes both the effects of the inner mass-loss bubble, and the outer shock in the AGB wind. Consequently we have been able to derive reliable abundances for 14 elements, which agree well with the earlier careful modelling by Morisset & Georgiev (2009) . In addition, our measured line fluxes relative to Hβ agree very closely, typically within 10%, with those of Sharpee et al. (2003) , despite the differences in the instruments used, the area over which the spectrum is integrated and the differences in both the reduction and calibration procedures. IC 418 is both dusty and carbon-rich, and its central star appears to have been a fairly massive carbon star with an initial mass in the range 2.5 − 3.0M and an AGB massloss rate of 2.1 × 10 −5 M /yr before it made its excursion across the HR Diagram to become a PNe central star with mass-loss rate ofṀ ∼ 4 × 10 −8 M /yr.
