We consider a family of integro-differential equations depending upon a parameter b as well as a symmetric integral kernel g(x). When b = 2 and g is the peakon kernel (i.e. g(x) = exp(−|x|) up to rescaling) the dispersionless Camassa-Holm equation results, while the Degasperis-Procesi equation is obtained from the peakon kernel with b = 3. Although these two cases are integrable, generically the corresponding integro-PDE is non-integrable. However, for b = 2 the family restricts to the pulson family of Fringer & Holm, which is Hamiltonian and numerically displays elastic scattering of pulses. On the other hand, for arbitrary b it is still possible to construct a nonlocal Hamiltonian structure provided that g is the peakon kernel or one of its degenerations: we present a proof of this fact using an associated functional equation for the skew-symmetric antiderivative of g. The nonlocal bracket reduces to a non-canonical Poisson bracket for the peakon dynamical system, for any value of b = 1.
Introduction
Here we will consider a class of integro-partial differential equations (IPDEs) of the form
where g * denotes convolution with a symmetric integral kernel g(x) defined on the real line R:
g(x − y)m(y) dy.
There are some distinguished special cases of this equation, the first being the dispersionless version of the integrable Camassa-Holm equation, 2) which is the b = 2 case of (1.1) when the kernel is chosen to be the Green's function for the Helmholtz operator on the line:
With the inclusion of additional linear dispersion terms the equation (1.2) was derived as an approximation to the incompressible Euler equations, and found to be completely integrable with a Lax pair and associated bi-Hamiltonian structure [6, 7] (for another derivation, see [31] ). In fact the Camassa-Holm equation fits into the framework of hereditary symmetries and recursion operators described earlier by Fokas and Fuchssteiner [23] . A remarkable discovery of [6, 7] was that in the dispersionless limit (1.2), the solitons of the CamassaHolm equation are peakons, given by a superposition of an arbitrary number of peaks,
(See also [2, 10, 11] .) The N-peakon solutions (1.4) are weak solutions with discontinuous first derivatives at the positions q j of the peaks; q j , p j are canonical coordinates and momenta in an integrable finite-dimensional Hamiltonian system; the interpretation of weak solutions is discussed further in [12] . The N-peakon interaction was obtained in [3] , with the explicit peakon-antipeakon interaction being given in [4] . The stability of peakons in the CamassaHolm equation was proved in [13, 14] . In a recent application of the method of asymptotic integrability to a many-parameter family of third order equations with dispersion, Degasperis and Procesi [17] found that only three equations passed the test up to third order in the asymptotic expansion, namely KdV, Camassa-Holm and one new equation. After rescaling and applying a Galilean transformation, the new equation may be written in dispersionless form as
(1.5)
Henceforth we refer to (1.5) as the Degasperis-Procesi equation, and observe that it is the b = 3 case of the equation (1.1) with g(x) = e −|x| /2. In a recent article [18] we proved the integrability of the Degasperis-Procesi equation by constructing a Lax pair, and derived two infinite sequences of conservation laws. In order to better understand the common properties of the two integrable equations (1.2) and (1.5), we have found it convenient to consider the following one-parameter family of partial differential equations (PDEs):
Since it arises from (1.1) when the peakon kernel (1.3) is chosen, we refer to (1.6) as the peakon b-family of PDEs. Remarkably, every member of this family admits multi-peakon solutions (1.4), with a non-canonical Hamiltonian structure for the dynamics of q j , p j found in [19] . The two-body dynamics is integrable for any b (see Figure 1) , and for all values of b > 1 the peakons appear to be numerically stable and dominate the initial value problem [24] . Furthermore, with the addition of linear dispersion (u x and u xxx terms) it has been shown that not only the Camassa-Holm equation [20] but also the whole b-family (1.6) (apart from b = −1) belong to a class of asymptotically equivalent shallow water wave equations [21] .
In [19] we presented a Lagrangian formulation for the b-family (1.6), with a Legendre transformation leading to the Hamiltonian structure
where for b = 1
In the case b = 1 it is necessary to take H = m log m dx instead.) The skew-symmetric operatorB in (1.8) was first obtained in [18] for the case b = 3, as a second Hamiltonian structure for the Degasperis-Procesi equation (1.5). However, a proof of the Jacobi identity for this operator was lacking until the work of one of us with Wang [29] , where the trivector formalism of Olver [35] was applied to this problem. The first two Hamiltonian structures of (1.5) are
while for the Camassa-Holm equation (1.2) the bi-Hamiltonian structure arising from the Lax pair in [6, 7] is
and applying the recursion operator R = B 1 B −1 0 to B 1 gives the nonlocal operator
Moreover, it is proved in [29] that b = 2, 3 are the only parameter values for which the operatorB given by (1.8) is compatible with another operator with constant coefficients. The integrable cases b = 2, 3 can also be isolated by the perturbative symmetry approach [33] , by the Wahlquist-Estabrook prolongation algebra method [29] , or by using a reciprocal transformation and then applying Painlevé analysis [30] .
In the special case of b = 2 with an arbitrary symmetric kernel g(x), the equation (1.1) has the Lie-Poisson structure
with the quadratic Hamiltoniañ
Equivalently the equation (1.10) corresponds to the Euler-Poincare equation for geodesic motion on the diffeomorphism group of the real line, assuming that g (the co-metric) is the Green's function for a positive definite operator (see [22] for more details, and see [26] for an extension to higher dimensions). In the periodic case the Camassa-Holm equation is the equation for geodesics on the diffeomorphism group of the circle [34] , leading to a proof of the corresponding least action principle [15, 16] .
In the case b = 2 given by (1.10) the equation admits special solutions in the form of a finite superposition of pulsons whose shape is determined by g, that is
The finite-dimensional dynamical system for the motion of N pulsons on the line is a canonical Hamiltonian system for geodesic motion on an N-dimensional manifold with coordinates q j , j = 1, . . . , N and co-metric g(q j − q k ), derived from the Hamiltoniañ
The canonical Poisson bracket
can be obtained by substituting the ansatz (1.11) for m into the Lie-Poisson bracket {m(x), m(y)} LP defined by the Hamiltonian operator −(m∂ x + ∂ x m), and similarlyh in (1.12) is derived fromH in (1.10) by substitution. Furthermore, although the equation (1.10) is generically non-integrable, numerical studies in [22] provide strong evidence that the pulson solutions (1.11) are stable and are produced by arbitrary smooth initial data, just as for the integrable case of peakons in the Camassa-Holm equation. We have proved non-integrability for a particular fifth order equation in this class [25] , although numerically the pulsons appear to scatter elastically (see figure 2) . One might wonder why we have chosen to discuss this subject in a birthday volume in honour of Francesco Calogero. In fact Calogero has already studied the problem of finding Lax pairs for integrable finite-dimensional systems with geodesic Hamiltonians of the form (1.12), and obtained functional equations in terms of the function g(x) and the components of the Lax matrix (see [8] and references). Here we are concerned with a slightly different problem. It turns out that the pulson ansatz (1.11) works equally well for the whole family of IPDEs (1.1), and leads to the dynamical system
(1.14)
Clearly this takes the canonical Hamiltonian form, with the Hamiltonianh given by (1.12), only for the case b = 2. However, in the particular case b = 3 and g(x) = e −|x| /2 that corresponds to the integrable Degasperis-Procesi equation, we have derived a matrix Lax pair for the system (1.14), and therefore in this case the system must be integrable with respect to some Poisson structure. Requiring the existence of a certain type of Poisson structure for the IPDEs (1.1) leads us to the functional equation
when α + β + γ = 0, for the antisymmetric kernel
Apart from some limiting cases, the general odd solution of (1.15) turns out to be
(The derivation of the general solution of (1.15) is presented in an Appendix provided by H.W. Braden and J.G. Byatt-Smith.) Thus the peakon b-family (1.6) is picked out of the class (1.1) by the functional equation (1.15). Moreover, for any b the corresponding Hamiltonian operator, given by (1.8), reduces to a Poisson bracket for the N-peakon dynamical system, first presented without proof in [19] . In the next section we derive the functional equation from the Jacobi identity for the operator (1.8), and then proceed to show how this leads to a suitable bracket for the peakons.
Historical Note. This paper is dedicated to our friend, Francesco Calogero. This work parallels some of his earlier considerations on geodesic flows and the determination of integrability for dynamical systems by using functional equations. Calogero's fundamental works have been and remain incredibly influential and important to the field of integrable systems. Francesco himself is still developing the mathematics associated with this area.
(Just look over the 200+ papers on MathSciNet that he has written!) His contributions will surely influence the next generation of people working in this area, as they have with the current generation. Of Francesco's work, the references that are most directly relevant to the topics discussed in the present paper are [8, 9] .
Let us start from any equation (1.1) in the pulson b-family. The key is to introduce, for any kernel g, the operatorB
where the operatorĜ acts according tô
with G being the antisymmetric kernel (1.16). ThusB is skew-symmetric and for b = 1 satisfies
Now we can calculate the bracket defined by the operatorB, namely
which gives
Although (2.2) is antisymmetric (since G is odd), it only defines a Poisson bracket if the Jacobi identity is satisfied, i.e.
To calculate (2.3), we evaluate
and then substitute into
{m(x), m(y)}B(s)δ(z − s) ds (whereB(s) indicates the operator acting in the independent variable s).
In the Jacobi identity (2.3) many terms cancel to leave only terms cubic in m and m x , whose coefficients must each vanish if the identity holds for arbitrary m. This leads to functional equations for the odd function G, but remarkably (apart from overall prefactors) these coefficients are independent of the parameter b. Thus, setting
we find the coefficient of m x (x)m x (y)m x (z) yields the functional equation (1.15) . The coefficient of m(x)m x (y)m x (z) gives
and there are two other identities like (2.4) obtained by cyclic permutations of x, y, z which induce cyclic permutations of α, β, γ (with the three identities summing to zero). Similarly the coefficient of m x (x)m(y)m(z) yields 
There are several things to observe about these functional equations. Firstly, (2.4) and (2.5) are direct consequences of (1.15), obtained by differentiating. The final functional equation (2.6) is also a consequence of the rest. Hence the Jacobi identity is satisfied by the operatorB if and only if the antisymmetric kernel G satisfies the functional equation (1.15). We can prove the following: Proposition. Suppose that G(x) is an odd solution of the functional equation (1.15) with continuous second derivative G ′′ (x) for all x ∈ R\{0}, and suppose lim x→0± G ′′ (x) is finite.
Sketch of proof. If G is odd and continous second differentiable then from the limit α → 0 in (1.15) we see that G(0) = 0, while differentiating (1.15) with respect to α yields (2.4). Taking the limit α → 0 in (2.4) with β fixed gives the differential equation
where the integration constants K ± can be different for β > 0 and β < 0. This is easily integrated to give the solution for G. Remarks. A more detailed derivation of the general solution (not necessarily odd), with weaker assumptions, appears as an Appendix. Here we should observe that if the parameter B → ∞ with A fixed then the distributional solution
results, in which case for A = 1 (1.1) becomes the Riemann shock equation To calculate the corresponding bracket for the restriction to the finite-dimensional pulson submanifold, we substitute m = p j δ(x − q j ) into both sides of (2.2), which gives
We fix ǫ with 0 < ǫ < min j =k |q j − q k | and then introduce the indicator functions
and
Integrating the Poisson bracket relation against suitable products of indicator functions centred around x = q j , y = q k , such as I j (x)I k (y) and I j (x)J k (y) etc. we find
The brackets (3.1) generate the pulson b-equations by taking the restriction of H to the finite submanifold i.e.
Thus we find that the pulson dynamical system (1.14) becomes dp j dt = {p j , H}, dq j dt = {q j , H}
(with G ′ = g). But (3.1) are only Poisson brackets if the Jacobi identity is satisfied. For the Jacobi identity of the finite-dimensional brackets we require both
for all j, k, l, and similarly
3)
The necessary conditions resulting from (3.2) and 3. 
Conclusions
The functional equation (1.15) provides an elegant way to pick out the peakon equations (1.6) from the whole class of IPDEs (1.1). However, it is interesting that the compacton type solution G(x) = x(1 − |x|/2)H(1 − x)H(1 + x) does not satisfy the equation. The compactons are solitons with compact support which appear in the Hunter-Saxton [36] or Vakhnenko equations [37, 38] . In that case G is formally a Green's function for ∂ −3
x , and the operator (2.1) was formally identified as satisfying the Jacobi identity in [29] . However, in [29] we noted that the Vakhnenko equation is the short wave limit of the Degasperis-Procesi equation, and so there may be problems with defining the boundary conditions correctly.
Here we shall solve the functional equation
where x + y + z = 0 and G(x) is differentiable with continuous first derivative. We prove the following theorem. 
3)
which for A = 0 gives the constant solution.
(ii)
4)
which has the scaling limit G(x) = α x.
We begin with some preliminary observations.
1. Equation (4.1) is satisfied for G a constant. Henceforth we assume that G does not vanish identically.
2. G(0) G ′ (0) = 0. This is seen by setting 0 = x = y = z in (4.1).
3. Suppose that both G(0) = G ′ (0) = 0. Then with x = 0 and z = −y we find that G ′ (y) G(−y) + G ′ (−y) G(y) = 0.
Thus G(−y)/G(y) = λ, a constant. Then λ = ±1, and therefore G is either even or odd.
4. With x = y we obtain 5. From (4.1) we deduce that if G ′ is differentiable at the point y and G(y)+G(−x−y) = 0, then G ′ is also differentiable at the point x. Thus if G ′ is differentiable for 0 < |x 0 −y| < ǫ, but not at x 0 we have G(y) + G(−x 0 − y) = 0.
Using the continuity of G we have
We deduce from (4.6) that at such a point G(x 0 ) G ′ (−2x 0 ) = 0.
6. We record
