We show that the cumulated sum of squares test has a standard Brownian bridge-type asymptotic distribution in non-linear regression models with non-stationary regressors. This contrasts with cumulated sum tests which have been studied previously and where the asymptotic distribution involves nuisance quantities. Through simulation we show that the power is comparable in a wide of range of situations.
Introduction
Non-linear models with non-stationary regressors are gaining increasing attention. In particular, parametric models of the form y t = g(x t ; ) + " t ; (1.1) where x t is a vector of possibly non-stationary regressors are of interest for economists and econometricians. On the one hand, for a univariate x t , the speci…cation g(x t ; ) = jx t j + has been considered by several economists when modelling relationships among macroeconomic time series that exhibit explosive behavior -see, for instance, the intrinsic bubbles model by Froot and Obstfeld (1991) or the hyperin ‡ation analysis by Petrović and Mladenović (2000) . On the other hand, the econometrics literature on non-linear models with non-stationary regressors has progressively advanced during the last two decades. Speci…cally, asymptotic theory, estimation methods and testing procedures have been developed -see for instance Phillips (1999, 2001) , Pötscher (2004 ), de Jong (2004 ), de Jong and Wang (2005 , Berkes and Horváth (2006) , Karlsen, Myklebust, and Tjøstheim(2007) , Schienle (2008) , Kasparis (2008 ), de Jong and Hu (2009 ), Christopeit (2009 , Phillips (2009, 2012) , Choi and Saikkonen (2010) , Kristensen and Rahbek (2010) , Berenguer-Rico and Gonzalo (2014) , Chan and Wang (2015) . In statistical modelling, testing for misspeci…cation is of primary importance. Speci…cation tests based on the cumulated sum of residuals have a long tradition in econometrics going back to Brown, Durbin and Evans (1975) . Even though these tests were originally designed to test for structural changes, they can be used more generally to test for the validity of a particular model from an omnibus testing point of view -see, for example, the cumulated sum of residuals test for cointegration of Xiao and Phillips (2002) . In the context of non-linear and non-stationary regressors Kasparis (2008) , Choi and Saikkonen (2010), or Berenguer-Rico and Gonzalo (2014) , for instance, propose tests which are based on the cumulated sum of residuals. Given the non-stationary nature of the regressors in this framework, the asymptotic distribution of these tests depends on nuisance
where the O P (1) term on the right hand side is not o P (1). To overcome the di¢ culties that these nuisance quantities pose, tests statistics based on the cumulated sum of residuals require some kind of adjustment such as modi…ed residuals and simulations for each speci…cation or resampling techniques. This complicates the implementation as well as the theoretical analysis of such tests.
In this paper, we propose a simple test statistic based on the cumulated sum of squares residuals, which, under quite general assumptions, converges to a well de…ned distribution -the supremum of the absolute value of a Brownian Bridge for which critical values are readily available. Speci…cally, we show that even when the regressors in non-linear regressions are non-stationary
and the Brownian Bridge result follows, for instance, under a martingale di¤erence assumption for " t . We also show the Brownian Bridge result holds for a recursive version of the test statistic. The martingale di¤erence sequence assumption on " t , which is a plausible condition in several relevant empirical applications -such as the predictive regressions case-may sound too restrictive in some cases. To deal with this issue several alternative approaches are in place. One option would be to allow " t to follow a general linear process. The standard Brownian Bridge result would still follow under an appropriate standarization of the test. However, it is di¢ cult to contol size of residual based speci…cation tests under the linear process assumption since the autocorrelation structure can be arbitrarily close to a random walk behaviour, see for instance Xiao and Phillips (2002) , Kasparis (2008) , or Choi and Saikkonen (2010) . The approach we take in this paper, however, is to think of model (1.1) as a conditional mean model where any unmodelled autocorrelation or correlation between " t and x t will be regarded as misspeci…cation. Nonetheless, the test, which is aimed at non-constancy in the variance, will not be consistent against certain types of autocorrelation in the error term. When the martingale di¤erence speci…cation is re…ned as an iid normal assumption, size can be controlled quite well in …nite samples for a range of models. Therefore, the martingale di¤erence assumption will de…ne, in what follows, our null hypothesis of correct speci…cation.
The Brownian bridge asymptotic result of the cumulated sum of squares test has been derived in a linear model framework with stationary and non-stationary regressors, see for instance Brown, Durbin and Evans (1975) , McCabe and Harrison (1980) , Ploberger and Krämer (1986) , Lee, Na and Na (2003) , or Nielsen and Sohkanen (2011) . What we show in this paper is that the Brownian Bridge result holds under much more general assumptions on the regressors and the regression function. Then, we demonstrate that these assumptions are satis…ed in several di¤erent scenarios dealing with linear or non-linear regression functions involving stationary or non-stationary regressors. Special emphasis is given to the following cases: (i) the linear model; (ii) the power function; and more generally (iii) integrable and asymptotically homogenous transformations of unit root processes as in Park and Phillips (2001) ; and (iv) non-linear error correction models as in Kristensen and Rahbek (2010) . Finally, the …nite sample performance of the test is studied through several Monte Carlo experiments. These simulations reveal that the test has good properties in terms of size and power.
The paper is organized as follows. In Section 2, the model and test statistics are put forward. Section 3 builds up a general framework under which the Brownian bridge result is obtained. Then, Section 4 shows that the assumptions in Section 3 are satis…ed in various models of interest. In Section 5 the performance of the test in terms of size and power is investigated through Monte Carlo experiments. Section 6 contains some concluding remarks. The proofs follow in an Appendix.
Model and statistics
Consider data (y 1 ; x 1 ); : : : ; (y n ; x n ) where y t is a scalar and x t is a p-vector and the non-linear regression model y t = g(x t ; ) + " t t = 1; : : : ; n; (2.1)
where the functional form of g is known. The innovation " t is a martingale di¤erence sequence with respect to a …ltration F t with zero mean, variance 2 and fourth moment ' 2 = E" 4 t (E" 2 t ) 2 , the regressor x t is F t 1 -adapted, and the parameter is a q-vector varying in a parameter space R q . The non-linear least squares estimator^ n of is the minimizer of the least squares criterion
The least squares residuals based on the full sample estimation are then" t;n = y t g(x t ;^ n ):
The cumulated sum of squares statistic, is de…ned as
where the standard deviation estimator can be chosen as, for instance,
We will argue that under quite general assumptions,
where B 0 u is a standard Brownian bridge. Billingsley (1999, pp. 101-104) gives an analytic expression for the distribution function. In particular, the 90%, 95%, 99% quantile are 1.22, 1.36, 1.63; see Smirnov (1948) . Edgerton and Wells (1994) developed response surfaces for …nite sample quantiles. For the 95% critical value this is 1:358 0:670n
We also consider a recursive cumulated sum of squares statistic, where the model (2.1) is estimated recursively. Then de…ne the recursive statistic
where" s;t = y s g(x s ;^ t ) and^ t is a recursive non-linear least squares estimator. If the sequence of estimators^ t converges strongly, we can show that also 
Main Results
We show that the results described in the previous section apply under very mild assumptions. We start by describing these assumptions before stating the theorems. In §4 we discuss how to check these assumptions in particular models. The …rst assumption, which de…nes the null hypothesis of correct speci…cation, is a martingale di¤erence assumption to the innovations " t : In other words, the temporal dependence has to be modelled. Since the test is based on the square residuals a fourth moment assumption is needed when estimating the variance of the squared residuals, which is used to standardize the statistic.
Assumption 3.1 Suppose (" t ; F t ) is a martingale di¤ erence sequence with respect to a …ltration F t ; that is " t is F t -adapted and E(" t jF t 1 ) = 0 a:s:; so that (a) E(" 2 t jF t 1 ) = 2 a:s:; (b) E(" 4 t 4 jF t 1 ) = ' 2 a:s:; (c) sup t E(" t jF t 1 ) < 1 a:s: for some > 4:
The next assumption relates to the asymptotic behaviour of^ n . It is worth emphasizing that our intention is to apply the CU SQ n test to check the speci…cation of models for which the asymptotic properties of^ n have been already analyzed. In our setup, full knowledge of the convergence rate is not necessary.
Assumption 3.2 Let N n; 0 be a normalization matrix, possibly stochastic, depending on n and 0 ; so that N
The general form of the normalization N 1 n; 0 allows us to consider both stationary and nonstationary regressors, although exponential regressors are ruled out by the requirement that N 1 n; 0 is of polynomial order. Condition N 1 n; 0 (^ n 0 ) = o P (n ) allows the rescaled estimator N 1 n; 0 (^ n 0 ) to diverge slightly since < 1=4. If` , then^ n is consistent but Assumption 3.2, which does not relate`and , remains valid for the results that follow even if`< . For the sake of the present discussion it is not necessary to …nd the exact convergence rate of^ n . Nonetheless, in many situations of interest it is known that N 1 n; 0 (^ n 0 ) = O P (1). For example, in linear models N 1 n; 0 = n 1=2 for stationary regressors and N 1 n; 0 = n for random walk regressors, see §4.1. In more general cointegrated models N 1 n; 0 may be block diagonal with di¤erent normalizations in di¤erent blocks, see §4.5. In non-linear models with non-stationary regressors the normalization depends on the type of regression function under consideration and may also depend on the parameter under which we evaluate the distributions, see §4.2, 4.3, 4.4. We use the notation 0 to emphasize this choice of parameter.
The next assumption concerns smoothness of the regression function. It involves normalized sums of the …rst two derivatives of the known function g with respect to : These are the q-vector _ g(x t ; ) = @g(x t ; )=@ and thesquare matrix • g(x t ; ) = @g(x t ; )=@ @ 0 . We will need a matrix norm. In the proof we use the spectral norm, but at this point any equivalent matrix norm can be used. In Assumption 3.5 below we introduce slightly stronger conditions that may be easier to check in situations where the non-linear function g is known to satisfy Lipschitz conditions. Assumption 3.3 Suppose x t is F t 1 -measurable and g(x t ; ) is twice di¤ erentiable with respect to : Let < 1=4 be the consistency rate in Assumption 3.2 and let > 0: Suppose (a) sup :jjN
Finally, we need some technical conditions to ensure invertibility of the matrix of squared …rst derivatives of the non-linear function g.
Assumption 3.4 Suppose inf[n :
P n t=1 f _ g(x t ; 0 )gf _ g(x t ; 0 )g 0 is invertible] < 1 a:s: with the convention that the empty set has in…nite in…mum.
We can now show that the cumulated sums of squares statistic satis…es a standard asymptotic result. Note, that only weak consistency is needed for the estimator, see Assumption 3.2(a): For the recursive cumulated sum of squares statistic the estimator of is computed recursively, namely^ t . Therefore, we require uniformity properties over t for the sequence of recursive estimators. If the full sample estimator,^ n , is strongly consistent, then we can get that uniformity in probability for^ t from Egorov's Theorem, see Davidson (1994, Theorem 18.4 ) -see also Nielsen and Sohkanen (2011) . This then leads to the following result. The main argument in the proof is to show that n 1=2 P n s=1 (" 2
To do so, we analyze n 1=2 P n s=1 (" 2 s;n " 2 s ) through a martingale decomposition. Noting that" s;n " s = rg(x s ;^ n ) = fg(x s ;^ n ) g(x s ; 0 )g and expanding (" r) 2 " 2 = 2"r + r 2 we get
Due to Assumption 3.2 the estimator^ n varies in a local region around 0 : Thus, it su¢ ces to replace^ n with a deterministic value and show that the sums in (3.1) vanish uniformly over the local region. These sums are a martingale and its compensator. Now, the compensator vanishes under Assumption 3.3(a). Jennrich (1969, Theorem 6) , for instance, uses a similar condition when proving consistency of non-linear least squares, with the di¤erence that he takes supremum over a non-vanishing set. In the proof the main bulk of the work is to show that the martingale part vanishes under Assumption 3.3(c; d): For this we exploit Lemma 1 of Lai and Wei (1982) . The conditions (c; d) are somewhat weaker than the usual conditions for deriving the asymptotic distribution of non-linear least squares estimators, see for instance Amemiya (1985, page 111) . This is because the CU SQ test is concerned with variance estimators rather than regression estimators. Finally, Assumption 3.3(b) is used for showing the consistency of the fourth moment estimator' 2 n : In many applications the non-linear function g and its derivatives satisfy a Lipschitz condition. In that case one can easily relate condition (a) of Assumption 3.3 to conditions (c; d). To do this, one just needs to second order Taylor expand g(x t ; ) g(x t ; 0 ) around 0 , square it, and take supremum before cumulating. A similar argument applies to condition (b). This gives a somewhat shorter set of assumptions that imply Assumption 3.3.
Assumption 3.5 Suppose x t is F t 1 -measurable and g(x t ; ) is twice di¤ erentiable with respect to : Let < 1=4 be the consistency rate in Assumption 3.2 and let > 0: Suppose, the following conditions hold, for k = 2; 4; (a) P n t=1 jjN 0
Theorem 3.3 Assumption 3.5 implies Assumption 3.3.
Analysis of some particular models
In this section, we illustrate the practical usage of the general assumptions through particular non-linear models that have been discussed in the literature. For all these models we assume Assumption 3.2 has been dealt with elsewhere. Thus, we take the appropriate normalization of the estimators, N 1 n; 0 , and consistency of^ n as given. The di¢ culty is therefore to establish the smoothness Assumption 3.5. We will show that this assumption is rather mild.
The vector autoregressive model
We start by considering a linear model g(x t ; ) = 0 x t ; where the joint behaviour of y t and x t is described by the vector autoregressive setup in Nielsen 2005, N05 henceforth. Thus, consider a vector autoregression z t = P k j=1 A j z t 1 + d t + t with non-explosive roots, polynomial deterministic terms d t , and a martingale di¤erence innovation vector t satisfying conditions corresponding to Assumption 3.1. We then get the linear model when y t is a coordinate of z t while x t is the companion vector (z 0 t 1 ; : : : ; z 0 t k ; d t ): Assumption 3.2 requires weak consistency in part (a) and strong consistency in part (b): For the weak consistency we can work directly with the least squares estimator using a deterministic normalization. For the strong consistency argument it is more convenient to work with a selfnormalized estimator, which we achieve by using a stochastic normalization. In subsequent sections we turn to non-linear least squares estimators where only the weak consistency argument has been developed.
Deterministic normalization N n; 0 : Suppose x t is univariate. Let N n; 0 = n 1=2 if x t is stationary and N n; 0 = n 1 if x t is a random walk. With these rates N 1 n; 0 (^ n 0 ) converges in distribution as required in Assumption 3.2(a). Assumption 3.5 reduces to showing S k = P n t=1 jjN 0 n; 0 x t jj k = o P (n k=4 k ) for k = 2; 4. Indeed, we …nd S 2 = O P (1) and S 4 = O P (n 1 ): We also note that Assumption 3.4 concerning the invertibility of
Stochastic normalization N n; 0 : We choose the stochastic normalization matrix N n; 0 as the square root of the matrix ( P n t=1 x t x 0 t ) 1 so that (
x t " t is a self-normalized statistic. Such statistics are considered in Lai and Wei (1982) , which forms the basis for the results in N05. The strong consistency Assumption 3.2(b) is satis…ed due to Theorem 2.4 of N05. Their result shows that N 1 n; 0 (^ n 0 ) = o(n ) a:s: for some 0 < < 1=4. This is an example where it is useful to allow > 0 in Assumption 3.2. We now need to argue that the normalization is of polynomial order. This is shown in Theorem 7.1 of N05. We need to check the Assumption 3.5 with the new normalization. For part (a) we note P n t=1 jjN 0 n; 0
The asymptotic results for the cumulated sum of squares tests also apply for explosive processes, albeit with a di¤erent proof, see Nielsen and Sohkanen (2011) .
A simple power function model
We consider a simple power function model as a …rst illustration of the workings of the assumptions for non-linear models. The model equation is then y t = jx t j + " t t = 1; : : : ; n; (4.1) with 2 2 (0; 1) and where x t is univariate and either stationary or a random walk. For both cases we need the non-linear functions:
These functions are continuous in x when > 0 and jxj > 0. It is important to notice that even though log jxj is not continuous at zero, _ g and • g can be extended continuously to all x 2 R, by setting _ g(0; ) = • g(0; ) = 0, because the power function dominates the logarithm at the origin. Hence g, _ g and • g are continuous in x 2 R for > 0.
Next, we discuss the stationary and random walk cases separately.
The stationary regressor case. Suppose x t is (strictly) stationary with
We show that the smoothness Assumption 3.5 holds. This requires knowledge of the normalization N 1 n; 0 . Results on non-linear least squares estimation in the case of stationary and ergodic regressors imply N 1 n; 0 = p n; see, for instance, Wooldridge (1994) (Theorem 4.4) and the references therein in relation to the stationary regressors case or Pötscher and Prucha (1997) . These arguments involves proving …rst that^ n is tight or assuming a compact parameter space, then showing consistency, and then …nding some information on the consistency rate.
For Assumption 3.5 (a) we write, for k = 2; 4;
By (strict) stationarity and the moment condition (4.2), Theorems 3.5.3, 3.5.7 of Stout (1974) imply that S k = O(n 1 k=2 ) = O(1) a:s: Assumption 3.5 (b) involves a supremum over so n 1=2 j 0 j n : It su¢ ces to take supremum over a larger set j 0 j for some so 0 < < 0 : We then apply the inequality ja
Again, by the strict stationarity assumption and the moment condition (4.2), the second term in (4.3) is O P (n 1 k ) by Theorems 3.5.3, 3.5.7 of Stout (1974) . For the …rst term in (4.3) we apply a Lipschitz argument. The second derivative of g satis…es
for all so j 0 j by the triangle inequality. Thus, the …rst term in (4.3) is bounded by
so that we can apply Theorems 3.5.3, 3.5.7 of Stout (1974) again to show that this is O P (n 1 k ) = o P (1) for k = 2; 4, using (strict) stationarity and the moment condition (4.2).
The random walk regressor case. Again our objective is to show that the smoothness Assumption 3.5 holds, which requires knowledge of N 1 n; 0 . Theorem 5.3 of Park and Phillips (2001) , see also their Example 5.1, gives N 1 n; 0 = n (1+ 0 )=2 log n 1=2 where 0 > 0 as before. De Jong and Hu (2011) give an extended discussion of the necessary assumptions for the asymptotic theory of^ n . For the present purpose we take the convergence rate as given.
For Assumption 3.5 (a) write
Noting that log jxj = log jx=n 1=2 j + log n 1=2 this can be rewritten as
where we …nd the last bound as follows. Note that x integer(nu) =n 1=2 converges to a Brownian motion as a function on D[0; 1]. The functions jyj 2 0 log jyj and jyj 2 0 are continuous and therefore the integrals R 1 0 jy t j 2 0 log jy t jdt and R 1 0 jy t j 2 0 dt are continuous mappings from D[0; 1] to R when 0 > 0 as assumed here. The Continuous Mapping Theorem, see Billingsley (1999, Theorem 2.7) then shows that the normalized sum converges in distribution.
For Assumption 3.5 (b) we expand P n t=1 sup :jjN
The second term in the decomposition can be bounded using the Continuous Mapping Theorem in a similar fashion as we did when dealing with Assumption 3.5 (a): That is,
for k = 2; 4 by the continuous mapping theorem and the fact that 0 > 0. The …rst term in the decomposition can be bounded using (4.4) and then applying again the continuous mapping -note that 0 < < 0 .
Power function model with intercept
We now augment the simple power function model with a regression coe¢ cient and an intercept giving the model equation y t = jx t j + + " t t = 1; : : : ; n; (4.5) with = ( ; ; ) 0 2 = (0; 1) 2 R and where x t is univariate and stationary or a random walk. This model is the basis for the empirical illustration in §6. The analysis of this model is by and large a generalization of the analysis of the simple power function model. The model also generalizes that in Example 5.1 of Park and Phillips (2001) , PP01 henceforth. PP01 are concerned with proving consistency and we follow them in constraining the parameters ; to be positive. In the empirical illustration is always negative. Constraining to be negative rather than positive should not change any argument, as one can scale the data by minus unity. But in some examples or is close to zero in which case further analysis is needed. This is, however, beyond the scope of the paper and left for future research -see also Shi and Phillips (2012) . In any case, we now consider the non-linear function g(x; ) = jxj + with derivatives:
These functions have a version that is continuous in x when > 0 and jxj 0 since the power function dominates the logarithm at the origin.
The stationary regressor case. Suppose x t is (strictly) stationary, let N 1 n; 0 = p n and assumê n is p n-consistent and the moment condition (4.2) holds. Our main concern is with Assumption 3.5. The argument is essentially the same as in §4.2. For instance, for Assumption 3.5 (a) we bound the norm by the maximum of element-wise norms to get jj _ g(x t ; 0 )jj jx t j (1 + log jx t j) + 1: Using the inequality jy + zj k C(jyj k + jzj k ) we see that Ejj _ g(x t ; 0 )jj k is …nite whenever E(jx t j log jx t j) k is …nite. We can therefore proceed exactly as in §4.2. and h is H-regular according to PP01. Following PP01 we choose N 1 n; = n 1=2 _ (n 1=2 ; ) 0 and get that N 1 n; 0 (^ 0 ) converges in distribution. Once again, that result assumes consistency. Our main concern is with Assumption 3.5. The argument is essentially the same as in §4.2. For Assumption 3.5 (a) we …nd
Bounding the Euclidean vector norm by the maximum of the element-wise norms and using the inequality ja + b + cj k C(jaj k + jbj k + jcj k ) for some C > 0 shows, for k = 2; 4;
where the bound is found as in §4.2. For Assumption 3.5 (b) we write • g(x t ; ) = • g(x t ; 0 )+f• g(x t ; ) • g(x t ; 0 )g and expand each element of the matrix N n; 0 • g(x t ; )N 0 n; 0 as above. We then bound the norm by the trace and apply arguments as in §4.2. Park and Phillips (2001) , PP01 henceforth, consider a triangular system with a univariate random walk regressor: y t = g (x t ; ) + " t t = 1; : : : ; n; (4.6)
Non-linear models with random walk regressors
where " t is an F t -martingale di¤erence sequence, (" t ; v t ) 0 satis…es a functional central limit theorem, x t is F t 1 -adapted, and g is in one of two main classes of functions: integrable and asymptotically homogeneous. The results build on work in Park and Phillips (1999) , PP99 henceforth. For recent developments see Chan and Wang (2015) .
The class of integrable functions is de…ned as follows. Let h(x; ) be either of g; _ g; • g where x is univariate and di¤erentiation is with respect to as before. We require that for each 2 , h is bounded, so that sup x2R jh(x; )j < 1; and integrable, so that R R jh(x; )jdx < 1: Moreover, following De…nition 3.3 of PP01, for all 0 2 there exists a ball N 0 so 2 N 0 and a function T : R 7 ! R + which is bounded, so that sup x2R T (x) < 1; and integrable, so that R R T (x)dx < 1: Further, it must hold that jh(x; ) h(x; 0 )j jj 0 jjT (x) and jh(x; ) h(y; )j cjx yj 3 : The class of integrable functions includes transformations g (x t ; ) such as 1=(1 + x 2 ) and e x 2 . These functions are integrable over x 2 R: We can check the integrability conditions through di¤erentiation and the mean-value theorem.
As before, we would like to show that Assumption 3.5 holds, which requires knowledge of N 1 n; 0 . Theorem 5.1 of PP01 shows that n 1=4 (^ n 0 ) converges in distribution in the integrable functions case -see also de Jong and Hu (2011). Hence, we choose the normalization N 1 n; 0 = n 1=4 . Assumption 3.5 (a) bounds sums of the …rst derivative. Hence, for k = 2; 4 we get
since _ g is bounded, while the last sum converges by Theorem 5.1 of PP99, see also Lemma A.6 of PP01.
Assumption 3.5 (b) concerns the second derivative. Decompose
The …rst term is O P (n (2 k)=4 k=4 ) = O P (n (1 k)=2 ) = O P (1) by the argument used when dealing with Assumption 3.5 (a). Then, by the local Lipschitz property of
We can then apply Theorem 5.1 of PP99 to the integrable function T (x) so that the second term in (4.8) is of the same order of magnitude as the …rst term.
The class of asymptotically homogenous functions has a related setup. Let h(x; ) be either of g; _ g; • g where x is univariate. Suppose h satis…es
h( x; ) = ( ; )H(x; ) + R( ; x; );
where is a normalization, R is a remainder term, which is of lower order than ; while H is 'regular' for each , so that n 1 P n t=1 h(n 1=2 x t ; ) and n 1=2 P n t=1 h(n 1=2 x t ; )" t converge in distribution, see Lemma A.2 of PP01 and Theorem 3.3 of PP99. The conditions can be expressed as a local integrability conditions, see Pötscher (2004) . We notice that if h 1 ; h 2 are regular then h 1 + h 2 and h 1 h 2 are regular, see Lemma A.1 of PP01. As a consequence, if h is a vector of regular functions then h 0 h is regular and (h 0 h) 2 are regular. The class of asymptotically homogeneous functions include the power function in §4.2 as well as logistic, threshold-like or logarithmic transformations.
Some further assumptions are needed for the distribution theory for^ n in PP01. These assumptions are listed in Theorem 5.3 of PP01 and include that for all s > 0 and some > 0 then
where jj jj element is the matrix of absolute values -see also de Jong and Hu (2011). As before, we would like to show that Assumption 3.5 holds, which requires knowledge of N 1 n; 0 . Theorem 5.3 of PP01 shows that n 1=2 _ (n 1=2 ; 0 ) 0 (^ 0 ) converges in distribution, where _ is the normalization of the derivative _ g: Thus, we choose N 1 n; 0 = n 1=2 _ n 1=2 ; 0 0 : For instance, in the power function model (4.1) with random walk regressor we have _ (n 1=2 ; 0 ) = n 0 =2 log n 1=2 ; see Example 5.1 of PP01. For Assumption 3.5 (a) note that f _ ( ; 0 )g 1 _ g(x t ; 0 ) is regular up to a remainder term, which is dominated and therefore ignored in the following calculation. Using the properties for regular functions outlined above the leading term of jjf _ ( ; 0 )g 1 _ g(x t ; )jj k is regular for k = 2; 4: Thus, by the summation property for regular functions,
see PP01 Theorem 3.3. Assumption 3.5 (b) is now satis…ed as follows. The paths of the random walk x t are of order O P (n 1=2 ): Thus, by (4.9), on a set with large probability, there exists an s so that, for k = 2; 4; then
Cointegration with non-linear error correction
In the model of Kristensen and Rahbek (2010) x t is a p-dimensional time series satisfying
In speci…cation analysis we consider the coordinates of the residual vector" t separately. Their Theorem 1 gives conditions ensuring that 0 x t 1 ; x t 1 ; : : : ; x t k are geometrically ergodic and that x t satis…es a Granger-Johansen-type representation. With this and some further conditions their Theorem 5 provides the normalization N 1 n; 0 (^ n 0 ) = O P (1) that is required in our Assumption 3.2. Their Assumption A.5 requires that the …rst, second and third derivatives of g(z; ) with respect to z or are of order O(jzj): With these boundedness conditions our Assumption 3.5 can be proved. The proof is slightly involved as one will have to keep track of the various components in the Granger-Johansen-type representation and how they interact with the derivatives of g:
Finite Sample Performance
In this section, we study the …nite sample performance of the CU SQ test through simulation. We use the exact asymptotic 95% critical value of 1.36 and 10000 replicas. When studying the size of the test a (possibly non-linear) correctly speci…ed model with iid innovations and a highly persistent regressor is considered. For the power, and given the emphasis on the non-linear model in previous sections, we focus here on functional form misspeci…cations. Speci…cally, two sets of results are presented for various asymptotically homogeneous models. First, we check size and power for a set of models that are either linear or non-linear in parameters. Next, we consider a set of models suggested by Kasparis (2008) . For these we compare the power of the CU SQ test with the power of a cumulated sum (CUSUM) test reported by Kasparis (2008) . We …nd that the two tests have power of similar magnitude, so there is no apparent advantage in using the more complicated CUSUM test. Table 1 contains the …rst set of data generating processes (DGPs). Four correctly speci…ed (CS) DGPs and …ve misspeci…ed (M) DGPs are analyzed. The regressor x t is (fractionally) integrated so that x t is iid N(0; 1) with x t = 0 for t 0 and with = 0:7, 1, 2. While the models in Section 4 focus on stationary and random walk models the theory does extend to other types of non-stationarity, see Chan and Wang (2015) . Table 2 , DGPs 1-4, reports the size of the CU SQ test. The size control is fairly uniform across the DGPs. This is in correspondence with the results for linear autoregressions in Nielsen and Sohkanen (2011) . The test is, however, slightly undersized in small samples. Non-reported simulations indicate that the size distortion can be removed almost entirely by applying the correction (2.6) due to Edgerton and Wells (1994) .
Next, we turn to the power of the test. Before putting forward the results obtained in our simulation exercises, it will be worth mentioning that results from Deng and Perron (2008) and Kasparis (2008) suggest that the CU SQ test diverges under the alternative hypothesis of functional form misspeci…cation of an asymptotically homogeneous form and that the rate of divergence is of order n 1=2 . Indeed, if the true model is say y t = f (x t ; 0 ) + " t and we estimateŷ t = g(x t ;^ n ), then" t;n = " t fg(x t ;^ n ) f (x t ; 0 )g. Recalling the de…nition of the statistic CU SQ n in (2.3) and the standarization in (2.4) it can be seen that the cumulated sum of the discrepancy fg(x t ;^ n ) f (x t ; 0 )g 2 will dominate in the numerator, while the sum of fg(x t ;^ n ) f (x t ; 0 )g 4 will dominate the denominator of the statistic. In a context of homogeneous transformation of random walks, see Kasparis (2008) for instance, this provides a heuristic argument for the consistency of the CU SQ n test. We explore this heuristic argument through simulations in what follows. Table 2 , DGPs 5-9, reports the power of the CU SQ test for a range of asymptotically homogenous functions. The power increases with sample size in all cases. The power also tends to increase with the order of integration of the regressors. This is in line with the power analysis for parameter instabilities conducted by McCabe and Harrison (1980) , Ploberger and Krämer (1990) , Deng and Perron (2008), or Turner (2010) . It is worth emphasizing that given the omnibus nature of the CU SQ test, the statistic will have power to detect other types of departures from the null hypothesis other than functional form misspeci…cation. For instance, simulations not reported here show that the CU SQ statistic has power to detect autocorrelated errors as well.
It is also worth mentioning that the CU SQ also has power to detect some misspeci…cations involving integrable functions of persistent processes. As an example consider the data generating process y t = 1 =(1 + 2 x 2 t ) + " t , while the regression model is polynomial. Simulations not reported here show that power arises as long as the signal from the integrable function component 1 =(1 + 2 x 2 t ) dominates the noise " t : Next, we compare the power of the CU SQ test with the CUSUM test of Kasparis (2008) . Table 3 reports his ten DGPs. In all cases a linear model for y t and x t is …tted, which is therefore misspeci…ed. The results are reported in Table 4 . Kasparis'test uses a long run variance estimator to standardize the statistic; hence, the power of the test depends on a bandwidth choice. Kasparis reports power for di¤erent bandwidths and we report the highest of these. Table 4 shows that no test dominates in all cases but both tests perform in a similar way. We note that the CUSUM test involves nuisance terms depending on the functional form of the model whereas the CU SQ has a Brownian bridge theory quite generally.
Empirical Illustration
We apply the CUSQ tests to data from the Yugoslavian hyperin ‡ation. The data are taken from Petrović and Mladenović (2000) and are available from the online data archive of Journal of Money, Credit and Banking, see also Petrović and Vujošević (1996) , Engsted (1998) , Petrović, Bogetić and Vujošević (1999) and Nielsen (2008 Nielsen ( , 2010 . We consider monthly series of changes in the log Dmark exchange rate, s t = log S t ; and of log real narrow money de ‡ated by the exchange rate, m t s t = log(M t =S t ); for the period 1990:12-1994:1. The series are shown in Figure 1 (a; b) . It is evident that real money, m t s t ; is falling in a random walk-like way, while the changes in exchange rates, s t grow in a near exponential fashion. This results in a non-linear relationship as seen in the cross-plot of m t s t versus s t in panel (c):
The institutional background is that the Federal Republic of Yugoslavia was falling apart in 1991 and the civil war started. A United Nations embargo was introduced in 1992:5 and the in ‡ation started. The hyperin ‡ation ended in 1994:1 after prices had risen by a factor of 1.6 10 21 over 24 months. Petrović and Mladenović (2000) , PM henceforth, used a variable semi-elasticity schedule. They …rst formulate this schedule in a static model and subsequently they embed it in a dynamic model. In the following we consider the static model in order to focus on the choice of functional form. The schedule is captured by a power function model of the form m t s t = j s t j + + " t :
(6.1)
The idea is that for 0 < < 1 then exponential features of s t get dampened through the transformation j s t j , noting that s t > 0 throughout the sample. Hence, the analysis in PM involves a non-linear model with a constant and a non-stationary regressor. This model was analyzed in §4.3 -see also §5 for the …nite sample performance of the CU SQ test when applied to a power function model with a constant term.
We get a linear model when imposing = 1: We …tted the models using both Matlab (2014) and OxMetrics (Doornik and Hendry, 2013) . Estimates are reported in the …rst column of Table  5 . The linear model is rejected by the RCU SQ test, albeit for the CU SQ the decision is marginal at a 5% level.
The estimated power function is reported in the second column of Table 5 . This model is not rejected by neither the CU SQ nor the RCU SQ test. Our estimate of is^ = 0:128: Using that estimation we …nd that j s t j 0:128 is increasing in a random walk-like way as shown in Figure 1 (d): Thereby we achieve a balanced regression between real money m t s t and the transformed exchange rate depreciation j s t j :
The probabilistic interpretation of the power function model (6.1) is not fully developed as yet. The intention of the model is to stabilize the regressor s t so that we get a balanced regression between the dependent variable m t s t and the transformed variable j s t j : This clearly works in some empirical sense, but the economic theory remains somewhat vague as in the varying semielasticity interpretation of PM. In the power function model we apply the econometric trick of transforming the regressor using a parametrized function in order to balance the regressand and the regressor. In many situations this trick may be the best that can be done to achieve balancedness. However, in the case of hyperin ‡ation we can …nd an alternative transformation that does not depend on parameters and which has a neat economic interpretation.
The purpose of regression (6.1) is to …t a money demand equation under hyperin ‡ation. The real money stock is steadily falling through the hyperin ‡ation because there is an increasing cost to holding money. The real money stock can be thought of as a co-explosive relation between money and exchange rates, which are both increasing explosively during hyper-in ‡ation, see Nielsen (2008 Nielsen ( , 2010 . The cost of holding money can be measured through d t = (S t S t 1 )=S t which tells how much we loose in Dmark terms by waiting one period. With modest in ‡ation we have d t s t ; whereas in extreme hyperin ‡ation, where s t explodes, the depreciation cost d t is bounded by unity. Nielsen (2008) used this transformation to analyze the Yugoslavia data and found that m t s t and d t have random walk-like behaviour and can be analyzed using a cointegrated vector regression where the cointegrating relation between m t s t and d t can be interpreted as money demand. The depreciation measures d t and j s t j 0:128 have a rather similar appearance apart from a location-scale transformation. This analysis e¤ectively replaces j s t j in (6.1) with d t : Indeed, that regression will give nearly the same …t as seen in Table 5 .
The power function model remains a useful econometric tool. The linear model between m t s t and s t is not balanced, whereas the power function model used by PM fares much better. In fact, in econometric terms it works just as well as the model involving d t , and in this case the PM study inspired the development of the cost of holding money measure.
Concluding Remarks
We have shown that by using the cumulated sum of squares residuals we get rid of the nuisance quantities that show up in tests based on the cumulated sum of residuals in a non-stationary context. The cumulated sum of squares test statistic has a well de…ned limiting distribution, for which asymptotic critical values and …nite sample corrections are readily available. The test has good power against a variety of non-linear misspeci…cations within a non-stationary environment.
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We would like to formulate similar results for the cumulated sum of squared residuals. This can be done as long as the squares of residuals and innovations are close. We formulate this as two assumptions.
Assumption A.1 max 1 t n n 1=2 P t s=1 (" 2 s;n " 2 s ) = o P (1): Proof of Lemma A.2: The statistic of interest is CU SQ n = max 1 t n jA nt j=' n , where
Expand A nt = B nt + C nt ; where
By the triangle inequality, max 1 t n jA nt j max 1 t n jB nt j + max 1 t n jC nt j. By Assumption A.1,
Thus, by Lemma A.1 and the Continuous Mapping Theorem applied to the maximum, we have
Consider now' 2 n = n 1 P n t=1" 4 t;n (n 1 P n t=1" 2 t;n ) 2 : Further, n 1 P n t=1 (" k t;n " k t ) = o P (1) for k = 2; 4 by Assumptions A.1, A.2. Therefore,
By Lemma A.1, under Assumption 3.1, we have' 2 n = ' 2 + o P (1): All together, CU SQ n converges in distribution to sup 0 u 1 B 0 u as desired.
For the recursive version of the result we need to strengthen Assumption A.1. Proof of Lemma A.3: Follow the proof of Theorem A.2 replacing" 2 s;n by" 2 s;t and using Assumption A.3 instead of Assumption A.1 when evaluating (A.1).
A.2 Some Martingale Results
In most places we use the spectral norm for matrices, so that for a matrix m then
The spectral norm reduces to the Euclidean norm for vectors. It is compatible with the Euclidean norm in the sense that jjmvjj = jjmjjjjvjj for a matrix m and a vector v: It satis…es the norm inequality jjmnjj jjmjjjjnjj for matrices m; n.
We need a triangular array modi…cation of the martingale results in Lemma 1 of Lai and Wei (1982) .
Lemma A.4 Let F t be a …ltration so that w t is F t 1 adapted and m t is F t adapted with E(m t jF t 1 ) = 0 and sup t E(m 2 t jF t 1 ) < 1 a:s: Let N n be anormalization matrix, possibly stochastic, where N 1 n = O(n`) a:s: for some`> 0. Suppose n 0 = inffn : for all& > 0. Since kS ww;u k is non-decreasing in u then kS ww;u k kS ww;1 k :
A.3 Proof of Main Results
Proof of Theorem 3.1: Part I: Assumption A.1. 1. The problem. Let S t; = n 1=2 fQ t ( ) Q t ( 0 )g so that S t;^ n = n 1=2 P t s=1" 2 s;n " 2 s : We show that S t;^ n = o P (1) uniformly in 1 t n: From (3.1) we have S t; = 2 e S t; + S t; ; where e S t; = n 1=2 P t s=1 " s rg s ( );
2. Expand the martingale e S t; . We use a second order mean value result. To simplify the expression we introduce the notation
With this notation we get, for instance, that
Overall, we can expand e S t;^ n = n 1=2 P t s=1 " s rg s (^ n ) as
for an intermediate point depending on the summation limit t and^ n so jj 0 jj jj^ n 0 jj: Note that the …rst term only depends on^ n through the factor# n : For simplicity we write (A.3) as e S t;^ n = e S t;1 + e S t;2 =2.
3. The martingale term e S t;1 . The norm inequality and the bound to# n in Assumption 3.2 (a) give j e S t;1 j n 1=2 jj# n jjjj
Apply Lemma A.4 using Assumptions 3.1, 3.2, 3.4 to get, for any & > 0,
By Assumption 3.3 (c), we have that P n t=1 jj _ h t ( 0 )jj 2 = O P n 1 2 for some > 0 while < 1=4. We then get, when choosing 2& =(2 2 );
4. The term e S t;2 . Apply the norm and triangle inequalities to get j e S t;2 j jj# n jj 2 n 1=2 P t s=1 j" s j jj • h s ( )jj:
Apply the Hölder inequality to get j e S t;2 j jj# n jj 2 (n
The martingale Law of Large Numbers (Chow, 1965, Theorem 5) shows
For the third term, note that is local to 0 in probability and depending on t: Let ' > 0 and note that P( P t s=1 jj • h s ( )jj 2 > ') can be bounded by
By Assumption 3.2 (a), P(jjN
Therefore, it su¢ ces to show that sup :jjN
taking supremum of , extending the sum and using Assumption 3.3 (d) gives
Combine the bounds to see that j e S t;2 j = o P (n 2 )O(1)O P (n 4 ) = o P (1) uniformly in t: 5. The compensator. As before jjN 1 n; 0 (^ n 0 )jj n on a set with large probability. On that set S t;^ n sup :jjN 1 n; 0 ( 0 )jj n S t; which is o P (1) by Assumption 3.3 (a).
Part II: Assumption A.2. 1. The problem. Let V n; = n 1 P n t=1 [f" t rg s ( )g 4 " 4 t ] where rg s ( ) = g(x s ; ) g(x s ; 0 ) as before, so that V n;^ n = n 1 P n t=1 (" 4 t " 4 t ): 2. Some inequalities: By binomial expansion (" r) 4 " 4 = r 4 4r 3 " + 6r 2 " 2 4r" 3 : Thus, by Hölder's inequality,
Now, n 1 P n t=1 " 4 t = O P (1) by the martingale Law of Large Numbers and Assumption 3.1 while n 1 P n t=1 frg s (^ n )g 4 = o P (1) by an argument as in part I, item 6 using Assumption 3.3 (b).
Proof of Theorem 3.2. We want to show that max 1 t n jn 1=2 P t s=1 (" 2 s;t " 2 s )j = o P (1): Choose ; ; ' > 0 small. First, we show that on a set with large probability sup t>t 0 jN
Since N 1 n; 0 (^ n 0 ) = o(n ) a:s: by Assumption 3.2 (b), then Egorov's theorem (Davidson 1994, Theorem 18.4) implies for all ; > 0 there exists a t 0 > 0 and a set with probability P( ) 1 so that sup t t 0 jN 1 t; 0 (^ t 0 )j < n on : Since N 1 t; 0 is non-decreasing in t by Assumption then sup t 0 t n jN 1 n; 0 (^ t 0 )j < n on : Second, we show that is su¢ ces to show that B n = max t 0 t n jn 1=2 P t s=1 (" 2 s;t " 2 s )j = o P (1) on : Let A n = max 1 t n jn 1=2 P t s=1 (" 2 s;t " 2 s )j and note that we can bound P(A n > ') P(A n > ' \ ) + P( c ) P(A n > ' \ ) + :
Thus is su¢ ces to show that A n = o P (1) on : On , we further bound Since t 0 is …nite, the …rst term is O P (n 1=2 ) and vanishes. Thus it su¢ ces to show that B n = o P (1) on : Third, we analyze B n on : For this we follow the proof of Theorem 3.1 replacing" 2 s;n by" 2 s;t : The only changes are summation indices start in t 0 and that# t = N 1 n; 0 (^ t 0 ) now depends on t: But the bounds are multiplicative in# t so that we can exploit that jj# t jj < n on : In the original proof the intermediate point depends on t through the summation index. It will now also depend on^ t rather than^ n ; but that does not add further di¢ culties since^ t is local to 0 :
Proof of Theorem 3.3. Assumption 3.5 (a,b) with k = 2 imply Assumption 3.3 (c,d).
For Assumption 3.3 (a,b), recall the notation in item 3 in the proof of Theorem 3.1 and expand
where t is an intermediate point depending on x t so j t 0 j j 0 j: Raise this to the power k = 2 or k = 4 and apply the inequality (x + y) m C(x m + y m ) to see that jg(x t ; ) g(x t ; 0 )j
We only consider jj#jj n . Thus t is local to 0 so that jj • h t ( t )jj k sup :jjN 1 n; 0 ( 0 )jj n jj • h t ( )jj k :
Then cumulate to get
which is o P (n 1=2 ) for k = 2 and o P (n) for k = 4 due to Assumption 3.5. CS denotes correct speci…cation; hence, size is being analyzed in those cases. M denotes misspeci…cation; hence, power is considered in those cases. 10000 replications are conducted. ln (1 + jx t j) + u t
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