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Povzetek
Naslov: Napovedovanje interakcij med proteini in RNA z globokimi 3D
konvolucijskimi nevronskimi mrežami
Interakcije med proteini in RNA igrajo pomembno vlogo pri številnih celičnih
procesih. Komplekse 3D proteina in RNA lahko določamo eksperimentalno,
kar pa je zahtevno in počasno. S hitreǰsimi računskimi metodami, čeprav so
te manj natančne, lahko usmerjamo eksperimentalno preverjanje hipotez o
mestu interakcij. V magistrskem delu poskusimo najprej napovedati mesta
interakcij na ravni aminokislin, ki sestavljajo protein v kompleksu protein-
RNA. Za vsako aminokislino smo pridobili dve napovedi: napoved, ali je
aminokislina v interakciji z RNA, ter še natančneǰso napoved, katera mesta
aminokisline so v interakciji z RNA. Za napovedi na posamezni aminokislini
smo uporabili 3D konvolucijsko nevronsko mrežo. Razvili smo tudi metodo,
ki napovedi na aminokislinah združi v prostorsko napoved mest interakcij v
strukturi 3D proteina in RNA. Uspešnost metode ocenimo s klasifikacijsko
točnostjo in ROC AUC, izmerjenim na posameznih 3D kompleksih proteina
in RNA. Povprečni ROC AUC, izmerjen na posameznih strukturah protein-
RNA v testni množici, je 0.79, povprečni ROC AUC na dodatni, neodvisni
testni množici pa je 0.74. Opazimo tudi, da natančneǰse napovedi na posa-
meznih aminokislinah privedejo do bolǰsih končnih napovedi.
Ključne besede
bioinformatika, konvolucijske nevronske mreže, interakcije med proteini in
RNA

Abstract
Title: Prediction of interactions between proteins and RNA with deep 3D
convolutional neural networks
Protein–RNA interactions play an important role in a wide variety of cellular
processes. We can determine protein-RNA complexes experimentally, but
that is a difficult and slow process. Even though their accuracy is lower than
that of experimental observations, faster computational predictions can be
sufficiently accurate to guide experimental validation. In this thesis, we first
try to predict the site of interactions on amino acids, which are the building
block of proteins in the protein-RNA complex. For every amino acid we infer
two predictions, we predict whether the amino acid is in interaction with the
RNA and also which parts of the amino acid are in interactions with the
RNA. For predictions on amino acids, we implemented a 3D convolutional
neural network. We also developed a method to combine these predictions on
amino acids into a spacial prediction of interactions in 3D protein and RNA
complexes. We estimate the performance of our method with classification
accuracy and ROC AUC measured on every 3D protein and RNA complex.
The average AUC estimated on Protein-RNA complexes in the test set equals
0.79, whereas the average ROC AUC in an additional, independent test set
equals 0.74. We also observe that more specific predictions on amino acids
give better final predictions.
Keywords
bioinformatics, convolutional neural network, protein-RNA interactions

Poglavje 1
Uvod
1.1 Motivacija
Interakcije med proteini in RNA imajo pomembno vlogo pri mnogih celičnih
procesih, na primer sinteza proteinov, post-transkripcijska regulacija genske
ekspresije in virusna infekcija. Komplekse proteinov in RNA lahko določamo
eksperimentalno, z rentgensko kristalografijo in jedrsko magnetno resonanco
(NMR), kar pa je počasno in zahtevno. Zato obstaja potreba po hitreǰsih
računskih metodah, ki napovedujejo mesta interakcij med proteini in RNA [1].
Napovedi z računskimi metodami so manj natančne kot tiste določene eks-
perimentalno, kljub temu pa so napovedi dobljene z računskimi metodami
dovolj natančne, da lahko usmerjajo eksperimentalno preverjanje hipotez o
funkcijskih povezavah med aminokislinami in nukleotidi [2].
1.2 Sorodna dela
Obstoječe metode za napovedovanje mest interakcij med proteinom in RNA
uporabljajo enega od dveh načinov napovedovanja: napovedovanje interakcij
na podlagi zaporedij in na podlagi struktur 3D [3].
Metode SCRPRED [4], PPRINT [5], PRINTR [6], RPISeq [7], BindN [8],
PRBR [9], PiRaNhA [10] in RPIFS [11] napovedujejo interakcije med proteini
1
2 POGLAVJE 1. UVOD
in RNA na podlagi zaporedij. Algoritmi SCRPRED, PPRINT, PRINTR in
PiRaNhA uporabljajo položajno specifične ocenjevalne matrike in še nekatere
druge informacije. Algoritem RPISeq z 343 značilkami zakodira zaporedje
proteina in z 245 značilkami zaporedje RNA, algoritem BindN napoveduje
na osnovi molekularne mase aminokislin, hidrofobnosti in vrednosti pKa,
algoritem PRBR pa kombinira obogatene naključne gozdove (ERF) in hi-
bridni vektor značilk. Za identifikacijo RNA vezavnih proteinov in parov
protein-RNA so uporabljene metode strojnega učenja, kot so denimo me-
toda podpornih vektorjev, naključni gozdovi in nevronske mreže. Metoda
RPIFS [11] kombinira konvolucijske globoke nevronske mreže z ansambelsko
metodo za izbor značilk (angl. feature selection ensemble method). Algoritem
dobi značilke iz konvolucijske nevronske mreže in ustvari množice podatkov
glede na težo značilk, nato uporabi metodo ELM (angl. extreme learning ma-
chine) in klasificira te množice podatkov. Z uporabo uteženega glasovanja
združi rezultate vseh klasifikatorjev in izbere razred z največjim rezultatom
kot končno napoved.
Metode Struct-NB [12], PRIP [13], PatchFinderPlus [14], SPOT [15],
OPRA [16], RNABindR [17] in DRNA [18] napovedujejo mesta interakcij
med proteini in RNA na podlagi struktur (3D) kompleksov proteinov in RNA.
Algoritmi Struct-NB, PRIP, PatchFinderPlus, SPOT in OPRA pri napove-
dovanju interakcij uporabljajo lastnosti površine proteina. SVM in naivni
Bayes klasifikatorji naučeni na strukturnih značilnostih, so uporabljeni za
analizo površinskih značilk. Algoritem RNABindR združuje informacije o
strukturi z napovedmi, glede na zaporedje, hidrofobnosti in entropije. Al-
goritem DRNA se uporablja za napovedovanje RNA vezavnih proteinov in
vezavnih mest na RNA. Algoritem poda napovedi glede na ujemanje struk-
ture z drugimi znanimi strukturami, ki imajo podobno zaporedje.
V tabeli 1.1 smo zapisali uspešnost nekaterih zgoraj omenjenih metod.
Zapisali smo ROC AUC, ker tudi sami merimo uspešnost naših napovedi z
AUC. Omeniti pa moramo, da mi merimo uspešnost naše metode in AUC na
drugačni množici kot v člankih [2, 3] po katerih smo povzeli AUC v tabeli.
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Tabela 1.1: Uspešnost nekaterih metod
Metoda AUC
PRINTR 0.83
PiRaNhA 0.822
PPRINT 0.779
BindN 0.733
PRIP 0.83
Struct-NM 0.75
RNABindR 0.708
Glavna slabost zgoraj naštetih metod je, da je potrebno značilke definirati
vnaprej. Zato za napovedovanje predlagamo globoke konvolucijske nevronske
mreže, ki se same naučijo pomembnih značilk.
Konvolucijske 3D nevronske mreže so avtorji uporabili za prepoznavanje
objektov [19, 20], klasifikacijo oblaka točk [21], detekcijo mesta za prista-
nek [22, 23], ocenitev poze roke [24], prepoznavanje ročnih gest [25, 26], obra-
zne mimike [27], človeških dejanj [28, 29], za pridobivanje časovno-prostorskih
značilk [30], za ugotavljanje, ali se gibanje ustnic govornika ujema s spre-
mljajočim avdio posnetkom govora [31], za učenje semantičnih deformacijskih
tokov [32], za detekcijo pljučnega raka in nodulov v pljučih [33, 34, 35, 36],
za ekstrakcijo možganov iz slik z magnetno resonanco [37] in za klasifikacijo
konektoma [38]. Uporabljene so bile na podatkih 3D, torej na globinskih sli-
kah, oblakih točk in zaporedjih slik. Zaporedje slik lahko dobimo na primer
iz video posnetkov, pri prepoznavanju objektov pa so ustvarili zaporedje slik
s slikami objekta iz različnih zornih kotov. Pri video posnetkih imamo dve
prostorski dimenziji, tretja dimenzija pa je časovna. Globinske slike imajo
dimenzijo 2.5, zato jih je treba predstaviti drugače, da dobimo primeren vhod
za 3D CNN. Tudi oblake točk v nekaterih delih predstavijo drugače. Ponavadi
vhodne podatke predstavijo v obliki nekakšne volumetrične mreže z voksli.
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Voksli imajo lahko vrednosti 0 ali 1 in tako ponazarjajo zasedenost, lahko pa
zavzamejo vrednosti iz nekega intervala in ponazarjajo denimo verjetnost ali
gostoto.
Konvolucijske 3D nevronske mreže so uporabili tudi na proteinih, saj se
je konvolucijska nevronska mreža zmožna sama naučiti značilk iz strukture
proteina. Nekateri so uporabili samo podatke o položajih različnih atomov,
drugi v vhodne podatke vključili še nekatere farmakoforne lastnosti atomov,
na primer hidrofobnost, aromatičnost, zmožnost oddajanja ali sprejemanja
vodikove vezi, pozitivno ali negativno ionizabilnost in metaličnost. S 3D kon-
volucijskimi nevronskimi mrežami so ocenili natančnost modela proteina [39],
točkovali komplekse protein-ligand (angl. Protein-Ligand scoring) [40], na-
povedali protein-vezavna mesta [41], omogočili primerjavo protein vezavnih
mest [42], detektirali funkcionalna mesta proteina (angl. protein functional
site) [43], analizirali podobnosti med okolico aminokislin [44] in napovedali
interakcije med proteinoma [45]. Pri detekciji funkcionalnih mest proteina,
pri analizi podobnosti okolja aminokislin in pri napovedovanju interakcij med
dvema proteinoma, so vhodne podatke pridobili tako, da so okoli aminokisline
postavili kvader, ga vokselizirali in in v vsakem vokslu preverili prisotnost
atomov ogljika, kisika, dušika in žvepla. Vsaka od štirih skupin različnih
atomov predstavlja svoj vhodni kanal, torej so vhodni podatki štiri 3D vo-
kselizirane matrike. Pri prvih dveh primerih te štiri matrike predstavljajo za
vsako aminokislino vhod v 3D konvolucijsko nevronsko mrežo, medtem ko so
za napovedovanje interakcij med proteinoma uporabili kar dve 3D konvolucij-
ski nevronski mreži, ki se združita v eno. Vsako od dveh aminokislin, ki sta
ali nista v interakciji, so vokselizirali in dobljene matrike dveh aminokislin
podali na vhod dvema 3D konvolucijskima nevronskima mrežama.
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1.3 Prispevki
V magistrski nalogi predstavimo dva prispevka, računskega in aplikativnega.
Računski prispevek je metoda, ki vhodne tridimenzionalne podatke zapǐse v
primerno obliko in na njih uporabi 3D konvolucijsko nevronsko mrežo za na-
povedovanje pomembnih mest v prostoru. Aplikativni prispevek je napovedni
model za napovedovanje mest interakcij med proteini in RNA v prostoru.
1.4 Struktura dela
V prvih dveh poglavjih pregledamo teorijo. V poglavju 2 na kratko opǐsemo
interakcije med proteini in RNA ter si podrobneje ogledamo protein in nje-
govo sestavo, saj interakcije kasneje napovedujemo na proteinu. V poglavju 3
opǐsemo Nevronske mreže in njihovo delovanje. V poglavju 4 pregledamo
uporabljene podatke in njihovo pripravo. Opǐsemo, kako smo podatke predta-
vili v primerni obliki za vhod v 3D konvolucijsko nevronsko mrežo. Poglavje 5
je posvečeno predlagani metodi. Opǐsemo 3D konvolucijsko nevronsko mrežo,
ki smo jo uporabili za pridobivanje napovedi interakcij na posamezni amino-
kislini in metodo združevanja teh posameznih napovedi v končne prostorske
napovedi interakcij na kompleksu protein-RNA. V poglavju 6 pregledamo
dobljene rezultate posamičnih napovedi nevronskih mrež na aminokislinah
in rezultate metode za napovedovanje mest interakcij v prostoru proteina in
RNA.
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Poglavje 2
Interakcije med proteini in
RNA
Interakcije med proteini in RNA imajo pomembno vlogo pri mnogih celičnih
procesih, kot so na primer RNA transkripcija, obratna transkripcija, pod-
vajanje, RNA transport, post-transkripcijsko procesiranje RNA, translacija
mRNA in regulacija stopnje RNA v celici. Interakcije med proteini in RNA
vplivajo na strukturo RNA in imajo pomembno vlogo v njihovi biogenezi,
stabilnosti, transportu in lokaliziranju v celici. Napake v interakcijah protein-
RNA so odgovorne za številne bolezni, vse od nevroloških motenj do genom-
skih nestabilnosti in rakavih obolenj.
Razumevanje tvorbe in prepoznavanja 3D kompleksov protein-RNA je ve-
lik izziv v biologiji. Eksperimentalno določanje kompleksov proteina in RNA
z jedrsko magnetno resonančno spektroskopijo in rentgensko kristalografijo
je zahteven in zamuden proces. Druga možnost je, da napovemo interakcije
med proteini in RNA z računskimi metodami. Čeprav so računske napovedi
manj natančne od eksperimentalnega opazovanja, so lahko dovolj natančne,
da pomagajo pri vodenju eksperimentov. Z razvojem efektivnih bioinforma-
cijskih metod za napovedovanje interakcij med proteini in RNA lahko pri-
dobimo namige za nadaljnje načrtovanje eksperimentov in izbolǰsamo naše
razumevanje mehanizmov interakcij [2].
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Interakcije med proteini in RNA napovedujemo bodisi na podlagi za-
poredja aminokislin v proteinu bodisi na podlagi struktur 3D kompleksov
protein-RNA. Pri napovedovanju interakcij iz struktur 3D, kjer upoštevamo
položaj aminokislin in nukleotidov v prostoru, lahko zaznamo, če sta si ami-
nokislini v prostoru blizu, tudi če si v zaporedju nista. Podatki o prostorski
3D strukturi proteina nam tako lahko olaǰsajo napovedovanje RNA vezavnih
mest, ki ponavadi nastanejo na izpostavljenih straneh verig (angl. surface-
exposed residues) aminokislin, ki so si blizu v prostoru in ne nujno blizu tudi
v zaporedju proteina.
2.1 Proteini in aminokisline
Proteini sodelujejo v procesih, ki organizmu omogočajo delovanje in repro-
dukcijo. Vključeni so v vsak vidik celičnega življenja. Nekatere funkcije
proteinov v organizmih so transport materialov skozi membrano, katalizira-
nje kemične reakcije, podvajanje, popravljanje in transkripcija DNA-ja ter
transport molekul znotraj celice.
Protein je kompleksna organska molekula, sestavljena iz verižno poveza-
nih aminokislin. Aminokisline v proteinu so med seboj povezane s peptidno
vezjo, ki nastane med aminoskupino ene in karboksilno skupino druge amino-
kisline, pri čemer se odcepi molekula vode. Obstaja 20 različnih aminokislin,
na desetine, stotine in tisočine aminokislin se potem povezuje v verige in
tvori protein. Posledica aminokislinskega zaporedje je zvijanje proteinov,
torej nam zaporedje aminokislin v proteinu določi 3D obliko proteina.
Aminokisline so molekule, ki vsebujejo aminoskupino (–NH2, angl. amino
group), karboksilno skupino (–COOH) (angl. carboxyl group), ki sta povezani
z istim ogljikom α in predstavljata glavno verigo. Molekulo aminokisline
sestavlja še stranska veriga (angl. side chain), ki se tudi veže na ogljik α in je
specifična za vsako aminokislino. Na sliki 2.1 lahko vidimo opisano strukturo
aminokisline. Glavni gradniki aminokislin so ogljik, kisik, dušik in vodik.
Glede na lastnosti stranske verige so aminokisline razvrščene v štiri skupine:
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Slika 2.1: Struktura aminokisline. Vir [46]
aminokisline z nepolarno stransko verigo, s polarno stransko verigo, če pa ima
stranska veriga električni naboj ločimo aminokisline s stransko verigo, ki ima
lastnosti kisline ali lastnosti baze. Vseh 20 različnih aminokislin, razdeljenih
v skupine, lahko vidimo na sliki 2.2.
Proteini so lahko v interakciji z ribonukleinskimi kislinami (RNA), nukle-
inskimi kislinami, drugimi proteini in ostalimi gradniki celic, ter z njimi tvo-
rijo komplekse. RNA skupaj z RNA vezavnimi proteini (RBP) tvori komple-
kse ribonukleoproteinov (RNP). RNA vezavni proteini vplivajo na strukturo
in interakcije RNA in imajo pomembno vlogo v njihovi biogenezi, stabilno-
sti, transportu in lociranju celice. Številčnost in raznolikost RNA vezavnih
proteinov je odvisna od kompleksnosti organizma v katerem se nahajajo, pri
vretenčarjih najdemo lahko po več tisoč RBP [48].
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Slika 2.2: Strukture in oznake dvajsetih aminokislin, ki so kodirane v stan-
dardnem genetskem kodu. Vir [47]
Poglavje 3
Nevronske mreže
Nevronske mreže so računski algoritmi, ki pripadajo področju strojnega uč-
enja. So poenostavljen model možganov, saj se skušajo naučiti in reševati
probleme s posnemanjem možganov. Možgani so sestavljeni iz velike množice
nevronov. Vsak nevron zase je enostaven. Kar daje možganom moč sta
številčnost in povezanost nevronov. Možgani se učijo, ker nevroni med seboj
komunicirajo. Če naredimo analogijo med možgani in nevronskimi mrežami,
so nevronske mreže računske metode, ki uporabljajo veliko število osnovnih
računskih enot, imenovanih nevroni. Vsak nevron posebej lahko opravlja eno-
stavne računske operacije, nevronske mreže pa izvajajo zapletene izračune,
ker so ponavadi sestavljene iz veliko nevronov, ki so med seboj povezani in
med sabo komunicirajo.
Nevronska mreža aproksimira neko funkcijo f, ki slika vhodne podatke
v izhodne. V primeru regresije, funkcija y = f(x) slika vhod x v vrednost
y. Nevronska mreža definira preslikavo y = g(θ, x) in se nauči vrednosti
parametrov θ, ki nam dajo najbolǰsi približek funkcije.
Osnovni gradniki nevronske mreže so nevroni. Nevron sprejme enega ali
več uteženih vhodnih podatkov xi in jih z aktivacijsko funkcijo preslika v svoj
izhod y. Izračun v posameznem nevronu lahko zapǐsemo z enačbo:
y = f(
∑
i
xiwi + b), (3.1)
11
12 POGLAVJE 3. NEVRONSKE MREŽE
kjer je f aktivacijska funkcija, xi vhodne vrednosti, wi uteži vhodne vrednosti
in b odmik (angl. bias). Ponavadi želimo z aktivacijsko funkcijo v nevronsko
mrežo vnesti nelinearnost, zato za aktivacijsko funkcijo uporabimo neline-
arno funkcijo. Primeri pogosto uporabljenih linearnih funkcij so sigmoidna
funkcija, tangentna funkcija, funkcija popravljene linearne enote (angl. Rec-
tified Linear Unit (ReLu)) in različice ReLu, na primer Leaky ReLu. V naši
nevronski mreži uporabimo funkcijo popravljene linearne enote in sigmoidno
funkcijo, ki sta prikazani na sliki 3.1.
Slika 3.1: Levo: Funkcija popravljene linearne enote (ReLu). Desno: Si-
gmoidna funkcija. Vir: Li, Johnson, Yeung [49]
Funkcija popravljene linearne enote je:
f(x) = max(0, x) =
0, za x < 0x, za x ≥ 0 (3.2)
Kot lahko vidimo v enačbi 3.2, funkcija popravljene linearne enote preslika
negativne vrednosti v 0, ostalih vrednosti ne spreminja. Sigmoidna funkcija
pa vzame realna števila in jih preslika v interval med 0 in 1. Velika nega-
tivna števila postanejo enaka 0, velika pozitivna števila pa postanejo enaka 1.
Sigmoidno funkcijo zapǐsemo z naslednjo enačbo:
f(x) =
1
1 + e−x
(3.3)
Nevrone potem povezujemo med seboj v mreže, izhod enega ali več ne-
vronov povežemo z vhodom drugega nevrona. Nevrone lahko med seboj
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povezujemo na različne načine, največkrat pa uporabimo usmerjeno nevron-
sko mrežo (angl. Feedforward Neural Network), kjer nevrone povezujemo
v več polno povezanih nivojev. V arhitekturi naprej povezanih nevronskih
mrež imamo vhodni nivo, več ali nobenega skritih nivojev ter izhodni nivo.
Vhodni nivo sestavljajo nevroni, ki jim podamo vhodne podatke. Izhodni
nivo nam vrne bodisi regresijsko napoved ali napoved razredov za klasifi-
kacijo. Nevroni v skritih nivojih prejmejo kot vhodne podatke izhode vseh
nevronov v predhodnem nivoju in pošljejo svoje izhodne podatke nevronom
v naslednjem nivoju. Na sliki 3.2 vidimo primer usmerjene nevronske mreže
z dvema skritima slojema.
Slika 3.2: Primer arhitekture usmerjene nevronske mreže z dvema skritima
nivojema.
Število nivojev in nevronov v nivojih določi razvijalec glede na problem,
ki ga poskuša rešiti. Arhitektura nevronske mreže vpliva na njeno uspešnost.
3.1 Učenje
Nevronski mreži na vhod, v prvi nivo, podamo vhodne podatke. V vsa-
kem naslednjem nivoju nevroni iz vhodov po enačbi 3.1 izračunajo izhod. V
drugem nivoju nevronske mreže oz. prvem skritem nivoju so vhodi vsakega
nevrona podani vhodni podatki. V naslednjih, vǐsjih nivojih, so vhodi v ne-
vrone v nivoju izhodi predhodnega nivoja. To pomeni, da moramo za izračun
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izhodov nevronov v drugem skritem nivojih izračunati aktivacije vseh nevro-
nov iz prvega skritega nivoja. Izračune nadaljujemo na naslednjih nivojih vse
do izhodnega nivoja, čigar izračunan izhod nam poda napoved. Na izračun
aktivacije nevronov in s tem končne napovedi vplivajo uteži wi in odmik b,
ki jih uporabimo v enačbi 3.1 za izračun izhoda nevrona. Uteži in odmik so
torej učni parametri. Parametri vsebujejo informacije, ki se jih nevronska
mreža nauči iz učnih podatkov. Na začetku utežem nastavimo majhne na-
ključne vrednosti. Seveda ne pričakujemo, da nam bo mreža z naključnimi
utežmi vrnila dobre napovedi, zato uteži postopoma spreminjamo z uporabo
učnih podatkov. Postopno prilagajanje uteži je dejansko učenje nevronske
mreže, ki poteka skozi več iteracij. Vsako iteracijo najprej vzamemo paket
učnih podatkov (angl. batch), njihove vhodne podatke in pravilne napovedi.
Vhodne podatke vstavimo v trenutno nevronsko mrežo in izračunamo napo-
vedi. Prave in napovedane vrednosti paketa učne množice nato primerjamo,
tako da izračunamo funkcije izgube. Uteži v nevronski mreži nato spreme-
nimo tako, da zmanǰsamo funkcijo izgube na tem paketu učnih podatkov.
Vsak epoh nevronski mreži podajamo pakete učnih podatkov, dokler mreži
ne podamo celotne množice učnih podatkov. Epohe izvajamo dokler nimamo
dovolj dobrega modela, ki nam daje dobre napovedi. Število epohov določimo
z opazovanjem napovedi na validacijski množici. Ko je napaka na validacijski
množici dovolj majhna, ustavimo učenje. Lahko opazujemo tudi napako na
učni množici in se tako prepričamo, da ne pride do prevelikega prileganja
podatkov učni množici. Preveliko prileganje podatkom se zgodi takrat, ko je
napaka na učni množici zelo majhna, na validacijski pa večja.
Funkcija izgube nam pove kako dobre so naše napovedi. Če so napovedi
blizu pravim vrednostim, potem je vrednost funkcije izgube nizka, če smo z
napovedmi zelo zgrešili zavzame visoke vrednosti. Izbira funkcije izgube je
odvisna od problema in od tega, kaj napovedujemo, ali imamo klasifikacij-
ski ali regresijski problem. Naš problem zahteva binarno klasifikacijo, torej
napovedujemo razred 0 ali 1. Naša nevronska mreža napoveduje eno vre-
dnost, ki nam pove verjetnost, da je napovedan razred enak 1. Za funkcijo
3.2. KONVOLUCIJSKE NEVRONSKE MREŽE 15
izgube izberemo binarno prečno entropijo (angl. Binary Crossentropy), ki se
izračuna po naslednji enačbi:
L(W ) = − 1
N
N∑
i=1
yi ∗ log (ŷi) + (1− yi) ∗ log (1− ŷi), (3.4)
kjer W predstavlja uteži, N število učnih primerov, yi pravo vrednost i-tega
primera in ŷi napovedano vrednost i-tega primera.
Iščemo takšno kombinacijo vrednosti uteži, da je vrednost funkcije izgube
čim manǰsa. Minimum funkcije izgube lahko poǐsčemo tako, da pogledamo,
kje je njen odvod enak 0:
dL
dW
(W ) = 0 (3.5)
Ker ima nevronska mreža več tisoč in tudi do več milijonov parame-
trov, je enačbo nemogoče rešiti analitično. Zato uporabimo iterativni algo-
ritem, uteži spreminjamo postopoma, glede na trenutno vrednost funkcije
izgube na danem delu učnih podatkov. Ker je funkcija izgube odvedljiva,
lahko izračunamo odvod funkcije izgube glede na uteži nevronske mreže, po
enačbi 3.5. Vsako iteracijo torej spremenimo uteži v nasprotni smeri odvoda
in s tem zmanǰsamo vrednost funkcije izgube. Velikost premika nam defi-
nira hiperparameter stopnja učenja (angl. Learning Rate). Kot smo videli je
nevronska mreža sestavljena iz več nevronov, ki so med sabo povezani in od-
visni, zato odvodi posameznih nevronov, ki jih lahko brez težav izračunamo,
različno vplivajo na vrednost funkcije izgube. Začnemo na koncu nevron-
ske mreže z odvodom funkcije izgube in se premikamo nazaj po mreži in z
verižnim pravilom izračunamo prispevek vsakega parametra k vrednosti funk-
cije izgube. Uporabljeni algoritem se zaradi propagiranja napake po mreži
nazaj imenuje vzvratno razširjanje (angl. Backpropagation).
3.2 Konvolucijske nevronske mreže
Konvolucijske nevronske mreže so podobne prej opisanim naprej povezanim
nevronskim mrežam. Ravno tako so sestavljene iz nevronov, ki imajo učljive
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uteži in pristranskost. Vsak nevron dobi nek vhod in izvede vektorski pro-
dukt z utežmi ter aplicira aktivacijsko funkcijo. Nevronska mreža nam tudi
še vedno vrne napoved, torej bodisi verjetnosti napovednih razredov bodisi
regresijsko napoved, in uporablja kriterijsko funkcijo (angl. loss function).
Razlika je v tem, da imamo pri konvolucijski nevronski mreži vhodne po-
datke v obliki mreže, kar nam omogoča, da zmanǰsamo število parametrov v
nevronski mreži. Prednost konvolucijskih nevronskih mrež je tudi, da ji kot
vhodne podatke ne rabimo podati značilk, ampak se mreža značilke nauči
sama. Primeri vhodnih podatkov so časovne vrste, ki predstavljajo 1D vho-
dne podatke, ki jih dobimo z vzorčenjem podatkov v časovnem intervalu.
Slike so primer 2D vhodnih podatkov, saj lahko vrednosti pikslov zapǐsemo
v 2D matriko. Video in oblake točk pa lahko zapǐsemo v 3D matriko in tako
dobimo vhod za 3D konvolucijske nevronske mreže.
Konvolucijska nevronska mreža je podobno kot navadna nevronska mreža
sestavljena iz zaporednih nivojev. Posamezni nivo sprejme večdimenzio-
nalni tenzor, ki ga s pomočjo odvedljive funkcije preslika v nov izhodni
večdimenzionalni tenzor. V primeru 2D konvolucije imamo tridimenzionalne
tenzorje, v primeru 3D konvolucije pa štiridimenzionalne tenzorje. Najpogo-
steje uporabljeni nivoji v konvolucijskih nevronskih mrežah so konvolucijski
nivo, združevalni nivo (angl. Pooling layer) in polno povezani nivo (angl.
Fully connected layer).
3.2.1 Konvolucijski nivo
Konvolucijski nivo je osnovni gradnik vsake konvolucijske nevronske mreže in
opravi večino zahtevnih izračunov. Parametre konvolucijskega nivoja pred-
stavlja množica filtrov oziroma jeder (angl. filter, kernel). Vsak filter ima
majhno vǐsino in širino, ki sta manǰsi od vǐsine in širine vhodnih podat-
kov, globina filtra pa je enaka globini vhodnih podatkov. Filter pomikamo
po širini in dolžini vhoda ter na vsaki poziciji izračunamo skalarni produkt
vhoda in filtra. Tako filter izvede konvolucijo z vhodnimi podatki in vrne ak-
tivacijsko matriko oziroma matriko značilk (angl. activation map) z izračuni
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za vsako pozicijo filtra. Konvolucijo lahko opǐsemo z enačbo
(I ∗K)(i, j) =
∑
m
∑
n
I(m,n)K(i−m, j − n), (3.6)
kjer I predstavlja vhod, K pa filter. Na sliki 3.3 lahko vidimo primer konvo-
lucije med vhodno matriko I in filtrom K. Da dobimo celotno matriko I ∗K,
se moramo s filtrom pomikati po celotni širini in vǐsini matrike I.
Slika 3.3: Primer konvolucije. Vir: Wo [50]
Ko imamo opravka z večdimenzionalnimi vhodi, kot so na primer slike,
je nepraktično povezati vse nevrone z vsemi nevroni preǰsnjega nivoja. Zato
vsak nevron povežemo le z lokalnim delom vhoda. Lokalno povezljivost nam
omogočijo filtri. Ker sta širina in vǐsina filtra manǰsi od vhoda, je vsak ne-
vron v aktivacijski matriki povezan le z majhnim lokalnim delom vhodnega
tenzorja. Torej je polje zaznavanja (angl. receptive field) vsakega nevrona
majhno, in sicer je njegova velikost enaka velikosti filtra. Lokalna povezlji-
vost konvolucijskega nivoja omogoča mreži, da se nauči filtrov, ki maksimalno
ustrezajo lokalnim delom vhoda, tako pa izkoristi korelacijo med sosednjimi
nevroni vhoda. Nevronska mreža se bo naučila filtrov, ki se aktivirajo, ko
zaznajo kakšno vizualno značilko, na primer rob, črto ali packo barve na
prvem nivoju ali kompleksneǰse vzorce v vǐsjih nivojih mreže. Med izvaja-
njem konvolucije med vhodom in filtrom so parametri filtra in pristranskost
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enake za vse lokalne pozicije. Če je izračun značilke koristen za lokalni dvo-
dimenzionalni del vhoda, je najverjetneje koristen tudi za isti lokalni del,
ki je na drugi poziciji glede na globino vhoda, zato so uteži filtrov enake na
različnih globinah vhoda. Pri tridimenzionalnih vhodih je filter enak glede na
četrto dimenzijo vhoda. Deljenje parametrov filtra (angl. parameter sharing)
zmanǰsa število parametrov nevronske mreže, poveča učinkovitost učenja in
generalizira nevronsko mrežo.
Širino in vǐsino filtra določimo sami, velikost filtra je torej eden od hi-
perparametrov. Druga dva hiperparametra sta še korak pomikanja filtra
(angl. stride) in število filtrov. Če velikost filtra ni enaka 1, potem je dimen-
zija izhoda manǰsa od dimenzij vhoda. Če želimo ohraniti dimenzije vhoda,
dodamo na rob vhoda obrobo (angl. padding), ki je ponavadi sestavljena iz
ničel. Poleg dimenzij vhoda, dimenzij filtra in dodajanja obrobe na dimenzije
izhoda vpliva tudi velikost koraka pomika. Velikost izhoda lahko izračunamo
po naslednji enačbi:
O =
W − F + 2P
S
+ 1, (3.7)
kjer je O velikost izhoda, W velikost vhoda, F velikost filtra, P velikost obrobe
in S velikost koraka pomika.
3.2.2 Združevalni nivo
V konvolucijskih nevronskih mrežah pogosto periodično vstavimo združeval-
ne nivoje med zaporedne konvolucijske nivoje. Funkcija združevalnega nivoja
je, da postopoma zmanǰsuje prostorsko velikost matrike značilk, zmanǰsa
število parametrov in izračunov v nevronski mreži, s čimer tudi preprečuje
preveliko prileganje podatkom (angl. overfitting).
Koncept združevanja je podoben konvoluciji, ravno tako okno pomikamo
po širini in dolžini vhoda, ampak namesto, da lokalni del vhoda transfor-
miramo s konvolucijo, je pri združevanju izhod za vsako pozicijo najpogo-
steje maksimalna vrednost v drsnem oknu. Takemu združevanju, kjer vr-
nemo maksimalno vrednost vhoda za vsako pozicijo okna, rečemo maksi-
malno združevanje (angl. max pooling). Če namesto maksimalne vredno-
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sti vrnemo minimalno vrednost, imamo minimalno združevanje (angl. min
pooling), če pa vrnemo povprečno vrednost v drsnem oknu, pa imamo pov-
prečno združevanje (angl. average pooling). Pri dvodimenzionalnih vhodnih
podatkih združevanje poteka neodvisno na vsaki globinski rezini, tako da
zmanǰsamo širino in vǐsino vhoda, dimenzija globine se ne spremeni. Pri
tridimenzionalnih vhodnih podatkih zmanǰsamo tri dimenzije, vǐsino, širino
in dolžino, velikost četrte dimenzije pa ostane nespremenjena.
Slika 3.4: Primer maksimalnega združevanja. Vir: Li, Johnson, Yeung [49]
Za združevanje največkrat uporabimo okno velikosti 2x2 in za velikost
koraka premika izberemo 2. S tem matriko značilk zmanǰsamo za faktor 2.
Primer maksimalnega združevanja z oknom velikosti 2x2 in korakom 2 je
prikazan na sliki 3.4.
3.2.3 Polno povezani nivo
Polno povezani nivo, ki smo ga omenili že v sklopu usmerjenih nevronskih
mrež, je nivo, čigar nevroni so povezani z vsemi nevroni v predhodnem nivoju
in z vsemi nevroni v naslednjem nivoju (Slika 3.2). V konvolucijskih nevron-
skih mrežah ponavadi dodajamo polno povezane nivoje za konvolucijskimi
nivoji in nivoji združevanja.
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3.2.4 Izpadni nivo
Izpadni nivo (angl. dropout) je ena izmed najučinkoviteǰsih in pogosto upo-
rabljenih oblik regularizacije za nevronske mreže. Zaradi velikega števila
parametrov v nevronski mreži se pojavi problem prevelikega prileganja po-
datkom, z izpadnim nivojem lahko ta problem rešimo. Izpadni nivo med
procesom učenja nastavi aktivacije naključnih nevronov na 0 in jih s tem iz-
pusti iz mreže skupaj z njihovimi povezavami. Kolikšen del nevronov bomo
izpustili, povemo mreži s parametrom ϕ, ki ga ponavadi nastavimo med 0.2
in 0.5. Prameter ϕ nam torej pove verjetnost za posamezen nevron, da bo
izpuščen iz mreže. Med učenjem v vsaki iteraciji ϕ delež naključnih ne-
vronov izpustimo, med testiranjem pa ne izpustimo nobenega nevrona. Po-
sledično imamo tako več aktivnih nevronov v fazi testiranja kot v fazi učenja.
Da stvari balansiramo, skaliramo izhodne vrednosti s faktorjem, ki je enak
izpuščenemu deležu ϕ.
Poglavje 4
Priprava podatkov
4.1 Podatki
Iz zbirke Protein Data Bank (PDB) smo pridobili 1790 struktur, ki vsebu-
jejo protein in RNA. Največ struktur je človeškega izvora, sledijo sintetično
konstruirane strukture, strukture virusov in strukture organizma Escheri-
chia coli, glej tabelo 4.1. Strukture so bile pridobljene z metodo NMR in
z rentgensko kristalografijo, slednje imajo različne resolucije, glej sliko 4.1.
Izberemo samo strukture z resolucijo, manǰso od 3.2 Å. Ob tej omejitvi nam
ostane 1265 struktur, še vedno pa je največ človeških, glej tabelo 4.2. Pri
izbiri meje resolucije 3.2 Å smo si pomagali z nekaterimi statistikami. Poleg
tega, da smo preverili porazdelitev resolucij za vseh 1790 struktur (slika 4.1),
smo raziskali tudi, kako izbira struktur z različno natančnimi resolucijami
vpliva na razdaljo med RNA in aminokislino. Za posamezne resolucije smo
izrisali histograme razdalj med RNA in aminokislino za vseh 20 različnih
aminokislin. Ugotovili smo, da izbira resolucije ne vpliva na porazdelitev
razdalj med RNA in aminokislinami. Mejo resolucije smo izbrali s pomočjo
porazdelitve resolucij vseh struktur, tako da ne izgubimo preveč struktur,
ampak imamo hkrati dovolj visoko natančnost.
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Tabela 4.1: Število struktur posameznega organizma.
Organizem Število struktur
Homo sapiens 287 (16.03 %)
synthetic construct 191 (10.67 %)
viruses 194 (10.84 %)
Escherichia coli 147 (8.21 %)
Thermus thermophilus 129 (7.21 %)
Saccharomyces cerevisiae 102 (5.7 %)
Slika 4.1: Histogram porazdelitve resolucij struktur.
Tabela 4.2: Število struktur posameznega organizma, za strukture z reso-
lucijo < 3.2 Å.
Organizem Število struktur
Homo sapiens 232 (18.34 %)
synthetic construct 171 (13.52 %)
viruses 148 (11.7 %)
Escherichia coli 94 (7.43 %)
Saccharomyces cerevisiae 65 (5.14 %)
Thermus thermophilus 62 (4.9 %)
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4.2 Predstavitev aminokisline
Okoli vsake aminokisline postavimo primerno centriran in orientiran kvader
fiksne dolžine in prostor znotraj kvadra vokseliziramo. Dobimo tri 3D ma-
trike, po eno matriko za vsakega od elementov: ogljik, kisik, dušik. Atomov
vodika ne upoštevamo, ker je položaj vodikovih atomov težko določiti do-
volj natančno, pri strukturah, pridobljenih z NMR metodo, pa podatka o
položajih vodikovih atomov ponavadi ni. Ne upoštevamo tudi žveplovih ato-
mov, saj so prisotni le v dveh aminokislinah (metionin in cistein), zato bi pri
ostalih aminokislinah dobili 3D ničelno matriko.
4.2.1 Postavitev kvadra okoli aminokisline
Kvader orientiramo s pomočjo vektorja stranske verige, ki nam določi os z
našega kvadra, in atomov kisika in dušika v glavni verigi, ki določita os y
kvadra. Vektor stranske verige je vektor, usmerjen od ogljika α do povprečja
atomov v stranski verigi. Pri aminokislini glicin (GLY), ki ima v stranski
verigi samo vodik, katerega pozicij ne upoštevamo, je vektor stranske verige
usmerjen od povprečja atomov v glavni verigi do ogljika α. Vektor stranske
verige predstavlja normalo ravnine x−y, na katero naredimo pravokotno pre-
slikavo atoma kisika in atoma dušika iz glavne verige. Pridobljeni preslikavi
na ploskvi določata os y kvadra, ki je usmerjena od pravokotne preslikave
atoma kisika do pravokotne preslikave atoma dušika. Os x določimo z vek-
torskim produktom ostalih dveh osi. Ploskve in vektorji, ki nam pomagajo
pri orientaciji kvadra so označene na sliki 4.2
Kvader centriramo s pomočjo ogljika α. Ogljik α sicer ni v centru kvadra,
je pa v centru ploskve x − y. Nad ploskvijo x − y, ki ima za center ogljik
α, je večji del kvadra kot pod ploskvijo, ker je tam večji del aminokisline, in
sicer stranska veriga, pod ploskvijo pa ležijo atomi glavne verige.
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Slika 4.2: Orientacija kvadra. Na sliki je ploskev, katere normala je vek-
tor stranske verige, vektor stranske verige in vektor določen s pravokotnima
projekcijama atomov dušika in kisika glavne verige.
Ker je težko postaviti pravilno orientiran, nagnjen kvader okoli posa-
mezne aminokisline, transformiramo vse atome aminokisline iz originalnega
prostora v nov koordinatni sistem, kjer je kvader pokončen, glej sliko 4.3.
Nato oglǐsča pokončnega kvadra v novem koordinatnem sistemu transformi-
ramo nazaj v prvotni, originalni prostor in tako dobimo pravilno orientiran
in postavljen kvader okoli aminokisline. Osi novega koordinatnega sistema
določimo s prej omenjenimi vektorji, ki nam določajo orientacijo kvadra. V
novem koordinatnem sistemu postavimo ogljik α v koordinatno izhodǐsče.
Vektor stranske verige nam določa os z, s pravokotno projekcijo kisika in
dušika na ravnino x − y določimo os y, os x je vektorski produkt dobljenih
dveh vektorjev. Transformacijska matrika A:
A =

−− u −− 0
−− v −− 0
−− w −− 0
0 0 0 1
 , (4.1)
kjer je u normaliziran vektorski produkt vektorja stranske verige in vektorja,
ki ga dobimo s pravokotno projekcijo atomov glavne verige. Vektor v je
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normalizirani vektor, ki ga dobimo iz pravokotnih projekcij kisika in dušika.
Vektor w pa je normalizirani vektor stranske verige.
V zadnji stolpec transformacijske matrike dodamo koordinate transfor-
miranega ogljika α in tako zagotovimo, da ima nov koordinatni sistem koor-
dinatno izhodǐsče v ogljiku α.
Slika 4.3: Transformacija aminokisline.
4.2.2 Določanje velikosti končnega kvadra
Kvader centriramo v ogljik α, kjer pa ogljik α ni v samem centru kvadra, je
pa v centru ploskve x− y. Glede na orientacijo kvadra, naj bi nad ploskvijo
x − y, v centru katere se nahaja ogljik α, bili atomi stranske verige, pod
njo pa atomi glavne verige. Zato predvidevamo, da bo del stranice z nad
ploskvijo večji kot pod ploskvijo, in tako določamo velikost vsakega dela
posebej. Dolžino stranice z nad ploskvijo x-y α ogljika označimo z+, dolžino
stranice z pod ploskvijo pa z−. Tako moramo kvadru določiti štiri velikosti:
dolžino stranice x, dolžino stranice y in dolžini z+ in z−.
Pri določanju velikosti kvadra si pomagamo z velikostmi omejevalnih kva-
drov okoli posamezne aminokisline. Omejevalni kvader za posamezno ami-
nokislino je orientiran in centriran tako kot končni kvader. Ko omejevalni
kvader centriramo, mu določimo velikosti stranic, tako da so v njem vsi atomi
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aminokisline. Tako za vsako aminokislino dobimo podatek, kakšnih dolžin
morajo biti vse štiri stranice (x, y, z+ in z−), da bo kvader zajel celotno
aminokislino.
Za vsako strukturo, za vsak protein znotraj strukture ter za vsako ami-
nokislino v proteinu tako dobimo podatek o velikostih stranic omejevalnega
kvadra aminokisline. Ker naše strukture pripadajo različnim organizmom,
kar bi lahko vplivalo na obliko aminokislin in s tem na velikost omejevalnega
kvadra, preverimo velikosti stranic omejevalnega kvadra tudi za posamezne
organizme. Proteini so sestavljeni iz 20 različnih aminokislin, ki se med seboj
razlikujejo po številu atomov in obliki, torej tudi po velikosti, kar ponovno
vpliva na velikost omejevanega kvadra. Zato razǐsčemo velikosti stranic ome-
jevalnega kvadra ne le glede na organizem strukture, ampak tudi glede na
aminokisline. Za vsako od 20 aminokislin pogledamo dobljene velikosti stra-
nic znotraj struktur, ki ustrezajo organizmu in izrǐsemo histograme za vsako
od štirih iskanih velikosti stranic posebej. Pričakovali bi, da ima histogram
za neko aminokislino, za vsako od štirih velikosti stranic, ki jih določamo,
vrh pri določeni velikosti. Če gledamo omejevalne kvadre okoli določene ami-
nokisline in je ta omejevalni kvader vedno enako orientiran glede na atome
aminokisline, bi v večini primerov morali imeti podobne velikosti svojih stra-
nic, razen nekaj odstopanj, ko se atomi aminokisline v prostoru nekoliko
drugače postavijo, obrnejo. Vidimo pa da se izraziti vrhovi pojavijo pred-
vsem pri velikosti stranice z+. Histogrami glede na organizme so si podobni
med seboj, zato smo se odločili opazovati histograme in velikosti stranic kva-
dra za vse organizme skupaj, še vedno pa opazujemo histograme za vsako od
dvajsetih aminokislin. Za vsako od petih iskanih velikosti stranic izrǐsemo
en graf, na katerem so porazdelitve velikosti stranice za vsako od dvajsetih
različnih aminokislin. Dobljeni graf je na sliki 4.4. Iz grafov vidimo, da
velikosti stranic x in y omejevalnih kvadrov za vse različne aminokisline za-
vzamejo vrednosti nekje do 5 Å za velikost stranice x in od 1 Å do 5 Å za
velikost stranice y. Podobno je velikost stranice z− za vse aminokisline nekje
med 0 Å in 2.5 Å, izstopa samo velikost stranice z− pri aminokislini GLY,
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ki ima malo drugačno orientacijo, saj ima v stranski verigi le ogljik alfa. Pri
velikosti stranic z+ in posledično velikosti stranice z pa v grafu opazimo za-
poredje vrhov. Pri manǰsih aminokislinah, aminokislinah z manj atomi, kot
so na primer glicin (GLY), alanin (ALA), valin (VAL) in treonin (THR), so
velikosti stranice z+ nekje okoli 2 Å ali manj. Pri večjih aminokislinah, kot
so arginin (ARG), tirozin (TYR), triptofan (TRP) in lizin (LYS), so velikosti
stranice z+ večje 5.5 Å. Tudi v tabeli 4.3 lahko vidimo, da so maksimumi
pri velikostih stranic x, y in z− podobni pri vseh dvajsetih aminokislinah
medtem, ko so pri velikosti stranice z+ zelo različni in odvisni od velikosti
aminokisline.
Slika 4.4: Porazdelitev velikosti [Å] stranic omejevalnega kvadra za posa-
mezne aminokisline.
Za določanje primernih dolžin stranic za naš kvader smo za vsako od
dvajsetih aminokislin raziskali maksimalne velikosti vseh štirih iskanih dolžin,
maksimalne velikosti, ko odstranimo 1 % največjih dolžin in maksimalne ve-
likosti stranic, ko odstranimo 5 % maksimalnih velikosti stranic. Dobljene
vrednosti vidimo v tabeli 4.3. Osnovne velikosti stranic določimo tako, da
poǐsčemo največje vrednosti med dvajsetimi dobljenimi maksimumi, ko od-
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stranimo 1 % in ko odstranimo 5 % največjih dolžin, samih maksimumov
ne gledamo, saj lahko predstavljajo maksimalne dolžine stranic izjem. Pri
dolžini stranice x vidimo, da se maksimum pojavi pri aminokislini tripto-
fan (TRP), in sicer je maksimum dolžin, ko odstranimo 1 % največjih enak
5.71 Å, maksimalna vrednost pri maksimumih, ko odstranimo 5 % najdalǰsih
stranic, pa je 4.3 Å. Tako določimo, da je velikost stranice x enaka 8 Å.
Podobno tudi za stranico y iz maksimumov 5.18 Å in 4.77 Å ravno tako
določimo velikost stranice 8 Å. Dolžina stranice z+ postane 8 Å iz maksimu-
mov 7.44 Å in 7.23 Å, stranica z− pa meri 3 Å, kar dobimo iz maksimumov
2.36 Å in 2.35 Å.
Tabela 4.3: Velikosti stranic kvadra.
Aminokislina stranica x stranica y stranica z+ stranica z−
max -1 % max -5 % max -1 % max -5 % max -1 % max -5 % max -1 % max -5 %
ALA 3.95 3.85 4.77 4.73 1.9 1.55 1.63 1.22
ARG 4.54 4.08 4.8 4.76 7.44 7.23 2.33 2.12
ASN 4.14 4.04 4.77 4.73 4.39 3.71 2.11 1.94
ASP 4.1 3.5 4.78 4.73 3.69 3.66 2.22 1.92
CYS 4.17 4.1 4.8 4.76 3.75 2.85 1.86 1.62
GLN 4.09 3.91 4.8 4.76 5.58 4.89 2.22 1.84
GLU 4.1 3.81 4.81 4.77 4.9 4.85 2.2 1.96
GLY 1.95 1.2 3.72 2.88 0.77 0.58 2.36 2.35
HIS 4.16 4.02 4.77 4.73 5.31 4.72 2.25 2.05
ILE 4.15 3.96 4.92 4.8 4.33 3.85 1.83 1.51
LEU 4.04 3.6 4.79 4.76 4.65 3.9 2.02 1.87
LYS 4.12 3.89 4.8 4.76 6.5 6.38 2.27 2.04
MET 4.12 4.02 4.79 4.72 5.59 5.26 2.18 1.94
PHE 4.55 4.09 4.75 4.64 6.12 5.87 2.2 2.06
PRO 4.17 4.12 4.5 4.05 3.28 2.41 2.24 2.15
SER 4.19 4.12 4.8 4.77 3.15 2.41 1.75 1.54
THR 4.02 3.93 4.77 4.68 3.25 2.26 1.75 1.36
TRP 5.71 4.3 5.18 4.75 7.33 6.67 2.28 2.08
TYR 4.3 4.06 4.74 4.65 6.8 6.54 2.25 2.1
VAL 4.03 3.93 4.81 4.76 3.26 2.25 1.62 1.27
Ker želimo, da v kvader poleg atomov aminokisline, okoli katere ga po-
stavimo, pride tudi nekaj atomov sosednjih aminokislin ter v primeru, da je
aminokislina v interakciji z RNA, tudi nekaj atomov nukleotidov najbližjega
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RNA, kvadru dodamo nekaj roba. Aminokislina je v interakciji z RNA, če so
si atomi aminokisline dovolj blizu s katerim od atomov nukleotidov, ki sesta-
vljajo RNA. Določimo, da je aminokislina v interakciji z RNA, če je razdalja
med najbližjima atomoma aminokisline in RNA manǰsa ali enaka 4 Å. Pri
določanju velikosti roba kvadra se osredotočimo na aminokisline, ki so v in-
terakciji. Največkrat je v interakciji z RNA stranska veriga aminokisline in
ne glavna veriga, zato naj bi zaradi določene orientacije kvadra, RNA ki je
v interakciji z aminokislino, bil blizu zgornje ploskve našega kvadra. Zato
izrǐsemo porazdelitve nekaj razdalj najbližjih atomov RNA do zgornje plo-
skve omejevalnega kvadra (slika 4.5) in poračunamo maksimume teh razdalji
za vseh 20 aminokislin (tabela 4.4). Prva razdalja, ki jo preverimo je pravo-
kotna razdalja najbližjega atoma RNA do zgornje ploskve omejevalnega kva-
dra. Razdalje preverimo za vse pozitivne primere in izračunamo maksimalno
razdalje ter maksimalne razdalje, ko odstranimo 1 % največjih razdalj, za
vsako od dvajsetih različnih aminokislin, glej tabelo 4.4. Največja izmed teh
maksimalnih razdalj je 4.66 Å. Ko odstranimo 1 % maksimalnih razdalj, pa
meri največja razdalja 3.96 Å, zato dolžino stranice z+ povečamo za rob 5 Å.
Za vsak pozitiven primer aminokisline preverimo tudi razdaljo na zgornji
ploskvi, med centrom zgornje ploskve in pravokotno preslikavo najbližjega
atoma RNA na zgornjo ploskev omejevalnega kvadra. Na zgornjo ploskev
preslikamo dva atoma RNA najbližja aminokislini, najbližji atom RNA, ki se
nahaja nad zgornjo ploskvijo omejevalnega kvadra in najbližji atom RNA, ki
se nahaja pod zgornjo ploskvijo, glej tabelo 4.4. S pomočjo teh dveh razdalj
vidimo, kolikšen rob je potrebno dodati stranicama x in y, da najbližji atomi
RNA še pridejo v naš kvader. Tudi tu izračunamo kakšna je maksimalna vre-
dnost razdalj ter maksimalna vrednost razdalj, ko odstranimo 1 % največjih
razdalj, za vsako od dvajsetih aminokislin, in poǐsčemo največjo med doblje-
nimi razdaljami. Največja razdalja po zgornji ploskvi omejevalnega kvadra
med centrom te ploskve in pravokotno preslikavo najbližjega atoma RNA nad
to ploskvijo je 5.82 Å, največja po odstranjenemu 1 % pa je enaka 5.59 Å.
Ko merimo razdaljo med centrom zgornje ploskve omejevalnega kvadra in
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pravokotno preslikave na to ploskev najbližjega atoma RNA, ki se nahaja
pod zgornjo ploskvijo kvadra, pa je največja razdalja enaka 8.51 Å, največja
po odstranjenemu 1 % pa je meri 7.11 Å. Pri določanju velikosti roba stranic
x in y seveda upoštevamo tudi to, da želimo v končnem kvadru imeti še nekaj
atomov sosednjih aminokislin. Tako dolžini stranic x in y povečamo za 3 Å
na vsaki strani, torej vsako od obeh stranic povečamo za 6 Å. Nekaj roba
dodamo tudi spodnji ploskvi kvadra oziroma stranici z−. V spodnjem delu
kvadra se glede na podano orientacijo omejevalnega kvadra nahaja glavna
veriga aminokisline, ki ni pogosto v interakciji z RNA, zato dolžino stranice
z− povečamo le za rob 1 Å. Tako dobimo končne velikosti stranic našega kva-
dra. Stranica x in y merita 14 (8 + 3 + 3) Å, stranica z+ meri 13 (8 + 5) Å,
stranica z− pa meri 4 (3 + 1) Å, tako celotna stranica z meri 17 (13 + 4) Å.
Tabela 4.4: Velikosti stranic kvadra.
Aminokislina
⊥ razdalja do
zgornje stranice
Razdalja na zgornji
stranici do centra,
atom RNA nad stranico
Razdalja na zgornji
stranici do centra,
atom RNA pod stranico
max max -1 % max max -1 % max max -1 %
ALA 3.96 3.69 5.24 4.54 6.32 5.89
ARG 4.37 3.46 5.83 4.74 7.89 6.53
ASN 4.29 3.45 5.08 4.38 7.67 5.73
ASP 3.98 3.61 4.88 4.38 7.43 6.06
CYS 3.65 3.47 4.2 3.97 6.33 5.77
GLN 4.32 3.46 5.29 4.41 8.51 5.9
GLU 4.31 3.69 5.32 4.7 8.2 5.89
GLY 3.93 3.48 5.7 4.07 5.86 4.86
HIS 3.91 3.58 4.84 4.3 6.2 5.56
ILE 4.66 3.93 5.59 4.99 8.43 6.33
LEU 4.24 3.7 5.17 4.69 7.4 6.34
LYS 4.09 3.4 5.41 4.39 9.06 6.38
MET 4 3.82 5.16 4.71 7.39 5.84
PHE 3.9 3.7 5 4.65 7.06 6.44
PRO 3.9 3.62 5.49 4.58 7.15 5.94
SER 3.88 3.47 5.06 4.12 6.69 5.8
THR 4.34 3.96 5.06 4.61 6.87 5.79
TRP 3.88 3.62 5.82 5.59 8.51 7.11
TYR 4.38 3.64 4.93 4.49 7.98 5.95
VAL 4.19 3.94 5.23 4.8 6.34 5.96
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Slika 4.5: Porazdelitev različnih razdalj najbližjega atoma RNA do zgornje
stranice omejevalnega kvadra aminokisline, za posamezne aminokisline.
4.2.3 Vokselizacija kvadra
Okoli vsake aminokisline postavimo kvader velikosti 14× 14× 17, ki je cen-
triran in orientiran, kot smo opisali v podpoglavju 4.2.1. Kvader nato vo-
kseliziramo in za vsakega od štirih elementov, ki sestavljajo aminokisline,
ogljik, kisik, dušik in žveplo, pogledamo, v katerih vokslih se nahajajo nji-
hovi atomi. Tako dobimo štiri 3D vokselizirane matrike. Velikost vokslov je
pomembna, saj ne želimo imeti preveč fine vokselizacije, kjer bi večina vo-
kslov ostala praznih, torej brez atomov, in bi tako dobili redke matrike. Prav
tako ne želimo imeti pregrobe vokselizacije, saj bi s tem izgubili podatek o
natančneǰsi poziciji atomov, ki pa ga potrebujemo pri naših napovedih, ki se
zanašajo na postavitev atomov v 3D prostoru. V člankih [44, 43, 45], kjer av-
torji tudi vokselizirajo proteine na podoben način, določijo vokslom velikost
posamezne stranice 1 Å. Zato tudi mi najprej poizkusimo z vokselizacijo, kjer
so posamezni voksli velikosti 1 Å3. Naš kvader vokseliziramo na 14× 14× 17
vokslov (slika 4.6) in s takšno vokselizacijo kvadra okoli aminokisline dobimo
štiri matrike dimenzij 14× 14× 17.
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Slika 4.6: Vokselizacija aminokisline. Število vokslov: 14× 14× 17.
Pri vokselizaciji, kjer je stranica posameznega voksla velika 1 Å, imamo
v vsakem vokslu enega ali nič atomov. Ker vsak atom pade v svoj voksel
je zasedenost vokseliziranega omejevalnega kvadra enaka številu atomov, kar
pomeni, da je velik del kvadra prazen in ima naša vokselizirana matrika veliko
ničel. Zato poskusimo manǰso vokselizacijo, da ne bodo naše vokselizirane
matrike preredke. Pri manǰsi vokselizaciji, kjer so voksli večji, moramo paziti,
da voksli ne postanejo preveliki, ker bi s tem izgubili podatke o natančneǰsi
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lokaciji atomov. Poskusimo še dve vokselizaciji. Pri prvi vokselizaciji vo-
kseliziramo omejevalni kvader na 10× 10× 12 vokslov (slika 4.7), torej ima
posamezen voksel velikost stranice približno 1.4 Å. Pri drugi vokselizaciji je
velikost stranice posameznega voksla enaka približno 1.3 Å oziroma 1.6 Å,
matrika vokseliziranega omejevalnega kvadra pa ima dimenzije 12× 12× 15.
Za obe vokselizaciji dobimo pri napovedovanju, ali je aminokislina v interak-
ciji, slabše rezultate (nižji AUC), zato uporabimo prvotno vokselizacijo, kjer
imajo voksli velikost 1 Å3.
Slika 4.7: Vokselizacija aminokisline. Število vokslov: 10× 10× 12.
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Seveda ne vokseliziramo le aminokisline, ampak tudi RNA. Vsak kvader
okoli aminokisline vokseliziramo tudi za atome RNA. Ko imamo že centriran
in orientiran kvader okoli aminokisline, preverimo še, ali je v njem kaj atomov
RNA, koliko jih je in kje se nahajajo. Za aminokisline, ki niso v interakciji,
bo ta kvader prazen in bo matrika, ki jo dobimo, ko vokseliziramo RNA,
sestavljena iz samih ničel. Za aminokisline, ki pa so v interakciji z RNA,
dobimo matriko dimenzij 14 × 14 × 17, ki nam pove koliko atomov RNA je
v katerem vokslu.
4.2.4 Umetno bogatenje učne množice
Če želimo dobiti dober napovedni model, naša konvolucijska nevronska mreža
potrebuje veliko podatkov. Zato uporabimo tehniko umetnega bogatenja
učne množice (angl. data augmentation) in s pomočjo enostavnih operacij na
naših podatkih, kot je na primer rotacija, pridobimo nove, nekoliko drugačne
učne podatke. Dodatne primere za učno množico pridobimo z rotacijo osi
z našega omejevalnega kvadra. Os z kvadra smo določili tako, da kaže od
ogljika α proti povprečju atomov v stranski verigi. Izjema je le aminokislina
glicin, pri kateri smer osi z določimo z vektorjem, ki kaže od povprečja atomov
v glavni verigi do ogljika α. Sedaj vektor, ki nam določa smer osi z kvadra,
rotiramo okoli vseh treh osi koordinatnega sistema. Vektor najprej rotiramo
okoli osi x za kot α, nato za kot β okoli osi y in na koncu za kot γ okoli
osi z. Uporabimo enačbo 4.2. Koti α, β in γ so izbrani naključno med 5 in
20 stopinj za vsako aminokislino posebej. Primer naključne rotacije lahko
vidimo na sliki 4.8.
R = Rz(γ)Ry(β)Rx(α) (4.2)
Rx(θ) =

1 0 0
0 cos θ − sin θ
0 sin θ cos θ

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Ry(θ) =

cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ

Rz(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1

Slika 4.8: Naključna rotacija omejevalnega kvadra okoli aminokisline.
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Poglavje 5
Predlagana metoda
5.1 3D konvolucijska nevronska mreža
5.1.1 Vhodni podatki
Vhodni podatki v našo konvolucijsko nevronsko mrežo so 3D matrike, ki
jih dobimo z vokselizacijo. Z vokselizacijo dobimo štiri 3D matrike, vsako
za posamezen element, ki sestavljajo aminokisline. Najpogosteǰsi element v
aminokislinah je ogljik, sledita mu dušik in kisik, najmanjkrat pa se pojavi
žveplo, ki je prisotno le v dveh od dvajsetih aminokislin. Ker na atom žvepla
naletimo le v dveh aminokislinah, bo velikokrat 3D matrika za žveplo ničelna
matrika, zato matrik za žveplo ne upoštevamo. Tako so primer vhodnega
podatka tri 3D matrike, ki predstavljajo vokselizirano aminokislino.
Učno in testno množico določimo glede na strukture. V učni množici je
približno 70 % vseh struktur v testni množici pa torej 30 % vseh struktur. Ne
uporabimo vseh dostopnih struktur, ampak se omejimo na štiri skupine, ki
predstavljajo največji delež pridobljenih struktur iz PDB. Kot lahko vidimo
v tabeli 4.2, v poglavju 4.1, so štiri najbolj zastopane skupine struktur struk-
ture človeškega izvora, sintetično konstruirane strukture, strukture virusov
in strukture bakterije E. coli.
Konvolucijska nevronska mreža se bolje uči, če ima na voljo več podatkov,
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zato model poskusimo učiti na vseh podatkih. V učni in v testni množici torej
uporabimo vse aminokisline uporabljenih struktur.
Opazimo pa, da večina aminokislin ni v interakciji. Skoraj 77 % ami-
nokislin ni v interakciji in je njihov vokselizirani kvader RNA enak ničelni
matriki. Kaj pa če v omejevalni kvader okoli kisline pride le en ali pa mogoče
dva atoma RNA, a to že štejemo za interakcijo med aminokislino in RNA?
Mejo, kdaj sta aminokislina in RNA v interakciji, določimo s pomočjo hi-
stograma, kjer izrǐsemo število atomov RNA v omejevalnem kvadru za vse
omejevalne kvadre aminokislin, ki vsebujejo enega ali več atomov RNA, glej
sliko 5.1. Izpǐsemo tudi minimalno, maksimalno in povprečno število atomov
RNA v omejevalnem kvadru. Minimum je seveda enak 1, maksimum 209,
povprečno število atomov RNA v omejevalnem kvadru aminokisline pa je
24.41. Iz histograma določimo mejo 10. Če je torej v omejevalnem kvadru
aminokisline vsaj 10 atomov RNA, je ta aminokislina v interakciji in pred-
stavlja pozitiven primer. Če je matrika vokseliziranega omejevalnega kvadra
aminokisline ničelna, torej v omejevalnem kvadru ni nobenega atoma RNA,
aminokislina ni v interakciji in imamo negativen primer. Pri negativnih pri-
merih upoštevamo tudi razdaljo med najbližjima atomoma aminokisline in
RNA. Večja kot je razdalja, bolj negativen je primer. Če pa imamo v ome-
jevalnem kvadru med 1 in 10 atomov, določimo, da ta aminokislina ni v
interakciji z RNA in da je to vmesni primer.
Slika 5.1: Histogram števila atomov RNA v omejevalnem kvadru aminoki-
sline.
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Ker imamo neuravnoteženo množico, torej veliko več negativnih prime-
rov kot pozitivnih, poskusimo nevronski mreži podati uravnoteženo učno
množico. Kot vhodne podatke izberemo za vsak protein vse njegove pozi-
tivne primere aminokislin in enako število negativnih primerov, pri čemer
iz vseh negativnih primerov zberemo tiste, kjer je razdalja med najbližjima
atomoma aminokisline in RNA največja.
Vmesni primeri so negativni primeri, ki pa imajo v omejevalnem kvadru
nekaj atomov RNA, kar bi lahko zmedlo nevronsko mrežo pri učenju, zato
jih v fazi učenja izpustimo. Poskusimo tudi učni množici podati le pozitivne
in negativne primere, brez vmesnih primerov.
Model skušamo izbolǰsati tudi z bogatenjem učne množice. Našim osnov-
nim podatkom v učni množici dodamo še podatke pridobljene z rotacijo
omejevalnega kvadra okoli posamezne aminokisline. Vsako aminokislino, v
vsakem proteinu, v vsaki strukturi rotiramo večkrat in tako pridobimo tri
različice naših osnovnih struktur z različno rotiranimi kvadri. Učni množici
postopoma dodajamo množice podatkov pridobljenih z naključno rotacijo.
Najprej učno množico povečamo z enakim številom umetno pridobljenih po-
datkov, nato jo dvakrat povečamo in na koncu poskusimo uporabiti trikrat
obogateno učno množico.
5.1.2 Ciljni razred
Najprej za vsako aminokislino napovemo, ali je v interakciji z RNA. Resnične
vrednosti določimo tako, da preverimo, koliko atomov RNA je v omejevalnem
kvadru aminokisline. Kot smo opisali v poglavju 5.1.1, je meja, da določimo
primer aminokisline kot pozitivnega, 10 atomov. Če je torej vsota matrike,
ki jo dobimo, ko vokseliziramo omejevalni kvader aminokisline in preverimo
koliko atomov RNA je v posameznem vokslu, večja ali enaka 10, potem
določimo 1 kot resnično vrednost aminokisline, torej da aminokislina je v
interakciji.
Ker želimo napovedati mesta interakcij, in ne samo, ali je posamezna
aminokislina v interakciji ali ne, poskusimo napovedati kateri del aminoki-
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sline je v interakciji. Večina interakcij med aminokislino in RNA se zgodi s
stransko verigo aminokisline, interakcije z glavno verigo so bolj redke. Os z
našega omejevalnega kvadra je usmerjena od ogljika α proti povprečju ato-
mov v stranski verigi, torej os z omejevalnega kvadra poteka od glavne verige
proti koncu stranske verige, zaradi česar pričakujemo, da bo večina interak-
cij v zgornjem delu kvadra, kjer se nahaja stranska veriga, v spodnjem delu
kvadra pa bo interakcij manj. Zato se pri določanju mesta interakcij v ami-
nokislini osredotočimo na os z omejevalnega kvadra. Vokseliziran omejevalni
kvader ima dimenzije 14× 14× 17, torej imamo na osi z sedemnajstkrat po
14 × 14 vokslov, kar bomo poimenovali 17 nadstropij. Za vsako od teh
17 nadstropij izračunamo, koliko atomov RNA je v posameznem nadstropju,
tako da seštejemo število atomov RNA v 196 (14×14) vokslih v posameznem
nadstropju. V vokselizirani matriki, kjer imamo za vsak voksel podatek o
tem, koliko atomov RNA je v vokslu, seštejemo voksle glede na osi x in y.
Tako dobimo vektor dolžine 17, ki nam pove, koliko atomov RNA je v ka-
terem delu aminokisline. Vidimo, koliko atomov RNA je bližje dnu kvadra,
kjer se nahaja glavna veriga, in koliko atomov je v delih stranske verige.
Za vsako nadstropje napovemo, ali tam pride do interakcije ali ne, torej za
vsako od 17 nadstropij dobimo napoved 0 ali 1. Da lahko določimo resnične
vrednosti, moramo ponovno določiti mejo, koliko atomov RNA v posame-
znem nadstropju pomeni interakcijo. Mejo določimo s pomočjo histogramov
na sliki 5.2. Za vsako od 17 nadstropij izrǐsemo histogram, ki prikazuje število
atomov v posameznem nadstropju za primere tega nadstropja, ki vsebujejo
po vsaj en atom RNA. Iz histogramov določimo, da imamo v nadstropju
interakcijo, če je v nadstropju več kot en atom RNA. Iz histogramov je tudi
razvidno, da je več atomov RNA v vǐsjih nadstropjih in zelo malo v spodnjih
nekaj nadstropjih, torej je res večkrat v interakciji stranska veriga.
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Slika 5.2: Histogrami, ki prikazujejo število atomov RNA v posameznem
nadstropju omejevalnega kvadra aminokisline.
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5.1.3 Arhitektura
Na podlagi tega kaj napovedujemo, bodisi obstoj interakcije na aminokislini
bodisi kateri deli aminokisline so v interakciji, se razlikuje izhod naše 3D
konvolucijske nevronske mreže. Ostala arhitektura mreže ostaja nespreme-
njena (slika 5.3). Za vhodnim nivojem imamo trikrat po tri 3D konvolucijske
nivoje in za njimi združevalni nivo. Velikost filtra oziroma jedra je vedno
3 × 3 × 3, velikost koraka pomika je enaka 1, uporabimo tudi obrobo in s
tem ohranimo velikost vhodnih podatkov. Število filtrov v prvih treh 3D
konvolucijah je 64, 32, 32, v naslednjih treh 3D konvolucijah je število je-
der 32, 16, 16, v zadnjih treh 3D konvolucijah pa je število jeder 16, 8, 4.
Velikost okna v združevalnem nivoju je vedno 2 × 2 × 2, pomik je enak 2.
Po konvolucijskih nivojih in nivojih maksimalnega združevanja imamo nivo
paketne normalizacije (angl. batch normalization), ki mu sledi polno povezan
nivo z 256 nevroni ter izpadni nivo. Na koncu imamo izhodni nivo z 1 ali 17
izhodnimi nevroni, odvisno od tega kaj napovedujemo.
Slika 5.3: Arhitektura naše nevronske mreže
Ker napovedujemo, ali je aminokislina v interakciji ali ne, oziroma ali je
nadstropje aminokisline v interakciji ali ne, imajo vsi naši izhodni nevroni
binarne napovedi, zato za aktivacijsko funkcijo v izhodnem nevronu ali ne-
vronih uporabimo sigmoidno funkcijo in za funkcijo izgube binarno prečno
entropijo. Vsi nivoji 3D konvolucije in polno povezan nivo pa za aktivacijsko
funkcijo uporabijo ReLu. Kot optimizacijski algoritem za učenje nevronske
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mreže uporabimo algoritem Adam (kraǰse za adaptive moment estimation) s
stopnjo učenja 0.00001.
5.2 Združevanje napovedi 3D CNN v
prostorske napovedi
Zanima nas, kateri deli strukture kompleksa 3D protein-RNA so v interak-
ciji, ǐsčemo prostorsko napoved. Najprej vokseliziramo celotno strukturo.
Poǐsčemo omejevalni kvader okoli strukture, okoli proteina in RNA ter ga
vokseliziramo. Vokslom določimo enako velikost, kot je velikost vokslov v
vokseliziranem omejevalnem kvadru, torej 1× 1× 1. Pri napovedovanju nas
ne zanimajo vsi voksli v omejevalnem kvadru, ampak le tisti, v katerih imamo
vsaj en atom naše strukture, torej vsaj en atom neke aminokisline v proteinu
ali vsaj en atom nekega nukleotida iz RNA.
Kot smo pojasnili v poglavju 5.1.2, naša 3D konvolucijska nevronska
mreža za vsako aminokislino vrne napovedni vektor velikosti 17, s katerim
napove, kateri del aminokisline je v interakciji. Za vsako aminokislino torej
dobimo 17 napovedanih verjetnosti za interakcijo za 17 nadstropij aminoki-
sline. Pri združevanju napovedi posameznih aminokislin v prostorske napo-
vedi napoved za posamezno nadstropje predstavimo kot točko, ki leži v cen-
tru nadstropja. Točke, ki predstavljajo napovedi vseh 17 nadstropij in ki jih
nato združujemo v prostoru celotne strukture, dobimo s pomočjo podatkov
o postavitvi, orientaciji in velikosti omejevalnega kvadra okoli aminokisline.
Nadstropja so določena glede na os z omejevalnega kvadra aminokisline, torej
bodo točke, ki ležijo v centrih nadstropij, potekale v smeri vektorja osi z, ki
je usmerjen od ogljika α naše aminokisline, proti povprečju ostalih atomov
v stranski verigi. Točke so ekvidistančno razporejene po centru kvadra glede
na ploskev x-y, med točkama, ki ju določimo s pomočjo velikosti stranice z
oziroma stranic z+ in z−. Vemo, da je velikost stranice z našega omejeval-
nega kvadra enaka 17 Å, pri tem je velikost stranice z− enaka 4 Å in velikost
stranice z+ enaka 13 Å. Stranica z− določa velikost stranice z kvadra pod
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ogljikom α aminokisline, stranica z+ pa velikost stranice z nad ogljikom α.
Zato točke, ki predstavljajo centre nadstropij, ležijo med točko, ki jo dobimo
tako, da ogljiku α v smeri vektorja osi z odštejemo velikost stranice z− in
točko ki jo dobimo, če velikost stranice z+ prǐstejemo ogljiku α. Točka, ki
predstavlja najnižje nadstropje in ki leži v centru najnižjega nadstropja, je
za polovico velikosti stranice z voksla, torej za 0.5 Å, oddaljena od spodnje
točke. Ker je velikost stranice z voksla enaka 1 Å, s pomikanjem za 1 Å v
smeri vektorja osi z dobimo še ostale točke, ki predstavljajo centre nadstro-
pij. Da dobimo vseh 17 točk, se po napovednem vektorju pomaknemo za 1 Å
šestnajstkrat. Zadnja točka predstavlja napoved za zgornje nadstropje in je
od zgornje točke oddaljena za 0.5 Å. Tako dobimo 17 ekvidistančnih točk, ki
ležijo v centrih nadstropij in predstavljajo naše napovedi, glej sliko 5.4. Za
vsako od teh 17 točk imamo resnično vrednost 0 ali 1, torej ali je ta del ami-
nokisline v interakciji ali ne, ter napovedano verjetnost, da je to nadstropje
v interakciji.
Za vsako aminokislino proteina v strukturi 3D kompleksa torej poǐsčemo
točke, ki ležijo v centru nadstropja in predstavljajo celotno nadstropje. Za
vsako aminokislino dobimo tudi vektor napovednih verjetnosti za interakcije
v posameznem nadstropju, in sicer z modelom, pridobljenim iz 3D konvolu-
cijske nevronske mreže. Imamo tudi vektor pravih vrednosti, ki nam pove,
katera nadstropja aminokisline so zares v interakciji. Za vsako od 17 točk v
posamezni aminokislini preverimo, v kateri voksel celotne vokselizirane struk-
ture pade. Za vsak voksel naše vokselizirane strukture torej beležimo, koliko
točk napovednih vektorjev vseh aminokislin je v tem vokslu, koliko od teh
točk ima pravo vrednost 1, torej, da imamo na tem mestu interakcijo, in
napovedane verjetnosti za interakcijo za vsako od teh točk. Prave vrednosti
za mesta interakcij dobimo tako, da za vsak voksel preverimo kolikšni delež
točk, ki padejo v ta voksel, napove interakcijo v tem vokslu. Če vsaj 30 %
točk v vokslu napove interakcijo na tem mestu, določimo, da je v tem vokslu
zares interakcija. Napovedana mesta interakcij pridobimo za vsak voksel iz
napovedanih verjetnosti za interakcijo vseh točk, ki so v tem vokslu. Iz na-
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povedanih verjetnosti vseh točk v vokslu izračunamo povprečno verjetnost,
torej seštejemo vse verjetnosti in vsoto delimo s številom točk v vokslu. Če
je model napovedal interakcijo za vsaj polovico točk v nekem vokslu, torej
če je povprečna napovedana verjetnost večja od 0.5, potem napovemo, da je
v tem vokslu mesto interakcije. Tako na koncu dobimo podatek, v katerih
vokslih celotne strukture naj bi prǐslo do interakcije. S tem imamo končno
prostorsko napoved interakcij v dani strukturi.
Slika 5.4: Delitev omejevalnega kvadra na nadstropja, na sliki so centri
nadstropij.
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Poglavje 6
Rezultati
6.1 Mere uspešnosti
Naš problem je problem binarne klasifikacije, saj skušamo napovedati, ali
interakcija je ali je ni. Obstaja več mer uspešnosti za problem binarne klasi-
fikacije, mi pa smo izbrali naslednje: matriko zamenjav (angl. confusion ma-
trix ), klasifikacijsko točnost (angl. classification accuracy, CA) in površino
pod krivuljo ROC (angl. area under receiver operating characteristic curve,
AUC).
Matrika zamenjav in klasifikacijska točnost
Pri binarni klasifikaciji lahko ločimo pozitivne in negativne primere. Pri
našem problemu interakcija med proteinom in RNA predstavlja pozitivni
primer, če pa interakcija ni prisotna, imamo negativen primer. Če imamo
pozitiven primer in ga tudi nevronska mreža napove kot pozitivnega, je ta pri-
mer pravilno pozitiven (angl. true positive, TP), če nevronska mreža napove
primer kot negativen je ta primer napačno negativen (angl. false negative,
FN ). Podobno velja za negativne primere. Če nevronska mreža negativen
primer napove kot negativnega, je ta primer pravilno negativen (angl. true
negative, TP), če pa ga napove kot pozitivnega, je napačno pozitiven (angl.
false positive, FP). Matrika zamenjav je tabela dimenzij 2× 2, ki nam pove
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število pravilno pozitivnih, napačno negativnih, napačno pozitivnih in pra-
vilno negativnih primerov. Vrstici predstavljata prave vrednosti, stolpca pa
napovedane primere. V obeh dimenzijah ločimo pozitivne in negativne pri-
mere. Matriko zamenjav torej zapǐsemo kot tabelo:
Tabela 6.1: Matrika zamenjav.
Napovedane vrednosti
Negativni primeri Pozitivni primeri
Prave vrednosti Negativni primeri Pravilno negativni (TN) Napačno pozitivni (FP)
Pozitivni primeri Napačno negativni (FN) Pravilno pozitivni (TP)
Iz matrike zamenjav lahko izpeljemo kar nekaj metrik, ena od njih je klasifi-
kacijska točnost, ki jo lahko izračunamo po naslednji enačbi:
CA =
TP + TN
TP + FN + FP + TN
=
TP + TN
n
, (6.1)
kjer je n število vseh primerov. Klasifikacijska točnost nam pove delež pra-
vilno klasificiranih primerov. Pri neuravnoteženih podatkih je lahko visoka
klasifikacijska točnost zavajajoča, zato je dobro, če gledamo tudi matriko
zamenjav in še katere druge mere uspešnosti.
Krivulja ROC in površina pod krivuljo ROC
Krivuljo ROC dobimo tako, da za različne meje izrǐsemo točke v grafu, kjer na
osi x narǐsemo delež napačno pozitivnih primerov (angl. false positive rate),
na osi y pa delež pravilno pozitivnih primerov (angl. true positive rate).
Delež pravilno pozitivnih se imenuje tudi občutljivost (angl. sensitivity) ali
priklic (angl. recall), izračunamo pa ga po enačbi:
TPR =
TP
TP + FN
(6.2)
Delež napačno pozitivnih je enak 1−specifičnost, zato ga lahko izračunamo
tudi po eni od naslednjih enačb:
FPR =
FP
FP + TN
= 1− TN
TN + FP
(6.3)
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Delež napačno pozitivnih torej definira, koliko napačnih pozitivnih pri-
merov imamo med vsemi negativnimi primeri v naši množici. Delež pravilno
pozitivnih pa definira pravilne pozitivne primere, ki jih najdemo med vsemi
pozitivnimi primeri v množici. Če izrǐsemo porazdelitev verjetnosti za vse
pozitivne primere v naši množici in za vse negativne primere v naši množici
na isti graf, lahko vidimo, kako postavitev meje vpliva na število pravilno
pozitivnih, napačno negativnih, pravilno negativnih in napačno pozitivnih
primerov in s tem na točke na krivulj ROC. Na sliki 6.1 vidimo izrisani po-
razdelitvi napovedanih verjetnosti za vse negativne primere (modra barva)
in za vse pozitivne primere v naši množici (zelena barva) ter kako se izbrana
meja preslika v točko na krivulji ROC. S spreminjanjem meje izrǐsemo celo
krivuljo ROC. Končna izbira meje, torej odločitev, pri kakšni napovedani
verjetnosti primer določimo kot pozitiven, vpliva na vrednosti metrik, kot je
denimo klasifikacijska točnost. Za mejo je najbolje izbrati točko v zgornjem
levem delu grafa, kjer je delež napačno pozitivnih majhen in delež pravilno
pozitivnih velik.
Slika 6.1: Krivulja ROC. Vir [51]
Ko imamo krivuljo ROC, lahko izračunamo površino pod njo (angl. Area
under ROC curve), kar zapǐsemo s kratico AUC. Če je površina pod ROC
krivuljo enaka 0.5, pomeni, da je krivulja ROC enaka diagonali grafa in so
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naše napovedi podobne naključnim. Bolj kot se krivulja ROC približa točki
(0, 1), vǐsji je AUC in bolǰse so naše napovedi. Točka (0, 1) predstavlja
100 % spečifičnost in 100 % senzitivnost, kar pomeni, da nimamo napačno
pozitivnih ali napačno negativnih primerov.
6.2 Napovedi za posamezno aminokislino
6.2.1 Napoved aminokisline v interakciji
Najbolǰse napovedi dobimo, ko v učni množici uporabimo vse podatke, torej
vse aminokisline, ki sestavljajo proteine vseh struktur v naši učni množici.
Tudi v testni množici uporabimo podatke za vse aminokisline v strukturah.
Na testni množici, ki jo sestavlja približno 30 % vseh uporabljenih struk-
tur, dobimo AUC 0.81. Nevronska mreža nam vrne napovedne verjetnosti
za razred 1, torej verjetnosti, da je aminokislina v interakciji. Če za mejo
določimo verjetnost 0.5, kar pomeni, da je aminokislina v interakciji, če je
verjetnost vǐsja od 0.5, imajo naše napovedi klasifikacijsko točnost 88 % in
matriko zamenjav, prikazano v tabeli 6.2.
Tabela 6.2: Matrika zamenjav.
Napoved
Negativni primeri Pozitivni primeri
Pravi Negativni primeri 96803 1872
Pozitivni primeri 12116 4009
Kot lahko vidimo iz matrike zamenjav v tabeli 6.2, model dobro napo-
veduje negativne primere, pozitivne pa slabše. Pravilno napove kar 94 %
vseh negativnih primerov kot negativne in le 24 % vseh pozitivnih prime-
rov kot pozitivne. Vemo da je AUC, ki upošteva napovedane verjetnosti,
in ne končnih napovedi, po postavljeni meji enak 0.81, kar pomeni, da so
napovedi dobre in moramo morda le spremeniti mejo, če želimo več pravilno
pozitivnih napovedi. Zato pogledamo, kakšna je krivulja ROC in obe poraz-
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Slika 6.2: Krivulja ROC in porazdelitvi napovedanih verjetnosti za pozi-
tivne in negativne primere.
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delitvi napovedanih verjetnosti za resnično pozitivne in resnično negativne
primere na naši testni množici. Vse tri grafe vidimo na sliki 6.2. Na krivulji
ROC označimo našo izbrano mejo 0.5 in vidimo lahko, da ta meja ni ide-
alna. Najbolǰsa meja je meja na krivulji v zgornjem levem kotu grafa. Tudi
iz obeh porazdelitev vidimo, da bi se število pravilno pozitivnih povečalo,
če bi zmanǰsali mejo medtem, ko se število pravilno negativnih ne bi to-
liko zmanǰsalo. Na podlagi obeh histogramov lahko tudi potrdimo, da naš
model bolje napoveduje negativne primere kot pozitivne, saj vidimo, da so
napovedane verjetnosti za negativne primere večinoma nizke, medtem ko so
napovedane verjetnosti za pozitivne primere tudi dokaj nizke.
Ker imamo neuravnoteženo množico podatkov, saj je kar 86 % primerov
negativnih (aminokisline, ki niso v interakciji), pri učenju nevronske mreže
utežimo razrede. Tako dobimo histograma z lepšimi porazdelitvami verjetno-
sti, saj verjetnosti za pozitivne primere zavzamejo večje vrednosti, medtem
ko verjetnosti za negativne primere ostanejo nizke (slika 6.3). Krivulja ROC
kljub drugačnima porazdelitvama napovedanih verjetnosti za pozitivne in
negativne razrede ostaja podobna, tako kakor tudi AUC, ki meri 0.8, med-
tem ko je meja za verjetnost 0.5 zaradi spremenjenih napovedanih verjetnosti
sedaj bližje zgornjemu levemu delu krivulje. Tudi iz matrike zamenjav 6.3
vidimo, da z uteževanjem razredov dobimo več pozitivno pravilnih primerov,
medtem ko se število pravilno negativnih zmanǰsa, kar se odraža tudi na
manǰsi klasifikacijski točnosti, ki je enaka 78 %.
Tabela 6.3: Matrika zamenjav za napovedi z nevronsko mrežo z uteženimi
razredi.
Napoved
Negativni primeri Pozitivni primeri
Pravi Negativni primeri 80097 18578
Pozitivni primeri 6284 9841
Tudi z umetnim bogatenjem učne množice dobimo v matriki zamenjav
več pravilno pozitivnih in manj pravilno negativnih primerov kot v primeru,
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Slika 6.3: Krivulja ROC in porazdelitvi napovedanih verjetnosti za pozi-
tivne in negativne primere za napovedi z uteženimi razredi.
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da umetnega bogatenja ne uporabimo. Spremembe vrednosti v matriki za-
menjav so tu majhne in tudi klasifikacijska točnost se zmanǰsa le za 3 %, AUC
pa ostaja enak 0.81. Tudi histograma porazdelitev napovedanih verjetnosti
za pozitivne in negativne primere ostajata skoraj nespremenjena. Podobno
se zgodi tudi, če učni množici dodamo več umetno pridobljenih podatkov z
rotacijo. AUC ostaja nespremenjen, klasifikacijska točnost je enaka 81 %,
histograma porazdelitev ostajata podobna.
Uteževanje razredov pri učenju nevronske mreže poskusimo uporabiti tudi
na podatkih, pridobljenih z umetnim bogatenjem učne množice. Če v učni
množici uporabimo dovolj augmentiranih primerov in utežimo razrede med
učenjem nevronske mreže, se naši rezultati izbolǰsajo, saj je AUC enak 0.82.
Klasifikacijska točnost se zmanǰsa na 77 %, vendar število pravilno klasifici-
ranih pozitivnih primerov je najvǐsje do sedaj, kot lahko vidimo v matriki
zamenjav 6.4.
Tabela 6.4: Matrika zamenjav za napovedi z nevronsko mrežo z uteženimi
razredi in z umetnim bogatenjem učne množice.
Napoved
Negativni primeri Pozitivni primeri
Pravi Negativni primeri 77134 21541
Pozitivni primeri 5078 11047
Tudi porazdelitvi napovedanih verjetnosti pozitivnih in negativnih pri-
merov sta zaradi razrednega uteževanja lepi (slika 6.4). Porazdelitev napo-
vedanih verjetnosti pozitivnih primerov ima vrh med verjetnostma 0.9 in 1,
porazdelitev napovedanih verjetnosti negativnih primerov pa ima vrh pri 0.
Vidimo, da je naša izbrana meja verjetnosti, kdaj je aminokislina v interak-
ciji 0.5, v zgornjem levem delu krivulje ROC, kar je tudi pričakovano iz lepih
porazdelitev verjetnosti.
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Slika 6.4: Krivulja ROC in porazdelitvi napovedanih verjetnosti za pozi-
tivne in negativne primere za napovedi z uteženimi razredi in z umetnim
bogatenjem učne množice.
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6.2.2 Napoved mesta interakcije na aminokislini
Tudi pri napovedovanju mest interakcij aminokisline dobimo bolǰse rezultate,
če za učenje uporabimo vse aminokisline v proteinih struktur učne množice,
in ne le aminokisline, ki so v interakciji. Seveda tudi v testni množici upora-
bimo vse aminokisline in za vsako od njih napovemo 17 verjetnosti, po eno
napoved za vsako nadstropje. Kot smo omenili v poglavju 5.1.2, napovedu-
jemo, kateri del aminokisline je v interakciji, tako da aminokislino razdelimo
na 17 nadstropij glede na os z našega omejevalnega kvadra in za vsako od
nadstropij napovemo, ali je tam aminokislina v interakciji ali ne. Za vsako
od 17 nadstropij imamo resnične vrednosti. Če je v nadstropju več kot en
atom RNA, imamo tam interakcijo, torej vrednost 1, sicer pa 0. Za vsako
nadstropje imamo tudi napovedane verjetnosti, da obstaja v nadstropju in-
terakcija. Metrike uspešnosti zato izračunamo za vsako nadstropje posebej.
V tabeli 6.5 lahko vidimo metrike uspešnosti za vseh 17 nadstropij. Naj-
slabši AUC dobimo za prvo nadstropje, kjer je enak 0.74, najbolǰsi AUC pa
imamo od sedmega do štirinajstega nadstropja, in sicer 0.83. Vidimo lahko,
da je AUC bolǰsi v nadstropjih, kjer se nahaja večina atomov aminokisline,
in slabši v bolj praznih nadstropjih. Tudi tu smo za mejo določili verjetnost
0.5. Če je torej napovedana verjetnost v nadstropju večja od 0.5, napovemo
interakcijo v tem nadstropju. Iz krivulj ROC je razvidno, da to ni optimalna
meja, saj se ne nahaja na zgornjem levem delu krivulje. Tudi iz histogramov
napovedanih verjetnosti za pozitivne in za negativne primere vidimo, da bi
lahko z znižanjem meje povečali število pravilno pozitivnih primerov, ki jih
nevronska mreža težje določi.
Tudi pri napovedovanju mest interakcij za posamezno aminokislino po-
skusimo izbolǰsati napovedi z uteževanjem razredov v fazi učenja nevronske
mreže. Iz tabele 6.5 je razvidno, da z uteževanjem razredov ne izbolǰsamo
napovedi, saj so klasifikacijske točnosti in AUC v nadstropjih manǰse kot brez
uteževanja razredov. Pri napovedih z uteževanjem razredov je najvǐsja klasifi-
kacijska točnost le 89 %, medtem ko brez uteževanja dosežemo klasifikacijsko
točnost 96 %. Največji AUC je enak 0.79, pri napovedih brez uteževanja
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razredov pa kar 0.83. Iz matrik zamenjav pa vidimo, da z uteževanjem ra-
zredov dobimo precej več pravilno pozitivnih napovedi, ampak tudi nekaj
manj pravilno negativnih napovedi. Tudi iz histogramov porazdelitve napo-
vedane verjetnosti za pozitivne primere (primer za nadstropje 9 na sliki 6.5)
vidimo, da z uteževanjem razredov dosežemo, da ima večji del pozitivnih pri-
merov napovedano verjetnost bližje 1 kot v primeru, ko uteževanja razredov
ne uporabimo.
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Tabela 6.5: Metrike uspešnosti za vsako nadstropje. Na levi so prikazani
rezultati napovedi na vseh podatkih, na desni rezultati napovedi na vseh
podatkih in z uteženimi razredi.
Nadstropje Rezultati na vseh podatkih
Rezultati na vseh podatkih,
uteženi razredi
Matrika zamenjav CA AUC Matrika zamenjav CA AUC
1
[
110527 35
4232 6
]
96 % 0.74
[
99380 11182
2633 1605
]
88 % 0.73
2
[
110681 39
4008 72
]
96 % 0.77
[
99996 10724
2368 1712
]
89 % 0.76
3
[
110453 125
4095 127
]
96 % 0.8
[
100367 10211
2307 1915
]
89 % 0.78
4
[
109897 188
4484 231
]
96 % 0.81
[
99938 10147
2601 2114
]
89 % 0.78
5
[
109330 411
4680 379
]
96 % 0.81
[
99054 10687
2749 2310
]
88 % 0.78
6
[
108544 511
5163 582
]
95 % 0.82
[
97821 11234
3075 2670
]
88 % 0.79
7
[
107598 665
5751 786
]
94 % 0.83
[
96324 11939
3512 3025
]
87 % 0.79
8
[
106557 869
6389 985
]
94 % 0.83
[
94994 12432
3907 3467
]
86 % 0.78
9
[
105492 1098
6842 1368
]
93 % 0.83
[
94994 12432
3907 3467
]
86 % 0.78
10
[
104530 1242
7367 1661
]
93 % 0.83
[
92953 12819
4640 4388
]
85 % 0.79
11
[
103839 1358
7746 1857
]
92 % 0.83
[
91928 13269
4831 4772
]
84 % 0.79
12
[
103390 1354
8163 1893
]
92 % 0.83
[
91020 13724
4991 5065
]
84 % 0.79
13
[
103064 1363
8415 1958
]
91 % 0.83
[
90368 14059
5080 5293
]
83 % 0.79
14
[
103000 1411
8516 1873
]
91 % 0.83
[
89876 14535
5066 5323
]
83 % 0.79
15
[
103012 1376
8809 1603
]
91 % 0.82
[
89518 14870
5142 5270
]
83 % 0.78
16
[
103385 1275
8743 1397
]
91 % 0.81
[
89120 15540
5099 5041
]
82 % 0.77
17
[
103456 1186
8995 1163
]
91 % 0.79
[
89051 15591
5283 4875
]
82 % 0.76
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Slika 6.5: Krivulja ROC, porazdelitvi napovedanih vrednosti v nadstro-
pju 9. Na levi napovedi pridobimo z neuteženo nevronsko mrežo, napovedi
na desni pridobimo z uteževanjem razredov.
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6.3 Prostorske napovedi
Pri prostorskih napovedih metrike uspešnosti izračunamo iz podatkov v po-
sameznih vokslih celotne vokselizirane strukture. Kot smo že omenili v po-
glavju 5.2, si pri združevanju napovedi posameznih aminokislin pomagamo
tako, da aminokislino razdelimo na 17 nadstropij glede na os z in vsako
od teh nadstropij predstavimo s točko, ki se nahaja v centru nadstropja. Za
posamezen voksel imamo nato tri podatke: število točk, ki predstavljajo nad-
stropja aminokislin, v vokslu, koliko od teh točk pravi, da je ta del strukture
v interakciji, torej imajo pravo vrednost 1, in vsoto napovedanih verjetnosti
vseh točk v vokslu. Pri računanju metrik uspešnosti upoštevamo le voksle,
v katerih se nahaja vsaj ena točka. Za vsakega od teh vokslov delimo število
točk s pravo vrednostjo 1 (kar pomeni interakcijo) s številom vseh točk v vo-
kslu. Če je dobljen količnik večji od 0.3, za pravo vrednost voksla določimo
interakcijo. Iz vsote napovedanih verjetnosti točk v vokslu in števila točk v
vokslu izračunamo povprečno verjetnost, da je voksel v interakciji. Iz pravih
vrednosti in napovedanih verjetnosti vseh primernih vokslov nato izračunamo
AUC za strukturo. Za izračun matrike zamenjav in klasifikacijske točnosti,
kjer ne moremo uporabiti verjetnosti, določimo mejo 0.5. Če je torej napo-
vedana verjetnost večja od 0.5, potem napovemo, da je voksel v interakciji.
Iz pravih in napovedanih 0/1 vrednosti izračunamo še matriko zamenjav in
klasifikacijsko točnost za posamezno strukturo.
Pri združevanju napovedi na posamezni aminokislini, v napovedi mest in-
terakcij v celotni strukturi, za napovedovanje na posamezni aminokislini upo-
rabimo različne nevronske mreže. Poleg nevronske mreže, ki napove mesta
aminokisline, ki so v interakciji, poskusimo uporabiti tudi nevronsko mrežo,
ki za posamezno aminokislino napove verjetnost, da je ta aminokislina v inte-
rakciji. Tako preverimo ali natančneǰse napovedi na posamezni aminokislini
izbolǰsajo končno napoved mest interakcij v celotni strukturi protein-RNA.
Pri napovedih mest interakcij aminokisline dobimo napovedni vektor veli-
kosti 17, ki predstavlja napovedane verjetnosti za interakcijo v določenem
nadstropju aminokisline. Da lahko rezultate med sabo primerjamo, napo-
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vedi, ali je aminokislina v interakciji, spremenimo v vektor velikosti 17. To
naredimo tako, da napovedano verjetnost, ali je aminokislina v interakciji,
pripǐsemo vsem 17 nadstropjem aminokisline.
Mesta interakcij v prostoru kompleksa protein-RNA napovemo z dvema
nevronskima mrežama za dve testni množici struktur. Testna množica vse-
buje 165 protein-RNA struktur, ki smo jih uporabili tudi pri testiranju in
izračunu metrik uspešnosti nevronskih mrež. V dodatni testni množici imamo
714 struktur, ki niso bile uporabljene pri testiranju nevronskih mrež.
Za vsako strukturo protein-RNA v množici izračunamo klasifikacijsko
točnost in AUC prostorske napovedi z dvema nevronskima mrežama, do-
bljene rezultate prikažemo z dvema histogramoma, glej sliko 6.6. Iz histo-
gramov je razvidno, da dobimo bolǰso klasifikacijsko točnost in večji AUC
z nevronsko mrežo, ki napoveduje mesta interakcij na aminokislini po nad-
stropjih. Napovedi po nadstropjih aminokisline prinesejo večjo klasifikacij-
sko točnost in AUC v obeh množicah. V tabeli 6.6 izpǐsemo še najmanǰso,
največjo in povprečno klasifikacijsko točnost ter najmanǰsi, največji in pov-
prečni AUC prostorskih napovedi na posamezni strukturi. Iz tabele tudi vi-
dimo, da so klasifikacijske točnosti in AUC na posameznih strukturah večje,
če napovedujemo posamezna mesta interakcij na aminokisline, in ne samo,
ali je aminokislina v interakciji ali ne. Poleg histogramov za klasifikacijsko
točnost izrǐsemo tudi histograme prirejenih matrik zamenjav, glej sliko 6.6.
Ker imajo različne strukture različno število aminokislin, ne moremo številsko
primerjati, koliko aminokislin v strukturi je pravilno negativnih, pravilno po-
zitivnih, napačno negativnih in napačno pozitivnih. Zato namesto števila
aminokislin v vseh štirih kategorijah izračunamo deleže, torej delež pravilno
negativnih aminokislin, delež pravilno pozitivnih aminokislin, delež napačno
negativnih aminokislin in delež napačno pozitivnih aminokislin. Tako lahko
matrike zamenjav posameznih struktur primerjamo med seboj. Porazdelitve
deležev v matriki zamenjav izrǐsemo s štirimi histogrami. Vidimo lahko, da
z napovedmi, ali je kislina v interakciji ali ne, dobimo večje deleže pravilno
pozitivnih in napačno pozitivnih aminokislin, če pa napovedujemo, kateri
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del aminokisline je v interakciji, pa se povečata deleža pravilno negativnih in
napačno negativnih aminokislin.
Tabela 6.6: Minimalna, povprečna in maksimalna AUC in klasifikacijska
točnost (CA) napovedi z obema nevronskima mrežama. V prvem stolpcu
so prikazane vrednosti, ki jih dobimo z uporabo nevronske mreže, ki nam
napove ali je posamezna aminokislina v interakciji z RNA ali ne. V drugem
stolpcu so prikazane vrednosti, ki jih dobimo z uporabo nevronske mreže, ki
napoveduje del oziroma nadstropje aminokisline v interakciji.
Celotna aminokislina Po nadstropjih
Testna AUC min. 0.41 0.49
povp. 0.76 0.79
maks. 0.91 0.91
CA min. 37 % 21 %
povp. 73 % 90 %
maks. 86 % 99 %
Dodatna testna AUC min. 0.24 0.45
povp. 0.69 0.74
maks. 0.89 0.89
CA min. 37 % 21 %
povp. 72 % 88 %
maks. 86 % 99 %
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Slika 6.6: Porazdelitve klasifikacijske točnosti, AUC in deležev v matri-
kah zamenjav za napovedi na strukturah v testni (na levi) in dodatni testni
množici (na desni).
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Poglavje 7
Sklepne ugotovitve
V magistrskem delu smo razvili metodo za napovedovanje mest interakcij v
kompleksu 3D proteina in RNA. Metoda posamezne napovedi na aminokisli-
nah, ki sestavljajo protein v kompleksu, združi v končno prostorsko napoved.
Za napovedovanje interakcij na aminokislinah smo uporabili 3D konvolucijsko
nevronsko mrežo. Soočili smo se s problemom predstavitve vhodnih podat-
kov za nevronsko mrežo. Za vsak kompleks protein-RNA imamo koordinate
atomov, ki sestavljajo posamezne proteine in koordinate nukleotidov, ki se-
stavljajo RNA. Posamezno aminokislino obdamo z omejevalnim kvadrom, ki
ga vokseliziramo. S pomočjo koordinat atomov pogledamo, v kateri voksel
padejo določeni atomi in dobimo vhodne matrike. Matrike tako predstavljajo
položaj atomov posamezne aminokisline v prostoru in s tem obliko kisline,
ki nam lahko pove, kakšna je verjetnost, da je aminokislina v interakciji z
RNA. Razvili smo dve 3D konvolucijski nevronski mreži. Prva nam za vsako
aminokislino vrne napoved, ali je aminokislina v interakciji z RNA ali ne.
Druga nam vrne napovedi, kateri del aminokisline, ko jo razdelimo na 17
delov, razporejenih navpično po aminokislini, je v interakciji z RNA. Obe
nevronski mreži nam vrneta solidne napovedi. Pri prvi, z umetnim boga-
tenjem učne množice in uteževanjem razredov, dosežemo AUC 0.81. Druga
nevronska mreža po nadstropjih doseže AUC med 0.74 in 0.83. Napovedi
na posameznih aminokislinah v kompleksu protein-RNA združimo v končne
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prostorske napovedi. Za vsak kompleks izračunamo AUC in klasifikacijsko
točnost. Porazdelitev obeh metrik uspešnosti na dodatni testni množici je
prikazana na grafu, glej sliko 6.6. Povprečni AUC pri napovedih, ali je celotna
aminokislina v interakciji ali ne, je enak 0.69. Povprečni AUC pri napove-
dih, kateri del aminokisline je v interakciji, pa je enak 0.74. Vidimo, da pri
bolj natančnih napovedih na aminokislinah dobimo bolǰse končne prostorske
napovedi. AUC 0.74 je tudi primerljiv z AUC obstoječih metod, ki so nave-
dene v tabeli 1.1. Pri primerjavi z metodami v tabeli moramo biti pozorni
na to, da so avtorji metod uporabili drugačne testne množice kot mi. Naše
napovedi bi najverjetneje lahko izbolǰsali s še bolj preciznimi napovedmi na
aminokislini. Glede na to, da nam napovedi, kateri od 17 delov aminokisline
je v interakciji, vrnejo bolǰse prostorske napovedi, bi najverjetneje še bolj fina
delitev aminokisline na dele, za katere nato napovemo, ali so v interakciji ali
ne, še izbolǰsala končne napovedi. V učni množici imamo tudi več negativ-
nih kot pozitivnih primerov. Pri napovedih, ali je aminokislina v interakciji
ali ne smo videli, da nam uteževanje razredov izbolǰsa napovedi. Lahko bi
poskusili uporabiti še kakšno drugo metodo za pridobivanje bolj enakomerne
učne množice (angl. resampling). Opazimo tudi, da več podatkov, ki jih
lahko pridobimo z umetnim bogatenjem učne množice, tudi rahlo izbolǰsa
napovedi. Pri napovedih interakcij aminokisline po nadstropjih pri preveliki
količini podatkov naletimo na problem računske moči, saj zaradi bolj na-
tančne delitve aminokislin delamo z večjimi matrikami in preveč dodatnih
učnih primerov upočasni učenje nevronske mreže. Seveda je tudi še nekaj
manevrskega prostora pri sami implementaciji 3D konvolucijske nevronske
mreže.
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