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Cap´ıtulo 1
Introduccio´n
Desde hace varias de´cadas, el tratamiento del conocimiento incierto ha ido hacie´ndose
necesario en diferentes a´reas de la ciencia. En particular, son mu´ltiples los resultados aportados
desde el campo de la Inteligencia Artificial y la Programacio´n Lo´gica. Estos resultados pueden
englobarse en diferentes enfoques segu´n la manera de tratar con la incertidumbre.
La Programacio´n Lo´gica Cuantitativa es uno de estos enfoques y, dentro de la Progra-
macio´n Lo´gica con Incertidumbre, constituye el ma´s antiguo de cuantos se han empleado para
introducir el conocimiento incierto y la incertidumbre en los lenguajes de lo´gicos de progra-
macio´n. Este trabajo surge a partir de la idea de realizar una actualizacio´n y revisio´n de
los principales resultados de la Programacio´n Lo´gica Cuantitativa (aquellos propuestos entre
finales de los an˜os 80 y comienzos de los 90) con especial e´nfasis en el art´ıculo de van Emden
[61] con el fin de obtener un lenguaje lo´gico cuantitativo de sema´ntica rigurosa del que po-
damos partir para poder trasladar, posteriormente, algunas de estas ideas a otros lenguajes
declarativos multiparadigma.
El presente trabajo se divide en 7 cap´ıtulos en el que cada uno de ellos presenta el siguiente
contenido:
Cap´ıtulo 1 Introduccio´n general al trabajo y a cada uno de los cap´ıtulos que forman este
trabajo.
Cap´ıtulo 2 Repaso a los fundamentos de la Lo´gica de Primer Orden y a los Conjuntos
Ordenados, CPOs y Ret´ıculos con el fin de que sirva de recordatorio de todos aquellos
conocimientos necesarios para el correcto entendimiento del resto de los cap´ıtulos.
Cap´ıtulo 3 Aporta una visio´n general de los fundamentos de la programacio´n lo´gica cla´sica
de forma que la extensio´n con incertidumbre realizada en este trabajo pueda ser com-
parada y puedan observarse las diferencias que surgen como resultado de la introduccio´n
de la incertidumbre.
Cap´ıtulo 4 Breve panora´mica de la incertidumbre en la programacio´n lo´gica hasta nuestros
d´ıas dando en cada momento las referencias necesarias para seguir el desarrollo que ha
tenido lugar a lo largo de la historia.
Cap´ıtulo 5 Este cap´ıtulo constituye, junto con el siguiente, el nu´cleo central del trabajo.
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Aqu´ı se aporta la sintaxis y sema´ntica, declarativa y operacional, de un lenguaje lo´gico
cuantitativo (que llamaremos QLP) y se aporta un me´todo de resolucio´n de objetivos
que se comprobara´ correcto y completo.
Cap´ıtulo 6 Partiendo del lenguaje construido en el cap´ıtulo anterior, se construye un tra-
ductor de dicho lenguaje a T OY y se extiende el inte´rprete de T OY mediante una
serie de comandos que facilitan la carga de programas cuantitativos y la resolucio´n de
objetivos cuantitativos.
Cap´ıtulo 7 Resumen de los objetivos conseguidos con este trabajo y breve aproximacio´n a
las posibles l´ıneas de trabajo futuro.
Adema´s de los cap´ıtulos citados anteriormente, el trabajo incluye un ape´ndice con el co´digo
fuente tanto de los ejemplos empleados en el cap´ıtulo 5 como del traductor implementado en
el cap´ıtulo 6 para que pueda servir como orientacio´n a las explicaciones referentes al co´digo
que aparecen especialmente en el cap´ıtulo 6.
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Cap´ıtulo 2
Preliminares
Para poder entender los cap´ıtulos sucesivos, se hace necesario conocer ciertos detalles
tanto de la lo´gica de primer orden como de conjuntos ordenados, CPOs y ret´ıculos que sera´n
empleados a lo largo del trabajo. Es por ello objetivo de este segundo cap´ıtulo introducir
ambos temas con la suficiente profundidad, aunque sin excesivo detenimiento, para permitir
el desarrollo posterior.
2.1. Lo´gica de Primer Orden
La programacio´n lo´gica tiene su base fundamental en la Lo´gica de Primer Orden (LPO en
adelante). A continuacio´n se realiza, a modo de resumen, una introduccio´n a la LPO indicando
todos aquellos aspectos que es necesario conocer de antemano para abordar la definicio´n de
la sintaxis y la sema´ntica de lenguajes de programacio´n lo´gica con incertidumbre como los
considerados en este trabajo. Para una referencia ma´s completa sobre la LPO se puede acudir
a libros generales sobre la lo´gica matema´tica como [18] u otros ma´s espec´ıficos para el campo
de la informa´tica como [9, 25, 53] o incluso a la primera seccio´n de [1].
2.1.1. Sintaxis
La definicio´n de un lenguaje lo´gico requiere de la existencia de un alfabeto que contenga
todos los s´ımbolos necesarios para formalizar enunciados.
Lo primero es construir una signatura Σ = 〈FSΣ, PSΣ〉 como la unio´n disjunta de un
conjunto de s´ımbolos de funcio´n (FSΣ) y un conjunto de s´ımbolos de predicado (PSΣ). Lla-
maremos FSnΣ al conjunto de todos los s´ımbolos de funcio´n de aridad n ≥ 0, y definiremos
FSΣ como FSΣ =
⊎
n∈N FS
n
Σ siendo unionmulti la unio´n disjunta. Ana´logamente, definiremos PSΣ
como PSΣ =
⊎
n∈N PS
n
Σ, donde PS
n
Σ es el conjunto de todos los s´ımbolos de predicado de
aridad n ≥ 0. Asociaremos adema´s, FS0Σ con el conjunto de las constantes y PS0Σ con el
conjunto de los s´ımbolos de proposicio´n.
Necesitaremos tambie´n un conjunto de s´ımbolos lo´gicos que nos permita realmente for-
malizar nuestros enunciados. Estos s´ımbolos sera´n las conectivas proposicionales ⊥ (false), >
(true), ¬ (not), ∧ (and), ∨ (or), → (if-then) y ↔ (if and only if ), los cuantificadores ∀ (uni-
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versal) y ∃ (existencial) y el s´ımbolo lo´gico para la igualdad (≈). Adema´s, emplearemos otros
s´ımbolos auxiliares como los pare´ntesis y llamaremos V al conjunto de todas las variables.
Para poder saber a que´ tipo de s´ımbolo nos referimos en cada momento sin necesidad de
decirlo expresamente, utilizaremos c para referirnos a las constantes; f , g, etc. para referirnos
a los s´ımbolos de funcio´n; p, q, etc. para los s´ımbolos de proposicio´n y de predicado (que
distinguiremos segu´n sea su aridad); y x, y, etc. para referirnos a las variables.
Te´rminos
Los te´rminos, son aquellas combinaciones de s´ımbolos de funcio´n, constantes y variables
(junto con algunos otros s´ımbolos del alfabeto) con sentido. Ma´s exactamente, un te´rmino se
define de manera recursiva de la siguiente forma:
1. Una variable x ∈ V es un te´rmino.
2. Una constante c ∈ FS0Σ es un te´rmino.
3. Si f ∈ FSnΣ es una funcio´n de aridad n > 0 y t1, . . . , tn son te´rminos, entonces
f(t1, . . . , tn) es un te´rmino.
Llamaremos TermΣ al conjunto de todos los te´rminos.
Fo´rmulas
Las fo´rmulas se definen tambie´n de modo recursivo de la siguiente forma:
1. ⊥ y > son fo´rmulas.
2. Un s´ımbolo de proposicio´n p ∈ PS0Σ es una fo´rmula.
3. Si p ∈ PSnΣ es un predicado de aridad n > 0 y t1, . . . , tn son te´rminos, entonces
p(t1, . . . , tn) es una fo´rmula.
4. Si t1, t2 ∈ TermΣ, entonces (t1 ≈ t2) es una fo´rmula.
5. Si F es una fo´rmula, entonces ¬F es una fo´rmula.
6. Si F y G son fo´rmulas, entonces lo son tambie´n (F ∧G), (F ∨G), (F → G) y (F ↔ G).
7. Si F es una fo´rmula y x ∈ V es una variable entonces ∃xF y ∀xF son fo´rmulas.
Escribiremos F , G, . . . para referirnos a una fo´rmula en general, y A, B, . . . para referirnos
a las fo´rmulas a las que hacen referencia los puntos 1, 2, 3 y 4 que llamaremos fo´rmulas
ato´micas o a´tomos.
Del conjunto de variables que aparecen en una fo´rmula, diremos que esta´n ligadas aquellas
que aparecen cuantificadas en la fo´rmula, y libres las que aparezcan sin cuantificar y llamare-
mos bv(F ) y fv(F ) a los conjuntos de variables ligadas y libres, respectivamente, de F . Si F
es una fo´rmula y las variables x1, . . . , xn se encuentran libres en F , podemos escribir ∃xF en
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vez de ∃x1, . . . ,∃xnF , y ∀xF en vez de ∀x1, . . . ,∀xnF . Cuando {x1, . . . , xn} coincida con el
conjunto de variables libres de F , pondremos F ∃ (que llamaremos cierre existencial de F ) en
vez de ∃xF y F ∀ (cierre universal de F ) en vez de ∀xF . Un te´rmino o fo´rmula sin variables
se dice que es cerrado.
Cla´usulas
Si convenimos, como es costumbre en lo´gica, en llamar literal a cualquier fo´rmula A o
¬A, tal que A sea una fo´rmula ato´mica, llamaremos cla´usula a cualquier fo´rmula de la forma
(L1 ∨ . . . ∨ Lm)∀ siendo L1, . . . , Ln literales. Emplearemos una forma especial para escribir
estas cla´usulas que llamaremos forma clausal ; y la cla´usula anterior escrita en forma clausal
sera´
A1, . . . , Ak ← B1, . . . , Bn
donde A1, . . . , Ak es a lista de todos los literales positivos de entre L1, . . . , Lm que llamaremos
conclusiones, y B1, . . . , Bm es la lista de todos los dema´s literales una vez eliminado el s´ımbolo
de negacio´n, que llamaremos premisas. De modo informal, podremos entender la cla´usula como
(A1 o . . . o Ak) si (B1 y . . . y Bn).
En particular, para los programas lo´gicos considerados en este trabajo, nos interesara´n
so´lo aquellas cla´usulas para las que k = 1, denominadas cla´usulas definidas o de Horn, pero
dado que u´nicamente emplearemos este tipo de cla´usulas, nos referiremos a ellas de manera
general como cla´usula o regla de programa. Por esto, las cla´usulas sera´n de la forma
A← B1, . . . , Bn
siendo A,B1, . . . , Bn fo´rmulas ato´micas que no sean de la forma ⊥,> ni (t1 ≈ t2). Para
representar una cla´usula definida escribiremos tambie´n
A← B
que se identifica con la fo´rmula (B1 ∧ . . . ∧Bn → A)∀ o tambie´n (A ∨ ¬B1 ∨ . . . ∨ ¬Bn)∀. De
forma general, usaremos la letra C para denotar una cla´usula.
2.1.2. Sema´ntica
Hasta ahora, tenemos te´rminos y fo´rmulas sin ningu´n significado especial asociado a ellas.
Es objeto de la sema´ntica darles significado para que podamos saber que´ expresan exactamente
y podamos emplearlos en un contexto dado. Para poder dar significado a estos te´rminos y
fo´rmulas, se utilizan estructuras e interpretaciones.
Estructuras
Una Σ-estructura es de la forma A = (A, {fA}f∈FSΣ , {pA}p∈PSΣ) siendo:
- A, un conjunto no vac´ıo llamado universo o dominio de A.
- cA ∈ A, la interpretacio´n de la constante c ∈ FS0Σ en A.
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- fA : An → A, una funcio´n que asigne un elemento del universo a cada funcio´n de
f ∈ FSnΣ con n > 0.
- pA ∈ {0, 1}, la interpretacio´n del s´ımbolo proposicional p ∈ PS0Σ.
- pA ⊆ An, una relacio´n para cada s´ımbolo de predicado p ∈ PSnΣ con n > 0.
En general, dada una Σ-estructura A, escribiremos
fA(a1, . . . , an) o simplemente fA(a) para indicar la imagen de fA : An → A correspondiente
a la n-tupla de argumentos a ∈ An.
pA(a1, . . . , an) o simplemente pA(a) para indicar que a ∈ pA, es decir, que la n-tupla a ∈ An
verifica la relacio´n pA que A nos ofrece como significado del s´ımbolo de predicado p.
Interpretaciones
Una Σ-interpretacio´n 〈A, ε〉 esta´ compuesta de una Σ-estructura A y de un estado ε para
las variables. Un estado es una aplicacio´n ε : V → A de variables en elementos del universo
de A. Si ε es un estado, a un elemento del dominio de A, y x una variable, ε[x/a] es el estado
que hace corresponder a a x y coincide con ε en todas las dema´s variables:
ε[a/x](y) =def
{
ε(y) si y 6= x
a si y = x
La Σ-interpretacio´n nos da informacio´n suficiente para poder interpretar cada te´rmino
t de TermΣ como un individuo del universo (JtKA,ε ∈ A) y cada fo´rmula F como un valor
veritativo (JF KA,ε ∈ {0, 1}). Mediante la notacio´n anterior indicamos que la interpretacio´n de
los te´rminos y las fo´rmulas dependen tanto de la estructura como del estado.
1. Interpretacio´n de un te´rmino
Una Σ-interpretacio´n 〈A, ε〉 hace corresponder a cada te´rmino t el valor JtKA,ε que se
define recursivamente segu´n sea la forma de t:
- JxKA,ε = ε(x), siendo x ∈ V.
- JcKA,ε = cA, siendo c ∈ FS0Σ.
- Jf(t1, . . . , tn)KA,ε = fA(Jt1KA,ε, . . . , JtnKA,ε), siendo f ∈ FSnΣ con n > 0 y t1, . . . , tn
∈ TermΣ.
2. Interpretacio´n de una fo´rmula
Y, al igual que con los te´rminos una Σ-interpretacio´n les hace corresponder un valor, a
la fo´rmula F le hace corresponder un valor JF KA,ε, en este caso veritativo, que se define
recursivamente segu´n sea la forma de F :
- J⊥KA,ε = 0.
- J>KA,ε = 1.
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- JpKA,ε = pA ∈ {0, 1}, siendo p ∈ PS0Σ.
- Jp(t1, . . . , tn)KA,ε = { 1 si pA(Jt1KA,ε, . . . , JtnKA,ε)0 si no pA(Jt1KA,ε, . . . , JtnKA,ε) , siendo p ∈ FSnΣ con n > 0
y t1, . . . , tn ∈ TermΣ.
- J(t1 ≈ t2)KA,ε = { 1 si Jt1KA,ε = Jt2KA,ε0 en otro caso , siendo t1, t2 ∈ TermΣ.
- J¬F KA,ε = v¬(JF KA,ε) donde v¬ : {0, 1} → {0, 1} calcula un valor veritativo,
a partir del valor veritativo de JF KA,ε, definido segu´n la siguiente tabla (que se
corresponde con la tabla de verdad para la conectiva ¬ de la lo´gica matema´tica):
v¬
0 1
1 0
- J(F  G)KA,ε = v(JF KA,ε, JGKA,ε), donde  ∈ {∧,∨,→,↔} y v : {0, 1}2 → {0, 1}
calcula un valor veritativo, segu´n sean los valores veritativos de JF KA,ε y JGKA,ε,
tal y como se define en la siguiente tabla (que se corresponden con las tablas de
verdad empleadas comu´nmente en lo´gica matema´tica para las conectivas ∧, ∨, →
y ↔):
v∧ v∨ v→ v↔
0 0 0 0 1 1
0 1 0 1 1 0
1 0 0 1 0 0
1 1 1 1 1 1
- J∀xF KA,ε = min{JF KA,ε[x/a] | a ∈ A} = { 1 si JF KA,ε[x/a] = 1 para todo a ∈ A
0 en otro caso
- J∃xF KA,ε = max{JF KA,ε[x/a] | a ∈ A}= { 1 si JF KA,ε[x/a] = 1 para algu´n a ∈ A
0 en otro caso
En lo sucesivo, y dado que los lenguajes de programacio´n lo´gica objeto de este trabajo no
contemplan la igualdad, siempre que se haga referencia a la lo´gica, se hara´ en relacio´n a la
lo´gica sin igualdad.
Modelo y Consecuencia Lo´gica
Cuando ocurre que JF KA,ε = 1 se dice que A satisface a F en el estado ε, o que la
interpretacio´n 〈A, ε〉 es modelo de F . Si JF KA,ε = 0, se dice que A no satisface F en el estado
ε, o que 〈A, ε〉 no es modelo de F . Se pone tambie´n 〈A, ε〉 |= F cuando JF KA,ε = 1.
Si extendemos esta idea a un conjunto de fo´rmulas Φ, se pone 〈A, ε〉 |= Φ cuando 〈A, ε〉 |=
F para toda fo´rmula F ∈ Φ, y se dice que 〈A, ε〉 es modelo de Φ.
Dados un conjunto de fo´rmulas Φ y una fo´rmula F . Si cualquier interpretacio´n 〈A, ε〉 que
sea modelo de Φ cumple que es tambie´n modelo de F , entonces se dice que F es consecuencia
lo´gica de Φ y se escribe Φ |= F (empleamos el mismo s´ımbolo que cuando una interpretacio´n
es modelo de un conjunto de fo´rmulas, distinguie´ndolo segu´n tengamos a su izquierda una
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interpretacio´n o un conjunto de fo´rmulas). Formalmente: Φ |= F ⇔def ∀〈A, ε〉 (〈A, ε〉 |= Φ⇒
〈A, ε〉 |= F ).
2.2. Sustituciones
Llamaremos sustitucio´n a una aplicacio´n σ : V → TermΣ que asigna un te´rmino a cada
variable, y diremos que SustΣ es el conjunto de todas las sustituciones. Definiremos el dominio
de una sustitucio´n de la siguiente forma dom(σ) =def {x ∈ V | σ(x) 6= x}. Definimos tambie´n
el rango de una sustitucio´n como ran(σ) =def {t ∈ TermΣ | σ(x) = t, x ∈ dom(σ)}, y
definiremos una funcio´n especial vran que nos dara´ el conjunto de variables que aparecen en
los te´rminos que conforman el rango de la sustitucio´n, as´ı: vran(σ) =def
⋃{var(σ(x)) | x ∈
dom(σ)}. Diremos que σ es finita si y so´lo si dom(σ) es finito.
Dadas dos sutituciones σ y σ′ y un conjunto de variables X ⊆ V, usaremos la notacio´n
σ = σ′ [X ] para indicar que σ(x) = σ′(x) para cualquier x ∈ X . Usaremos tambie´n la notacio´n
σ 4 σ′ [X ] para indicar la existencia de una tercera sustitucio´n µ tal que σµ = σ′ [X ]. En
este caso se dice que σ es al menos tan general como σ′ sobre el conjunto de variables X .
Una sustitucio´n puede aplicarse tanto a te´rminos como a fo´rmulas, aunque el proceso de
aplicacio´n difiere en ambos casos:
1. Aplicacio´n de una sustitucio´n a un te´rmino
Dado un te´rmino t y una sustitucio´n σ, σ(t) se calcula sustituyendo simulta´neamente
todas las variables de t por su correspondiente te´rmino segu´n especifica la sustitucio´n
σ.
Ejemplo 2.2.1. Sean t = f(x, y) y σ = {x 7→ y, y 7→ g(z)}. Entonces, σ(t) = f(y, g(z)).
2. Aplicacio´n de una sustitucio´n a una fo´rmula
Dada una fo´rmula F , σ(F ) se calcula siguiendo el siguiente proceso:
a) Se renombran las variables ligadas en F de forma que bv(F ) ∩ vran(σ) = ∅.
b) Se sustituyen simulta´neamente todas las apariciones de x ∈ fv(F ) ∩ dom(σ) por
σ(x).
Ejemplo 2.2.2. Sean F = ∀y.p(x, y) y σ = {x 7→ f(y)}. Entonces, σ(F ) = ∀z.p(f(y), z).
Si convenimos en llamar expresio´n tanto a un te´rmino como a una fo´rmula, entonces dadas
una expresio´n E y una sustitucio´n σ, diremos que σ(E) es una instancia de E; y si adema´s
no contiene variables libres, se dice que la instancia es cerrada.
Una sustitucio´n σ que se comporte como una permutacio´n de variables se llama renom-
bramiento. Si σ es un renombramiento, σ(E) se llama variante de E.
Composicio´n de sustituciones
Dadas dos sustituciones σ y θ, se define la sustitucio´n θ ◦ σ formada por composicio´n de
ambas como la sustitucio´n que dada una expresio´n E, aplica primero la sustitucio´n σ, y al
resultado le aplica la sustitucio´n θ, es decir, (θ ◦ σ)(E) =def θ(σ(E)).
14
Sustitucio´n idempotente
Se dice que una sustitucio´n σ es idempotente cuando ocurre que σ ◦ σ = σ, es decir, la
aplicacio´n sucesiva de una sustitucio´n no produce cambios en las expresiones. Para que esto
ocurra, es condicio´n necesaria y suficiente que se cumpla dom(σ) ∩ vran(σ) = ∅.
Notacio´n. A fin de simplificar la notacio´n a lo largo del trabajo, escribiremos Eσ en vez de
σ(E) cuando nos refiramos a la aplicacio´n de una sustitucio´n a una expresio´n. A consecuencia
de esto, la composicio´n de sustituciones sera´ σθ cuando queramos referirnos a θ ◦ σ porque
(θ ◦ σ)(E) = θ(σ(E)) = (Eσ)θ = Eσθ.
A continuacio´n enunciamos y demostramos un lema que nos sera´ necesario para demostra-
ciones posteriores. En e´l se demuestra que la composicio´n de dos sustituciones idempotentes
es tambie´n idempotente siempre que sus dominios sean disjuntos y el dominio de la primera
no incluya ninguna variable del rango de la segunda. Formalmente:
Lema 2.2.1. Dadas dos sustituciones idempotentes σ y σ′ tales que (1) dom(σ′)∩dom(σ) = ∅
y (2) vran(σ′) ∩ dom(σ) = ∅ se tiene que la composicio´n σσ′ es tambie´n idempotente (se
cumple σσ′ = σσ′σσ′).
Demostracio´n. Queremos ver que se tiene xσσ′σσ′ = xσσ′ para toda variable x ∈ V. Vemos
primero que podemos deducir (3) σ′σσ′ = σ′ [vran(σ)] de las hipo´tesis.
Sea y ∈ vran(σ). Si y /∈ dom(σ′), entonces yσ′σσ′ = yσσ′ = yσ′, donde la segunda
igualdad resulta de y /∈ dom(σ) por ser σ idempotente e y ∈ vran(σ). Y si y ∈ dom(σ′),
entonces yσ′σσ′ =(2) yσ′σ′ = yσ′. Y queda demostrado (3).
Demostramos ahora la tesis del lema. Sea x ∈ V una variable cualquiera. Distinguimos
tres casos:
x /∈ dom(σ), x /∈ dom(σ′): xσσ′σσ′ = x = xσσ′.
x /∈ dom(σ), x ∈ dom(σ′): Entonces var(xσ′) ⊆ vran(σ′) y xσσ′σσ′ = xσ′σσ′ =(2)
xσ′σ′ = xσ′ = xσσ′.
x ∈ dom(σ): Entonces var(xσ) ⊆ vran(σ) y xσσ′σσ′ =(3) xσσ′.
Algoritmo de unificacio´n de Robinson
Dados dos a´tomos A y B, se dice que σ es el unificador ma´s general (u.m.g.) en el sentido
de Robinson [51] si se cumplen las tres condiciones siguientes:
(1) Aσ ≡ Bσ (σ es un unificador de A y B o σ unifica A y B).
(2) Para cualquier otro unificador θ de A y B, se verifica que θ = σθ (en particular, si θ = σ
entonces se tiene σ = σσ, o sea, σ idempotente).
(3) σ es relevante, es decir, dom(σ) ⊆ var(A) ∪ var(B).
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El Teorema de Unificacio´n de Robinson nos garantiza la existencia de un u.m.g. en el
sentido de Robinson (u´nico salvo variantes) entre dos a´tomos cualesquiera siempre que sean
unificables, y el Algoritmo de Unificacio´n de Robinson permite calcularlo. Para una pre-
sentacio´n actualizada del algoritmo de unificacio´n, se recomienda [1, 6, 40].
2.3. Conjuntos ordenados, CPOs y ret´ıculos
Sobre conjuntos ordenados necesitamos conocer ciertas definiciones para poder demostrar
tres propiedades que nos interesara´n, en particular, para dar sema´ntica a nuestro lenguaje
en cap´ıtulos sucesivos. A pesar de que podr´ıamos retrasar estas propiedades para cuando nos
hicieran falta, no har´ıan ma´s que complicar el desarrollo de la sema´ntica de nuestro lenguaje
pues se basan u´nicamente en conjuntos ordenados y pueden perfectamente desarrollarse de
forma que sean autocontenidas, y a pesar de que pueden particularizarse para la programacio´n
lo´gica, consideramos beneficioso mantenerlas lo ma´s generales posibles a fin de emplearlas
como herramientas y no presentarlas como parte de los resultados. Como referencia auxiliar,
se puede consultar [1, 40] para una aplicacio´n directa a la programacio´n lo´gica, donde se
exponen estos resultados a lo largo del texto segu´n se hacen necesarios; [31], u otros textos de
Matema´tica Discreta, para una explicacio´n ma´s detallada y general sobre conjuntos ordenados;
y [27, 54] sobre dominios sema´nticos para conocer el uso de CPOs en la descripcio´n de la
sema´ntica de lenguajes de programacio´n.
Un orden parcial es una relacio´n binaria v sobre un conjunto D que sea reflexiva, anti-
sime´trica y transitiva. Cuando nos referimos a este conjunto y a su orden parcial, se dice que
constituyen un conjunto parcialmente ordenado que escribiremos como (D,v). Y si adema´s,
para cualesquiera dos elementos d1 y d2 de D, se tiene que o bien d1 v d2, o bien d2 v d1, se
dice que v es un orden total sobre los elementos de D.
Dado un conjunto parcialmente ordenado (D,v) y una transformacio´n T : D → D, se
dice que T es mono´tona si y solo si para cualesquiera dos elementos d1, d2 ∈ D tales que
d1 v d2, se cumple que T (d1) v T (d2).
Definicio´n 2.3.1. Sean (D,v) un conjunto parcialmente ordenado y T : D → D una trans-
formacio´n mono´tona. Entonces un elemento d de D se llama:
(i) Punto prefijo de T , si su imagen es menor o igual en el orden parcial que d, es decir,
T (d) v d.
(ii) Punto fijo si su imagen es estrictamente igual a d, es decir, T (d) = d.
Llamaremos PPF (T ) al conjunto de todos los puntos prefijos de T y PF (T ) al conjunto
de todos los puntos fijos de T . Es fa´cil ver que existe una relacio´n inmediata entre estos dos
conjuntos, que es que PF (T ) ⊆ PPF (T ), pues todo punto fijo es tambie´n punto prefijo.
El menor punto prefijo de una transformacio´n mono´tona, en caso de existir, coincide con
el menor punto fijo. Formalmente:
Proposicio´n 2.3.1. Sean (D,v) un conjunto parcialmente ordenado y T : D → D una
transformacio´n mono´tona. Si existe d0 = min(PPF (T )), entonces d0 ∈ PF (T ) y adema´s
d0 = min(PF (T )).
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Demostracio´n. Sea d0 el menor punto prefijo de T . Por ser punto prefijo, sabemos que T (d0) v
d0, y por ser T una transformacio´n mono´tona, T (T (d0)) v T (d0), por lo que T (d0) es tambie´n
un punto prefijo de T . Como d0 es el menor punto prefijo, se cumplira´ que d0 v T (d0), por
lo que se tiene que T (d0) = d0 y d0 es tambie´n punto fijo. Ahora es trivial ver que d0 es el
menor punto fijo, pues PF (T ) ⊆ PPF (T ).
Si dado un conjunto parcialmente ordenado (D,v) se tiene que existen el ma´ximo y el
mı´nimo de D, y que para cualquier subconjunto X de D existen en D la cota superior mı´nima
o supremo de X y la cota inferior ma´xima o ı´nfimo de X, se dice que (D,v) es un ret´ıculo
completo. Escribiremos M para referirnos al mı´nimo de un ret´ıculo completo y O para el
ma´ximo, por lo tanto min(D) = M y max(D) = O. Adema´s, para cada X ⊆ D escribiremos⊔
X para indicar el supremo de X e
d
X para indicar el ı´nfimo de X. Obse´rvese que
⊔ ∅ = M
e
d ∅ = O.
Mientras en el caso de tener un conjunto parcialmente ordenado no pod´ıamos asegurar la
existencia del menor punto [pre]fijo de una transformacio´n T (a pesar de que si sabemos que
s´ı existe, es tambie´n el menor punto fijo)1, cuando nos encontramos con un ret´ıculo completo
s´ı estamos en condiciones de decir que s´ı existe ese menor punto [pre]fijo, y adema´s podemos
caracterizarlo:
Proposicio´n 2.3.2. Si (D,v) es un ret´ıculo completo y T : D → D es una transformacio´n
mono´tona, se cumple que el ı´nfimo del conjunto de puntos prefijos de T es tambie´n el menor
punto prefijo de T .
Demostracio´n. Por ser PPF (T ) un subconjunto de D, sabemos que existe d0 =
d
PPF (T ).
Sea d un punto prefijo cualquiera de T . Se tiene que d0 v d y, por ser T una transformacio´n
mono´tona, tambie´n que T (d0) v T (d). Como T (d) v d, sabemos que T (d0) v d, por lo
que se tiene que T (d0) es tambie´n cota inferior de PPF (T ), pero d0 es, por definicio´n del
ı´nfimo, la mayor de las cotas inferiores, as´ı que T (d0) v d0 y d0 ∈ PPF (T ). Por ello, d0 =
min(PPF (T )).
Notacio´n. Escribiremos µ(T ) para referirnos al menor punto [pre]fijo de T .
Aparte de los ret´ıculos completos, otra clase interesante de conjuntos parcialmente orde-
nados son los CPOs (del ingle´s Complete Partial Order), que estudiaremos en el resto de esta
seccio´n.
Sea (D,v) un conjunto parcialmente ordenado. Se llama ω-cadena a todo subconjunto de
D que sea de la forma {dn | n ∈ N} y tal que dn v dn+1 para todo n ∈ N. Se llama ω-CPO
con fondo a cualquier conjunto parcialmente ordenado que tenga un mı´nimo M = min(D) y
tal que cualquier ω-cadena contenida en D tenga supremo
⊔
n∈N dn ∈ D. No´tese que cualquier
ret´ıculo completo es un ω-CPO con fondo. El rec´ıproco es falso en general.
Sea (D,v) un ω-CPO con fondo. Una transformacio´n mono´tona T : D → D se dice que
es continua si para cualquier ω-cadena {dn | n ∈ N} ⊆ D se cumple que T (
⊔
n∈N dn) =⊔
n∈N T (dn).
Notacio´n. Escribiremos T ↑n (d) para referirnos a la aplicacio´n de n veces T a d; de forma
recursiva: T ↑0 (d) = d y T ↑n (d) = T (T ↑n−1 (d)) para n > 0.
1Por la proposicio´n 2.3.1 sabemos que el menor punto prefijo y el menor punto fijo son el mismo punto.
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La siguiente proposicio´n caracteriza el menor punto fijo de una transformacio´n continua:
Proposicio´n 2.3.3 (Teorema del Punto Fijo) (Knaster y Tarski [60]). Si (D,v) es un ω-CPO
con fondo y T es una transformacio´n mono´tona y continua, entonces {T ↑n (M) | n ∈ N} ⊆ D
es una ω-cadena, y se cumple
⊔
n∈N T ↑n (M) = µ(T ).
Demostracio´n. Veamos primero que {T ↑n (M) | n ∈ N} ⊆ D es una cadena por induccio´n
sobre n:
Base (n = 0)
Se tiene que T ↑0 (M) v T ↑1 (M) por ser T ↑0 (M) = M, el mı´nimo de D segu´n el orden
parcial v.
Paso inductivo (n > 0)
Por H.I. sabemos que T ↑n−1 (M) v T ↑n (M) y T (T ↑n−1 (M)) v T (T ↑n (M)) por ser
T mono´tono. Por lo anterior se tiene que T ↑n (M) v T ↑n+1 (M).
Como {T ↑n (M) | n ∈ N} ⊆ D es una cadena, sabemos que existe su supremo, que
llamaremos d0.
d0 =def
⊔
n∈N
T ↑n (M)
Ahora necesitamos comprobar que d0 es el menor punto [pre]fijo (d0 = µ(T )):
Por ser T una transformacio´n continua, T (d0) =
⊔
n∈N T ↑n+1 (M). Como sabemos tambie´n
que el supremo de una cadena no var´ıa por quitar un elemento menor o igual que todos los
dema´s, podemos quitar T ↑0 (M) = M, y entonces ⊔n∈N T ↑n+1 (M) = ⊔n∈N\{0} T ↑n+1 (M) =⊔
n∈N T ↑n (M) = d0.
Por lo que acabamos de razonar, T (d0) = d0, es decir, d0 ∈ PF (T ). Para que se tenga
d0 = µ(T ) es suficiente demostrar que para cualquier d ∈ PPF (T ) se cumple d0 v d. Sea
d ∈ PPF (T ). Por induccio´n sobre n, demostramos que T ↑n (M) v d para todo n ∈ N. En
efecto:
Base (n = 0)
Trivial por ser T ↑0 (M) = M v d.
Paso inductivo (n > 0)
Supongamos (H.I.) que T ↑n (M) v d. Por ser T mono´tona, se deduce que T ↑n+1 (M) v
T (d). Por ser d ∈ PPF (T ), se tiene T (d) v d. Luego T ↑n+1 (M) v d.
Al cumplirse T ↑n (M) v d para todo n ∈ N, se deduce por definicio´n de supremo que⊔
n∈N T ↑n (M) v d. Es decir, d0 v d, como quer´ıamos demostrar.
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Cap´ıtulo 3
Fundamentos de la Programacio´n
Lo´gica Cla´sica
Un requisito indispensable a la hora de abordar cualquier extensio´n a un lenguaje de
programacio´n es conocer, con cierta exactitud y profundidad, el lenguaje que estamos exten-
diendo. Es por esto que este cap´ıtulo intenta dar una visio´n general de los fundamentos de
la programacio´n lo´gica cla´sica, de manera que en la extensio´n con incertidumbre considera-
da en el cap´ıtulo 5 podamos seguir el mismo esquema de desarrollo que en este. Tendremos
as´ı un caso cualitativo (este cap´ıtulo) y cuantitativo (cap´ıtulo 5) de cada uno de los resultados
propuestos.
Debido a este motivo, y para facilitar la introduccio´n de la incertidumbre, algunos de los
resultados aqu´ı propuestos diferira´n de la manera tradicional de presentarlos, no suponien-
do, a nuestro parecer, ninguna dificultad an˜adida a la hora de comprender cua´les son las
caracter´ısticas fundamentales del lenguaje de programacio´n lo´gica aqu´ı presentado.
Se pueden consultar como referencia auxiliar otros textos generales sobre la Programacio´n
Lo´gica como Apt [1] o Lloyd [40]. Tambie´n puede resultar de ayuda acudir al art´ıculo de van
Emden [61], que a pesar de presentar ambas versiones (cualitativa y cuantitativa) de forma
simulta´nea, supone la base que este trabajo pretende desarrollar y ampliar.
3.1. Sintaxis
Partiendo de la Lo´gica de Primer Orden introducida en el cap´ıtulo 2, llamaremos programa
lo´gico cla´sico o simplemente programa P a un conjunto finito y no vac´ıo de cla´usulas definidas
o de Horn sin igualdad.
Notacio´n. Emplearemos un sintaxis similar a la de PROLOG para escribir nuestros programas
con la salvedad de emplear <- en lugar de :- como se emplea en PROLOG para separar la
cabeza del cuerpo de una cla´usula. Al igual que en PROLOG, sera´n variables todos aquellos
identificadores que comiencen por mayu´scula o por _, entendie´ndose que todos los dema´s son,
o bien s´ımbolos de proposicio´n, o bien s´ımbolos de funcio´n (que denominaremos constructoras
de aqu´ı en adelante).
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Empleando estas cla´usulas podemos construir pequen˜os programas como los mostrados a
continuacio´n, que nos servira´n de ejemplo a lo largo del cap´ıtulo.
Ejemplo 3.1.1. Suponiendo que tenemos los nu´meros naturales representados mediante el
cero (c) y el sucenor (s) de un numero natural, el siguiente programa permite comprobar si
un nu´mero natural es par o impar, y calcular la suma de dos naturales cualesquiera.
even(c) <-
even(s(X)) <- odd(X)
odd(s(c)) <-
odd(s(X)) <- even(X)
plus(X,c,X) <-
plus(X,s(Y),s(Z)) <- plus(X,Y,Z)
En un programa podremos emplear tambie´n listas mediante las mismas constructoras que
en PROLOG como puede verse en el siguiente ejemplo.
Ejemplo 3.1.2. El predicado lo del siguiente ejemplo comprueba si una lista de nu´meros
esta´ ordenada. El predicado auxiliar mig comprueba si su primer argumento es menor o igual
que el segundo.
lo([]) <-
lo([N]) <-
lo([N1,N2|R]) <- mig(N1,N2), lo([N2|R])
mig(c,N) <-
mig(s(N1),s(N2)) <- mig(N1,N2)
Tambie´n se pueden utilizar variables en el cuerpo de una cla´usula que no aparezcan en la
cabeza (variables extra) tal y como muestra el siguiente ejemplo.
Ejemplo 3.1.3. Escribimos un predicado tieneHijas que nos dice si una determinada per-
sona tiene al menos una hija.
mujer(maria) <-
hombre(juan) <-
hombre(miguel) <-
padre(juan,maria) <-
madre(maria,miguel) <-
tieneHijas(P) <- padre(P,H), mujer(H)
tieneHijas(P) <- madre(P,H), mujer(H)
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En lo sucesivo emplearemos estos tres ejemplos, bien tal y como esta´n, o bien con alguna
ampliacio´n que se indicara´ en su momento, para ilustrar los diferentes resultados que se
consideren de intere´s.
Llamaremos base de Herbrand abierta, que escribiremos AtΣ, al conjunto de todos los
a´tomos que se puedan construir con la signatura Σ; e interpretacio´n [de Herbrand abierta],
que representaremos por I, a todo subconjunto de a´tomos de AtΣ que cumpla que es cerrado
bajo la aplicacio´n de sustituciones. Es decir, cualquier interpretacio´n I cumplira´:
1. I ⊆ AtΣ.
2. Dado un a´tomo A ∈ I, se tiene que Aσ ∈ I para cualquier sustitucio´n σ ∈ SustΣ.
Al conjunto de todas las posibles interpretaciones de Herbrand abiertas de un programa
lo llamaremos IntΣ.
A pesar de que toda interpretacio´n nos permite conocer que´ a´tomos de un programa se
consideran va´lidos, no todas las interpretaciones hara´n una interpretacio´n coherente con lo
que el programa pretende decir. Segu´n la sema´ntica de la LPO, cuando el cuerpo de una
cla´usula se verifique para una determinada sustitucio´n de sus variables (en interpretaciones
de Herbrand, la instancia del cuerpo de la cla´usula es subconjunto de la interpretacio´n), debe
verificarse tambie´n la instancia que dicha sustitucio´n hace de la cabeza de la cla´usula. A
las interpretaciones que cumplen esto, se les denomina modelos [de Herbrand] del programa.
Formalmente tenemos que dada una interpretacio´n I ∈ IntΣ, se dice que es modelo de P,
y escribimos I |= P, si y so´lo si para toda cla´usula (A ← B) ∈ P y para toda sustitucio´n
σ ∈ SustΣ tales que Bσ ⊆ I se cumple que Aσ ∈ I. Llamaremos HMod(P) a la coleccio´n de
modelos de Herbrand de P.
Interpretacio´n en LPO asociada a una interpretacio´n de Herbrand
Como se ha podido observar, las interpretaciones de Herbrand son conjuntos de a´tomos,
incluyendo en cada caso todos los a´tomos que se consideran va´lidos bajo la interpretacio´n en
cuestio´n. Esto parece no tener relacio´n con las interpretaciones en LPO tal y como se defin´ıan
en el cap´ıtulo 2, sin embargo, es posible construir una interpretacio´n en LPO a partir de
cualquier interpretacio´n de Herbrand empleando un procedimiento esta´ndar. La idea consiste
en construir una Σ-estructura AI y un estado ε que constituyan una Σ-interpretacio´n en
LPO, de forma que, dada una interpretacio´n de Herbrand I ∈ IntΣ, la Σ-interpretacio´n
II = 〈AI , ε〉 verifique los mismos a´tomos que pertenecen a la interpretacio´n I. Para conseguir
esto, construimos II = 〈AI , ε〉 como sigue:
AI = 〈AI , {fAI}f∈FSΣ , {pAI}p∈PSΣ〉
donde AI lo definimos como el conjunto TermΣ de los te´rminos, y la interpretacio´n de
cada s´ımbolo de funcio´n es:
- cAI =def c si c ∈ FS0Σ
- fAI (t1, . . . , tn) =def f(t1, . . . , tn) si f ∈ FSnΣ, con n > 0, y t1, . . . , tn ∈ TermΣ.
y la de los s´ımbolos de predicado es:
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- pAI =def
{
1 si p ∈ I
0 si p /∈ I si p ∈ PS
0
Σ
- pAI =def
{
1 si p(t1, . . . , tn) ∈ I
0 si p(t1, . . . , tn) /∈ I si p ∈ PS
n
Σ, con n > 0, y t1, . . . , tn ∈ TermΣ.
ε : V → AI con ε(x) =def x, el estado que asocia a cada variable la misma variable.
De esta forma, dado un te´rmino t ∈ TermΣ, su interpretacio´n es el propio te´rmino, es
decir, JtKII = t; y la interpretacio´n de una fo´rmula ato´mica A, es JAKII = 1 si A ∈ I yJAKII = 0 si A /∈ I.
Inferencia a partir de un programa lo´gico
Una vez conocido co´mo escribir un programa en nuestro lenguaje de programacio´n lo´gica,
necesitamos saber co´mo emplear nuestro programa de manera que podamos obtener algu´n
resultado de e´l. Existen dos formas de hacerlo, bien para inferencia, bien para resolucio´n. En
la inferencia, se comprueba la validez lo´gica de una fo´rmula (cuantificada universalmente)
a partir de las cla´usulas del programa; y en la resolucio´n, buscamos la prueba de que una
conjuncio´n existencial de a´tomos es deducible a partir programa. Como a la resolucio´n le
dedicaremos toda una seccio´n posterior, no nos extenderemos ma´s en ella.
Cuando comprobamos la validez lo´gica de una fo´rmula en un programa, lo que hacemos
es intentar inferir la validez de la fo´rmula empleando las cla´usulas del programa sabiendo
que podremos inferir la cabeza de una cla´usula si hemos podido hacerlo con su cuerpo. Esta
idea de inferencia que pasa del cuerpo de una cla´usula a su cabeza se puede formalizar de
dos maneras alternativas: mediante un operador que permita calcular el conjunto de a´tomos
deducibles a partir de un programa y mediante una lo´gica particular conocida como Lo´gica
de Horn. Veamos una descripcio´n ma´s detallada de ambas maneras.
El siguiente operador nos permite obtener todas aquellas fo´rmulas que pueden inferirse de
las cla´usulas del programa. Definimos el operador, que llamaremos TP : IntΣ → IntΣ, de la
siguiente forma:
TP(I) =def {Aσ | σ ∈ SustΣ, (A← B) ∈ P, Bσ ⊆ I}
Informalmente tenemos que dada una interpretacio´n I ∈ IntΣ, TP(I) sera´ el conjunto de
a´tomos deducibles a partir de las instancias de cla´usulas de P.
La Lo´gica de Horn nos aporta este mecanismo de inferencia mediante el cual podemos
verificar si un a´tomo dado es consecuencia lo´gica de las cla´usulas que conforman nuestro
programa. Este ca´lculo lo´gico, que llamaremos HL (por Horn Logic), presenta una u´nica
regla de inferencia denominada modus ponens que viene a decir que podemos demostrar un
a´tomo A siempre que sea igual a la cabeza H, afectada de una sustitucio´n σ, de una de las
cla´usulas del programa y podamos demostrar el cuerpo de dicha cla´usula B afectado de la
misma sustitucio´n σ (que debera´ instanciar adecuadamente todas sus variables). El proceso
de ca´lculo ser´ıa as´ı recursivo hasta alcanzar a´tomos que se corresponden con instancias de
hechos del programa. Formalmente tenemos:
B1σ · · · Bnσ
Hσ
MP si σ ∈ SustΣ y (H ← B1, . . . , Bn) ∈ P
22
Los ejemplos que siguen muestran como emplear la regla Modus Ponens de inferencia del
ca´lculo lo´gico.
Ejemplo 3.1.4. A partir del programa del ejemplo 3.1.2, intentaremos verificar que el a´tomo
lo([s(c), s(s(c)) | []])
es deducible de las cla´usulas del programa. Es fa´cil comprobar que el a´tomo es igual a la
cabeza de la tercera regla de lo cuando sustituimos sus variables mediante la sustitucio´n
σ1 = {N1 7→ s(c), N2 7→ s(s(c)), R 7→ []}, por lo tanto podemos realizar el siguiente proceso
de inferencia:
mig(c, s(c))
(mig.1)σ4
mig(s(c), s(s(c)))
(mig.2)σ2 lo([s(s(c)) | []])
(lo.2)σ3
lo([s(c), s(s(c)) | []])
(lo.3)σ1
donde las sustituciones empleadas son las que siguen:
σ1 = {N1 7→ s(c), N2 7→ s(s(c)), R 7→ []}
σ2 = {N1 7→ c,N2 7→ s(c)}
σ3 = {N 7→ s(s(c))}
σ4 = {N 7→ s(c)}
Como ha demostrado el ejemplo anterior, el a´tomo lo([s(c), s(s(c)) | []]) es de-
ducible a partir del programa del ejemplo 3.1.2. Por lo tanto, podemos escribir P `HL A
donde P es el programa del ejemplo 3.1.2 y A = lo([s(c), s(s(c)) | []]). Adema´s,
podemos hacer expl´ıcito el nu´mero de inferencias HL realizadas escribiendo P `4HL A.
Notacio´n. Extenderemos adema´s la notacio´n anterior para poder emplearla con una conjun-
cio´n de a´tomos en vez de con un u´nico a´tomo, por lo tanto, dados un programa P y una
conjuncio´n de a´tomos A, podemos escribir P `HL A o P `HL A1, . . . , An para indicar que
existe demostracio´n en HL para todos los a´tomos de la conjuncio´n (esta demostracio´n, a
diferencia de la del ejemplo anterior, sera´ un bosque dado que contendra´ un a´rbol para cada
a´tomo de la conjuncio´n). Podremos tambie´n indicar el nu´mero de inferencias HL realizadas
para demostrar todos los a´tomos de la conjuncio´n de igual forma que hicimos para un u´nico
a´tomo, cumplie´ndose, ahora, que el nu´mero total de inferencias HL realizadas para demostrar
la conjuncio´n de a´tomos es la suma del nu´mero de inferencias realizadas para demostrar cada
uno de los a´tomos por separado.
Veamos ahora otro ejemplo de lo que ocurre cuando aparecen variables extra en el cuerpo
de una cla´usula.
Ejemplo 3.1.5. Intentamos verificar que el a´tomo tieneHijas(juan) se verifica para el
programa del ejemplo 3.1.3. El siguiente a´rbol de inferencia muestra los pasos necesarios para
comprobar que tieneHijas(juan) se verifica:
padre(juan,maria)
(padre.1)
mujer(maria)
(mujer.1)
tieneHijas(juan)
(tieneHijas.1)σ
donde σ = {P 7→ juan,H 7→ maria}.
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Podemos comprobar, en el ejemplo anterior, que la sustitucio´n σ ha instanciado correc-
tamente las variables de la cla´usula del programa al hacer H 7→ maria dado que so´lo as´ı se
consigue una instancia de la cla´usula tieneHijas.1 cuyo cuerpo pueda ser verificado.
3.2. Sema´ntica declarativa
La sema´ntica de un lenguaje permite dar un significado formal a los programas y la declar-
ativa en particular nos aporta la teor´ıa lo´gica necesaria para poder comprobar o demostrar
diferentes propiedades sobre nuestro programa basa´ndonos en una lo´gica adecuada, que en el
caso de la programacio´n lo´gica cla´sica es la lo´gica de primer orden.
Nuestro objetivo es conseguir un modelo formal de nuestro programa que nos permita
trabajar sobre e´l de manera que podamos estudiarlo y conocer con exactitud que´ resultados
podemos esperar. Ya en la seccio´n anterior se introdujo el concepto de interpretacio´n de
un programa; ahora nos interesara´n aquellas interpretaciones que adema´s sean modelos del
programa, es decir, cumplan que para toda cla´usula A← B de un programa P dado, y para
toda sustitucio´n σ, si Bσ esta´ contenido en la interpretacio´n, entonces lo este´ tambie´n Aσ.
De estos modelos, nos fijaremos en aquellos a´tomos que sean va´lidos en todos ellos, estos
a´tomos sera´n las consecuencias lo´gicas del programa. Y es demostrable que coinciden con los
a´tomos deducibles en HL y con los a´tomos pertenecientes a un modelo singular del programa,
el modelo mı´nimo. A lo largo del resto de la seccio´n, desarrollaremos esta idea.
En [1, 40] tenemos dos referencias cla´sicas que emplean las interpretaciones de Herbrand
cerradas. Adema´s, en [2] se pueden consultar otros enfoques basados en interpretaciones de
Herbrand abiertas, como es el caso que sigue en este trabajo (y que se corresponde con el de
la C-sema´ntica, en la terminolog´ıa explicada en [2]). Segu´n se explica en [2], la C-sema´ntica
fue introducida en [13] y estudiada con mayor profundidad en [22].
Partiremos de un programa P cualquiera para la signatura Σ definida segu´n se introdujo
en el cap´ıtulo 2. Dado que las interpretaciones de P son conjuntos de a´tomos, podemos
ver que IntΣ es un ret´ıculo completo segu´n el orden parcial ⊆ como demuestra la siguiente
proposicio´n.
Proposicio´n 3.2.1. Dado un programa P y su conjunto IntΣ de las posibles interpretaciones
de Herbrand, (IntΣ,⊆) conforma un ret´ıculo completo (el ret´ıculo de la interpretaciones de
Herbrand). Adema´s, para cualquier subconjunto I ∈ IntΣ de interpretaciones de P, se cumple
que el supremo de I (que escribiremos
⊔
I) coincide con la unio´n de las interpretaciones
contenidas en I y, el ı´nfimo de I (que escribiremos
d
I) coincide con la interseccio´n de las
interpretaciones contenidas en I.
Demostracio´n. Para que (IntΣ,⊆) sea un ret´ıculo completo, debera´ tenerse que existen el
ma´ximo y el mı´nimo de IntΣ, y que para todo subconjunto I de IntΣ, existen su supremo y
su ı´nfimo.
Veamos primero que podemos encontrar el mı´nimo y el ma´ximo del conjunto de inter-
pretaciones de P:
1. En el caso del mı´nimo, debemos encontrar una interpretacio´n I ∈ IntΣ que cumpla que
para cualquier interpretacio´n J ∈ IntΣ, I ⊆ J . Supongamos I = ∅. Es fa´cil comprobar
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que se trata de una interpretacio´n pues ∅ ⊆ AtΣ y es cerrado bajo la aplicacio´n de
sustituciones. Adema´s se cumple que para toda interpretacio´n J ∈ IntΣ, ∅ ⊆ J . Por lo
tanto min(IntΣ) = M = ∅.
2. En el caso del ma´ximo, debemos encontrar una interpretacio´n I ∈ IntΣ que cumpla
que para cualquier interpretacio´n J ∈ IntΣ, J ⊆ I. Supongamos I = AtΣ. AtΣ es
una interpretacio´n pues se tiene que AtΣ ⊆ AtΣ y es cerrado bajo la aplicacio´n de
sustituciones pues por defincio´n contiene a todos los a´tomos. Adema´s, para cualquier
interpretacio´n I ∈ IntΣ, I ⊆ AtΣ por la misma defincio´n de interpretacio´n. As´ı,
max(IntΣ) = O = AtΣ.
Ahora debemos poder encontrar el supremo y el ı´nfimo de todo subconjunto de IntΣ. Sea
I un subconjunto de IntΣ. Se tiene que :
(1)
⊔
I =
⋃{I ∈ IntΣ | I ∈ I} (que escribiremos ⋃ I).
a) La unio´n es una interpretacio´n (
⋃
I ∈ IntΣ). Para todo a´tomo A ∈
⋃
I, existe
una interpretacio´n I ∈ I tal que A ∈ I. Y por ser I una interpretacio´n, se tiene
que B ∈ I para todo a´tomo B que fuera de la forma Aσ para alguna sustitucio´n
σ ∈ SustΣ; por lo que se tiene tambie´n que B ∈
⋃
I.
b) La unio´n es cota superior de I (I ⊆ ⋃ I para toda interpretacio´n I ∈ I). Trivial
por la definicio´n de la unio´n de una familia de conjuntos.
c) La unio´n es la menor de las cotas superiores (si J ∈ IntΣ es cota superior de I,
entonces
⋃
I ⊆ J ). Si J es cota superior de I, entonces I ⊆ J para toda I ∈ I.
Por definicio´n de unio´n de una familia de conjuntos, se deduce que
⋃
I ⊆ J .
Por lo tanto se tiene que existe el supremo de I y coincide con
⋃
I.
(2)
d
I =
⋂{I ∈ IntΣ | I ∈ I} (que escribiremos ⋂ I).
a) La interseccio´n es una interpretacio´n (
⋂
I ∈ IntΣ). Para todo a´tomo A ∈
⋂
I,
A ∈ I para toda interpretacio´n I ∈ I. Y por ser I una interpretacio´n, se tiene
que B ∈ I para todo a´tomo B que fuera de la forma Aσ para alguna sustitucio´n
σ ∈ SustΣ; por lo que se tiene tambie´n que B ∈
⋂
I.
b) La interseccio´n es cota inferior de I (
⋂
I ⊆ I para toda interpretacio´n I ∈ I).
Trivial por la definicio´n de la interseccio´n de una familia de conjuntos.
c) La interseccio´n es la mayor de las cotas inferiores (si J ∈ IntΣ es cota inferior de
I, entonces J ⊆ ⋂ I). Si J es cota inferior de I, entonces J ⊆ I para toda I ∈ I.
Por definicio´n de interseccio´n de una familia de conjuntos, se deduce que J ⊆ ⋂ I.
Por lo tanto se tiene que existe el ı´nfimo de I y coincide con
⋂
I.
Por todo lo anterior, (IntΣ,⊆) es un ret´ıculo completo.
Dado que ahora sabemos que (IntΣ,⊆) es un ret´ıculo completo, podemos utilizar algunos
resultados sobre conjuntos ordenados que ve´ıamos en la seccio´n 2.1 con el objetivo de obtener
el modelo que nos interesa de un programa: el modelo mı´nimo. Sin embargo, necesitamos
adema´s tener una transformacio´n mono´tona y continua para poder hacerlo.
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En la seccio´n dedicada a la sintaxis de nuestros programas lo´gicos definimos un operador,
que llamamos TP , que nos permit´ıa calcular, dada una interpretacio´n de un programa, los
a´tomos que resultaban consecuencia de los que pod´ıamos verificar segu´n la interpretacio´n y
las cla´usulas del programa. Formalmente la definicio´n del operador era Tp(I) =def {Aσ | σ ∈
SustΣ, (A← B) ∈ P, Bσ ⊆ I}. Teniendo en cuenta la definicio´n anterior podemos comprobar
que TP es un operador mono´tono y continuo:
Proposicio´n 3.2.2. El operador TP : IntΣ → IntΣ, segu´n se ha definido anteriormente, es
mono´tono y continuo.
Demostracio´n. Demostramos monoton´ıa y continuidad por separado.
TP es mono´tono
Dadas dos interpretaciones I y J tales que I ⊆ J se tiene segu´n la definicio´n del
operador TP que:
(1) Tp(I) = {Aσ | σ ∈ SustΣ, (A← B) ∈ P, Bσ ⊆ I}
(2) Tp(J ) = {Aσ | σ ∈ SustΣ, (A← B) ∈ P, Bσ ⊆ J}
pero Bσ ⊆ I ⇒ Bσ ⊆ J por lo que TP(I) ⊆ TP(J ).
TP es continuo
Sea {In}n∈N una cadena de interpretaciones tal que In ⊆ In+1 para todo n ∈ N.
Debemos ver que se tiene
⋃
n∈N TP(In) = TP(
⋃
n∈N In). Separamos la igualdad en dos
inclusiones:
(3)
⋃
n∈N TP(In) ⊆ TP(
⋃
n∈N In). Para cada n0 ∈ N se tiene por definicio´n de la
unio´n entre conjuntos que In0 ⊆
⋃
n∈N In. Como TP es mono´tono, TP(In0) ⊆
TP(
⋃
n∈N In), y como lo anterior se cumple para todo n0 ∈ N, se tiene tambie´n que⋃
n∈N TP(In) ⊆ TP(
⋃
n∈N In).
(4) TP(
⋃
n∈N In) ⊆
⋃
n∈N TP(In). TP(
⋃
n∈N In) es, por definicio´n de TP , el conjunto
{Aσ | σ ∈ SustΣ, (A ← B) ∈ P, Bσ ⊆
⋃
n∈N In}. Puesto que {In}n∈N es una
cadena, para cada Aσ ∈ TP(
⋃
n∈N In) se puede encontrar una cla´usula (A ←
B) ∈ P y un n0 ∈ N suficientemente grande, tal que Bσ ⊆ In0 . Por lo tanto,
Aσ ∈ TP(In0) y con ello Aσ ∈
⋃
n∈N TP(In), con lo cual queda demostrada la
inclusio´n.
Y ahora por (3) y (4) se tiene que
⋃
n∈N TP(In) = TP(
⋃
n∈N In).
Una propiedad que podemos comprobar para nuestro operador TP , es que los modelos de
Herbrand de P coinciden con los puntos prefijos de TP :
Proposicio´n 3.2.3. Dado un programa P, el conjunto de puntos prefijos de TP es igual al
conjunto de modelos de Herbrand de P. Es decir, PPF (TP) = HMod(P).
Demostracio´n. Demostramos que, para toda interpretacio´n I ∈ IntΣ, se cumple TP(I) ⊆
I ⇔ I |= P.
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(⇒) Trivial puesto que TP(I) ⊆ I implica que para toda cla´usula A← B de P y para toda
sustitucio´n σ tal que Bσ ∈ I, Aσ ∈ I.
(⇐) Sea I un modelo de P. Dado A′ ∈ TP(I), se deduce por definicio´n de TP que existen
una cla´usula A ← B en P y una sustitucio´n σ ∈ SustΣ tales que A′ = Aσ y Bσ ⊆ I.
Ahora por ser I un modelo de P se tendra´ que A′ ∈ I.
Por lo tanto se tiene que PPF (TP) = HMod(P).
De lo que sabemos hasta ahora podemos concluir dos cosas. Por un lado, que existe un
modelo menor que todos los dema´s: el modelo mı´nimo; y por otro, que podemos calcular este
modelo mı´nimo mediante el operador TP . Estos dos resultados se enuncian formalmente en
los dos siguientes corolarios:
Corolario 3.2.1. Dado un programa P y el operador TP segu´n se ha definido con anteriori-
dad, se tiene que el menor punto prefijo de TP es igual a
⋂{I ∈ IntΣ | TP(I) ⊆ I} y coincide
con el menor modelo de Herbrand de P. Pondremos µ(TP) =MP .
Demostracio´n. El conjunto {I ∈ IntΣ | TP(I) ⊆ I} es el conjunto de los puntos prefijos
de TP , y por la proposicio´n 3.2.3, PPF (TP) = HMod(P). Por la proposicio´n 3.2.1, sabe-
mos que
⋂
PPF (TP) =
d
PPF (TP) y por la proposicio´n 2.3.2,
d
PPF (TP) = µ(TP). Como
PPF (TP) = HMod(P), µ(TP) es tambie´n el menor modelo de Herbrand de P que denotare-
mos por MP .
Corolario 3.2.2. Dado un programa P y el operador TP segu´n se ha definido con anteriori-
dad, el modelo mı´nimo de P es igual a ⋃n∈N TP ↑n (∅).
Demostracio´n. Por las proposiciones 3.2.1 y 3.2.2, (IntΣ,⊆) es ret´ıculo completo (y en par-
ticular, ω-CPO con fondo) y TP es mono´noto y continuo. Por lo tanto, por la proposicio´n
2.3.3 se tiene que
⋃
n∈N TP ↑n (∅) = µ(TP). Y por el corolario anterior, µ(TP) =MP .
El modelo mı´nimoMP se puede caracterizar tambie´n como la coleccio´n de aquellos a´tomos
que se deducen de P empleando el ca´lculo lo´gico HL. Formalmente:
Proposicio´n 3.2.4. MP = {A ∈ AtΣ | P `HL A}.
Demostracio´n. Por el corolario 3.2.2 tenemos queMP =
⋃
n∈N TP ↑n (∅). Y tambie´n podemos
poner que {A ∈ AtΣ | P `HL A} es igual a
⋃
n∈N{A ∈ AtΣ | P `nHL A}. Basta entonces
demostrar que las dos afirmaciones siguientes son ciertas:
(1) P `nHL A⇒ ∃m(A ∈ TP ↑m (∅))
(2) A ∈ TP ↑n (∅)⇒ ∃m(P `mHL A)
Comprobamos ahora ambas afirmaciones:
1. P `nHL A ⇒ ∃m(A ∈ TP ↑m (∅)). Razonamos por induccio´n sobre n ≥ 1 (ya que
P `0HL A es imposible):
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Caso base (n = 1)
P `1HL A⇒ Existe una demostracio´n en una inferencia HL para A. Es decir, A es
de la forma Hσ para una regla (H ←) ∈ P y σ ∈ SustΣ. Por lo tanto se cumple
que A ∈ TP ↑1 (∅) (=def {Hσ | σ ∈ SustΣ, (H ←) ∈ P}).
Caso inductivo (n > 1)
P `nHL A⇒ A = Hσ es instancia de la cabeza de una regla (H ← B1, . . . , Bk) ∈ P
donde cada Biσ se tiene con mi < n inferencias HL y donde
∑k
i=1mi = n − 1.
Entonces, por H.I., y por ser {TP ↑n (∅) | n ∈ N} cadena, existe m suficientemente
grande tal que para 1 ≤ i ≤ k, Biσ ∈ TP ↑m (∅) por lo que A = Hσ ∈ TP ↑m+1 (∅).
2. A ∈ TP ↑n (∅) ⇒ ∃m(P `mHL A). Razonamos por induccio´n sobre n ≥ 1 (ya que
TP ↑0 (∅) = ∅):
Caso base (n = 1)
A ∈ TP ↑1 (∅) ⇒ A es instancia de una regla (H ←) ∈ P, por lo que se tiene
P `1HL A.
Caso inductivo (n = k + 1, k ≥ 1)
A ∈ TP ↑k+1 (∅) = {Hσ | σ ∈ SustΣ, (H ← C) ∈ P, Cσ ⊆ TP ↑k (∅)}. Como
Cσ ⊆ TP ↑k (∅) se tiene que, por H.I., existe para cada Bi ∈ Cσ, un mi tal que
P `miHL Bi, de forma que P `
∑k
i=1 mi
HL Cσ por lo que P `
(
∑k
i=1mi)+1
HL Hσ = A.
As´ı tenemos que
⋃
n∈N TP ↑n (∅) =(1),(2)
⋃
n∈N{A ∈ AtΣ | P `nHL A} =MP
Para finalizar esta seccio´n, vamos a ver que MP tambie´n coincide con el conjunto de los
a´tomos que se deducen de P en el sentido de la consecuencia lo´gica de la LPO. Esto resulta
del lema y proposicio´n que siguen.
Lema 3.2.1 (Lema de correccio´n de HL).
P `HL A⇒ P |= A∀
Demostracio´n. Si P `HL A, existe una demostracio´n en HL con exactamente n inferencias,
i.e. se tiene P `nHL A. Demostramos P |= A∀ razonando por induccio´n sobre n.
Caso base (n = 1)
De P `1HL A se deduce que A es instancia de un hecho o, lo que es lo mismo, A es Hσ
siendo H ← una cla´usula de P. Entonces, se tiene que P |= A∀ porque (H ←) ∈ P
equivale a H∀, y H∀ |= (Hσ)∀ ≡ A∀.
Caso inductivo (n > 1)
Como P `nHL A, sabemos que existen una cla´usula (H ← B1, . . . , Bk) ∈ P y una
sustitucio´n σ ∈ SustΣ tales que Hσ = A y P `niHL Biσ (con 1 ≤ i ≤ k) donde∑k
i=1 ni = n−1. Por hipo´tesis de induccio´n, P `niHL Biσ implica que se tiene P |= (Biσ)∀
para todo 1 ≤ i ≤ k. Adema´s P |= (B1σ)∀ ∧ . . . ∧ (Bkσ)∀ → (Hσ)∀, debido a que
H ← B1, . . . , Bk es una cla´usula de P. Luego P |= (Hσ)∀ ≡ A∀.
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Proposicio´n 3.2.5. Para cualquier A ∈ AtΣ, las cuatro afirmaciones siguientes son equiva-
lentes:
(1) P |= A∀.
(2) P |= A (i.e. JAKI = 1 para cualquier interpretacio´n I = 〈A, ε〉 que sea modelo de P).
(3) A ∈ I para cualquier modelo de Herbrand I ∈ HMod(P).
(4) A ∈MP .
Demostracio´n. Demostramos las cuatro implicaciones necesarias para demostrar la equiva-
lencia:
(1)⇒ (2): A∀ |= A porque en general ϕ∀ |= ϕ para cualquier fo´rmula ϕ de la lo´gica de
primer orden.
(2)⇒ (3): Sea I ∈ HMod(P), y sea II la interpretacio´n en lo´gica de primer orden repre-
sentada por I. Por (2), P |= A, y podemos asegurar que JAKII = 1. Por la construccio´n
de II a partir de I, JAKII = 1 equivale a A ∈ I.
(3)⇒ (4): Trivial porque MP ∈ HMod(P).
(4)⇒ (1): Por (4) A ∈MP y por la proposicio´n 3.2.4, P `HL A. Ahora por el Lema de
Correccio´n de HL (lema 3.2.1) se tiene que P |= A∀.
3.3. Sema´ntica operacional
Si la sema´ntica declarativa nos proporcionaba un modelo lo´gico para trabajar con nuestro
programa, la sema´ntica operacional nos proporcionara´ un modelo de co´mputo a partir del
cual podremos resolver objetivos y obtener soluciones adecuadas a dichos objetivos de forma
que sean deducibles del programa.
Sea P un programa para la signatura Σ. Comenzaremos por definir que´ es un objetivo
de P y a que´ llamaremos solucio´n de dicho objetivo. Sea A una conjuncio´n de a´tomos, y sea
σ ∈ SustΣ una sustitucio´n. Llamaremos objetivo, y lo denotaremos por G, a A 8 σ siempre
que cumpla que σ es idempotente y Aσ = A, es decir, que var(A)∩dom(σ) = ∅ donde var(A)
es el conjunto de variables que aparecen en cualquiera de los a´tomos de la conjuncio´n A.
Para un objetivo general como el anterior, A sera´n los a´tomos pendientes de resolucio´n y σ
la sustitucio´n acumulada en pasos de resolucio´n anteriores (respuesta parcial).
Interesan dos tipos de objetivos particulares: los objetivos iniciales y los finales o resueltos.
Llamaremos objetivo inicial a todo objetivo de la forma G ≡ A 8  donde  ∈ SustΣ es la
sustitucio´n vac´ıa; y llamaremos objetivo final o resuelto a todo objetivo de la forma G ≡ 8 σ
(tambie´n simplemente σ).
Sea ahora G ≡ A 8 σ un objetivo cualquiera. Definimos el conjunto de variables de G
(var(G)) como la unio´n del conjunto de variables de A con los conjuntos de variables del
dominio y el rango de σ, es decir, var(G) =def var(A) ∪ dom(σ) ∪ vran(σ).
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Definicio´n 3.3.1. Se llama solucio´n de un objetivo cualquiera G ≡ A 8 σ a una sustitucio´n
θ tal que (i) P `HL Aθ y (ii) θ = σθ. Pondremos θ ∈ SolP(G), el conjunto de soluciones de
G.
Notacio´n. Cuando adema´s se cumple para un objetivo G ≡ A 8 σ y una solucio´n θ ∈ SolP(G)
que P `nHL Aθ, se dice que θ ∈ SolnP(G). As´ı, SolP(G) =
⋃
n∈N Sol
n
P(G).
De la definicio´n anterior, se deduce trivialmente que, dado un objetivo resuelto G ≡ 8 σ,
se tiene que σ ∈ Sol0P(G). Diremos, en este caso, que σ es la solucio´n asociada a G.
Resolucio´n de objetivos
Llamaremos resolucio´n al proceso de co´mputo en el cual se intenta obtener una solucio´n
para un objetivo dado. Generalmente, este objetivo sera´ un objetivo inicial para el que bus-
camos una solucio´n. Sin embargo, generalizaremos esta idea para un objetivo cualquiera, pues
as´ı podremos tambie´n buscar soluciones a objetivos parcialmente resueltos, es decir, para los
que ya conocemos parte de su solucio´n (en el caso normal, la propia sustitucio´n presente en
el objetivo).
Definimos formalmente esta idea a continuacio´n.
Definicio´n 3.3.2. Se llama resolucio´n de un objetivo cualquiera G a una serie de pasos de
resolucio´n tales que G ≡ A0 8 σ0 σ1 G1 σ2 · · · σn Gn ≡ 8 σ0σ1 . . . σn donde cada paso
Gi σi+1 Gi+1 es un paso de resolucio´n. Y llamamos paso de resolucio´n a un paso de la
forma
G ≡ L,A,R 8 σ σ1 (L,B,R)σ1 8 σσ1
siendo (H ← B) ∈var P una variante sin variables en comu´n con G de una cla´usula de P y
σ1 el u.m.g. entre A y H.
Notacio´n. En ocasiones utilizaremos la notacio´n G σ1,C1 G′ para indicar un paso de resolu-
cio´n que emplea la cla´usula C1 y el u.m.g. σ1.
Ma´s adelante comprobaremos que la solucio´n asociada al objetivo final de una resolucio´n
es la solucio´n buscada al objetivo inicial de dicha resolucio´n. De hecho, sera´ solucio´n para
todos los objetivos de la resolucio´n.
A continuacio´n pueden verse dos ejemplos de resolucio´n de objetivos. En cada uno re-
solveremos un objetivo planteado sobre el ejemplo 3.1.2 primero, y sobre el ejemplo 3.1.3
despue´s.
Ejemplo 3.3.1. Sobre el ejemplo 3.1.2 resolvemos el objetivo lo([X,s(s(c))])) para in-
tentar conseguir una lista ordenada de dos elementos cuyo segundo elemento sea el 2. Una
posible resolucio´n es la siguiente:
lo([X, s(s(c))]) 8  , lo.3
mig(X, s(s(c))), lo([s(s(c))]) 8  {X 7→s(X1)}, mig.2
mig(X1, s(c)), lo([s(s(c))]) 8 {X 7→ s(X1)} {X17→c}, mig.1
lo([s(s(c))]) 8 {X 7→ s(c)} , lo.28 {X 7→ s(c)}
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De la resolucio´n anterior, hemos obtenido la solucio´n {X 7→ s(c)}, que sabemos que es
solucio´n dado que ya comprobamos (en el ejemplo 3.1.4) que lo([s(c), s(s(c))]) se verifica
para el programa del ejemplo 3.1.2.
Ejemplo 3.3.2. A partir del ejemplo 3.1.3 intentamos obtener el nombre de una persona
que tenga hijas, empleando para ello el objetivo tieneHijas(X). De forma similar que con el
ejemplo anterior, buscamos en particular la solucio´n {X 7→ juan} dado que ya sabemos que
tieneHijas(juan) se verifica. La resolucio´n que nos conduce a este resultado es:
tieneHijas(X) 8  , tieneHijas.1
padre(X,H), mujer(H) 8  {X 7→juan,H 7→maria}, padre.1
mujer(maria) 8 {X 7→ juan,H 7→ maria} , mujer.18 {X 7→ juan,H 7→ maria}
Ahora, a pesar de ser {X 7→ juan,H 7→ maria} la solucio´n calculada, podemos restringirla
a las variables del objetivo y obtener la que busca´bamos: {X 7→ juan}.
Propiedades de la resolucio´n de objetivos
Ahora necesitamos comprobar que la resolucio´n de objetivos que hemos planteado pre-
senta ciertas propiedades interesantes como son la correccio´n y la completitud. Antes de ello,
veremos que los pasos de co´mputo preservan los invariantes de los objetivos, es decir, que el
resultado de dar un paso de co´mputo a partir de un objetivo es tambie´n un objetivo.
Proposicio´n 3.3.1. Dado un objetivo cualquiera G, se tiene que se preservan los invariantes
para todo G′ resultante de dar un paso de co´mputo, es decir, G′ es un objetivo.
Demostracio´n. Sea G ≡ L,A,R 8 σ un objetivo, y sea G′ ≡ (L,B,R)σ′ 8 σσ′ el resultado de
dar un paso de co´mputo a partir de G con (H ← B) ∈var P y σ′ ∈ SustΣ u.m.g. entre A y
H. Necesitamos comprobar que (1) σσ′ es idempotente y (2) ((L,B,R)σ′)σσ′ = (L,B,R)σ′.
(1) Sabemos que σ y σ′ cumplen (a) σ es idempotente, (b) σ′ es idempotente, (c) dom(σ′)∩
dom(σ) = ∅ y (d) vran(σ′)∩dom(σ) = ∅. (En efecto: por ser σ′ u.m.g. de Robinson de A
y H cumple que σ′ es idempotente y adema´s que dom(σ′)∪vran(σ′) ⊆ var(A)∪var(H).
De esto u´ltimo se deducen (c) y (d) teniendo en cuenta que H ← B se puede elegir
con variables disjuntas de G). De (a), (b), (c) y (d) se deduce por el lema 2.2.1 que
σσ′ = σσ′σσ′.
(2) Es fa´cil comprobar que var(L,B,R) ∩ dom(σ) = ∅ puesto que H ← B se elige sin
variables en comu´n con G y dom(σ) ⊆ var(G). Sabiendo lo anterior, tenemos que
(L,B,R)σ′ = (L,B,R)σσ′. Por (1), (L,B,R)σσ′ = (L,B,R)σσ′σσ′ = (L,B,R)σ′σσ′.
Y se deduce, dado que se tienen (1) y (2), que G′ es un objetivo.
Notacio´n. Cuando tenemos una resolucio´n de la forma G0 σ1 G1 σ2 G2 σ3 · · · σn Gn
podemos escribir G0 nσ Gn siendo σ = σ1σ2 · · ·σn. Adema´s podemos escribir G ∗σ G′ si
existe n ∈ N tal que G nσ G′.
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Conocido que el paso de resolucio´n esta´ bien construido, debemos comprobar ahora que
las soluciones que podemos calcular son correctas. El teorema de correccio´n nos permitira´ de-
mostrarlo. Para hacerlo, enunciamos primero un lema de correccio´n que nos facilitara´ la tarea
posterior. El lema nos asegura que si tenemos un objetivo desde el que podemos dar un paso
de resolucio´n, y una solucio´n para el objetivo al que llegamos tras el paso de solucio´n, podemos
construir una solucio´n para el primero. Formalmente:
Lema 3.3.1 (Lema de Correccio´n). Sean G0 un objetivo no final, G1 un objetivo cualquiera
y θ una sustitucio´n. Entonces, G0 σ1 G1, θ ∈ SolP(G1)⇒ σ1θ ∈ SolP(G0).
Demostracio´n. Sea G0 de la forma L,A,R 8 σ0 y sea σ1 ∈ SustΣ el u.m.g. entre {A,H}
siendo C1 ≡ (H ← B) ∈var P una variante de cla´usula del programa sin variables en comu´n
con G. Entonces G1 ≡ (L,B,R)σ1 8 σ0σ1. Por ser θ ∈ SolP(G1) tenemos que:
(1) σ0σ1θ = θ
(2) P `HL (L,B,R)σ1θ
Para que θ sea solucio´n de G0, debera´ cumplirse que:
(3) σ0θ = θ
(4) P `HL (L,A,R)θ
Para ver (3), observamos primero que para toda variable y, si y ∈ vran(σ0), entonces
y /∈ dom(σ0) por ser σ0 idempotente. Entonces, y ∈ vran(σ0) ⇒ yσ1θ = yσ0σ1θ =(1) yθ, por
lo que tenemos que:
(5) σ1θ = θ [vran(σ0)]
Y ahora podemos ver que:
x /∈ dom(σ0) ⇒ xσ0θ = xθ.
x ∈ dom(σ0) ⇒ var(xσ0) ⊆ vran(σ0)⇒ xσ0θ =(5) xσ0σ1θ =(1) xθ.
por lo que se tiene (3).
Para ver (4), lo separamos en tres casos y lo vemos para cada uno de ellos:
(4a) P `HL Lθ. Vemos que Lθ = Lσ1θ y aplicamos (2). Sabemos que σ0 no afecta a las
variables del objetivo G0, por lo que Lσ1θ = Lσ0σ1θ, pero Lσ0σ1θ =(1) Lθ.
(4b) P `HL Aθ. A partir de (2), sabemos que P `HL Bσ1θ. Empleando ahora la cla´usula C1
instanciada por la sustitucio´n σ1θ, podemos ver, en un paso de inferencia HL, P `HL
Hσ1θ. Por otra parte, sabemos que Hσ1θ = Aσ1θ = Aσ0σ1θ = Aθ donde la primera
igualdad es cierta porque σ1 es u.m.g. de A y H, la segunda igualdad es cierta porque σ0
no afecta a las variables deG0, y la tercera igualdad es cierta por (1). Luego P `HL Hσ1θ
equivale a P `HL Aθ, c.q.d.
(4c) P `HL Rθ. Por igual razonamiento que en (4a).
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por lo que se tiene (4).
Y ahora estamos en condiciones de enunciar el Teorema de Correccio´n.
Teorema 3.3.1 (Correccio´n). Sean G0 ≡ A0 8 σ0 un objetivo cualquiera, y G′ un objetivo
resuelto tal que G0 ∗σ G′. Entonces σ0σ ∈ SolP(G0).
Demostracio´n. Para que sea cierto que σ0σ ∈ SolP(G0) deben cumplirse dos condiciones:
(1) σ0σ0σ = σ0σ, que es cierto porque σ0 es idempotente.
(2) P `HL A0σ0σ. Como A0σ0 = A0, esto equivale a P `HL A0σ, que se demuestra por
induccio´n sobre el nu´mero de pasos de resolucio´n usando el Lema de Correccio´n (lema
3.3.1). En efecto:
• Caso base
G0 0 G′ = G0. En este caso G0 es vac´ıo y P `HL A0 es trivial.
• Caso inductivo
En este caso se tiene G0 ≡ A0 8 σ0 σ1 G1 ≡ A1 8 σ0σ1 n−1σ′ G′ ≡ 8 σ0σ1σ′ siendo
σ = σ1σ′. Aplicando la H.I. al co´mputo G1 n−1σ′ G′, resulta que P `HL A1σ′.
Entonces, el Lema de Correccio´n aplicado al paso de resolucio´n G0 σ1 G1 con
θ = σ′ garantiza que P `HL A0σ1σ′, i.e. P `HL A0σ.
En la u´ltima parte de esta seccio´n vamos a demostrar que la resolucio´n de objetivos es
capaz de calcular todas las soluciones de cualquier objetivo dado. Esto estara´ garantizado por
un teorema de completitud que vamos a demostrar con una te´cnica similar a la utilizada por
Sta¨rk en [56]. Como paso previo, comenzamos por demostrar el lema que sigue.
Lema 3.3.2 (Lema de Completitud). Sea G0 ≡ A0 8 σ0 un objetivo no resuelto, y sea
θ0 ∈ SolnP(G0), que cumplira´ σ0θ0 = θ0 y P `nHL A0θ0. Sea V0 cualquier conjunto finito de
variables elegido de manera que var(G0) ∪ dom(θ0) ⊆ V0. Para cualquier seleccio´n arbitraria
de un a´tomo A de A0, existe un paso de resolucio´n G0 ≡ A0 8 σ0 σ1 A1 8 σ0σ1 ≡ G1 usando
el a´tomo elegido, y existe adema´s una sustitucio´n θ1 con las siguientes propiedades:
(a) θ1 = θ0[V0]
(b) σ1θ1 = θ1
(c) σ0σ1θ1 = θ1
(d) P `n−1HL A1θ1
En particular, (c) y (d) significan que θ1 ∈ Soln−1P (G1).
Demostracio´n. Suponiendo que A sea el a´tomo seleccionado en G0, podemos suponer que
G0 ≡ L0, A,R0 8 σ0. Por las hipo´tesis del lema, podemos suponer adema´s:
(0) σ0θ0 = θ0
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(1) P `m1HL L0θ0
(2) P `m2HL Aθ0
(3) P `m3HL R0θ0
con m1 +m2 +m3 = n > 0.
Por (2), deben existir una cla´usula C1 ≡ (H ← B) ∈var P y una sustitucio´n η0 tales que
(4) Aθ0 = Hη0 y P `m2−1HL Bη0.
Es posible elegir C1 y η0 de modo que se tenga var(C1) ∩ V0 = ∅ y dom(η0) ⊆ var(C1).
Con ello, esta´ garantizado que dom(η0) ∩ dom(θ0) = ∅, y resulta:
(5) θ1 =def θ0 unionmulti η0 es una sustitucio´n bien definida, que cumple: dom(θ1) = dom(θ0) unionmulti
dom(η0); θ1 = θ0[V0]; θ1 = η0[\V0]⇒ (a) del lema.
De (4) y (5) se deduce que θ1 es un unificador de A y H. Eligiendo σ1 como u.m.g. cano´nico
(en el sentido de Robinson) de A y H, se tendra´:
(6) Aσ1 = Hσ1 y σ1θ1 = θ1 ⇒ (b) del lema.
Efectuando un paso de resolucio´n con σ1 y C1 resulta
G0 ≡ L0, A,R0 8 σ0 σ1,C1 (L0, B,R0)σ1 8 σ0σ1 ≡ G1
Para completar el lema, so´lo nos falta demostrar:
(c) σ0σ1θ1 = θ1
(d) P `n−1HL (L0, B,R0)σ1θ1
Demostracio´n de (c)
σ0σ1θ1 =(b) σ0θ1 =(5) σ0(θ0 unionmulti η0) =(∗) σ0θ0 unionmulti η0 =(0) θ0 unionmulti η0 = θ1.
El paso (∗) se puede justificar porque vran(σ0) ⊆ V0 y dom(η0) ∩ V0 = ∅.
Demostracio´n de (d)
En primer lugar, observamos que se tiene:
(7) P `m1HL L0θ1 por (1) y por (5)
(8) P `m2−1HL Bθ1 por (4) y por (5)
(9) P `m3HL R0θ1 por (3) y por (5)
Considerando que m1 + (m2 − 1) + m3 = n − 1, (7), (8), (9) implican que P `n−1HL
(L0, B,R0)θ1; y esto equivale a (d) debido a (b).
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Teorema 3.3.2 (Completitud). Dados un objetivo G0 ≡ A0 8 σ0 y una solucio´n θ0 ∈
SolP(G0), existe un co´mputo G0 ∗σ 8 σ0σ que se puede realizar con cualquier estrategia
de seleccio´n, tal que σ 4 θ0[var(G0)] e incluso σ0σ 4 θ0[var(G0)].
Demostracio´n. Por ser G0 un objetivo bien formado, se puede suponer que σ0 es idempotente
y que A0σ0 = A0. Y por ser θ0 ∈ SolP(G0), se puede elegir un nu´mero n ∈ N tal que
θ0 ∈ SolnP(G0), lo cual quiere decir que se tiene
(1) σ0θ0 = θ0
(2) P `nHL A0θ0
Se puede elegir tambie´n un conjunto finito V0 de variables que verifique:
(3) var(G0) ∪ dom(θ0) ⊆ V0
A partir de las condiciones (1), (2) y (3), vamos a demostrar lo siguiente:
(†) Existen un co´mputo G0 ∗σ 8 σ0σ (que se puede realizar con cualquier estrategia de
seleccio´n) y una sustitucio´n θ que verifica: (4) θ = θ0[V0] (5) σθ = θ (6) σ0σθ = θ.
De (†) se deduce la tesis del teorema, ya que:
(5)⇒(4) σθ = θ0[V0]⇒(3) σ 4 θ0[var(G0)]
(6)⇒(4) σ0σθ = θ0[V0]⇒(3) σ0σ 4 θ0[var(G0)]
La demostracio´n de (†) es por induccio´n sobre n:
Caso base
Si n = 0, (2) implica que A0 debe ser vac´ıo. Entonces, tomando σ =  y θ = θ0 se tiene
que G0 ∗ 8 σ0 con un co´mputo trivial de 0 pasos; y adema´s:
(4) se reduce a θ0 = θ0[V0], que es trivial;
(5) se reduce a θ0 = θ0, que tambie´n es trivial;
(6) se reduce a σ0θ0 = θ0 que se cumple por (1).
Caso inductivo
Si n > 0, (2) implica que A0 debe ser no vac´ıo. Seleccionando un a´tomo A de A0 con
cualquier estrategia, y aplicando el Lema de Completitud (lema 3.3.2), podemos realizar
un paso de resolucio´n
(7) G0 ≡ A0 8 σ0 σ1 A1 8 σ0σ1 ≡ G1
de manera que exista una solucio´n θ1 ∈ Soln−1P (G1) que cumpla las cuatro condiciones
aseguradas por el lema. Aqu´ı las numeramos como (8), (9), (1’) y (2’):
(8) θ1 = θ0[V0]
(9) σ1θ1 = θ1
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(1’) σ0σ1θ1 = θ1
(2’) P `n−1HL A1θ1
Sea V1 cualquier conjunto finito de variables elegido de manera que se cumpla:
(3’) V0 ∪ var(G1) ∪ dom(θ1) ⊆ V1
Las condiciones (1’), (2’) y (3’) son del mismo estilo que (1), (2) y (3), pero ahora para
θ1 ∈ Soln−1P (G1). Aplicando la H.I., podemos obtener un co´mputo
(10) G1 ∗σ′ 8 σ0σ1σ′
y una sustitucio´n θ que cumpla
(4’) θ = θ1[V1] (5’) σ′θ = θ (6’) σ0σ1σ′θ = θ
De (7) y (10) resulta el co´mputo
G0 ≡ A0 8 σ0 σ1 G1 ≡ A1 8 σ0σ1 ∗σ′ 8 σ0σ1σ′
Solo nos falta demostrar que (4), (5) y (6) se verifican si se toma la misma θ que cumple
(4’), (5’) y (6’) y σ = σ1σ′. En efecto:
• (4) es consecuencia inmediata de (4’), (3’) y (8).
• (5) se razona as´ı: por (4’), se puede suponer θ = θ1 unionmulti η′, con η′ tal que dom(η′) ∩
(V1) = ∅. Entonces: σθ = σ1σ′θ =(5′) σ1θ = σ1(θ1unionmultiη′) =(∗) σ1θ1unionmultiη′ =(9) θ1unionmultiη′ = θ.
El paso (∗) se puede justificar porque vran(σ1) ⊆ V1 y dom(η′) ∩ V1 = ∅.
• (6) es consecuencia trivial de (6’), ya que σ = σ1σ′.
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Cap´ıtulo 4
Programacio´n Lo´gica con
Incertidumbre: Una Panora´mica1
La programacio´n lo´gica surgio´ en el siglo XX a partir de la idea de utilizar la lo´gica como
lenguaje de programacio´n. Sus fundamentos fueron desarrollados a partir de la de´cada de los
an˜os 70, e incluyen diversas caracterizaciones de la sema´ntica declarativa de los programas
lo´gicos, as´ı como la investigacio´n de procedimientos de resolucio´n de objetivos. Las referencias
cla´sicas en este campo son [1] Apt y [40] Lloyd, pero existe una amplia bibliograf´ıa posterior,
incluyendo nuevos avances en la sema´ntica declarativa como los referidos en [2] y te´cnicas
optimizadas para demostrar la correccio´n y completitud de los procedimientos de resolucio´n
de objetivos como la presentada en [56].
Se han desarrollado asimismo diferentes extensiones de la programacio´n lo´gica, com-
bina´ndola con el ca´lculo eficiente de restricciones sobre dominios espec´ıficos [33, 34], la pro-
gramacio´n funcional [29] y ambas cosas simulta´neamente [15, 42, 52]. Algunos lenguajes de
programacio´n declarativa multiparadigma actuales, tales como [30] Curry y [5] T OY, han
sido disen˜ados e implementados para soportar las extensiones.
La toma en consideracio´n de la Incertidumbre como parte de la Programacio´n Lo´gica
surge poco tiempo despue´s de sentarse las bases de la Programacio´n Lo´gica Cla´sica. Los
primeros trabajos serios en este campo datan de principios de los an˜os 80, cuando la necesidad
de representar y trabajar con conocimiento incierto se hace palpable en a´reas diversas de
aplicacio´n de la Programacio´n Lo´gica: es precisamente en el campo de la Inteligencia Artificial
y los Sistemas Expertos donde se realizan los primeros avances en esta materia.
Ehud Shapiro [55] definio´ en 1983 la certidumbre como un nu´mero real en el intervalo
(0,1], y estudio´ programas lo´gicos en los que hac´ıa corresponder una funcio´n de certidumbre
con cada una de las reglas del programa; esta funcio´n de certidumbre era una aplicacio´n de
multiconjuntos de factores de certidumbre a factores de certidumbre. De forma intuitiva, esta
funcio´n deb´ıa obtener los factores de certidumbre asociados a los a´tomos del cuerpo de la
regla, y dar el factor de certidumbre que se asociar´ıa con la cabeza.
En 1986, Maarten H. van Emden publico´ el art´ıculo [61] Quantitative Logic Programming
1La base y estructura principal de este cap´ıtulo se debe a V.S. Subrahmanian por su art´ıculo [59] Uncertainty
in Logic Progamming: Some Recollections.
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que extend´ıa los art´ıculos de van Emden y Kowalski [62] y Apt y van Emden [3] que supon´ıan
el fundamento de la Programacio´n Lo´gica. Junto con este trabajo de van Emden, aparecen
otros como [7, 8, 32]. Todos estos trabajos se basaban en la sintaxis introducida por Shapiro
pero sustitu´ıan la funcio´n de certidumbre asociada a cada regla del programa por un u´nico
factor de certidumbre que resultaba ma´s sencillo de emplear. La principal aportacio´n del
trabajo de van Emden frente a los dema´s fue una teor´ıa de punto fijo y otra de prueba basada
en a´rboles de juego que se demostraba correcta y completa bajo ciertas restricciones. Este
conjunto de trabajos vienen a dar lugar a lo que se conoce con el nombre de Programacio´n
Lo´gica Cuantitativa.
Ya en 1987, V.S. Subrahmanian dio a conocer en [57] On the Semantics of Quantitative
Logic Programs una innovadora nocio´n de Programa Lo´gico Cuantitativo en la que el espacio
de valores veritativos formaba un ret´ıculo completo en el conjunto [0, 1] ∪ {∗} y en el que ∗
(inconsistencia) era el ma´ximo valor del ret´ıculo y 0, 5 (ignorancia) el mı´nimo; creciendo el
resto de valores de certidumbre hacia el 0 o hacia el 1 segu´n aumentara el grado de certeza
de falsedad o veracidad, respectivamente, del a´tomo en cuestio´n. Esto se correspond´ıa con un
orden de “conocimiento” y aportaba la base para una sema´ntica paraconsistente (la inconsis-
tencia no permit´ıa derivar cualquier cosa). Este mismo trabajo fue el primero en permitir la
aparicio´n expl´ıcita de una forma de negacio´n y soportaba la anotacio´n de todos los a´tomos del
cuerpo de las reglas, lo que de facto daba lugar a la primera lo´gica anotada. Posteriormente
en 1987 y 1988, y junto a Howard Blair, propuso otras lo´gicas anotadas en [11, 12] en las
que los valores veritativos podr´ıan tomarse de cualquier ret´ıculo, y demostraron que estas
lo´gicas anotadas capturaban todos los me´todos anteriores de trabajo con la incertidumbre.
Pod´ıa hablarse en este momento de la Programacio´n Lo´gica Anotada que supon´ıa una gener-
alizacio´n de la Cuantitativa. Muchos trabajos ma´s se escribieron sobre la forma de manejar
la incertidumbre en la Programacio´n Lo´gica que pueden englobarse bien en la Programacio´n
Lo´gica Cuantitativa, bien en la Anotada; algunos de estos trabajos son [24, 36] de los que
en particular el de Melvin Fitting hablaba de programas lo´gicos basados en birret´ıculos que
requer´ıan que el conjunto de valores veritativos fueran ret´ıculos completos bajo un orden de
“conocimiento” y otro de “verdad”.
A pesar de la cantidad de trabajos relacionados con la incertidumbre, no es hasta una
de´cada despue´s cuando aparecen las primeras aproximaciones para tratar la incertidumbre
a trave´s de teor´ıas probabil´ısticas como se hace en [23, 47, 48], dando lugar a un nuevo
enfoque: la Programacio´n Lo´gica Probabil´ıstica. A principio de la de´cada de los 90, Raymond
Ng y el propio Subrahmanian, inspirados en un trabajo de Fagin, Halpern y Meggido [21] (a
su vez basado en otro anterior de Hailperin [28]), propusieron un lenguaje de programacio´n
lo´gica probabil´ıstica basado en intervalos que hac´ıa uso de una sintaxis del estilo de las lo´gicas
anotadas pero con sema´ntica probabil´ıstica en sentido matema´tico. Presentaron en [44, 45, 46]
un modelo teo´rico y una sema´ntica de punto fijo, junto a un procedimiento correcto y completo
de resolucio´n de objetivos. Pra´cticamente al mismo tiempo, Lakshmanan escrib´ıa una serie
de art´ıculos [38, 39] en los que propon´ıa el concepto de trirret´ıculo an˜adiendo un orden de
“precisio´n” a los dos anteriormente empleados por Fitting.
Poco despue´s surgen trabajos que intentan combinar los enfoques cuantitativos y proba-
bil´ısticos mediante el ca´lculo de restricciones sobre dominios espec´ıficos, dando lugar a prop-
uestas de programacio´n lo´gica con restricciones e incertidumbre como las consideradas en
[49, 50]. En esa e´poca la Programacio´n Lo´gica con Incertidumbre estaba preparada para dar
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un salto cualitativo a campos diferentes en los que la investigacio´n se centra en la actualidad:
Por un lado, la incertidumbre entraba en el mundo de las bases de datos: el concepto
de base de datos probabil´ıstica surg´ıa de la mano de Lakshmanan, Leone, Ross y Sub-
rahmanian en [37], en el que extend´ıan el a´lgebra relacional para incluir informacio´n
probabil´ıstica y construir el primer gestor de bases de datos probabil´ıstico (llamado
ProbView). Tras e´ste, una serie de trabajos crean los conceptos de base de datos prob-
abil´ıstica-temporal [14, 43] y se extiende ProbView para adaptarse a la orientacio´n a
objetos [10, 19].
Y por el otro lado, ciertos trabajos [16, 17, 20] de investigacio´n en programacio´n lo´gica
con incertidumbre se centraban en Agentes Probabil´ısticos que se deb´ıan a la necesidad
de modelizar agentes capaces de razonar en presencia de incertidumbre a la hora del
acceso eficiente a datos o mo´dulos software.
Adema´s, junto a las l´ıneas de investigacio´n anteriormente citadas, surgen nuevos enfoques
para el tratamiento de la incertidumbre: Dignos de mencio´n son trabajos como [4, 26, 41] que
introducen la incertidumbre en la misma operacio´n de unificacio´n empleada en la resolucio´n
de objetivos, dando lugar a una unificacio´n flexible basada en la similitud entre s´ımbolos.
Este enfoque se engloba en la denominacio´n gene´rica de programacio´n lo´gica cuantitativa o
en la ma´s espec´ıfica programacio´n lo´gica borrosa.
Los dos cap´ıtulos siguientes constituyen el nu´cleo de este trabajo. Aportan una pre-
sentacio´n revisada y mejorada de los fundamentos y la implementacio´n del lenguaje de pro-
gramacio´n lo´gica cuantitativa propuesto en el trabajo cla´sico de van Emden [61]. Otras l´ıneas
de trabajo futuro se esbozara´n en el cap´ıtulo de conclusiones.
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Cap´ıtulo 5
Programacio´n Lo´gica Cuantitativa
Como hemos visto en el cap´ıtulo anterior, el art´ıculo cla´sico de van Emden [61] fue un
hito importante en la formalizacio´n de un lenguaje de programacio´n lo´gica con tratamiento
cuantitativo de la incertidumbre. En este cap´ıtulo se presenta una versio´n revisada de la
sema´ntica propuesta en [61], introduciendo algunas modificaciones que intentan mejorarla.
Las dos modificaciones ma´s importantes son las siguientes:
1. En la sema´ntica declarativa, se considerara´n interpretaciones sobre el universo de Her-
brand abierto.
2. Y en la sema´ntica operacional, se considerara´ la resolucio´n para objetivos arbitrarios en
lugar de a´rboles AND-OR para objetivos ato´micos cerrados. Adema´s, como veremos
en la seccio´n 5.3, se empleara´n restricciones aritme´ticas reales para poder optimizar el
proceso de resolucio´n y expresar las respuestas calculadas.
Para facilitar el desarrollo y la compresio´n de este cap´ıtulo, seguiremos un proceso similar
al seguido en el cap´ıtulo 3, ya que aque´l fue realizado de forma que la incorporacio´n de la
incertidumbre fuera fa´cilmente abordable. As´ı, casi todos los resultados propuestos en este
cap´ıtulo tienen un reflejo directo en la versio´n cualitativa del lenguaje. Se omitira´n tambie´n,
por este mismo motivo, algunas explicaciones sobre el proceso seguido pues son igualmente
va´lidas las ya dadas en el cap´ıtulo 3.
La versio´n cuantitativa de nuestro lenguaje lo´gico es ba´sicamente la cualitativa una vez
an˜adimos ciertos factores de certidumbre a las reglas y objetivos. En el caso que nos ocupa,
una cla´usula cuantitativa tendra´ la forma A← α−B1, . . . , Bn (abreviada como A← α−B)
siendo α un nu´mero real del intervalo (0, 1] y donde α es el factor de certidumbre asociado
a la cla´usula. De manera informal, podemos decir que la certidumbre con la que podemos
demostrar la cabeza de una cla´usula es la certidumbre con la que hemos demostrado el cuerpo
afectado multiplicativamente por el factor de certidumbre de la cla´usula empleada, es decir,
si para una cla´usula A ← 0,5 − B tenemos que podemos encontrar una demostracio´n de B
para una certidumbre de 0,8, podremos decir que la cla´usula anterior nos permite inferir que
A se tendra´ con una certidumbre de 0,4 = 0,5 · 0,8. Veremos todo este proceso con mayor
profundidad y exactitud a lo largo del cap´ıtulo.
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5.1. Sintaxis
Un programa cuantitativo P1 es una conjunto finito de cla´usulas cuantitativas.
Notacio´n. Al igual que en la versio´n anterior, emplearemos sintaxis PROLOG con la salvedad
de emplear <-c- (o simplemente <- si c = 1) en vez de :-, siendo c el factor de certidumbre
asociado a la cla´usula.
A continuacio´n mostramos dos posibles ejemplos de programas que hacen uso de la incer-
tidumbre y con los que trabajaremos a lo largo de este cap´ıtulo.
Ejemplo 5.1.1 (Circuitos fiables). El siguiente programa permite construir circuitos elec-
tro´nicos a partir de componentes ba´sicas mediante la composicio´n, secuencial o paralela, de
dos circuitos.
fi(cb(Id,acme)) <-0.99-
fi(cb(Id,tigre)) <-0.95-
fi(cb(Id,panda)) <-0.90-
fi(cs(C1,C2)) <-0.96- fi(C1), fi(C2)
fi(cp(C1,C2)) <-0.94- fi(C1), fi(C2)
fi(cp(C1,C2)) <-0.50- fi(C1)
fi(cp(C1,C2)) <-0.50- fi(C2)
Los tres primeros hechos, son los que representan a las componentes ba´sicas de nuestros
circuitos. Su fiabilidad es diferente dado que depende de la de cada fabricante (se tratara´ de la
fiabilidad que le concedamos a cada fabricante). El resto de reglas del programa nos permiten
realizar la composicio´n, primero secuencial y luego paralela, de dos circuitos cualesquiera y su
factor de certidumbre reflejar´ıa la distinta complejidad y seguridad del proceso de fabricado del
circuito final. De estas cuatro, las dos u´ltimas, aunque viables por tratarse de una composicio´n
paralela, reducen mucho la fiabilidad del circuito final debido al desconocimiento de uno de
los dos circuitos de la composicio´n.
Como se puede observar, a medida que se componen los circuitos, su fiabilidad desciende.
Por esto podemos asegurar que el nu´mero de circuitos con una fiabilidad mayor o igual a una
certidumbre dada es necesariamente finito.
Ejemplo 5.1.2 (Maltratadores). Para este ejemplo nos centraremos en la caracterizacio´n
de un rasgo personal. Definiremos primero un predicado cruel que nos indicara´ cua´ndo una
persona es considerada cruel o no. Esto dependera´ de si maltrata o no a animales y vegetales y
de la certidumbre con la que podamos suponer que cada persona lo hace. Veamos el programa:
cruel(X) <-0.90- humano(X), maltrata(X,Y), animal(Y)
cruel(X) <-0.40- humano(X), maltrata(X,Y), vegetal(Y)
1Emplearemos nombres ide´nticos a la versio´n cualitativa siempre que sea posible por facilidad, dado que en
la mayor´ıa de los casos el contexto es suficiente para conocer si nos referimos a una u otra versio´n.
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humano("rufo") <-
humano("petronila") <-
humano("romeo") <-
humano("julieta") <-
humano(Z) <- engendran(X,Y,Z), humano(X), humano(Y)
engendran("rufo", "petronila", "carlota") <-
engendran("romeo", "julieta", "pedro") <-
engendran("pedro", "carlota", "crispin") <-
animal("piolin") <-
animal("silvestre") <-
vegetal("alcornoque") <-
vegetal("lechuguino") <-
maltrata("rufo", X) <-0.90- animal(X)
maltrata("petronila", X) <-0.75- animal(X)
maltrata("romeo", X) <-0.40- animal(X)
maltrata("julieta", X) <-0.30- animal(X)
maltrata("rufo", X) <- vegetal(X)
maltrata("petronila", X) <-0.95- vegetal(X)
maltrata("romeo", X) <-0.75- vegetal(X)
maltrata("julieta", X) <-0.60- vegetal(X)
maltrata(X,Y) <-0.70- engendran(A,B,X),
maltrata(A,Y),
maltrata(B,Y)
La definicio´n del predicado cruel depende principalmente del predicado maltrata. Tanto
humano como animal y vegetal se corresponden con una base de conocimiento con la dis-
tincio´n de que humano se define de forma recursiva (los hijos de dos humanos son tambie´n
humanos) para poder simular posteriormente la herencia del rasgo.
La definicio´n de maltrata consta de la certidumbre conocida sobre la cual podemos
basarnos para asegurar que un determinado humano maltrata a un animal o a un vegetal,
siendo de especial intere´s la u´ltima de las reglas, la de la herencia del rasgo, que dependera´ de
las caracter´ısticas particulares de cada uno de sus progenitores (aqu´ı, con la intencio´n de
simplificar el ejemplo, se entiende que una persona maltrata a un animal o a una planta si sus
dos progenitores lo hacen). En esta u´ltima regla, el factor de certidumbre se corresponder´ıa
intuitivamente con un factor de atenuacio´n del rasgo (por esto no puede suponerse la perpet-
uacio´n infinita del rasgo sin que algu´n nuevo humano interfiera en el proceso -an˜adiendo una
nueva regla para maltrata del estilo de las primeras-).
Llamaremos a un nu´mero real p ∈ (0, 1], pensado para representar un grado de cer-
tidumbre, peso; y a W variable de peso. Por analog´ıa con el conjunto de todas las vari-
ables (V), postularemos un conjunto infinito numerable W formado por todas las variables
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de peso, y supondremos que V ∩ W = ∅. Para las variables de peso definiremos tambie´n
un tipo particular de sustituciones: las sustituciones de variables de pesos. Diremos que
ω : W → [0, 1] es una sustitucio´n de pesos, y llamaremos SustW al conjunto de todas las
sustituciones de pesos. Dada una sustitucio´n ω ∈ SustW , definimos su dominio como el con-
junto dom(ω) =def {W ∈ W | ω(W ) 6= 0}. El motivo fundamental de definir el dominio de
esta forma es que tener un factor de certidumbre de 0 asociado a un a´tomo equivale a no
saber nada del a´tomo y, por este mismo motivo, resulta que cualquier a´tomo se verifica para
una certidumbre de 0, por lo que no resulta de intere´s asignar expl´ıcitamente el valor 0 a una
variable.
Notacio´n. En adelante y siempre que E sea una expresio´n formal que contenga variables de
peso, pondremos Eω para referirnos al resultado de reemplazar cada variable de peso W que
aparezca en E por ω(W ).
Todos los a´tomos de las cla´usulas sera´n a´tomos como en el caso cualitativo, sin embargo,
tendremos en los objetivos lo que llamaremos a´tomos anotados por un peso que sera´ o bien
un cierto p ∈ (0, 1], o bien una variable de peso W ∈ W. Escribiremos A] p o A]W para
referirnos a un a´tomo A anotado por un peso p, o a un a´tomo A anotado por una variable de
peso W respectivamente. Dada una conjuncio´n de a´tomos anotados A (no´tese que la notacio´n
no var´ıa con respecto a la de las conjunciones de a´tomos cualitativos2) se define el conjunto
de variables de A como var(A) =def {x ∈ V | x ∈ var(A), A ]W ∈ A}; y el conjunto de
variables de peso de A como war(A) =def {W ∈ W | A]W ∈ A}.
Llamaremos base de Herbrand abierta (AtΣ) al conjunto de todos los a´tomos de la sig-
natura Σ y base de Herbrand abierta anotada (QAtΣ) al conjunto de todos los a´tomos de la
signatura Σ anotados con todos los posibles pesos. Formalmente tendremos que QAtΣ =def
{A] p | A ∈ AtΣ, p ∈ (0, 1]}. Ahora, una interpretacio´n [de Herbrand anotada], que rep-
resentaremos tambie´n por I, sera´ un subconjunto de a´tomos de QAtΣ que cumpla que si
A] p ∈ I, σ ∈ SustΣ y 0 < q ≤ p, entonces Aσ ] q ∈ I, siendo p y q pesos. Es decir, que ha de
ser cerrada bajo la aplicacio´n de sustituciones al igual que en el caso cualitativo y que si un
cierto a´tomo A aparece anotado con un peso p, entonces aparecera´ tambie´n anotado con todo
peso q ∈ (0, p]. La idea que hay detra´s de esto u´ltimo viene dada por lo que entendemos a
partir de un a´tomo anotado que pertenece a una determinada interpretacio´n. Que se verifique
en una interpretacio´n I un a´tomo anotado A] p significa que A es cierto para un factor de
certeza de p; o que podemos suponer A cierto con una certidumbre de p. De aqu´ı se deduce
inmediatamente que A sera´ cierto tambie´n para cualquier factor de certidumbre menor o igual
que p, por lo que si q ∈ (0, p], podremos asegurar que A] q pertenece a la interpretacio´n I.
Al conjunto de todas las interpretaciones de Herbrand anotadas de un programa lo lla-
maremos QIntΣ.
Dado un programa cuantitativo P y una interpretacio´n I ∈ QIntΣ, se dice que I es
modelo de P (y escribimos I |= P) cuando se tiene que Aσ ] p ∈ I para toda cla´usula (A ←
α − B1, . . . , Bn) ∈ P y para toda sustitucio´n σ ∈ SustΣ tales que B1σ ] q1, . . . , Bnσ ] qn ∈ I
siendo q1, . . . , qn pesos y donde p = α ·min{q1, . . . , qn}. Llamaremos QHMod(P) al conjunto
de todos los modelos [de Herbrand anotados] de P.
Obse´rvese que si I |= P, entonces para cualquier cla´usula (A ← α − B1, . . . , Bn) ∈ P,
cualquier sustitucio´n σ ∈ SustΣ y cualquier eleccio´n de pesos q1, . . . , qn tales que B1σ ] q1, . . . ,
2Por este motivo su uso sera´ menos frecuente que la versio´n extendida A1 ]W1, . . . , An ]Wn.
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Bnσ ] qn ∈ I se cumplira´ Aσ ] q ∈ I para cualquier peso p tal que 0 < p ≤ α ·min{q1, . . . , qn},
y no so´lo para p = α ·min{q1, . . . , qn}, debido a las condiciones de cierre que se han exigido
a las interpretaciones de Herbrand anotadas. Este hecho se dara´ por supuesto en adelante
siempre que se necesite para cualquier razonamiento referente a modelos.
Inferencia a partir de un programa lo´gico cuantitativo
De igual forma que ocurr´ıa en el caso cualitativo, tendremos dos formas de emplear un
programa cuantitativo para obtener resultados a partir de e´l: la inferencia y la resolucio´n.
Veremos a continuacio´n cua´les son las variaciones respecto del caso cualitativo.
Para poder realizar inferencias a partir de un programa lo´gico cuantitativo dado, em-
plearemos una modificacio´n del Ca´lculo Lo´gico de Horn que llamaremos QHL (por Quanti-
tative Horn Logic). Al igual que en el caso cualitativo, este ca´lculo tendra´ una u´nica regla
de inferencia que llamaremos Quantitative Modus Ponens que nos permite inferir a partir del
cuerpo de una cla´usula su cabeza con cualquier factor de certidumbre mayor que cero y menor
o igual que el producto del factor de certidumbre de la cla´usula en cuestio´n por el mı´nimo de
las certidumbres con las que se demuestran los a´tomos del cuerpo. Formalmente la regla es la
siguiente.
Sea A← α−B1, . . . , Bn una cla´usula del programa y σ ∈ SustΣ una sustitucio´n. Entonces:
B1σ ] q1 · · · Bnσ ] qn
Aσ ] p
si 0 < p ≤ α ·min{q1, . . . , qn} QMP
donde, por convenio, admitimos que min{} = 1, motivado por el hecho de que 1 es el ma´ximo
del intervalo (0, 1]. Este convenio hace que sea va´lida la regla de co´mputo min ({p} unionmulti P ) =
min(p,minP ) sea cual sea el conjunto de pesos P y el peso p /∈ P .
Ejemplo 5.1.3. A partir del ejemplo de los Circuitos fiables (ejemplo 5.1.1), intentaremos
comprobar que el a´tomo anotado
fi(cs(cb("T01",tigre), cb("A07",acme)))#0.90
es deducible de las cla´usulas del programa. En este caso, y a diferencia del caso cualitativo,
debemos asegurarnos para aplicar cada inferencia QHL que se cumple la condicio´n de la regla
QMP. Veamos una posible solucio´n:
fi(cb("T01",tigre))#q1
(2)
fi(cb("A07",acme))#q2
(3)
fi(cs(cb("T01",tigre), cb("A07",acme)))#0.90
(1)
donde las inferencias son:
(1) (cs.1)σ1={C17→cb("T01",tigre),C27→cb("A07",acme)} si 0,90 ≤ 0,96 ·min{q1, q2}
(2) (cb.2)σ2={Id 7→"T01"} si q1 ≤ 0,95
(3) (cb.1)σ3={Id 7→"A07"} si q2 ≤ 0,99
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Y tomamos entonces el mejor resultado posible para q1 y q2 y comprobamos que se cumplen
las tres condiciones: q1 = 0,95 y q2 = 0,99 ⇒ 0,90 ≤ 0,96 ·min{0,95; 0,99} = 0,912. Con esto
hemos verificado que el a´tomo se cumple para un factor ma´ximo de certidumbre de 0,912; y
en particular para 0,90 como quer´ıamos verificar.
Ejemplo 5.1.4. A partir del ejemplo de los Maltratadores (ejemplo 5.1.2), intentaremos
comprobar que el a´tomo anotado
maltrata("carlota","piolin")#0.50
es deducible de las cla´usulas del programa. El siguiente a´rbol de inferencia sirve como prueba3:
engendran("rf","pt","carlota")#q1
(2)
animal("piolin")#q4
(5)
maltrata("rf","piolin")#q2
(3)
animal("piolin")#q5
(6)
maltrata("pt","piolin")#q3
(4)
maltrata("carlota","piolin")#0.50
(1)
donde las inferencias son:
(1) (maltrata.9)σ1={X 7→"carlota", Y 7→"piolin", A 7→"rf", B 7→"pt"} si 0,50 ≤ 0,70 ·min{q1, q2, q3}
(2) (engendran.1)σ2= si q1 ≤ 1
(3) (maltrata.1)σ3={X 7→"piolin"} si q2 ≤ 0,90 ·min{q4}
(4) (maltrata.2)σ4={X 7→"piolin"} si q3 ≤ 0,75 ·min{q5}
(5) (animal.1)σ5= si q4 ≤ 1
(6) (animal.1)σ6= si q5 ≤ 1
Tomando ahora los valores ma´ximos para q1, q4 y q5, obtenemos el mejor valor para los
dema´s: q2 = 0,90 y q3 = 0,75. Puesto que 0,50 ≤ 0,525, la deduccio´n del a´tomo anotado
propuesto tiene e´xito.
Cuando podemos demostrar la validez de un a´tomo anotado A] p en QHL, podemos
escribir P `QHL A] p lo que quiere decir que existe demostracio´n en QHL para demostrar
la validez del a´tomo (esta demostracio´n tiene forma de a´rbol). Adema´s, podemos indicar el
nu´mero exacto de inferencias QHL empleadas en la demostracio´n poniendo P `nQHL A] p que
indica que se han relizado exactamente n inferencias QHL (o que el a´rbol de demostracio´n
tiene exactamente n nodos).
Notacio´n. Dada una conjuncio´n de a´tomos anotados A, empleamos tambie´n la notacio´n
P `QHL A para indicar que existe demostracio´n (esta vez un bosque) para todos los a´tomos
anotados A] p ∈ A. De igual modo, con P `nQHL A indicamos que el nu´mero de inferencias
QHL realizadas para demostrar todos los a´tomos anotados de la conjuncio´n es n (la suma del
nu´mero de nodos de todos los a´rboles del bosque es n).
3Para mejorar la legibilidad, abreviaremos "rufo" como "rf" y "petronila" como "pt".
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Tendremos tambie´n la versio´n cuantitativa del operador TP definido para el caso cualita-
tivo. En esta ocasio´n, el operador TP : QIntΣ → QIntΣ queda definido como sigue:
TP(I) =def {Aσ ] p | σ ∈ SustΣ,
(A← α−B1, . . . , Bn) ∈ P,
{Biσ ] qi | 1 ≤ i ≤ n} ⊆ I para ciertos q1, . . . , qn pesos,
0 < p ≤ α ·min{q1, . . . , qn}}
Intuitivamente podemos ver que para una interpretacio´n I, TP(I) sera´n aquellos a´tomos
anotados que son cabeza de una cla´usula cuyo cuerpo aparece en I para unos ciertos pesos,
siendo el peso de la cabeza menor o igual (y estrictamente mayor que cero) que el producto
del factor de certidumbre de la cla´usula por el mı´nimo de los pesos de los a´tomos del cuerpo.
5.2. Sema´ntica declarativa
Mediante la sema´ntica declarativa de nuestros programas lo´gicos cuantitativos podremos
encontrar un modelo mı´nimo para cada programa y caracterizar las soluciones va´lidas para
cada objetivo. En este caso, para realizar inferencias emplearemos la lo´gica QHL que definimos
en la seccio´n anterior, as´ı como el operador TP con su nueva definicio´n.
Partiremos tambie´n de un programa lo´gico cuantitativo P para la signatura Σ definida
segu´n se introdujo en el cap´ıtulo 2. Dado que las interpretaciones de Herbrand anotadas son
tambie´n conjuntos de a´tomos anotados comprobamos primero que el conjunto QIntΣ de las
interpretaciones de Herbrand anotadas sigue siendo un ret´ıculo completo bajo el orden parcial
⊆.
Proposicio´n 5.2.1. Dado un programa P y el conjunto QIntΣ de las posibles interpretaciones
de Herbrand, (QIntΣ,⊆) conforma un ret´ıculo completo (el ret´ıculo de las interpretaciones
de Herbrand anotadas). Adema´s, para cualquier subconjunto I ∈ QIntΣ de interpretaciones
de P, se cumple que el supremo de I (que escribiremos ⊔ I) coincide con la unio´n de las
interpretaciones contenidas en I y, el ı´nfimo de I (que escribiremos
d
I) coincide con la
interseccio´n de las interpretaciones contenidas en I.
Demostracio´n. Para que (QIntΣ,⊆) sea un ret´ıculo completo, debera´ tenerse que existen el
ma´ximo y el mı´nimo de QIntΣ, y que para todo subconjunto I de QIntΣ, existen su supremo
y su ı´nfimo.
Veamos primero que podemos encontrar el mı´nimo y el ma´ximo del conjunto de inter-
pretaciones de P:
1. Para el mı´nimo, deberemos encontrar una interpretacio´n en I ∈ QIntΣ que cumpla que
para cualquier interpretacio´n J ∈ QIntΣ, I ⊆ J . Supongamos I = ∅. Es fa´cil ver que
se trata de una interpretacio´n pues es subconjunto de QAtΣ y para todo A] p ∈ I se
tiene trivialmente Aσ ] q ∈ I para cualquier σ ∈ SustΣ y 0 < q ≤ p. Adema´s, para toda
interpretacio´n J ∈ QIntΣ, ∅ ⊆ J . Por lo tanto, min(QIntΣ) = M = ∅.
2. En el caso del ma´ximo, nos interesa una interpretacio´n I ∈ QIntΣ que cumpla que
para cualquier interpretacio´n J ∈ QIntΣ, J ⊆ I. Supongamos I = QAtΣ. Es trivial
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que QAtΣ es una interpretacio´n, puesto que QAtΣ ⊆ QAtΣ y por definicio´n contiene a
todos los a´tomos anotados. Adema´s, para cualquier interpretacio´n J ∈ QIntΣ, se tiene
J ⊆ QAtΣ por la propia definicio´n de interpretacio´n. As´ı, max(QIntΣ) = O = QAtΣ.
Ahora debe ocurrir que exista el supremo y el ı´nfimo de todo conjunto de interpretaciones
de QIntΣ. Y se demuestra que:
(1)
⊔
I =
⋃{I | I ∈ I} con I ⊆ QIntΣ (que escribiremos ⋃ I).
a)
⋃
I ∈ QIntΣ. Para todo a´tomo anotado A] p ∈
⋃
I, existe I ∈ I tal que A] p ∈ I.
Y por ser I una interpretacio´n, se tiene que B ] q ∈ I para todo a´tomo anotado
B ] q que fuera de la forma Aσ ] q para alguna sustitucio´n σ ∈ SustΣ y para algu´n
q ∈ (0, p]; por lo que se tiene tambie´n que B ] q ∈ ⋃ I.
b) I ⊆ ⋃ I para toda interpretacio´n I ∈ I. Trivial por la definicio´n de la unio´n de
una familia de conjuntos.
c) Si J ∈ QIntΣ es cota superior de I, entonces
⋃
I ⊆ J . En efecto, si J es cota
superior de I, entonces I ⊆ J para toda I ∈ I. Por definicio´n de unio´n de una
familia de conjuntos, se deduce que
⋃
I ⊆ J .
Por lo tanto se tiene que existe el supremo de I y que coincide con
⋃
I.
(2)
d
I =
⋂{I | I ∈ I} con I ⊆ QIntΣ (que escribiremos ⋂ I).
a)
⋂
I ∈ QIntΣ. Para todo a´tomo A] p ∈
⋂
I, A] p ∈ I para toda I ∈ I. Y por ser
I una interpretacio´n, se tiene que B ] q ∈ I para todo a´tomo B ] q que fuera de la
forma Aσ ] q para alguna sustitucio´n σ ∈ SustΣ y para algu´n q ∈ (0, p]; por lo que
se tiene tambie´n que B ] q ∈ ⋂ I.
b)
⋂
I ⊆ I para toda interpretacio´n I ∈ I. Trivial por la definicio´n de la interseccio´n
de una familia de conjuntos.
c) Si J ∈ QIntΣ es cota inferior de I, entonces J ⊆
⋂
I. En efecto, si J es cota
inferior de I, entonces J ⊆ I para toda I ∈ I. Por definicio´n de interseccio´n de
una familia de conjuntos, se deduce que J ⊆ ⋂ I.
Por lo que se tiene que existe el ı´nfimo de I y que coincide con
⋂
I.
Por todo lo anterior, (QIntΣ,⊆) es un ret´ıculo completo.
Una vez sabemos que (QIntΣ,⊆) sigue siendo un ret´ıculo completo, seguiremos con el
mismo proceso que seguimos en el cap´ıtulo 3 para encontrar el modelo mı´nimo. Al igual
que para la versio´n cualitativa hab´ıamos definido una transformacio´n TP , redefinimos ahora
dicha transformacio´n para adaptarla a los programas QLP. Tras esta redefinicio´n podremos
comprobar que continua siendo mono´tono y continuo mediante la siguiente proposicio´n.
Proposicio´n 5.2.2. El operador TP : QIntΣ → QIntΣ, segu´n se definio´ en la seccio´n 5.1,
es mono´tono y continuo.
Demostracio´n. Demostramos monoton´ıa y continuidad por separado.
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TP es mono´tono
Dadas dos interpretaciones I y J tales que I ⊆ J se deduce a partir de la definicio´n
del operador TP que TP(I) ⊆ TP(J ).
TP es continuo
Sea {In}n∈N una cadena de interpretaciones tal que In ⊆ In+1 para todo n ∈ N.
Debemos ver que se tiene
⋃
n∈N TP(In) = TP(
⋃
n∈N In). Separamos la igualdad en dos
inclusiones:
(1)
⋃
n∈N TP(In) ⊆ TP(
⋃
n∈N In). Para cada n0 ∈ N se tiene que In0 ⊆
⋃
n∈N In. Por
ser TP mono´tono, TP(In0) ⊆ TP(
⋃
n∈N In). Luego se tiene que
⋃
n∈N TP(In) ⊆
TP(
⋃
n∈N In).
(2) TP(
⋃
n∈N In) ⊆
⋃
n∈N TP(In). Para cada B ] p ∈ TP(
⋃
n∈N In) existen σ ∈ SustΣ,
(A← α−B1, . . . , Bm) ∈ P y pesos q1, . . . , qn tales que B es Aσ, Biσ ] qi ∈
⋃
n∈N In
para todo 1 ≤ i ≤ m, y 0 < p ≤ α ·min{q1, . . . , qm}. Se puede encontrar un n0 ∈ N
tal que {Biσ ] qi | 1 ≤ i ≤ n} ⊆ In0 ya que {In}n∈N es una cadena. Por ello,
Aσ ] p ∈ TP(In0), y TP(
⋃
n∈N In) ⊆
⋃
n∈N TP(In).
Y ahora por (3) y (4) se tiene que
⋃
n∈N TP(In) = TP(
⋃
n∈N In).
Podemos comprobar ahora que los modelos de Herbrand de P coinciden con los puntos
prefijos de TP .
Proposicio´n 5.2.3. Dado un programa P, el conjunto de puntos prefijos de TP es igual al
conjunto de modelos de Herbrand de P. Es decir, PPF (TP) = QHMod(P).
Demostracio´n. Demostramos que, para toda interpretacio´n I ∈ QIntΣ, se cumple TP(I) ⊆
I ⇔ I |= P.
(⇒) Para que se tenga I |= P se debe cumplir que para toda cla´usula (A← α−B1, . . . , Bk) ∈
P y para toda sustitucio´n σ, si B1σ ] q1, . . . , Bkσ ] qk ∈ I para algunos q1, . . . , qk ∈ (0, 1],
entonces Aσ ] p ∈ I para cualquier p tal que 0 < p ≤ α·min{q1, . . . , qk}. Pero esos Aσ ] p
son, por definicio´n, los elementos de TP(I). Y como tenemos que TP(I) ⊆ I se cumple
que I |= P.
(⇐) Dado un a´tomo anotado B ] q ∈ TP(I), se tiene, por definicio´n de TP , que existe
una cla´usula (A ← α − B1, . . . , Bk) ∈ P, una sustitucio´n σ ∈ SustΣ y unos pesos
q1, . . . , qk ∈ (0, 1] tales que B ] q = Aσ ] p con 0 < q ≤ p ≤ α ∗ min{q1, . . . , qk} y
B1σ ] q1, . . . , Bkσ ] qk ∈ I. Suponiendo I |= P, de estas condiciones se deduce que
B ] q ∈ I. Luego TP(I) ⊆ I se deduce de I |= P.
Las dos implicaciones demuestran que TP(I) ⊆ I ⇔ I |= P.
Y se deduce tambie´n que existe un modelo menor que todos los dema´s: el modelo mı´nimo,
y que podemos calcularlo empleando el operador TP . Los dos siguientes corolarios enuncian
y prueban formalmente lo anterior:
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Corolario 5.2.1. Dado un programa P y el operador TP segu´n ha sido definido con anteri-
oridad, se tiene que el menor punto prefijo de TP es igual a
⋂{I ∈ QIntΣ | TP(I) ⊆ I} y
coincide con el menor modelo de Herbrand de P. Pondremos µ(TP) =MP .
Demostracio´n. El conjunto {I ∈ QIntΣ | TP(I) ⊆ I} es el conjunto de los puntos prefijos de
TP . Por la proposicio´n 5.2.1 sabemos que
⋂
PPF (TP) =
d
PPF (TP) y por la proposicio´n
2.3.2 tenemos que
d
PPF (TP) = µ(TP).
Ahora, por la proposicio´n 5.2.3, PPF (TP) = QHMod(P) por lo que µ(TP) es tambie´n el
menor modelo anotado de Herbrand; que denotaremos por MP .
Corolario 5.2.2. Dado un programa P y el operador TP segu´n ha sido definido con anteri-
oridad, el modelo mı´nimo de P es igual a ⋃n∈N TP ↑n (∅).
Demostracio´n. Por las proposiciones 5.2.1 y 5.2.2, (QIntΣ,⊆) es ret´ıculo completo (y en
particular, ω−CPO con fondo) y TP es mono´nota y continua. Por lo tanto, por la proposicio´n
2.3.3 se tiene que
⋃
n∈N TP ↑n (∅) = µ(TP). Y por el corolario 5.2.1, µ(TP) =MP .
Otro modo de caracterizar el modelo mı´nimoMP es como la coleccio´n de a´tomos anotados
que se deducen a partir de P empleando el ca´lculo lo´gico QHL que fue definido en la seccio´n
anterior. Formalmente:
Proposicio´n 5.2.4. MP = {A] p ∈ QAtΣ | P `QHL A] p}.
Demostracio´n. Por el corolario 5.2.2 tenemos queMP =
⋃
n∈N TP ↑n (∅). Y tambie´n podemos
poner que {A] p ∈ QAtΣ | P `QHL A] p} =
⋃
n∈N{A] p ∈ QAtΣ | P `nQHL A] p} donde
P `nQHL A] p indica que existe una demostracio´n para A] p en QHL con n inferencias. Basta
entonces demostrar que las dos siguientes afirmaciones son ciertas:
(1) P `nQHL A] p⇒ ∃m(A] p ∈ TP ↑m (∅))
(2) A] p ∈ TP ↑n (∅)⇒ ∃m(P `mQHL A] p)
1. P `nQHL A] p⇒ ∃m(A] p ∈ TP ↑m (∅)). Razonamos por induccio´n sobre n ≥ 1 (ya que
P `0QHL A] p es imposible):
Caso base (n = 1)
P `1QHL A] p⇒ Existe una demostracio´n en una inferencia QHL para A] p. Es de-
cir, A] p es de la forma Hσ ] p para una cla´usula (H ← α−) ∈ P y una sustitucio´n
σ ∈ SustΣ con 0 < p ≤ α. Por lo tanto se cumple que A] p ∈ TP ↑1 (∅).
Caso inductivo (n > 1)
P `nQHL A] p⇒ existen una regla (H ← α−B1, . . . , Bk) ∈ P y una sustitucio´n σ ∈
SustΣ tales que A es ide´ntico a Hσ y se cumple 0 < p ≤ α∗min{q1, . . . , qk} donde
los qi son pesos tales que para cada Bi, existe mi ∈ N tal que P `miQHL Bi ] qi, donde
adema´s,
∑k
i=1mi = n−1. Entonces, por H.I., existe m suficientemente grande para
que B1σ ] q1, . . . , Bkσ ] qk ∈ TP ↑m (∅), por lo que A] p ≡ Hσ ] p ∈ TP ↑m+1 (∅).
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2. A] p ∈ TP ↑n (∅)⇒ ∃m(P `mQHL A] p). Razonamos por induccio´n sobre n ≥ 1 (ya que
TP ↑0 (∅) = ∅):
Caso base (n = 1)
A] p ∈ TP ↑1 (∅) = {Aσ ] p | σ ∈ SustΣ ∧ (A ← α−) ∈ P} con 0 < p ≤ α, por lo
que se tiene P `1QHL A] p.
Caso inductivo (n = k + 1, k ≥ 1)
Como A] p ≡ Hσ ] p ∈ TP ↑k+1 (∅), sabemos que B1σ ] q1, . . . , Bkσ ] qk ∈ Tp ↑k (∅)
siendo (A← α−B1, . . . , Bk) ∈ P y σ ∈ SustΣ la cla´usula y sustitucio´n empleadas
para introducir A] p en TP ↑k+1 (∅). Por H.I., como B1σ ] q1, . . . , Bkσ ] qk ∈ Tp ↑k
(∅), entonces existen mi (1 ≤ i ≤ k) tales que P `miQHL Biσ ] qi (1 ≤ i ≤ k).
Tomamos entonces m =
∑k
i=1mi, se tiene que P `m+1QHL Hσ ] p ≡ A] p.
As´ı tenemos que
⋃
n∈N TP ↑n (∅) =(1),(2)
⋃
n∈N{A] p ∈ QAtΣ | P `nQHL A] p} =MP .
En el caso de la programacio´n lo´gica cla´sica, vimos en la proposicio´n 3.2.5 que el modelo
mı´nimo de un programa P tambie´n se puede caracterizar como el conjunto de todos los
a´tomos que son consecuencia de P en LPO. El establecer un ana´logo de LPO con sema´ntica
cuantitativa cae fuera de los l´ımites de este trabajo. Sin embargo, s´ı podemos concluir de los
resultados ya demostrados un lema de correccio´n para QHL, y enunciar en una sola proposicio´n
varias caracterizaciones equivalentes de los a´tomos anotados pertenecientes al modelo mı´nimo
de un programa lo´gico cuantitativo:
Lema 5.2.1 (Lema de Correccio´n de QHL).
P `QHL A] p⇒ A] p ∈ I ∀I ∈ QHMod(P)
Demostracio´n. Este resultado se deduce de la proposicio´n 5.2.4 y el corolario 5.2.1. Como
ejercicio ilustrativo del funcionamiento de QHL, presentamos aqu´ı otra demostracio´n directa.
La suposicio´n P `QHL A] p significa que existe un a´rbol de demostracio´n T en QHL de
profundidad n. Suponemos fijado cualquier modelo I ∈ QHmod(P) y demostramos A] p ∈ I
por induccio´n sobre n.
Caso base (n = 0)
T es de profundidad 0, por lo que A] p es instancia de un hecho, o lo que es lo mismo,
A] p = Hσ ] p donde (H ← α−) ∈ P y 0 < p ≤ α. Entonces, A] p ∈ I por ser I |= P.
Caso inductivo (n > 0)
Entonces la inferencia QHL cuya conclusio´n es la ra´ız de T debe usar una cla´usula
(H ← α − B1, . . . , Bk) ∈ P instanciada por una sustitucio´n σ ∈ SustΣ, de modo que
para ciertos pesos qi se tenga P `QHL Biσ ] qi (1 ≤ i ≤ k), con un bosque de profundidad
n − 1, y adema´s se cumpla Hσ = A y 0 < p ≤ α ·min{q1, . . . , qk}. Por H.I. se tiene
B1σ ] q1, . . . , Bkσ ] qk ∈ I; y por ser I |= P se concluye A] p ∈ I.
Proposicio´n 5.2.5. Para todo A ∈ QAtΣ y todo peso p ∈ (0, 1], las tres afirmaciones sigu-
ientes son equivalentes:
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(1) P `QHL A] p
(2) A] p ∈ I para todo I ∈ QHMod(P)
(3) A] p ∈MP
Demostracio´n. Demostramos las tres implicaciones necesarias para demostrar la equivalencia:
(1)⇒ (2): Dada I ∈ QHMod(P), si P `QHL A] p, entonces por el Lema de Correccio´n
de QHL (lema 5.2.1), A] p ∈ I.
(2)⇒ (3): Trivial porque MP ∈ QHMod(P).
(3)⇒ (1): Por (3) sabemos que A] p ∈ MP , y por la proposicio´n 5.2.4 tenemos que
P `QHL A] p.
5.3. Sema´ntica operacional
Con esta sema´ntica operacional esperamos conseguir un me´todo de resolucio´n de objetivos
capaz de calcular las soluciones de cualquier objetivo arbitrario para un programa QLP dado.
A diferencia del caso cualitativo, el caso cuantitativo presenta un componente adicional para
objetivos y soluciones, y es todo aquello que se hace necesario para tratar con los pesos: el
objetivo debera´ tener en cuenta una serie de restricciones aritme´ticas sobre los valores reales
del intervalo (0, 1] que cada variable de peso podra´ tomar, y las soluciones tendra´n que aportar
tambie´n las sustituciones oportunas para cada variable de peso presente en el objetivo. Dado
que el lenguaje se implementara´ sobre T OY [5], las restricciones se implementara´n utilizando
el resolutor de reales aportado por el T OY. La implementacio´n de T OY utiliza a su vez
un resolutor suministrado por el sistema de programacio´n lo´gica Sicstus Prolog. El art´ıculo
[35] es una buena referencia general sobre la programacio´n lo´gica con restricciones sobre el
dominio de los nu´meros reales.
Sea P un programa lo´gico cuantitativo para la signatura Σ. Un objetivo cuantitativo
estara´ formado por un conjunto de a´tomos anotados A, una sustitucio´n σ ∈ SustΣ y un
conjunto de restricciones que escribiremos ∆ y que detallaremos ma´s adelante. As´ı, un objetivo
cualquiera G tendra´ la forma A 8 σ 8 ∆. Al igual que para el caso cualitativo, existen ciertas
condiciones que debe cumplir para ser un objetivo, pero antes de detallarlas veamos que´ son
las restricciones.
Llamaremos restriccio´n bien a una ecuacio´n de la forma (1) o bien a una inecuacio´n de la
forma (2), siendo:
(1) W = α ·min{W1, . . . ,Wn} donde las W,W1, . . . ,Wn ∈ W y α ∈ (0, 1]. Una restriccio´n
de esta forma se llama restriccio´n definitoria para W , y se reduce a W = α en el caso
n = 0.
(2) α · W ≥ m donde W ∈ W y α,m ∈ (0, 1]. Una restriccio´n de esta forma se llama
restriccio´n umbral para W .
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Dado un conjunto de restricciones ∆ definimos su dominio como dom(∆) =def {W ∈
W | (W = α · min{W1, . . . ,Wn}) ∈ ∆} ∪ {W ∈ W | (α · W ≥ m) ∈ ∆}. Es decir, el
conjunto de variables de peso que aparecen en el lado izquierdo de cualquier restriccio´n de
∆. Y definimos el conjunto de variables de peso de ∆ como war(∆) =def dom(∆) ∪ {Wi |
(1 ≤ i ≤ n), (W = α ·min{W1, . . . ,Wn}) ∈ ∆}, es decir, el conjunto de variables de peso que
aparecen en cualquier lugar en cualquiera de las restricciones de ∆.
Nos interesara´ ahora definir dos caracter´ısticas sobre los conjuntos de restricciones que
nos sera´n necesarias para poder construir objetivos, pues como ya se introdujo al inicio de
la seccio´n, no cualquier conjunto de restricciones nos servira´. Estas caracter´ısticas son satis-
factibilidad y admisibilidad. Comenzaremos por la satisfactibilidad.
Dada una restriccio´n R y una sustitucio´n ω ∈ SustW . Se dice que ω satisface R, y se
pone Rω se satisface cuando se cumple Wω = α ·min{W1ω, . . . ,Wnω} si R es definitoria y
α ·Wω ≥ m si R es umbral.
Definicio´n 5.3.1 (Satisfactibilidad). Dado un conjunto de restricciones ∆ se dice que es
satisfactible si y so´lo si existe una sustitucio´n ω ∈ SustW tal que Rω se satisface para toda
restriccio´n R ∈ ∆. Se pone ω ∈ Sol(∆) para indicar que ω satisface ∆.
Definicio´n 5.3.2 (Admisibilidad). Diremos que un conjunto de restricciones ∆ es admisible
si cumple:
(i) ∆ es satisfactible.
(ii) Para cada W ∈ war(∆) existe una u´nica restriccio´n para W en ∆. (A consecuencia de
esto se cumple tambie´n que war(∆) = dom(∆)).
(iii) La relacio´n >M definida por W >M Wi ⇔def ∃(W = α · min{W1, . . . ,Wi, . . . ,Wk})
cumple que >∗M es irreflexiva (no existe W tal que W >∗M W ).
Cuando ocurre que un conjunto de restricciones ∆ es admisible y que todas sus restric-
ciones son definitorias se dice que ∆ esta´ resuelto.
Dado un conjunto de restricciones resuelto ∆, podremos calcular un valor para cada
variable de peso del dominio del conjunto, as´ı podemos definir recursivamente la aplicacio´n
de ∆ a una variable de peso W ∈ dom(∆) como Wˆ∆ =def α · min{W1ˆ∆, . . . ,Wkˆ∆}
siendo W = α ·min{W1, . . . ,Wk} la restriccio´n definitoria para W en ∆4. A partir de esta
aplicacio´n de ∆ a las variables de peso de su dominio, podemos encontrar una u´nica sustitucio´n
ω ∈ SustW para variables de peso, que llamaremos ω∆ la sustitucio´n de variables de peso
definida por ∆, que cumple dom(ω∆) = dom(∆) y ω∆(W ) = Wˆ∆ para toda W ∈ dom(∆).
Ahora que conocemos que´ son los conjuntos de restricciones podemos dar la definicio´n
formal de objetivo de un programa lo´gico cuantitativo. Sea A una conjuncio´n de a´tomos
anotados, σ ∈ SustΣ una sustitucio´n y ∆ un conjunto de restricciones.
Definicio´n 5.3.3 (Objetivo). Se llama objetivo G a A 8 σ 8 ∆ si y so´lo si cumple lo siguiente:
(i) σ es idempotente y dom(σ) ∩ var(A) = ∅.
4En el caso k = 0 resulta Wˆ∆ = α, caso base de la recursio´n, que se alcanza eventualmente debido a la
condicio´n (iii) de la Definicio´n 5.3.2.
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(ii) ∆ es admisible.
(iii) Para toda variable de peso W ∈ war(A) existe una restriccio´n umbral para W en ∆.
Adema´s, ∆ no contiene ninguna otra restriccio´n umbral adicional.
Dado un objetivo G, el conjunto de variables de G (var(G)) es var(A)∪dom(σ)∪vran(σ),
y el conjunto de variables de peso de G (war(G)) es war(A) ∪ war(∆).
Adema´s, un objetivo G es inicial cuando es de la forma A 8  8 ∆ y se cumple que
dom(∆) = war(A) y que toda restriccio´n de ∆ es de la forma W ≥ m. Y es final o resuelto
cuando es de la forma 8 σ 8 ∆ (tambie´n σ 8 ∆) en el que ∆ esta´ resuelto.
Veremos ahora co´mo son las soluciones a un objetivo G de un programa QLP.
Definicio´n 5.3.4 (Solucio´n). Se llama solucio´n de G a una pareja S ≡ (θ, ρ) con θ ∈ SustΣ
y ρ ∈ SustW tal que:
(i) σθ = θ
(ii) ρ ∈ Sol(∆)
(iii) P `∗QHL AˆS, siendo A la conjuncio´n de a´tomos de G y AˆS =def {Aθ ]Wρ | A]W ∈
A}.
Se escribe S ∈ QSolP(G), el conjunto de soluciones de G en P.
Notacio´n. Dado un programa P, un objetivo G ≡ A 8 σ 8 ∆ para P, y una solucio´n S ∈
QSolP(G), si se tiene adema´s que P `nQHL AˆS, podemos poner S ∈ QSolnP(G).
A partir de todo objetivo resuelto podremos obtener una solucio´n asociada a dicho objetivo
que, como veremos ma´s adelante, sera´ solucio´n de todos los objetivos de la resolucio´n. Esta
solucio´n asociada la calcularemos de la siguiente forma: Dado un objetivo resuelto G ≡ σ 8 ∆,
su solucio´n asociada sera´ (σ, µ), siendo µ = ω∆ la sustitucio´n de variables de peso definida
por ∆.
Resolucio´n de objetivos
Llamaremos resolucio´n al proceso de co´mputo a trave´s del cual se intenta obtener una
solucio´n para un objetivo dado. Generalmente, este objetivo sera´ un objetivo inicial para el
que buscamos una solucio´n. Sin embargo, generalizamos tambie´n aqu´ı esta idea para permitir
expresar la bu´squeda de soluciones a partir de un objetivo parcialmente resuelto.
Formalmente podemos definir la resolucio´n de un objetivo como sigue.
Definicio´n 5.3.5. Se llama resolucio´n de un objetivo G a una serie de pasos de resolucio´n
tales que G ≡ G0 σ1 G1 σ2 G2 σ3 · · · σn Gn donde Gn es un objetivo resuelto y cada
Gi σi+1 Gi+1 es un paso de resolucio´n. Y llamamos paso de resolucio´n a un paso de la forma
L,A]W,R 8 σ 8 α ·W ≥ m,∆R σ1 (L,B1 ]W1, . . . , Bk ]Wk, R)σ1 8 σσ1 8 ∆1
donde ∆1 = α1 · α ·W1 ≥ m, . . . , α1 · α ·Wk ≥ m,W = α1 · min{W1, . . . ,Wk},∆R siendo
(H ← α1−B1, . . . , Bk) ∈var P, σ1 el u.m.g. entre A y H, 0 < m ≤ α1 ·α ≤ 1 y W1, . . . ,Wk ∈
W variables de peso nuevas (W1, . . . ,Wk /∈ war(G)).
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Notacio´n. Al igual que en el caso cualitativo, utilizaremos en ocasiones la notacio´nG σ1,C1 G′
para indicar un paso de resolucio´n que emplea la cla´usula C1 y el u.m.g. σ1.
Obse´rvese que la parte de restricciones de un objetivo se entiende como un conjunto, de
modo que el orden no importa, y la notacio´n “α ·W ≥ m,∆R” indica un conjunto admisible
de restricciones que incluye la restriccio´n umbral α ·W ≥ m y otras restricciones agrupadas
en ∆R.
A modo de ejemplo se muestran a continuacio´n dos sencillas resoluciones de dos objetivos
planteados sobre los ejemplos 5.1.1 y 5.1.2.
Ejemplo 5.3.1. Dado el ejemplo de los Circuitos fiables (ejemplo 5.1.1) buscamos un circuito
cuya fiabilidad sea mayor o igual a 0,90. En particular buscaremos el circuito
cs(cb("T01",tigre), cb("A07",acme))
dado que ya sabemos que es deducible del programa para una certidumbre de 0,90 (ve´ase
Ejemplo 5.1.3) u otro ma´s general. El objetivo que nos conduce a lo que buscamos es
fi(C)#W 8 W ≥ 0,90, y la resolucio´n es la siguiente:
fi(C)#W 8  8 W ≥ 0,90 {C 7→cs(C1,C2)}, fi.4
fi(C1)#W1, fi(C2)#W2 8 {C 7→ cs(C1, C2)} 8
W = 0,96 ·min{W1,W2},
0,96 ·W1 ≥ 0,90,
0,96 ·W2 ≥ 0,90 {C17→cb(Id1,tigre)}, fi.2
fi(C2)#W2 8 {C 7→ cs(C1, C2)} 8
W = 0,96 ·min{W1,W2},
W1 = 0,95,
0,96 ·W2 ≥ 0,90 {C27→cb(Id2,acme)}, fi.18 {C 7→ cs(cb(Id1, tigre), cb(Id2, acme))} 8
W = 0,96 ·min{W1,W2},
W1 = 0,95,
W2 = 0,99
Llegados a este punto, tenemos un objetivo resuelto del que podemos obtener su solucio´n
asociada: {C 7→ cs(cb(Id1, tigre), cb(Id2, acme))} 8 {W 7→ 0,912,W1 7→ 0,95,W2 7→ 0,99}.
Como podemos observar, la solucio´n calculada es algo ma´s general de lo que espera´bamos,
pues deja libres los identificadores, pero el programa no contiene reglas para ellos por lo que
la solucio´n calculada es el caso general del circuito buscado. En cuanto a la certidumbre
calculada de la variable W , puede verse que se calcula el ma´ximo posible por lo que cumple
la restriccio´n inicial de que fuera mayor o igual que 0,90.
Es importante hacer notar que en estos ejemplos hay una condicio´n que no se esta´ com-
probando expl´ıcitamente en cada paso de resolucio´n: aquella para la que tienen sentido las
restricciones umbrales. Tanto en el ejemplo anterior, como en el que veremos ma´s adelante, las
restricciones umbrales terminan cumplie´ndose siempre, pero esto se debe a que conocemos de
antemano los resultados. En el caso general, y una vez automatizado, muchos de los pasos de
resolucio´n intentados no terminar´ıan en e´xito precisamente por saber que no va a ser posible
encontrar un valor para alguna de las variables de peso para las que tenemos una restriccio´n
umbral (en estos casos tendremos que probar con otra regla) que cumpla la restriccio´n. Si nos
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fijamos en el segundo paso de resolucio´n dado en el ejemplo anterior (aque´l en el que usamos
la regla fi.2), podemos ver que estamos resolviendo el a´tomo fi(C1)#W1 y que la restriccio´n
umbral de W1 es 0,96 ·W1 ≥ 0,90 (por lo tanto α = 0,96 y m = 0,90). Pues bien, lo que ha
de cumplirse para poder dar este paso (a parte de lo ya conocido y que coincide con el caso
cualitativo) es 0,95 · 0,96 ≥ 0,90 (viene de 0 < m ≤ α1 · α ≤ 1 en la definicio´n 5.3.5 de paso
de resolucio´n) en el que α1 = 0,95 es el factor de certidumbre asociado a la regla a emplear.
Esta condicio´n no utiliza la variable de peso, pero es que esta variable no puede valer ma´s de
1 por lo que si el factor multiplicativo que posee la restriccio´n umbral (α1 · α) ya es inferior
a la certidumbre mı´nima (m), no podra´ cumplirse dicha restriccio´n.
Ejemplo 5.3.2. Dado el ejemplo de los Maltratadores (ejemplo 5.1.2) intentamos resolver
el objetivo maltrata(X,"piolin")#W 8 W ≥ 0,5 para obtener posibles maltratadores de
"piolin". En particular, nos interesa encontrar una solucio´n que haga {X 7→ "carlota"}
porque ya hemos visto gracias al ejemplo 5.1.4 que dicho a´tomo es deducible a partir de las
reglas del programa para una certidumbre menor o igual que 0,525. Veamos como ser´ıa la
resolucio´n:
maltrata(X,"piolin")#W 8  8 W ≥ 0,50 {X 7→"carlota"}, maltrata.9
engendran(A,B,"carlota")#W1,
maltrata(A,"piolin")#W2,
maltrata(B,"piolin")#W3 8 {X 7→ "carlota"} 8
W = 0,70 ·min{W1,W2,W3},
0,70 ·W1 ≥ 0,50,
0,70 ·W2 ≥ 0,50,
0,70 ·W3 ≥ 0,50 {A 7→"rufo"B 7→"petronila"},
engendran.1
maltrata("rufo","piolin")#W2,
maltrata("petronila","piolin")#W3 8
{X 7→ "carlota", A 7→ "rufo"B 7→ "petronila"} 8
W = 0,70 ·min{W1,W2,W3},
W1 = 1,
0,70 ·W2 ≥ 0,50,
0,70 ·W3 ≥ 0,50 , maltrata.1
animal("piolin")#W4,
maltrata("petronila","piolin")#W3 8
{X 7→ "carlota", A 7→ "rufo"B 7→ "petronila"} 8
W = 0,70 ·min{W1,W2,W3},
W1 = 1,
W2 = 0,90 ·min{W4},
0,70 ·W3 ≥ 0,50,
0,90 · 0,70 ·W4 ≥ 0,50 , animal.1
maltrata("petronila","piolin")#W3 8
{X 7→ "carlota", A 7→ "rufo"B 7→ "petronila"} 8
W = 0,70 ·min{W1,W2,W3},
W1 = 1,
W2 = 0,90 ·min{W4},
0,70 ·W3 ≥ 0,50,
W4 = 1 , maltrata.2
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animal("piolin")#W5 8
{X 7→ "carlota", A 7→ "rufo"B 7→ "petronila"} 8
W = 0,70 ·min{W1,W2,W3},
W1 = 1,
W2 = 0,90 ·min{W4},
W3 = 0,75 ·min{W5},
W4 = 1,
0,75 · 0,70 ·W5 ≥ 0,50 , animal.18 {X 7→ "carlota", A 7→ "rufo"B 7→ "petronila"} 8
W = 0,70 ·min{W1,W2,W3},
W1 = 1,
W2 = 0,90 ·min{W4},
W3 = 0,75 ·min{W5},
W4 = 1,
W5 = 1
Una vez llegamos a un objetivo resuelto, obtenemos su solucio´n asociada y restringimos a
las variables del objetivo. La solucio´n asociada al objetivo resuelto es {X 7→ "carlota", A 7→
"rufo", B 7→ "petronila"} 8 {W 7→ 0,525;W1 7→ 1;W2 7→ 0,90;W3 7→ 0,75;W4 7→
1;W5 7→ 1} y la solucio´n restringida {X 7→ "carlota"} 8 {W 7→ 0,525}.
No´tese que las soluciones calculadas en ambos ejemplos de resolucio´n proporcionan cer-
tidumbres mejores que las demostrados en los ejemplos 5.1.3 y 5.1.4 respectivamente. En
general, en el Teorema de Completitud (Teorema 5.3.2) veremos que para cualquier solucio´n
dada de un objetivo que este´ verificada por una deduccio´n QHL, la resolucio´n puede calcular
la misma solucio´n u otra ma´s general (con variables menos particularizadas y/o certidumbre
mejor).
Propiedades de la resolucio´n de objetivos
Comprobamos ahora, y antes de continuar con las propiedades de la resolucio´n de obje-
tivos, que el paso de resolucio´n esta´ bien contruido, es decir, que el resultado de un paso de
resolucio´n es tambie´n un objetivo (o lo que es lo mismo, que se preservan los invariantes de
los objetivos).
Proposicio´n 5.3.1. Dado un objetivo G, se tiene que se preservan los invariantes para todo
objetivo G′ resultante de dar un paso de resolucio´n a partir de G.
Demostracio´n. Sea G ≡ L,A ]W,R 8 σ 8 α ·W ≥ m,∆R. Y sea G′ ≡ (L,B,R)σ′ 8 σσ′ 8 ∆′
donde ∆′ = α1α ·W1 ≥ m, . . . , α1α ·Wn ≥ m,W = α1 ·min{W1, . . . ,Wn},∆R el resultado
de dar un paso de resolucio´n a partir de G con (H ← α′ − B1, . . . , Bn) ∈var P y σ′ ∈ SustΣ
el u.m.g. entre A y H. Necesitamos comprobar que se cumple (1a) σσ′ es idempotente, (1b)
dom(σσ′) ∩ var((L,B,R)σ′) = ∅, (2) ∆′ es admisible y (3) para toda W ∈ war((L,B,R)σ′)
existe la restriccio´n umbral para W en ∆′ y ∆′ no contiene ninguna otra restriccio´n umbral.
En efecto:
(1a) Igual al apartado (1) de la proposicio´n 3.3.1.
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(1b) Ana´logo al apartado (2) de la proposicio´n 3.3.1.
(2) Sabemos que ∆′ es admisible porque es trivialmente satisfactible, existe una u´nica re-
striccio´n para cada variable de peso (en particular para W porque cambiamos la umbral
para W en G por una definitoria para W en G′) y la relacio´n >∗M sigue siendo irreflexiva
pues la u´nica nueva restriccio´n definitoria depende u´nicamente de variables de peso en
restricciones umbral.
(3) Dada una variable de peso W ∈ war((L,B,R)σ′) se tiene uno de los tres siguientes
casos:
a) W ∈ Lσ′. Entonces W ∈ war(G) y la restriccio´n umbral para W que hab´ıa en ∆
sigue estando incluida en ∆′.
b) W ∈ Bσ′. Entonces W ∈ {W1, . . . ,Wn} y existen en ∆′ restricciones umbrales
para W1, . . . , Wn en ∆′ por la definicio´n de paso de resolucio´n.
c) W ∈ Rσ′. Entonces W ∈ war(G) y la restriccio´n umbral para W que hab´ıa en ∆
sigue estando incluida en ∆′.
y podemos asegurar que no contiene ninguna otra restriccio´n umbral adicional aparte
de las de las variables de peso de la conjuncio´n de a´tomos anotados del objetivo puesto
que es trivial comprobar que war((L,B,R)σ′) = war(L,A,R)\{W} ∪ {W1, . . . ,Wn} y,
por la definicio´n de paso de resolucio´n, en ∆′ desaparece la restriccio´n umbral para W
y aparecen las restricciones umbrales para W1, . . . ,Wn.
Y de (1a), (1b), (2) y (3) se deduce que G′ es un objetivo.
Notacio´n. Cuando tenemos una resolucio´n de la forma G0 σ1 G1 σ2 · · · σn Gn podemos
escribir G0 nσ Gn siendo σ = σ1σ2 · · ·σn. Adema´s podemos escribir G ∗σ G′ si existe n ∈ N
tal que G nσ G′.
Ahora que conocemos co´mo es la resolucio´n de objetivos y que sabemos que los pasos
de resolucio´n esta´n bien construidos, debemos comprobar que satisface las dos propiedades
fundamentales que ya conocemos en el caso de la programacio´n lo´gica cualitativa, a saber:
correccio´n y completitud.
La correccio´n nos permitira´ demostrar que todas las soluciones que la resolucio´n de ob-
jetivos aqu´ı planteada es capaz de calcular para un objetivo dado, son soluciones correctas
para dicho objetivo. Este resultado se presenta en el Teorema de Correccio´n que enunciamos
y demostramos a continuacio´n con ayuda del Lema de Correccio´n. Formalmente:
Lema 5.3.1 (Lema de Correccio´n). Dados dos objetivos G0 y G1 y una pareja de sustituciones
(θ, ρ) tales que G0 σ1 G1 y (θ, ρ) ∈ QSolP(G1), entonces (θ, ρ) ∈ QSolP(G0).
Demostracio´n. Sea G0 ≡ L,A ]W,R 8 σ0 8 ∆0 y sea σ1 ∈ SustΣ el u.m.g. entre A y H siendo
C1 ≡ (H ← α1 − B1, . . . , Bk) ∈var P una variante de cla´usula de P sin variables en comu´n
con G0. Entonces G1 ≡ (L, B1 ]W1, . . ., Bk ]Wk, R)σ1 8 σ0σ1 8 ∆1, siendo adema´s:
∆0 ≡ α ·W ≥ m,∆R.
∆1 ≡W = α1 ·min{W1, . . . ,Wk}, α1 · α ·W1 ≥ m, . . . , α1 · α ·Wk ≥ m,∆R.
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Por ser (θ, ρ) ∈ QSolP(G1) tenemos que (1) σ0σ1θ = θ, (2) ρ ∈ Sol(∆1) y (3) P `QHL
(L,B1 ]W1, . . . , Bk ]Wk, R)σ1 (ˆθ, ρ).
Para que (θ, ρ) sea solucio´n de G0, debera´ cumplirse que:
(4) σ0θ = θ
(5) ρ ∈ Sol(∆0)
(6) P `QHL (L,A ]W,R)ˆ (θ, ρ)
Veamos que podemos verificar (4), (5) y (6). (4) se tiene por ser ide´ntico el razonamiento
al del punto (3) del Lema de Correccio´n en el caso cualitativo (Lema 3.3.1). Para ver (5),
comprobamos que se satisfacen todas sus restricciones:
(5a) ρ ∈ Sol(α ·W ≥ m) significa que α ·Wρ ≥ m. Esto se cumple porque al ser ρ solucio´n
de ∆1, se tiene en particular que Wρ = α1 ·min{W1ρ, . . . ,Wkρ} y para todo 1 ≤ i ≤ k,
α1 · α ·Wiρ ≥ m.
(5b) ρ ∈ Sol(∆R). Trivial porque ∆R ⊆ ∆1 y ρ ∈ Sol(∆1).
por lo que se tiene (5). Y por u´ltimo, para ver (6), lo separamos en tres casos y vemos cada
uno de ellos:
(6a) P `QHL L (ˆθ, ρ). Vemos que L (ˆθ, ρ) = Lσ1 (ˆθ, ρ) y aplicamos P `QHL Lσ1 (ˆθ, ρ),
que esta´ garantizado por (3). Sabemos que σ0 no afecta las variables de G0, por lo
que Lσ1 (ˆθ, ρ) = Lσ0σ1 (ˆθ, ρ). Por definicio´n de la aplicacio´n de una solucio´n a una
conjuncio´n de a´tomos, Lσ0σ1 (ˆθ, ρ) = L (ˆσ0σ1θ, ρ), pero L (ˆσ0σ1θ, ρ) =(1) L (ˆθ, ρ)
(6b) P `QHL A]W (ˆθ, ρ). A partir de (3) podemos ver que P `QHL (B1 ]W1, . . . , Bk ]Wk)σ1
(ˆθ, ρ). Ahora, en un paso de inferencia QHL, con cla´usula C1 y sustitucio´n σ1θ, y dado
que Wρ = α1 · min{W1ρ, . . . ,Wkρ}, podemos obtener que P `QHL Hσ1θ ]Wρ pero
Hσ1θ = Aθ por ser σ1 el u.m.g. entre A y H, y por definicio´n de la aplicacio´n de una
solucio´n a una conjuncio´n de a´tomos, Aθ ]Wρ = A]W (ˆθ, ρ).
(6c) P `QHL R (ˆθ, ρ). Por igual razonamiento que en (6a).
por lo que se tiene (6).
Y enunciamos ahora el Teorema de Correccio´n.
Teorema 5.3.1 (Correccio´n). Sean G0 y G dos objetivos tales que G0 ∗ G y donde G es un
objetivo resuelto. Y sea (σ, µ) la solucio´n asociada a G. Entonces (σ, µ) –llamada la solucio´n
calculada– es una solucio´n de G0.
Demostracio´n. Sean G0 nσ′ G donde G ≡ σ 8 ∆ esta´ resuelto. Probamos por induccio´n sobre
n que la solucio´n asociada (σ, µ) a G es solucio´n de G0.
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Caso base
En este caso, n = 0 y G0 = G esta´ resuelto y P `QHL A (ˆσ, µ) es trivial porque la
conjuncio´n de a´tomos A de G es vac´ıa. Adema´s, µ ∈ Sol(∆) porque µ = ω∆.
Caso inductivo
En este caso tenemos que n > 0 y G0  G1 n−1 G. Entonces obtenemos (σ, µ) ∈
QSolP(G1) por hipo´tesis de induccio´n, y (σ, µ) ∈ QSolP(G0) debido al Lema de Cor-
reccio´n (Lema 5.3.1).
En la u´ltima parte del cap´ıtulo demostraremos que la resolucio´n de objetivos es capaz
de calcular todas las soluciones de cualquier objetivo dado. Esto lo garantizara´ el Lema y
Teorema de Completitud que siguen.
Lema 5.3.2 (Lema de Completitud). Sea G0 ≡ A0 8 σ0 8 ∆0 un objetivo no resuelto, y sea
(θ0, ρ0) ∈ QSolnP(G0), que cumplira´ σ0θ0 = θ0, ρ0 ∈ Sol(∆0) y P `nQHL A0 (ˆθ0, ρ0). Sea V0
cualquier conjunto finito de variables elegido de manera que var(G0) ∪ dom(θ0) ⊆ V0. Para
cualquier seleccio´n arbitraria de un a´tomo A de A0, existe un paso de resolucio´n
G0 ≡ A0 8 σ0 8 ∆0 σ1 A1 8 σ0σ1 8 ∆1 ≡ G1
usando el a´tomo elegido, y existe adema´s (θ1, ρ1) con las siguientes propiedades:
(a) θ1 = θ0[V0]
(b) σ1θ1 = θ1
(c) σ0σ1θ1 = θ1
(d) ρ1 ≥ ρ0[war(G0)]
(e) ρ1 ∈ Sol(∆1)
(f) P `n−1QHL A1 (ˆθ1, ρ1)
En particular, (c), (e) y (f) significan que (θ1, ρ1) ∈ Soln−1P (G1).
Demostracio´n. Suponiendo que A]W sea el a´tomo seleccionado en G0, podemos suponer
que G0 ≡ L0, A ]W,R0 8 σ0 8 α ·W ≥ m,∆R. Por las hipo´tesis del lema, podemos suponer
adema´s:
(0) σ0θ0 = θ0
(1) ρ0 ∈ Sol(∆0)
(2) P `m1QHL L0 (ˆθ0, ρ0)
(3) P `m2QHL A]W (ˆθ0, ρ0)
(4) P `m3QHL R0 (ˆθ0, ρ0)
60
con m1 +m2 +m3 = n > 0.
Por (3), deben existir una cla´usula C1 ≡ (H ← α1−B1, . . . , Bk) ∈var P y una sustitucio´n
η0 tales que
(5) Aθ0 = Hη0 y P `m2−1QHL B1η0 ] q1, . . . , Bkη0 ] qk con q1, . . . , qk ∈ (0, 1] tales que Wρ0 ≤
α1 ·min{q1, . . . , qk}.
Es posible elegir C1 y η0 de modo que se tenga var(C1) ∩ V0 = ∅ y dom(η0) ⊆ var(C1).
Con ello, esta´ garantizado que dom(η0) ∩ dom(θ0) = ∅, y resulta:
(6) θ1 =def θ0 unionmulti η0 es una sustitucio´n bien definida, que cumple: dom(θ1) = dom(θ0) unionmulti
dom(η0); θ1 = θ0[V0]; θ1 = η0[\V0]⇒ (a) del lema.
De (5) y (6) se deduce que θ1 es un unificador de A y H. Eligiendo σ1 como u.m.g. cano´nico
(en el sentido de Robinson) de A y H, se tendra´:
(7) Aσ1 = Hσ1 y σ1θ1 = θ1 ⇒ (b) del lema.
Tomando ρ1 tal que
(8) W ′ρ1 =def

qi si W ′ = Wi para algu´n 1 ≤ i ≤ k
α1 ·min{q1, . . . , qk} si W ′ = W
W ′ρ0 e.o.c.
se tendra´, por (8) y (5), ρ1 ≥ ρ0[war(G0)]⇒ (d) del lema.
Efectuando un paso de resolucio´n con σ1 y C1 resulta
G0 ≡ L0, A ]W,R0 8 σ0 8 ∆0 σ1,C1 (L0, B1 ]W1, . . . , Bk ]Wk, R0)σ1 8 σ0σ1 8 ∆1 ≡ G1
donde ∆0 ≡ α·W ≥ m,∆R y ∆1 ≡W = α1·min{W1, . . . ,Wk}, α1·α·W1 ≥ m, . . . , α1·α·Wk ≥
m,∆R.
Para completar el lema, so´lo nos falta demostrar:
(c) σ0σ1θ1 = θ1
(e) ρ1 ∈ Sol(∆1)
(f) P `n−1QHL (L0, B1 ]W1, . . . , Bk ]Wk, R0)σ1 (ˆθ1, ρ1).
Demostracio´n de (c)
σ0σ1θ1 =(b) σ0θ1 =(6) σ0(θ0 unionmulti η0) =(∗) σ0θ0 unionmulti η0 =(0) θ0 unionmulti η0 = θ1.
El paso (∗) se puede justificar porque vran(σ0) ⊆ V0 y dom(η0) ∩ V0 = ∅.
Demostracio´n de (e)
Vemos que ρ1 satisface cada una de las restricciones de ∆1:
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a) W = α1 ·min{W1, . . . ,Wk}: se satisface por definicio´n de ρ1.
b) α1 · α · Wi ≥ m con 1 ≤ i ≤ k. Por (1) sabemos que α · Wρ0 ≥ m, y de (d)
se deduce que Wρ1 ≥ Wρ0. Por lo tanto, α ·Wρ1 ≥ m. Por otro lado, Wρ1 =
α1 ·min{W1ρ1, . . . ,Wkρ1}, por la definicio´n (8) de ρ1. Luego α ·Wρ1 ≥ m implica
que se debe cumplir α1 · α ·Wiρ1 ≥ m para todo 1 ≤ i ≤ k.
c) ∆R. De (7) se deduce que ρ1 = ρ0[war(∆R)], y como por (1) ρ0 ∈ Sol(∆R)⇒ ρ1 ∈
Sol(∆R).
Demostracio´n de (f)
En primer lugar, observamos que se tiene:
(9) P `m1QHL L0 (ˆθ1, ρ1) por (2), (6) y (8).
(10) P `m2−1QHL (B1 ]W1, . . . , Bk ]Wk )ˆ (θ1, ρ1) por (5), (6) y (8).
(11) P `m3QHL R0 (ˆθ1, ρ1) por (4), (6) y (8).
Considerando que m1 + (m2 − 1) +m3 = n− 1, (9), (10) y (11) implican que P `n−1QHL
(L0, B1 ]W1, . . . , Bk ]Wk, R0)ˆ (θ1, ρ1); y esto equivale a (f) debido a (b).
Teorema 5.3.2 (Completitud). Dados un objetivo G0 ≡ A0 8 σ0 8 ∆0 y una solucio´n
(θ0, ρ0) ∈ QSolP(G0), existe un co´mputo G0 ∗σ σ0σ 8 ∆ que se puede realizar con cualquier
estrategia de seleccio´n, tal que σ0σ 8 ∆ es final y su solucio´n asociada (σ0σ, µ) cumple σ 4
θ0[var(G0)] e incluso σ0σ 4 θ0[var(G0)] y µ ≥ ρ0[war(G0)], lo que quiere decir que es una
solucio´n al menos tan buena como (θ0, ρ0).
Demostracio´n. Como sabemos que G0 es un objetivo bien formado, sabemos que σ0 es idem-
potente y que A0σ0 = A0. Ahora por ser (θ0, ρ0) ∈ QSolP(G0), se puede elegir un nu´mero
n ∈ N tal que (θ0, ρ0) ∈ QSolnP(G0), lo cual quiere decir que se tiene (1) σ0θ0 = θ0, (2)
ρ0 ∈ Sol(∆0) y (3) P `nQHL A0 (ˆθ0, ρ0).
Se puede elegir tambie´n un conjunto finito V0 de variables que verifique (4) var(G0) ∪
dom(θ0) ⊆ V0.
A partir de las condiciones (1), (2), (3) y (4), veremos que podemos demostrar lo siguiente:
(†) Existen un co´mputo G0 ∗σ 8 σ0σ 8 ∆ (que se puede realizar con cualquier estrategia
de seleccio´n) que termina en un objetivo final y una sustitucio´n θ que verifica (5) θ = θ0[V0]
(6) σθ = θ y (7) σ0σθ = θ.
De (†) se deduce la tesis del teorema a excepcio´n de (8) µ ≥ ρ0[war(G0)], ya que:
(6)⇒(5) σθ = θ0[V0]⇒ σ 4 θ0[var(G0)]
(7)⇒(5) σ0σθ = θ0[V0]⇒ σ0σ 4 θ0[var(G0)]
La demostracio´n de (†) y (8) es por induccio´n sobre n:
Caso base
Si n = 0, (2) implica que A0 debe ser vac´ıo. Entonces, tomando σ =  y θ = θ0 se tiene
que G0 0 σ0 8 ∆0 con un co´mputo trivial de 0 pasos; y adema´s:
62
(5) se reduce a θ0 = θ0[V0], que es trivial.
(6) se reduce a θ0 = θ0, que tambie´n es trivial.
(7) se reduce a σ0θ0 = θ0 que se cumple por (1).
(8) se tiene porque µ = ρ0 [war(G0)] se cumple ya que en este caso war(G0) =
war(∆0). Como ∆0 esta´ resuelto, so´lo contiene restricciones definitorias, por lo
cual (2) implica que para cualquier X ∈ war(∆0) se cumple Xρ0 = Xˆ∆0 = Xµ.
Caso inductivo
Si n > 0, (2) implica que A0 debe ser no vac´ıo. Seleccionando un a´tomo A]W de A0
con cualquier estrategia, y aplicando el Lema de Completitud (lema 5.3.2), podemos
realizar un paso de resolucio´n
(9) G0 ≡ A0 8 σ0 8 ∆0 σ1 A1 8 σ0σ1 8 ∆1 ≡ G1
de manera que exista una solucio´n (θ1, ρ1) ∈ Soln−1P (G1) que cumpla 6 condiciones
aseguradas por el lema. Aqu´ı las numeramos como (10), (11), (1’), (12), (2’) y (3’):
(10) θ1 = θ0[V0]
(11) σ1θ1 = θ1
(1’) σ0σ1θ1 = θ1
(12) ρ1 ≥ ρ0[war(G0)]
(2’) ∆1ρ1 se satisface
(3’) P `n−1QHL A1 (ˆθ1, ρ1)
Sea V1 cualquier conjunto finito de variables elegido de manera que se cumpla:
(4’) V0 ∪ var(G1) ∪ dom(θ1) ⊆ V1
Las condiciones (1’), (2’), (3’) y (4’) son del mismo estilo que (1), (2), (3) y (4), pero
ahora para (θ1, ρ1) ∈ Soln−1P (G1). Aplicando la H.I., podemos obtener un co´mputo
(13) G1 ∗σ′ 8 σ0σ1σ′ 8 ∆′
y una sustitucio´n θ que cumpla
(5’) θ = θ1[V1] (6’) σ′θ = θ (7’) σ0σ1σ′θ = θ
(8’) µ′ ≥ ρ1[war(G1)] siendo (σ0σ1σ′, µ′) la solucio´n asociada a 8 σ0σ1σ′ 8 ∆′.
De (9) y (13) resulta el co´mputo
G0 ≡ A0 8 σ0 8 ∆0 σ1 G1 ≡ A1 8 σ0σ1 8 ∆1 ∗σ′ 8 σ0σ1σ′ 8 ∆′
Solo nos falta demostrar que (5), (6) y (7) se verifican si se toma la misma θ que cumple
(5’), (6’) y (7’) y σ = σ1σ′; y que (8) tambie´n se verifica cuando µ = µ′. En efecto:
• (5) es consecuencia inmediata de (5’), (4’) y (10).
• (6) se razona as´ı: por (4’), se puede suponer θ = θ1 unionmulti η′, con η′ tal que dom(η′) ∩
(V1) = ∅. Entonces: σθ = σ1σ′θ =(6′) σ1θ = σ1(θ1unionmultiη′) =(∗) σ1θ1unionmultiη′ =(11) θ1unionmultiη′ =
θ.
El paso (∗) se puede justificar porque vran(σ1) ⊆ V1 y dom(η′) ∩ V1 = ∅.
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• (7) es consecuencia trivial de (7’), ya que σ = σ1σ′.
• (8) es consecuencia de (8’) y (12), porque war(G0) ⊆ war(G1).
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Cap´ıtulo 6
Implementacio´n en T OY
El objetivo de este cap´ıtulo es explicar el proceso seguido para conseguir poder cargar
programas cuantitativos y poder realizar la resolucio´n de distintos objetivos de prueba sobre
dichos programas en el sistema T OY. En la seccio´n 6.2 se explica, por un lado, el proceso
teo´rico de traduccio´n de un programa QLP a otro equivalente en T OY (esta equivalencia se
muestra so´lo de forma intuitiva y se comprueban u´nicamente sus resultados para los casos
de prueba propuestos), y por otro, la extensio´n del propio sistema T OY para facilitar la
compilacio´n, carga y ejecucio´n de los programas cuantitativos. Ya en la seccio´n 6.3 se podra´n
consultar las ejecuciones de los ejemplos propuestos en el cap´ıtulo 5 con el objetivo de com-
probar que podemos obtener las mismas soluciones que ya en aquel cap´ıtulo se encontraron
para los objetivos propuestos en los ejemplos 5.3.1 y 5.3.2.
En el ape´ndice A puede consultarse tanto el co´digo QLP de los ejemplos empleados en los
cap´ıtulos 5 y 6 como la traduccio´n de los mismos a T OY. Adema´s se encuentran los listados
completos de co´digo correspondientes a la implementacio´n del compilador construido a lo
largo de este cap´ıtulo y de las modificaciones realizadas sobre el propio sistema T OY para
facilitar su uso al usuario.
6.1. Presentacio´n de T OY
T OY es un sistema y lenguaje de programacio´n multiparadigma, disen˜ado para soportar
los principales estilos de programacio´n declarativa y una combinacio´n de los mismos.
Los programas en T OY pueden incluir definiciones de funciones perezosas al estilo de
Haskell o predicados al estilo de Prolog. Tanto las funciones como los predicados deben es-
tar bien tipados con respecto a un sistema polimo´rfico de tipos. Ma´s au´n, los programas
T OY pueden hacer uso de restricciones al estilo de CLP en la definicio´n tanto de funciones
como de predicados. Las restricciones soportadas por el sistema incluyen ecuaciones e inecua-
ciones simbo´licas, restricciones aritme´ticas lineales sobre los nu´meros reales y restricciones en
dominios finitos. Las computaciones en T OY resuelven objetivos por medio de estrategias
de narrowing. Este modelo de computacio´n reu´ne la evaluacio´n perezosa y la resolucio´n SLD
como casos particulares.
Para una descripcio´n ma´s detallada del sistema T OY as´ı como de las caracter´ısticas del
65
lenguaje en s´ı mismo, puede acudirse a [5] T OY, a Multiparadigm Declarative Language.
Version 2.2.3.
6.2. Implementacio´n
La implementacio´n de cualquier lenguaje requiere de la toma de una serie de decisiones
que fijen por un lado la idea exacta de lo que se pretende conseguir, y por otro los elementos
con los que se cuenta en el proceso. En nuestro caso, la decisio´n fundamental es la eleccio´n de
un sistema que funcione como base de nuestra implementacio´n puesto que el desarrollo desde
el principio de un sistema completo escapa con creces de los objetivos de un trabajo como
e´ste.
La eleccio´n de T OY para la realizacio´n de la implementacio´n de QLP se basa principal-
mente en tres motivos:
1. El ma´s importante es que es posible trabajar con restricciones reales, lo que facilita la
resolucio´n de los conjuntos de restricciones necesarios para el ca´lculo de la certidumbre
en la ejecucio´n de los programas QLP.
2. Al ser un lenguaje declarativo multiparadigma permite la ejecucio´n de programas lo´gicos
y, adema´s, permite la extensio´n, como trabajo futuro, de la incertidumbre a lenguajes
declarativos multiparadigma ma´s expresivos que QLP sin requerir un cambio de sistema.
3. Aunque esta razo´n es menos importante, podemos tener en cuenta que al estar T OY de-
sarrollado en este mismo departamento de esta universidad, puede contarse con infor-
macio´n y ayuda de primera mano sobre el funcionamiento del sistema a fin de conseguir
realizar las modificaciones oportunas de la mejor forma posible para permitir la ejecu-
cio´n de programas QLP.
Una vez conocido el sistema que hara´ de base para nuestra implementacio´n, debemos
analizar sus caracter´ısticas para saber que´ elementos son los que necesitamos construir. Co-
mo ya se ha mencionado, nuestro objetivo es bastante modesto: se pretende poder ejecutar
programas QLP y poder resolver objetivos sobre estos programas de una forma ma´s o menos
co´moda. Debido a esto, se optara´ por construir un traductor de programas QLP a programas
equivalentes escritos en T OY que puedan ser ejecutados por dicho sistema, y a extender el
propio sistema T OY mediante una serie de comandos que faciliten las tareas de compilacio´n
(traduccio´n) y carga de programas y resolucio´n de objetivos. Dado que T OY esta´ imple-
mentado en Prolog, se realizara´ el compilador (traductor) en Prolog para poder despue´s ser
lanzado desde T OY a trave´s de comandos.
Los siguientes apartados explican el proceso de implementacio´n seguido.
Traduccio´n de los programas QLP
A partir de lo expuesto en el cap´ıtulo 5, sabemos que un programa QLP es un con-
junto finito de cla´usulas QLP. Esta´s cla´usulas tienen la forma A ← α − B1, . . . , Bn donde
A,B1, . . . , Bn son a´tomos y α ∈ (0, 1] es el factor de certidumbre asociado a la cla´usula. Sin
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embargo, es muy comu´n permitir al programador insertar comentarios en sus programas para
facilitar la comprensio´n posterior del co´digo y la subdivisio´n del mismo en secciones. Gracias
a la ayuda de Rafael Caballero que nos ha permitido utilizar el Analizador Le´xicogra´fico que
construyo´ para el propio sistema T OY, tenemos esta opcio´n directamente disponible puesto
que este analizador ignora los comentarios insertados dentro del co´digo.
Debido a lo anterior, pueden consultarse como ejemplos de programas QLP los ejemplos
5.1.1 y 5.1.2 (de los que pueden encontrarse los listados de co´digo completos en los apartados
A.1 y A.2, respectivamente, del ape´ndice).
Siguiendo con la idea de construir un traductor de programas QLP, necesitaremos primero
saber co´mo es la traduccio´n de un programa QLP cualquiera. Dado que la traduccio´n de cada
una de las cla´usulas no depende de las dema´s, veremos co´mo traducir una cla´usula gene´rica
QLP a T OY. Partiremos de la cla´usula:
a(t)← α1 − b1(r1), . . . , bk(rk)
Para poder utilizar la cla´usula en una resolucio´n, necesitamos conocer dos elementos, por
un lado el mejor factor de certidumbre ya calculado hasta el momento, que se actualizara´ mul-
tiplica´ndolo por α1 al aplicar la cla´usula que estamos considerando, y la certidumbre mı´nima
que el usuario haya especificado para obtener solucio´n. Adema´s, tendremos que poder devolver
la certidumbre con la que hemos conseguido demostrar la cabeza del a´tomo (que sabemos se
calcula multiplicando el factor de certidumbre de la cla´usula por el mı´nimo de las certidum-
bres con las que se demuestra cada uno de los a´tomos del cuerpo). Llamaremos F al factor
de certidumbre ya calculado, M a la certidumbre mı´nima especificada por el usuario y W al
factor de certidumbre con el que conseguimos demostrar la cabeza. No´tese que F , W y M
corresponden, respectivamente, con α, W y m de la restriccio´n umbral α ·W ≥ m asocia-
da al a´tomo anotado A]W seleccionado en un paso de resolucio´n (ve´ase Definicio´n 5.3.5).
Reescribimos entonces la cabeza an˜adiendo estas tres variables a su lista de argumentos:
a(t, F,W,M)
Esto mismo ocurrira´ con los a´tomos del cuerpo, cada uno de ellos tendra´ a su vez estos
tres mismos argumentos adema´s de los que ya tuviera, sabiendo que F debe modificarse dado
que conocemos el factor de certidumbre de esta cla´usula (α1), M se mantiene constante, y
cada uno de ellos se demostrara´ para una certidumbre en particular (an˜adiremos una variable
nueva para cada a´tomo del cuerpo), as´ı tenemos que la cla´usula traducida a T OY tendra´ la
siguiente forma:
a(t, F,W,M) : − b1(r1, α1 · F,W1,M),
...
bk(rk, α1 · F,Wk,M)
Sin embargo, esta cla´usula T OY au´n no esta´ completa. Falta an˜adir a su cuerpo restric-
ciones que expresen el ca´lculo del valor de W , representando la certidumbre con la que queda
establecida la cabeza. Si sabemos que W1, . . . , Wk son las certidumbres para las que hemos de-
mostrado cada uno de los a´tomos del cuerpo, W tendra´ que ser igual a α1 ·min{W1, . . . ,Wk}
segu´n nos dice la definicio´n 5.3.5. Entonces, an˜adiendo esta restriccio´n al final junto con
los intervalos para cada una de las variables nuevas del cuerpo obtenemos una versio´n ma´s
completa de la cla´usula traducida:
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a(t, F,W,M) : − W1 > 0,W1 <= 1, b1(r1, α1 · F,W1,M),
...
Wk > 0,Wk <= 1, bk(rk, α1 · F,Wk,M),
W == α1 ·min{W1, . . . ,Wk}
Y por u´ltimo, nos faltar´ıa an˜adir a su cuerpo una restriccio´n que garantice la condicio´n
0 < m ≤ α1 · α ≤ 1 exigida en la definicio´n 5.3.5 para poder realizar un paso de resolucio´n.
Puesto que m y α se corresponden con M y F en nuestra traduccio´n, la restriccio´n que debe
an˜adirse al cuerpo de la cla´usula T OY es α1 ·F ≥ m, y la traduccio´n completa de la cla´usula
QLP queda as´ı:
a(t, F,W,M) : − α1 · F >= M,
W1 > 0,W1 <= 1, b1(r1, α1 · F,W1,M),
...
Wk > 0,Wk <= 1, bk(rk, α1 · F,Wk,M),
W == α1 ·min{W1, . . . ,Wk}
Intuitivamente la aplicacio´n de la cla´usula traducida implementa un paso de resolucio´n
realizado con la cla´usula QLP original. La restriccio´n umbral α ·W ≥ m antes del paso de
resolucio´n se corresponde con la restriccio´n F ·W ≥M antes de aplicar la cla´usula traducida,
y las restricciones umbral α1 · α · Wi ≥ m (1 ≤ i ≤ k) despue´s del paso de resolucio´n se
corresponden con restricciones α1 · F · Wi ≥ M que sera´n gestionadas por los a´tomos del
cuerpo de la cla´usula traducida asociados a los a´tomos del cuerpo de la cla´usula original.
Implementacio´n del traductor de programas QLP
La explicacio´n detallada de cada uno de los predicados del prototipo de implementacio´n
resultar´ıa demasiado larga y pesada dado que una vez conocido el procedimiento de traduccio´n
es fa´cil ver que el co´digo fuente implementa directamente este proceso puesto que no realiza
tareas adicionales como la gestio´n de errores u otros elementos que, por otro lado, resultar´ıan
estrictamente necesarias en cualquier implementacio´n final de un lenguaje de programacio´n.
El proceso de traduccio´n es el siguiente: A partir de un archivo con el programa fuente
(con extensio´n .qlp) obtenemos mediante el analizador lexicogra´fico la lista de tokens que
componen el programa. A partir de esta lista de tokens, el analizador sinta´ctico realizara´ la
comprobacio´n de que se trata de un programa QLP va´lido al mismo tiempo que construira´ una
representacio´n intermedia del programa que sera´, posteriormente, utilizada por el traductor
(entie´ndase aqu´ı generador de co´digo) para generar el co´digo en T OY que dara´ lugar al
programa traducido. Veamos un ejemplo de este proceso:
Ejemplo 6.2.1. Partiremos de un sencillo programa QLP como el siguiente:
p <-0.70- q
q <-0.80-
Llamando al analizador lexicogra´fico con el programa anterior, obtenemos la siguiente
lista de unidades le´xicas (tokens en ingle´s):
[sep("{",1),id(p,1),sep("<-",1),float(0.8,1),op(-,1),id(q,1),sep("}",2),
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sep("{",2),id(q,2),sep("<-",2),float(0.7,2),op(-,2),sep("}",2)]
En la lista anterior, podemos ver que se han detectado dos secciones de co´digo (las secciones
so´lo afectan a los “grupos” de co´digo que se traducen cada vez y se separan mediante llaves)1;
y en cada una de estas secciones podemos ver que se han identificado los elementos que
componen cada una de las reglas.
Ahora, si le damos esta lista de tokens (suponiendo otra vez que lo hagamos de un u´nica
pasada) al analizador sinta´ctico, comprobar´ıa que en efecto es un programa QLP va´lido y nos
dar´ıa la representacio´n intermedia siguiente:
[cl(at(p,[]),f(0.8),[at(q,[])])]
[cl(at(q,[]),f(0.7),[])]
Al igual que con la lista de tokens tenemos dos secciones, cada una de ellas con la rep-
resentacio´n de una cla´usula cuya cabeza es un a´tomo con s´ımbolo p en la primera y q en la
segunda. Los factores de certidumbre de cada cla´usula son 0,8 y 0,7, respectivamente, y el
cuerpo de la primera es otro a´tomo con s´ımbolo q.
Ahora conseguir´ıamos llamando al traductor con la representacio´n intermedia anterior que
generara el co´digo traducido final para este programa, que ser´ıa (lo siguiente es el resultado
de ejecutar el compilador para este programa en particular variando la indentacio´n):
% Traducido por QLPcompil (v0.0.1)
min1 [] = 1
min1 [X|Xs] = min2 X (min1 Xs)
min2 W1 W2 = if W1 <= W2 then W1 else W2
p(V_5256, V_5257, V_5258) :- V_5256*0.8>=V_5258,
V_6229>0, V_6229<=1.0, q(V_5256*0.8, V_6229, V_5258),
V_5257 == 0.8 * min1 [V_6229]
q(V_10905, V_10906, V_10907) :- V_10905*0.7>=V_10907,
V_10906 == 0.7 * min1 []
y una versio´n ma´s legible (cambiando los nombres de las variables nuevas):
% Traducido por QLPcompil (v0.0.1)
min1 [] = 1
min1 [X|Xs] = min2 X (min1 Xs)
min2 W1 W2 = if W1 <= W2 then W1 else W2
p(F,W,M) :- F*0.8>=M,
W1>0, W1<=1.0, q(F*0.8, W1, M),
W == 0.8 * min1 [W1]
q(F,W,M) :- F*0.7>=M,
W == 0.7 * min1 []
1En realidad esto ser´ıa un proceso iterativo para cada seccio´n de co´digo, es decir, el compilador realizar´ıa
dos procesos de traduccio´n, uno para la primera seccio´n y otro para la segunda.
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que es un programa T OY va´lido.
En la traduccio´n anterior, puede observarse que se han an˜adido dos funciones al co´digo
del programa traducido que no aparec´ıan en el programa original. Estas funciones son min1
y min2. La primera calcula el mı´nimo de los elementos de un conjunto dado, y la segunda
calcula el mı´nimo de dos elementos. La unio´n de estas dos funciones son las que nos aportan la
funcionalidad requerida por la funcio´n min que aparece en las restricciones definitorias para
calcular el valor de W (razo´n por la que aparece tambie´n en la traduccio´n de una cla´usula
QLP). El hecho de que las hayamos denominado min1 y min2 es debido a que min es una
palabra reservada en T OY.
Otro aspecto a tener en cuenta en dicha traduccio´n es que T OY necesita las declaraciones
de tipos de todas las constructoras que aparecen en los programas para poder ejecutarlos,
a diferencia de QLP que no posee tipos. En el ejemplo anterior no hay problema porque no
tenemos constructoras pero cuando las hay es necesario an˜adir estas declaraciones al programa
traducido antes a su ejecucio´n en T OY. En principio, estas declaraciones de tipos deber´ıan
aparecer en el co´digo original en QLP y el compilador deber´ıa mantenerlas intactas en la
traduccio´n, pero en el estado actual del prototipo de implementacio´n esto no se hace. Ma´s
adelante, en la seccio´n 6.3 veremos como actuar ma´s detalladamente.
La implementacio´n final del traductor de programas QLP se dividio´ en tres archivos2, en
los que cada uno de ellos realiza la siguiente funcio´n:
[qlp_token.pl] Implementa el analizador lexicogra´fico a partir del analizador lexicogra´fico
de T OY. Aporta las funciones readInitialSection/4 y readNextSection/4 que per-
miten leer el archivo fuente por secciones y obtener la lista de tokens que componen el
programa original.
[qlp_gramma_dcg.pl] Grama´tica (en formato DCG de Prolog) de los programas QLP que
nos permite leer la lista de tokens obtenida por el analizar lexicogra´fico y obtener la
representacio´n intermedia del programa original que empleara´ el traductor para escribir
el co´digo T OY.
[qlp_compil.pl] Implementa el compilador (traductor) propiamente dicho. El predicado
translateToToy/2 implementa el traductor. Recibe la representacio´n intermedia del
programa y el archivo de destino y escribe la traduccio´n a T OY. Los predicados
qlpcompil/1 y qlpcompil/2 implementan el bucle de compilado que mediante llamadas
sucesivas al analizador lexicogra´fico, al sinta´ctico (la grama´tica DCG) y al traductor ob-
tiene el programa QLP traducido en un archivo .toy.
Traduccio´n de los objetivos QLP
La traduccio´n de los objetivos QLP difiere ligeramente de la de los programas. Hasta
ahora un objetivo cualquiera se pod´ıa escribir como G ≡ A 8 σ 8 ∆. Ahora, como nos interesa
resolver objetivos, entenderemos que nos interesa resolver a partir de objetivos iniciales, por
lo tanto σ =  y G ≡ A 8 ∆. As´ı, tendremos que un objetivo gene´rico tendra´ la forma:
A1 ]W1, . . . , An ]Wn 8 W1 ≥ m1, . . . ,Wn ≥ mn
2Puede consultarse el co´digo completo de estos archivos en el apartado A.3 del ape´ndice.
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que representaremos en QLP de la siguiente forma:
A1#W1, ..., An#Wn | W1 >= m1, ..., Wn >= mn
Segu´n las restricciones aportadas, F debera´ valer 1 para todos los a´tomos anotados del
objetivo, M sera´ lo que cada restriccio´n indique para su respectivo a´tomo anotado, y la
variable de peso es la que aparece como anotacio´n tras cada uno de los a´tomos. As´ı, el
objetivo anterior quedar´ıa traducido a T OY como sigue:
A1(1.0,W1,m1), ..., An(1.0,Wn,mn)
La notacio´n anterior debe entenderse como el incremento, en los tres argumentos indicados
en cada a´tomo, de la lista de argumentos de cada uno de ellos. As´ı, si A1 es a(t1, ..., tn),
entonces A1(1.0, W1, m1) sera´ a(t1, ..., tn, 1.0, W1, m1).
Extensio´n del sistema T OY
Se realizo´ el prototipo de implementacio´n de QLP con la idea de permitir realizar pruebas
de manera sencilla con distintos programas QLP. El resultado de la traduccio´n anterior es
un programa T OY que debera´ ser ejecutado para poder intentar la resolucio´n los objetivos
que nos interese probar para nuestro programa. Sin embargo, la implementacio´n esta´ hecha
en Sicstus Prolog por lo que no resultar´ıa muy co´modo si deja´semos aqu´ı el trabajo de imple-
mentacio´n. Para evitar por completo el uso externo de Sicstus Prolog se crearon adema´s una
serie de comandos para poder cargar el compilador, compilar y lanzar objetivos QLP desde
T OY de forma que no sea ma´s complicado realizar las pruebas con un programa QLP que
con uno escrito directamente en T OY. Los comandos son relativamente sencillos de construir
una vez tenemos todo lo anterior implementado. Veamos co´mo son y que´ hace cada uno de
ellos3:
El primero de ellos que nos permitira´ cargar el compilador es /qlpload. Dado que es
indispensable tener cargado el compilador para poder ejecutar cualquier otro comando
relacionado con QLP en T OY, deberemos asegurarnos de ejecutar el comando anterior
antes de ningu´n otro.
La compilacio´n propiamente dicha la realiza /qlptotoy. Este comando requiere un
argumento, el archivo fuente sin la extensio´n (que debera´ ser .qlp). As´ı, si quisie´se-
mos compilar el programa de los Maltratadores (Ejemplo 5.1.2) tendremos que hacer
/qlptotoy(maltratadores). Posteriormente tendremos en un archivo con el mismo
nombre pero con extensio´n .toy (maltratadores.toy en este caso) el programa tra-
ducido que podremos cargar con cualquiera de los comandos normales de T OY.
Por u´ltimo, tenemos el comando /qlpgoal que nos permite lanzar un objetivo mediante
la sintaxis de QLP. Si suponemos cargado el programa de los Maltratadores, podr´ıamos
intentar obtener la solucio´n que obtuvimos en el ejemplo 5.3.2 mediante el objetivo
/qlpgoal(maltrata(X,"piolin")#W | W >= 0.5).
3Puede consultarse el co´digo fuente de la implementacio´n de estos comandos en la seccio´n A.4 del ape´ndice.
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La explicacio´n de la implementacio´n de estos tres comandos no resulta inmediata sin tener
un conocimiento de la implementacio´n y estructura general de T OY por lo que no resulta
interesante su explicacio´n para este trabajo.
6.3. Casos de prueba
Para concluir este cap´ıtulo vamos a presentar unas pruebas de ejecucio´n de los programas
propuestos como ejemplo en el cap´ıtulo 5.
Para los dos casos siguientes de prueba supondremos que tenemos los programas escritos
en dos archivos: circuitos.qlp y maltratadores.qlp (estos archivos contienen u´nicamente
el co´digo tal y como aparece en el ape´ndice).
Caso de prueba 6.3.1 (Circuitos fiables). Comenzamos iniciando el sistema T OY , cargando
el resolutor de restricciones reales y el compilador QLP:
Toy 2.2.3: A Constraint Functional Logic Language.
(c) 1997-2006
Type "/h" for help.
Toy> /cflpr
Real Domain Constraints library loaded.
Toy(R)> /qlpload
QLP Compiler loaded.
Toy(R)>
Ahora que tenemos preparado el sistema, compilamos el programa de los Circuitos fiables
mediante el comando /qlptotoy:
Toy(R)> /qlptotoy(c:/qlp/circuitos)
(QLPcompil) Translating to TOY.......
(QLPcompil) Translation complete.
Toy(R)>
Llegados a este punto y dado que nuestro lenguaje no tiene tipos y T OY s´ı, si intenta´semos
cargar el programa en T OY nos dar´ıa un error de tipos. Para remediar este problema es
necesario que el sistema T OY pueda determinar a que´ tipo de datos corresponde cada una
de las constructoras que aparezcan en la traduccio´n del programa QLP original (en este
caso, cb, cs, cp, acme, tigre y panda). Para ello, es necesario a su vez que el programa
T OY resultante de la traduccio´n contenga las oportunas declaraciones de tipos de datos. Se
espera que el usuario incluya estas declaraciones en el texto del programa QLP fuente y el
compilador las mantenga en la traduccio´n, pero dado que el prototipo no realiza esta labor
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por el momento, debera´n mantenerse comentadas para que sean ignoradas por el compilador y
copiadas manualmente (retirando ahora s´ı los comentarios) por el usuario para incorporarlas
al texto traducido a T OY del programa antes de procesar e´ste.
En el caso de este ejemplo, hay que incorporar manualmente al archivo circuitos.toy
las declaraciones de tipos:
type id = [char]
data tm = acme | tigre | panda
data cr = cb(id,tm) | cs(cr,cr) | cp(cr,cr)
Acto seguido se puede compilar y cargar el programa en T OY:
Toy(R)> /run(c:/qlp/circuitos)
Checking syntax
.............................................................Done.
Checking dependencies...Done.
Checking types...Done
Generating code.........................Done
PROCESS COMPLETE
Toy(R)>
Y ahora estamos en condiciones de probar a lanzar el objetivo y ver que´ circuitos podemos
construir con una fiabilidad mayor o igual a 0,90:
Toy(R)> /qlpgoal(fi(C)#W | W >= 0.90)
{ C -> (cb (_A, acme)),
W -> 0.99 }
Elapsed time: 0 ms.
sol.1, more solutions (y/n/d/a) [y]?
Si pedimos ma´s soluciones podemos llegar a la que hab´ıamos obtenido en el ejemplo 5.3.1:
{ C -> (cb (_A, tigre)),
W -> 0.95 }
Elapsed time: 0 ms.
sol.2, more solutions (y/n/d/a) [y]?
{ C -> (cb (_A, panda)),
W -> 0.9 }
Elapsed time: 0 ms.
sol.3, more solutions (y/n/d/a) [y]?
{ C -> (cs ((cb (_A, acme)), (cb (_B, acme)))),
W -> 0.9503999999999999 }
Elapsed time: 0 ms.
sol.4, more solutions (y/n/d/a) [y]?
{ C -> (cs ((cb (_A, acme)), (cb (_B, tigre)))),
W -> 0.9119999999999999 }
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Elapsed time: 15 ms.
sol.5, more solutions (y/n/d/a) [y]?
{ C -> (cs ((cb (_A, acme)), (cs ((cb (_B, acme)), (cb (_C, acme)))))),
W -> 0.9123839999999999 }
Elapsed time: 0 ms.
sol.6, more solutions (y/n/d/a) [y]?
{ C -> (cs ((cb (_A, tigre)), (cb (_B, acme)))),
W -> 0.9119999999999999 }
Elapsed time: 0 ms.
sol.7, more solutions (y/n/d/a) [y]?
y en la solucio´n 7 aparece la que hab´ıamos obtenido con anterioridad. Si continuamos pidiendo
ma´s soluciones podremos ver que llegaremos a encontrar hasta 13 soluciones posibles. Si
despue´s de esto se piden ma´s soluciones, T OY falla finitamente al intentar calcularlas y
responde no al usuario.
Caso de prueba 6.3.2 (Maltratadores). Al igual que en caso anterior, debemos cargar
el sistema T OY, el resolutor de restricciones reales y el compilador QLP. Una vez hecho,
compilamos el programa de los maltratadores con el comando:
Toy(R)> /qlptotoy(c:/qlp/maltratadores)
y lo cargamos directamente puesto que esta vez no nos dara´ problemas con los tipos (debido
a que el tipo [char] de las cadenas de caracteres esta´ predefinido en T OY):
Toy(R)> /run(c:/qlp/maltratadores)
Una vez tenemos el programa cargado estamos listos para buscar todos aquellos individuos
que pueden maltratan a "piolin" con una certidumbre igual o mayor que 0,50. Lanzamos el
objetivo maltrata(X,"piolin")#W | W >= 0.50 y vemos las soluciones que obtenemos:
Toy(R)> /qlpgoal(maltrata(X,"piolin")#W | W >= 0.50)
{ X -> "rufo",
W -> 0.9 }
Elapsed time: 0 ms.
sol.1, more solutions (y/n/d/a) [y]?
{ X -> "petronila",
W -> 0.75 }
Elapsed time: 0 ms.
sol.2, more solutions (y/n/d/a) [y]?
{ X -> "carlota",
W -> 0.5249999999999999 }
Elapsed time: 0 ms.
sol.3, more solutions (y/n/d/a) [y]?
no
Elapsed time: 0 ms.
Toy(R)>
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Hemos obtenido tres posibles soluciones: "rufo" con una certidumbre de 0,90, "petronila"
con 0,75 y "carlota" con 0,525. Y es precisamente la tercera la que coincide con el ejemplo
de resolucio´n que vimos en el cap´ıtulo 5 (Ejemplo 5.3.2).
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Cap´ıtulo 7
Conclusiones y Trabajo Futuro
Conclusiones
El objetivo fundamental de este trabajo ha sido revisar y actualizar los principales trabajos
existentes sobre la Programacio´n Lo´gica Cuantitativa con especial e´nfasis en el trabajo de van
Emden [61]. De lo realizado podemos decir que se ha mejorado el trabajo de van Emden en los
dos aspectos fundamentales que se enumeraban al comienzo del cap´ıtulo 5, adema´s de haber
conseguido realizar un prototipo de implementacio´n basado en el sistema T OY. El prototipo
utiliza una te´cnica de traduccio´n de cla´usulas que se corresponde fielmente con el me´todo
de resolucio´n presentado en el cap´ıtulo 5, segu´n se ha explicado de manera informal en la
seccio´n 6.2. El uso del prototipo permite ejecutar programas QLP y resolver objetivos sobre
los mismos.
La comparacio´n con los trabajos de Subrahmanian es algo ma´s compleja puesto que existen
diferencias ma´s sustanciales con respecto al enfoque con el que se introduce la incertidumbre.
Sus trabajos [57, 58] emplean un orden, contenido en el intervalo [0, 1], cuyo mı´nimo se situ´a
en el 0,5 para el que dice no saber nada acerca de la veracidad, o falsedad, del a´tomo en
cuestio´n y crece hacia el 1 cuando aumenta la certeza de que el a´tomo se verifica, y hacia
el 0 cuando la certeza es de que el a´tomo no se verifica. Su me´todo de resolucio´n tambie´n
permite resolver objetivos abiertos, sin embargo, demuestra correccio´n y completitud so´lo
para aquellos programas bien construidos, o en su terminolog´ıa, nice QLPs.
Trabajo futuro
Para finalizar este trabajo, podemos resumir algunas de las l´ıneas de trabajo que quedan
abiertas y que permitir´ıan un futuro desarrollo, a corto o medio plazo, para la continuacio´n
de este trabajo.
Realizar una generalizacio´n de la propuesta realizada en este trabajo de forma que
podamos sustituir el conjunto de valores de certidumbre por otro cualquiera con forma
de ret´ıculo. Esto permitir´ıa incluir los trabajos de Subrahmanian y otros ma´s que puedan
ser englobados en la Programacio´n Lo´gica Cuantitativa como casos particulares de dicha
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generalizacio´n.
En una l´ınea ma´s pra´ctica, realizar una demostracio´n de la equivalencia entre la im-
plementacio´n propuesta en este trabajo y la resolucio´n tambie´n aqu´ı propuesta. Y, una
vez alcanzado el punto anterior, extender dicha implementacio´n para abarcar diferentes
casos particulares que incluya la generalizacio´n.
Por u´ltimo, y para un plazo mayor, realizar una aproximacio´n de los enfoques con los que
se ha tratado la incertidumbre en los lenguajes de programacio´n lo´gica a los lenguajes
declarativos multiparadigma con especial e´nfasis en la posibilidad de extender T OY con
las ideas aportadas por tal aproximacio´n.
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Ape´ndice A
Listados
El presente ape´ndice muestra los listados completos de los ejemplos empleados en el cap´ıtu-
lo 5 (as´ı como de sus traducciones a co´digo T OY) y de los elementos construidos para la
implementacio´n en el cap´ıtulo 6 de modo que sirvan como referencia tanto para las ejecu-
ciones realizadas en los casos de prueba (Seccio´n 6.3) como para poder comprobar el co´digo
completo del traductor implementado y de las modificaciones introducidas en T OY.
No´tese que las traducciones finales realizadas por el traductor difieren de las aqu´ı mostradas
en los nombres de las variables nuevas (que no aparecen en el co´digo original), en la ausen-
cia de comentarios y en el espaciado (aparece una cla´usula completa por l´ınea y todas las
cla´usulas de manera consecutiva).
A.1. Ejemplo: Circuitos fiables
% --------------------------------------------------
% CIRCUITOS FIABLES
% --------------------------------------------------
% Declaraciones de tipos y datos (copiar a la traduccio´n)
%type id = [char]
%data tm = acme | tigre | panda
%data cr = cb(id,tm) | cs(cr,cr) | cp(cr,cr)
% Componentes ba´sicas
fi(cb(Id,acme)) <-0.99-
fi(cb(Id,tigre)) <-0.95-
fi(cb(Id,panda)) <-0.90-
% Composicio´n secuencial y paralela
fi(cs(C1,C2)) <-0.96- fi(C1), fi(C2)
fi(cp(C1,C2)) <-0.94- fi(C1), fi(C2)
fi(cp(C1,C2)) <-0.50- fi(C1)
fi(cp(C1,C2)) <-0.50- fi(C2)
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% Objetivo de prueba
% ?- fi(C)#W | W >= 0.90
Para una explicacio´n del co´digo acu´dase al ejemplo 5.1.1. Y para distintos ejemplos en la
resolucio´n de objetivos a la seccio´n 6.3.
La traduccio´n a T OY del co´digo anterior es la que sigue:
% --------------------------------------------------
% CIRCUITOS FIABLES (TRADUCCIO´N TOY)
% --------------------------------------------------
% Funcio´n min1
minl [W] = W
minl [W1,W2|Ws] = min2 W1 (minl [W2|Ws])
min2 W1 W2 = if W1 <= W2 then W1 else W2
% Declaraciones de tipos y datos
type id = [char]
data tm = acme | tigre | panda
data cr = cb(id,tm) | cs(cr,cr) | cp(cr,cr)
% Componentes ba´sicas
fi(cb(Id,acme),F,W,M) :- F*0.99 >= M, W == 0.99
fi(cb(Id,tigre),F,W,M) :- F*0.95 >= M, W == 0.95
fi(cb(Id,panda),F,W,M) :- F*0.90 >= M, W == 0.90
% Composicio´n secuencial y paralela
fi(cs(C1,C2),F,W,M) :- F*0.96 >= M,
W1 > 0, W1 <= 1.0, fi(C1,F*0.96,W1,M),
W2 > 0, W2 <= 1.0, fi(C2,F*0.96,W2,M),
W == 0.99 * minl [W1,W2]
fi(cp(C1,C2),F,W,M) :- F*0.94 >= M,
W1 > 0, W1 <= 1.0, fi(C1,F*0.94,W1,M),
W2 > 0, W2 <= 1.0, fi(C2,F*0.94,W2,M),
W == 0.99 * minl [W1,W2]
fi(cp(C1,C2),F,W,M) :- F*0.50 >= M,
W1 > 0, W1 <= 1.0, fi(C1,F*0.50,W1,M),
W == 0.5 * minl [W1]
fi(cp(C1,C2),F,W,M) :- F*0.50 >= M,
W2 > 0, W2 <= 1.0, fi(C2,F*0.50,W2,M),
W == 0.5 * minl [W2]
% Objetivo de prueba
% ?- fi(C,1,W,0.90)
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A.2. Ejemplo: Maltratadores
% --------------------------------------------------
% MALTRATADORES
% --------------------------------------------------
% Entes (humanos, animales y vegetales)
humano("rufo") <-
humano("petronila") <-
humano("romeo") <-
humano("julieta") <-
humano(Z) <- engendran(X,Y,Z), humano(X), humano(Y)
engendran("rufo","petronila","carlota") <-
engendran("romeo","julieta","pedro") <-
engendran("pedro","carlota","crispin") <-
animal("piolin") <-
animal("silvestre") <-
vegetal("alcornoque") <-
vegetal("lechuguino") <-
% Predicado "maltrata"
maltrata("rufo",X) <-0.90- animal(X)
maltrata("petronila",X) <-0.75- animal(X)
maltrata("romeo",X) <-0.40- animal(X)
maltrata("julieta",X) <-0.30- animal(X)
maltrata("rufo",X) <- vegetal(X)
maltrata("petronila",X) <-0.95- vegetal(X)
maltrata("romeo",X) <-0.75- vegetal(X)
maltrata("julieta",X) <-0.60- vegetal(X)
maltrata(X,Y) <-0.70- engendran(A,B,X), maltrata(A,Y), maltrata(B,Y)
% Predicado "cruel"
cruel(X) <-0.90- humano(X), maltrata(X,Y), animal(Y)
cruel(X) <-0.40- humano(X), maltrata(X,Y), vegetal(Y)
% Objetivo de prueba
% ?- maltrata(X,"piolin")#W | W >= 0.50
Para una explicacio´n del co´digo acu´dase al ejemplo 5.1.2. Y para distintos ejemplos en la
resolucio´n de objetivos a la seccio´n 6.3.
La traduccio´n a T OY del co´digo anterior es la que sigue:
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% --------------------------------------------------
% MALTRATADORES (TRADUCCIO´N TOY)
% --------------------------------------------------
% Funcio´n min1
minl [W] = W
minl [W1,W2|Ws] = min2 W1 (minl [W2|Ws])
min2 W1 W2 = if W1 <= W2 then W1 else W2
% Entes (humanos, animales y vegetales)
humano("rufo",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
humano("petronila",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
humano("romeo",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
humano("julieta",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
humano(Z,F,W,M) :-
F*1.0>=M,
W1>0, W1<=1.0,engendran(X,Y,Z,F*1.0, W1, M),
W2>0, W2<=1.0,humano(X,F*1.0, W2, M),
W3>0, W3<=1.0,humano(Y,F*1.0, W3, M),
W == 1.0 * min1 [W1,W2,W3]
engendran("rufo","petronila","carlota",F,W,M) :-
F*1.0>=M, W == 1.0 * min1 []
engendran("romeo","julieta","pedro",F,W,M) :-
F*1.0>=M, W == 1.0 * min1 []
engendran("pedro","carlota","crispin",F,W,M) :-
F*1.0>=M, W == 1.0 * min1 []
animal("piolin",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
animal("silvestre",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
vegetal("alcornoque",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
vegetal("lechuguino",F,W,M) :- F*1.0>=M, W == 1.0 * min1 []
% Predicado "maltrata"
maltrata("rufo",X,F,W,M) :- F*0.9>=M,
W1>0, W1<=1.0,animal(X,F*0.9,W1,M),
W == 0.9 * min1 [V_113158]
maltrata("petronila",X,F,W,M) :- F*0.75>=M,
W1>0, W1<=1.0,animal(X,F*0.75,W1,M),
W == 0.75 * min1 [W1]
maltrata("romeo",X,F,W,M) :- F*0.4>=M,
W1>0, W1<=1.0,animal(X,F*0.4,W1,M),
W == 0.4 * min1 [W1]
maltrata("julieta",X,F,W,M) :- F*0.3>=M,
W1>0, W1<=1.0,animal(X,F*0.3,W1,M),
W == 0.3 * min1 [W1]
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maltrata("rufo",X,F,W,M) :- F*1.0>=M,
W1>0, W1<=1.0,vegetal(X,F*1.0,W1,M),
W == 1.0 * min1 [W1]
maltrata("petronila",X,F,W,M) :- F*0.95>=M,
W1>0, W1<=1.0,vegetal(X,F*0.95,W1,M),
W == 0.95 * min1 [W1]
maltrata("romeo",X,F,W,M) :- F*0.75>=M,
W1>0, W1<=1.0,vegetal(X,F*0.75,W1,M),
W == 0.75 * min1 [W1]
maltrata("julieta",X,F,W,M) :- F*0.6>=M,
W1>0, W1<=1.0,vegetal(X,F*0.6,W1,M),
W == 0.6 * min1 [W1]
maltrata(X,Y,F,W,M) :- F*0.7>=M,
W1>0, W1<=1.0,engendran(A,B,X,F*0.7,W1,M),
W2>0, W2<=1.0,maltrata(A,Y,F*0.7,W2,M),
W3>0, W3<=1.0,maltrata(B,Y,F*0.7,W3,M),
W == 0.7 * min1 [W1,W2,W3]
% Predicado "cruel"
cruel(X,F,W,M) :- F*0.9>=M,
W1>0, W1<=1.0,humano(X,F*0.9,W1,M),
W2>0, W2<=1.0,maltrata(X,Y,F*0.9,W2,M),
W3>0, W3<=1.0,animal(Y,F*0.9,W3,M),
W == 0.9 * min1 [W1,W2,W3]
cruel(X,F,W,M) :- F*0.4>=M,
W1>0, W1<=1.0,humano(X,F*0.4,W1,M),
W2>0, W2<=1.0,maltrata(X,Y,F*0.4,W2,M),
W3>0, W3<=1.0,vegetal(Y,F*0.4,W3,M),
W == 0.4 * min1 [W1,W2,W3]
% Objetivo de prueba
% ?- maltrata(X,"piolin",1.0,W,0.50)
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A.3. Traductor de programas y objetivos QLP
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% qlp_token.pl
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
/*
- Autor: Carlos Alb. Romero Dı´az
- Fecha: 11 septiembre 2007
- Descripcio´n: Realiza en ana´lisis le´xico para los programas QLP.
*/
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
:- module(qlptoken, [readInitialSection/4, readNextSection/4, readAll/2]).
:- load_files(token,[if(changed),imports([searchToken/3, readSection/6])]).
:- load_files(errortoy,[if(changed),imports([treatLexiconError/1])]).
:- load_files(tools,[if(changed),imports([endFile/2,append/3])]).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ------------------------------------------------------------------------------
% Lee la primera seccio´n del archivo.
% readInitialSection(+FileIn,-H,-ListOfTokens,-Future)
% - FileIn : Nombre del archivo para leer.
% - H : Handler del archivo desde donde leer.
% - ListOfTokens : Lista de tokens de la seccio´n leı´da.
% - Future : Cara´cter inicial de la siguiente seccio´n.
readInitialSection(FileIn,H,ListOfTokens,Future) :-
open(FileIn,read,H),
beginSection(H,FirstChar,Error),
readNextSection(H,FirstChar,ListOfTokens,Future).
% beginSection(+H,-FirstChar,-Error)
% Devuelve los datos que identifican el primer caracter de la primera seccion.
% si hay error, lo trata y devuelve Error = true. e.o.c. Error=false
beginSection(H,(Line,Pos,Ch),Error) :- !,
searchToken(H,(1,0,32),(Line,Pos,Ch)),
treatLexiconError(Error).
% ------------------------------------------------------------------------------
% Lee las siguientes secciones del archivo (una cada vez que se llama).
% readNextSection(+H,+Present,-ListOfTokens,-Future)
% - H : Handler del archivo desde donde leer.
% - Present : Primer cara´cter de la seccio´n (y leı´do anteriormente).
% - ListOfTokens : Lista de tokens de la seccio´n leı´da.
% - Future : Cara´cter inicial de la siguiente seccio´n.
readNextSection(H,Present,ListOfTokens,Future) :-
readSection(H,Present,Future,[],32,ListOfTokens).
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% ------------------------------------------------------------------------------
% Lee el resultado de pasar todas las secciones por el analizador lexicogra´fico.
% readAll(+FileIn,-LO)
% - FileIn : Nombre completo del fichero a leer.
% - LO : Lista de tokens leı´dos.
readAll(FileIn,LO) :- readInitialSection(FileIn,H,L,Future),
continueReadAll(H,Future,L,LO),
close(H).
continueReadAll(H,(Line,Pos,Ch),LI,LI) :-
endFile(H,Ch),!.
continueReadAll(H,Present,LI,LO) :-
readNextSection(H,Present,LN,Future),
append(LI,LN,LN2),
continueReadAll(H,Future,LN2,LO).
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% qlp_gramma_dcg.pl
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
/*
- Autor: Carlos Alb. Romero Dı´az
- Fecha: 9 septiembre 2007
- Descripcio´n: Grama´tica del lenguaje QLP segu´n se definio´ en el proyecto de
ma´ster "Programacio´n Lo´gica Cuantitativa y su Implementacio´n en TOY".
*/
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
:- module(qlpgrammadcg, [seccion/3,qlpobjetivo/3]).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ------------------------------------------------------------------------------
% S E C C I O N E S
% ------------------------------------------------------------------------------
seccion(Rep) --> separador("{"),topdecls(Rep).
% Posibles declaraciones de ’primer nivel’. Al menos una
topdecls([One|Rest]) --> !, topdecl(One), resttopdecls(Rest).
resttopdecls([One|R]) --> separador(";"),!,topdecl(One),resttopdecls(R).
resttopdecls([]) --> !,separador("}").
% Las declaraciones de primer nivel pueden ser o bien declaraciones de tipos o
% datos (que copiaremos tal cual al programa TOY final) o cla´usulas QLP que
% tendremos que traducir a TOY.
topdecl(S) --> qlpclausula(S).
% ------------------------------------------------------------------------------
% C L A´ U S U L A S Q L P
% ------------------------------------------------------------------------------
% 1. Cla´usulas del tipo A <-f- B1,..,Bn (con n >= 0).
% 2. Cla´usulas del tipo A <- B1,..,Bn (con n >= 0 y f=1.0).
% ------------------------------------------------------------------------------
qlpclausula(cl(H,F,C)) --> qlpatomo(H), !, qlpclcuerpo(F,C).
qlpclcuerpo(F,C) --> separador("<-"),real(F),!,operador(-),qlpclatomos(C).
qlpclcuerpo(f(1.0),C) --> separador("<-"),!,qlpclatomos(C).
qlpclatomos(C) --> qlpatomos(C).
qlpclatomos([]) --> !,[].
qlpatomos([A|AS])--> qlpatomo(A),!,qlprestatomos(AS).
qlprestatomos([A|AS]) --> separador(","),!,qlpatomo(A),qlprestatomos(AS).
qlprestatomos([]) --> !,[].
qlpatomo(at(H,C)) --> identf(H),separador("("),!,qlpterminos(C),separador(")").
qlpatomo(at(H,[])) --> identf(H).
qlpterminos([T|TS]) --> qlptermino(T),!,qlprestterminos(TS).
qlprestterminos([T|TS]) --> separador(","),!,qlptermino(T),qlprestterminos(TS).
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qlprestterminos([]) --> !,[].
qlptermino(T) --> qlpfuncion(T) | variable(T) | string(T).
qlpfuncion(fn(H,C)) --> identf(H),separador("("),!,qlpterminos(C),separador(")").
qlpfuncion(fn(H,[])) --> identf(H).
% ------------------------------------------------------------------------------
% O B J E T I V O S Q L P
% ------------------------------------------------------------------------------
% 1. A1#W1, ..., An#Wn | W1 >= m1, ..., Wn >= mn
% Obtendremos una lista de a´tomos anotados y otra de pares (variable,
% valor). En la traduccio´n tomaremos el primer elemento de cada lista,
% despue´s los segundos, etc.
% ------------------------------------------------------------------------------
qlpobjetivo(goal(LA,LC)) --> separador("{"),!,
qlpaatomos(LA),separador("|"),
qlpconstraints(LC),separador("}").
qlpaatomos([AA|AAS]) --> qlpaatomo(AA),!,qlprestaatomos(AAS).
qlprestaatomos([AA|AAS]) --> separador(","),!,qlpaatomo(AA),qlprestaatomos(AAS).
qlprestaatomos([]) --> !,[].
qlpaatomo(aa(H,C,W)) --> qlpatomo(at(H,C)),operador(#),variable(W).
qlpconstraints([C|CS]) --> qlpconstraint(C),!,qlprestconstraints(CS).
qlprestconstraints([C|CS]) --> separador(","),!,qlpconstraints([C|CS]).
qlprestconstraints([]) --> !,[].
qlpconstraint(c(W,F)) --> variable(W),operador(>=),real(F).
% ------------------------------------------------------------------------------
% C A D E N A S D E T E X T O
% ------------------------------------------------------------------------------
string(str(S)) --> separador("["),reststring(S).
reststring([]) --> separador("]").
reststring([C]) --> char(C),separador("]"),!.
reststring([C|CS]) --> char(C),separador(","),!,reststring(CS).
% ------------------------------------------------------------------------------
% E L E M E N T O S S I N T A´ C T I C O S
% ------------------------------------------------------------------------------
real(f(F)) --> [float(F,_)].
identf(I) --> [id(I,_)].
separador(S) --> [sep(S,_)].
operador(O) --> [op(O,_)].
variable(v(V)) --> [var(V,_)].
char(C) --> [chr(C,_)].
reservada(R) --> [res(R,_)].
tipo_res(T) --> [tres(T,_)].
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% qlp_compil.pl
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
/*
- Autor: Carlos Alb. Romero Dı´az
- Fecha: 11 septiembre 2007
- Descripcio´n: Compilador de programas QLP. Realiza la traduccio´n de un
programa en QLP a TOY para que pueda ser posteriormente empleado como
un programa TOY.
*/
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
:- module(qlpcompil, [qlpcompil/1, qlpcompil/2, qlpcompilg/1, qlpcompilg/2]).
:- load_files(qlp_token,[if(changed),imports([readInitialSection/4,
readNextSection/4, readAll/2])]).
:- load_files(qlp_gramma_dcg,[if(changed), imports([seccion/3,qlpobjetivo/3])]).
:- load_files(tools,[if(changed),imports([endFile/2])]).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% ------------------------------------------------------------------------------
% C O M P I L A D O R
% ------------------------------------------------------------------------------
% qlpcompil(+FileIn)
% - FileIn : Nombre del fichero a compilar SIN extensio´n ".qlp".
%
% qlpcompil(+FileIn, +FileOut)
% - FileIn : Nombre completo del fichero a compilar (con extensio´n).
% - FileOut : Nombre completo del fichero destino (con extensio´n).
% ------------------------------------------------------------------------------
% Compilamos a un fichero .toy con igual nombre.
qlpcompil(File) :- !,
atom_concat(File,’.qlp’,FileQLP),
atom_concat(File,’.toy’,FileTOY),
qlpcompil(FileQLP,FileTOY).
% Compilamos al fichero destino indicado.
qlpcompil(FileIn, FileOut) :- !,
open(FileOut, write, Hout), % Escritura
addHeader(Hout), % Ponemos header
write(’(QLPcompil) Translating to TOY’),
readInitialSection(FileIn,Hin,ListOfTokens,CharOut), % Lexicogra´fico
qlpsyntax(ListOfTokens,S), % Sinta´ctico
translateToTOY(Hout,S), % Traduccio´n
write(’.’),
compilation(Hin, Hout, CharOut), % Bucle compilacio´n
close(Hin),
close(Hout),
nl,write(’(QLPcompil) Translation complete.’).
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% ------------------------------------------------------------------------------
% Bucle de compilacio´n (termina cuando termine el archivo).
% compilation(+Hin, +Hout, +CharIn)
% - Hin : Handler del archivo para lectura.
% - Hout : Handler del archivo para escritura.
% - CharIn : Cara´cter desde el que comenzar.
compilation(Hin, Hout, (Line, Pos, Ch)) :-
endFile(Hin, Ch), !.
compilation(Hin, Hout, CharIn) :-
qlplexicon(Hin,CharIn,TokensOfSection,CharOut), % Lexicogra´fico
qlpsyntax(TokensOfSection,S), % Sinta´ctico
translateToTOY(Hout,S), % Traduccio´n
write(’.’),
compilation(Hin, Hout, CharOut). % Bucle compilacio´n
% ------------------------------------------------------------------------------
% Cabecera de los archivos traducidos.
% addHeader(+Hout)
% - Hout : Handler del archivo para escritura.
addHeader(Hout) :-
write(Hout,’% Traducido por QLPcompil (v0.0.1)’),nl(Hout),
write(Hout,’min1 [] = 1’),nl(Hout),
write(Hout,’min1 [X|Xs] = min2 X (min1 Xs)’),nl(Hout),
write(Hout,’min2 W1 W2 = if W1 <= W2 then W1 else W2’),nl(Hout),
nl(Hout).
% ------------------------------------------------------------------------------
% C O M P I L A D O R D E O B J E T I V O S
% ------------------------------------------------------------------------------
% qlpcompilg(+FileIn)
% - FileIn : Nombre del fichero a compilar SIN extensio´n ".qlp".
%
% qlpcompilg(+FileIn, +FileOut)
% - FileIn : Nombre completo del fichero a compilar (con extensio´n).
% - FileOut : Nombre completo del fichero destino (con extensio´n).
% ------------------------------------------------------------------------------
% Compilamos a un fichero .tmp.toy con igual nombre.
qlpcompilg(File) :- !,
atom_concat(File,’.tmp.qlp’,FileQLP),
atom_concat(File,’.tmp.toy’,FileTOY),
qlpcompilg(FileQLP,FileTOY).
% Compilamos al fichero destino indicado.
qlpcompilg(FileIn, FileOut) :- !,
qlpalllexicon(FileIn,ListOfTokens), % Lexicogra´fico
qlpgoalsyntax(ListOfTokens,goal(As,Cs)), % Sinta´ctico
open(FileOut, write, Hout), % Escritura
translateToTOYg(Hout,As,Cs), % Traduccio´n
close(Hout).
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% ------------------------------------------------------------------------------
% L E X I C O G R A´ F I C O
% ------------------------------------------------------------------------------
% qlplexicon(+H,+CharIn,-TokensOfSection,-CharOut)
% - H : Handle del fichero de lectura.
% - CharIn : Primer cara´cter de la seccio´n (y que se obtuvo
% anteriormente a partir de CharOut).
% - TokensOfSection : Lista de Tokens de la seccio´n.
% - CharOut : Primer cara´cter de la seccio´n siguiente (y que se
% empleara´ una llamada posterior a esta regla).
% qlpalllexicon(+File,-ListOfTokens)
% - File : Nombre del archivo del que obtener la lista de tokens.
% - ListOfTokens : Lista de tokens leı´da.
% ------------------------------------------------------------------------------
% Le pedimos la siguiente seccio´n.
qlplexicon(H, CharIn, TokensOfSection, CharOut) :- !,
readNextSection(H, CharIn, TokensOfSection, CharOut).
% Le pedimos todas las secciones.
qlpalllexicon(File,ListOfTokens) :- !,readAll(File,ListOfTokens).
% ------------------------------------------------------------------------------
% S I N T A´ C T I C O
% ------------------------------------------------------------------------------
% qlpsyntax(+ListOfTokens,-S)
% - ListOfTokens : Lista de tokens que componen una seccio´n del programa.
% - S : Representacio´n sinta´ctica del programa para poder
% trabajar con e´l.
%
% qlpgoalsyntax(+ListOfTokens,-S)
% - ListOfTokens : Lista de tokens que componen un objetivo.
% - S : Representacio´n sinta´ctica del objetivo.
% ------------------------------------------------------------------------------
qlpsyntax(ListOfTokens,S) :- seccion(S,ListOfTokens,[]).
qlpgoalsyntax(ListOfTokens,S) :- qlpobjetivo(S,ListOfTokens,[]).
% ------------------------------------------------------------------------------
% T R A D U C C T O R A T O Y
% ------------------------------------------------------------------------------
% La traduccio´n se realiza por secciones del co´digo original.
%
% translateToTOY(+H,+Section)
% - H : Handler del archivo donde escribir la traduccio´n.
% - Section : Seccio´n obtenida del analizador sinta´ctico para traducir a TOY.
% ------------------------------------------------------------------------------
translateToTOY(H,[cl(Head,Factor,Body)|R]) :- !,
translateQLPClause(H,Head,Factor,Body),
nl(H),
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translateToTOY(H,R).
translateToTOY(H,[]) :- !.
% ------------------------------------------------------------------------------
% Traduce una cla´usula QLP a TOY.
% translateQLPClause(+H,+Head,+Factor,+Body)
% - H : Handler del archivo donde escribir.
% - Head : Cabeza de la cla´usula (de la forma "at(...)").
% - Factor : Factor de certidumbre asociado a la cla´usula (0.0 < F <= 1.0).
% - Body : Cuerpo de la cla´usula (de la forma "[at(...), at(...), ...]").
translateQLPClause(H,Head,f(Factor),Body) :-
translateQLPAtom(H,Head,Hf,Hw,Hm), write(H,’ :- ’),
writeQLPVar(H,Hf),write(H,’*’),
write(H,Factor),write(H,’>=’), writeQLPVar(H,Hm),
translateQLPBody(H,Body,Factor,Hf,Hw,Hm,ListWs),
writeQLPVar(H,Hw), write(H,’ == ’), write(H,Factor),
write(H,’ * min1 ’), write(H,’[’),translateQLPWarList(H,ListWs).
% ------------------------------------------------------------------------------
% Traduce un A´tomo QLP a TOY.
% translateQLPAtom(+H,+Atom,F,W,M[,+VarF])
% - H : Handler del archivo donde escribir.
% - Atom : A´tomo QLP (de la forma "at(...)").
% - F : Certidumbre calculada hasta el momento (permite la poda).
% - W : Certidumbre ma´xima para la que se demuestra el a´tomo.
% - M : Valor mı´nimo de certidumbre (permite la poda).
% - (VarF) : Variacio´n en el factor (esta variante de translateQLPAtom se
% emplea so´lo cuando el A´tomo pertenece al cuerpo para escribir
% correctamente "Hf * Factor" por "F").
% A´tomo es sı´mbolo de proposicio´n
translateQLPAtom(H,at(Head,[]),F,W,M) :-
!,write(H,Head),
write(H,’(’),
writeQLPVar(H,F),write(H,’, ’),
writeQLPVar(H,W),write(H,’, ’),
writeQLPVar(H,M),
write(H,’)’).
translateQLPAtom(H,at(Head,Body),F,W,M) :-
write(H,Head),
write(H,’(’),
translateQLPTerms(H,Body), write(H,’,’),
writeQLPVar(H,F),write(H,’, ’),
writeQLPVar(H,W),write(H,’, ’),
writeQLPVar(H,M),
write(H,’)’).
% A´tomo es sı´mbolo de proposicio´n (con variacio´n)
translateQLPAtom(H,at(Head,[]),F,W,M,VarF) :-
!,write(H,Head),
write(H,’(’),
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writeQLPVar(H,F),write(H,’*’),write(H,VarF),write(H,’, ’),
writeQLPVar(H,W),write(H,’, ’),
writeQLPVar(H,M),
write(H,’)’).
translateQLPAtom(H,at(Head,Body),F,W,M,VarF) :-
write(H,Head),
write(H,’(’),
translateQLPTerms(H,Body), write(H,’,’),
writeQLPVar(H,F),write(H,’*’),write(H,VarF),write(H,’, ’),
writeQLPVar(H,W),write(H,’, ’),
writeQLPVar(H,M),
write(H,’)’).
% ------------------------------------------------------------------------------
% Traduce el cuerpo de una cla´usula QLP a TOY.
% translateQLPBody(+H,+ListAtoms,+Factor,Hf,Hw,Hm,-ListWs)
% - H : Handler del archivo donde escribir.
% - ListAtoms : Cabeza de la cla´usula (de la forma "at(...)").
% - Factor : Factor de certidumbre asociado a la cla´usula (0.0 < F <= 1.0).
% - Hf : Certidumbre calculada de la cabeza de la cla´usula.
% - Hw : Certidumbre de la cabeza de la cla´usula.
% - Hm : Valor mı´nimo que interesa para demostrar el objetivo.
% - ListWs : Lista de los Ws del cuerpo.
translateQLPBody(H,[Atom|R],Factor,Hf,Hw,Hm,[W|WR]) :-
write(H,’,’),
writeQLPVar(H,W),write(H,’>0, ’),writeQLPVar(H,W),write(H,’<=1.0,’),
translateQLPAtom(H,Atom,Hf,W,Hm,Factor),
translateQLPBody(H,R,Factor,Hf,Hw,Hm,WR).
translateQLPBody(H,[],Factor,Hf,Hw,Hm,[]) :-
write(H,’,’).
% ------------------------------------------------------------------------------
% Traduce una conjuncio´n de te´rminos QLP a TOY.
% translateQLPTerms(+H,+ListOfTerms)
% - H : Handler del archivo donde escribir.
% - ListOfTerms : Lista de te´rminos QLP.
translateQLPTerms(H,[T1,T2|R]) :-
translateQLPTerm(H,T1),
write(H,’,’),
translateQLPTerms(H,[T2|R]).
translateQLPTerms(H,[T]) :-
translateQLPTerm(H,T).
translateQLPTerms(H,[]).
% Cadena de texto (string)
translateQLPTerm(H,str(S)) :- writeQLPString(H,S).
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% Variable
translateQLPTerm(H,v(Var)) :- write(H,Var).
% Funcio´n sin para´metros
translateQLPTerm(H,fn(Functor,[])) :- !, write(H,Functor).
% Funcio´n con para´metros
translateQLPTerm(H,fn(Functor,Body)) :-
write(H,Functor),
write(H,’(’),
translateQLPTerms(H,Body),
write(H,’)’).
% ------------------------------------------------------------------------------
% Escribe una lista de variables W
% translateQLPWarList(+H,+ListWs)
translateQLPWarList(H,[]) :-
!,write(H,’]’).
translateQLPWarList(H,[W]) :-
!,writeQLPVar(H,W),write(H,’]’).
translateQLPWarList(H,[W1,W2|Ws]) :-
!,writeQLPVar(H,W1),write(H,’,’),translateQLPWarList(H,[W2|Ws]).
% ------------------------------------------------------------------------------
% Escribe una variable con nombre desconocido
% writeQLPVar(+H,+Var)
writeQLPVar(H,Var) :- write(H,’V’),write(H,Var).
% ------------------------------------------------------------------------------
% Escribe un string (escribe tambie´n las comillas [34])
% writeQLPString(+H,+Str)
writeQLPString(H,Str) :- put_code(H,34),writeQLPChars(H,Str).
writeQLPChars(H,[C|CS]) :- put_code(H,C),writeQLPChars(H,CS).
writeQLPChars(H,[]) :- put_code(H,34).
% ------------------------------------------------------------------------------
% T R A D U C C T O R D E O B J E T I V O S
% ------------------------------------------------------------------------------
% La traduccio´n se realiza por secciones del co´digo original.
%
% translateToTOYg(+H,+As,+Cs)
% - H : Handler del archivo donde escribir la traduccio´n.
% - As : Lista de a´tomos anotados del objetivo.
% - Cs : Lista de restricciones del objetivo.
% ------------------------------------------------------------------------------
translateToTOYg(H,[],Cs) :- !.
translateToTOYg(H,[A],Cs) :- trGoalAAtom(H,A,Cs),!.
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translateToTOYg(H,[A1,A2|R],Cs) :-
trGoalAAtom(H,A1,Cs),
write(H,’,’),
translateToTOYg(H,[A2|R],Cs).
% Traduce un a´tomo anotado sin cuerpo de un objetivo.
trGoalAAtom(H,aa(Head,[],v(W)),Cs) :- floatForWar(W,Cs,F),
write(H,Head),
write(H,’(1.0,’),
write(H,W),write(H,’,’),
write(H,F),
write(H,’)’).
% Traduce un a´tomo anotado de un objetivo.
trGoalAAtom(H,aa(Head,Body,v(W)),Cs) :- floatForWar(W,Cs,F),
write(H,Head),
write(H,’(’),
translateQLPTerms(H,Body), write(H,’,1.0,’),
write(H,W),write(H,’,’),
write(H,F),
write(H,’)’).
% ------------------------------------------------------------------------------
% Escribe el real asociado a una variable en la lista de restricciones. Si la
% variable no aparece en la lista, devolvera´ 0.0.
% floatForWar(+War,+Constraints,-Float)
% - W : Variable para la que queremos obtener su real asociado.
% - Constraints : Lista de restricciones.
% - F : Nu´mero real asociado a la variable en War.
floatForWar(W,[c(v(Wx),f(F))|R],F) :- W == Wx,!.
floatForWar(W,[c(v(Wx),f(Fx))|R],F) :- W \== Wx,!,floatForWar(W,R,F).
floatForWar(W,[],0.0).
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A.4. Extensiones al sistema T OY
initToy.pl
Para instalar estos comandos es necesario copiar el co´digo siguiente en el archivo initToy.pl tras
la declaracio´n de los predicados processC.
% ------------------------------------------------------------------------------
% (QLP) Inicio
% qlpload - Carga el compilador de QLP
processC("qlpload") :-
!,
load_files(qlp_compil,[if(changed),imports([qlpcompil/1,qlpcompilg/1])]),
nl,write(’QLP Compiler loaded.’),nl,nl.
% qlptotoy - Compila un programa QLP.
processC(Command) :-
append("qlptotoy(",Rest,Command),
!,
(
append(ExprStr,")",Rest), name(Expr,ExprStr),
qlpcompil(Expr),nl,nl
;
nl,write(’Error: qlptotoy needs one argument.’), nl
),
!.
% qlpgoal - Lanza un objetivo QLP.
processC(Command) :-
append("qlpgoal(",Rest,Command),
!,
(
append(ExprStr,")",Rest), name(Expr,ExprStr),
% Escribimos el objetivo en un archivo
open(’qlpgoal.tmp.qlp’,write,Hout),
write(Hout,Expr),
close(Hout),
% Traducimos el objetivo
qlpcompilg(’qlpgoal’),
% Lanzamos el objetivo
open(’qlpgoal.tmp.toy’,read,H),
read_line(H,S),
close(H),
process(S)
;
nl,write(’Error: qlpgoal needs one argument.’), nl
),
!.
% (QLP) Fin
% ------------------------------------------------------------------------------
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