In this paper, we have significantly modified an existing model for calculating the zeta potential and streaming potential coefficient of porous media and tested it with a large, recently published, high-quality experimental dataset. The newly modified model does not require the imposition of a zeta potential offset but derives its high salinity zeta potential behaviour from Stern plane saturation considerations. The newly modified model has been implemented as a function of temperature, salinity, pH, and rock microstructure both for facies-specific aggregations of the new data and for individual samples. Since the experimental data include measurements on samples of both detrital and authigenic overgrowth sandstones, it was possible to model and test the effect of widely varying microstructural properties while keeping lithology constant. The results show that the theoretical model represents the experimental data very well when applied to model data for a particular lithofacies over the whole salinity, from 10 −5 to 6.3 mol/dm 3 , and extremely well when modelling individual samples and taking individual sample microstructure into account. The new model reproduces and explains the extreme sensitivity of zeta and streaming potential coefficient to pore fluid pH. The low salinity control of streaming potential coefficient by rock microstructure is described well by the modified model. The model also behaves at high salinities, showing that the constant zeta potential observed at high salinities arises from the development of a maximum charge density in the diffuse layer as it is compressed to the thickness of one hydrated metal ion.
List of Symbols
Pore fluid salinity (mol/dm 3 ) C sp Streaming potential (coupling) coefficient with respect to pressure (mV/MPa) F Formation factor, F φ −m (-) K 1 Equilibrium constant for solution of CO 2 in water. pK 1 − log 10 K 1 (-) K 2 Equilibrium constant for solution of CO 2 in water. pK 2 − log 10 K 2 (-) K (−) Disassociation constant for dehydrogenization of silanol surface sites. pK (−) − log 10 K (−) (-) K me Binding constant for cation adsorption. pK me − log 10 K me (-) K w Disassociation constant of water. pK w −log 10 K w (-) N Avogadro's number,~6.022 × 10 +23 /mol (mol −1 ) pH expt pH at which the experiments were run (arithmetic mean value) (-) pH st.dev Standard deviation in pH expt ( 
Introduction
The only existing theoretical model for the streaming potential coefficient (C sp ) and zeta potential (ζ ) in porous media was proposed by Glover et al. (2012) and introduced a parameter called the zeta potential offset. However, the data on which it was tested were not of sufficient quality to allow validate it fully, especially as a function of pH and rock microstructure. There also remained the difficulty of interpreting the physical meaning of the zeta potential offset parameter. This empirical parameter was included in the Glover et al. (2015) model because its inclusion allowed the model to work well. However, at the time of its inclusion it had no satisfactory formal interpretation. Consequently, an experimental campaign was initiated to produce a large database of 1253 measurements of C sp and ζ of the highest possible quality, using pore fluids which were fully equilibrated with the rock samples, where pore fluid salinity, conductivity and pH were all accurately measured, which were supported by a full suite of associated petrophysical measurements made on individual samples, and where the dataset contains a large number (324) of measurements with a salinity C f > 1 mol/dm 3 (Walker and Glover 2017) . The availability of this dataset offers the opportunity to carry out a detailed modelling campaign.
This paper reports that modelling campaign, and is, we believe, the most comprehensive modelling of C sp and ζ carried out so far. The first aim of the work described in this paper was to modify the existing C sp and ζ theoretical model (Glover and Déry 2010; Glover et al. 2012 Glover et al. , 2015 in order to fully represent pH variation in electrolytes. In previous models, the pH was allowed to vary as a function of temperature and with the addition of acids and bases but not as a function of salinity. The second aim was to replace the unjustified zeta potential offset with a modelling approach that takes into account the development of a maximum charge density in the diffuse layer as it is compressed to the thickness of one hydrated metal ion in thickness at high salinities. The third aim was to attempt to model the data of Walker and Glover (2017) both by facies and for individual rock samples and, in so doing, confirm (1) the operation of the low salinity control of microstructure on C sp , (2) examine the role of pH variations on C sp and ζ , and (3) investigate the possible physical causes of the zeta potential offset hypothesized by Jaafar et al. (2009) and Vinogradov et al. (2010) .
There have been several attempts to model the ζ and C sp of rocks. Pride and Morgan (1991) produced an empirical fit to 35 existing ζ data as a function of salinity in the low salinity range, C f < 0.1 mol/dm 3 . They obtained
where ζ is in volts and C f is in mol/dm 3 , a + 8 mV and b +26 mV. Although this relationship describes the main aspects of the data to which it was fitted well, it provides positive ζ at salinities > 0.5 mol/dm 3 , whereas the physical model of the mineral/fluid interface would predict a negative value trending towards zero, and all measurements that have been made so far at high salinities provide extremely small but negative values (Jaafar et al. 2009; Vinogradov et al. 2010; Walker et al. 2014, Walker and Glover 2017) . Similar empirical fits have been carried out by a number of authors with similar results: Walker and Glover (2017) provided a + 3.505±28.823 mV and b + 11.33 ± 4.06 mV and for their entire dataset as well as carrying out fits to individual facies, Vinogradov et al. (2010) obtained a + 9.67 mV and b + 19.02 mV, Jaafar et al. (2009) , which share some data with Vinogradov et al. (2010) , suggested a +6.43 mV and b + 20.85 mV. Bolève et al. (2007) suggested a + 14.6 mV and b + 29.1 mV, while Revil et al. (1999a) have estimated the values at a ≈ + 10 mV and b ≈ + 20 mV. However, these fits are simply empirical relationships. Their similarity (as shown in Fig. 1 ) underlines a general trend. However, all of these fits produce positive ζ at high salinities, whereas none of the 400 or so measurements for C f > 1 mol/dm 3 so far are positive (Jaafar et al. 2009; Vinogradov et al. 2010; Walker and Glover 2017) ; they all have small constant negative values instead. Clearly the empirical approach is limited, and a physically based theoretical model is required. In the late 1990s, a series of papers allowed a theoretical model for ζ to be constructed Glover 1997, 1998; Revil et al. 1999a) . Equation (1) is obtained theoretically in the last of these papers. Revil et al. (1999a) applied a number of simplifying assumptions to their more general equations, which were (1) that pH 7, (2) that the fluid is an Na + or K + symmetric electrolyte, (3) that the influence of H + and OH − ions on the ionic strength of the solution saturating the pores can be neglected (Revil and Glover 1997) , and (4) that direct adsorption of K + and Na + ions upon the silica surface can also be neglected.
Under these conditions a 2kT 3e ln
and b kT 3e log e 10,
where k is Boltzmann's constant (~1.3806 × 10 −23 J/K), T is the temperature (in K), e is the elementary charge (~1.602 × 10 −19 C), ε r is the relative dielectric permittivity of the pore fluid, o is the absolute dielectric permittivity of a vacuum (~8.854 × 10 −12 F/m), N is Avogadro's number (~6.022 × 10 +23 /mol), Γ o s is the density of surface sites, and K (−) is the disassociation constant for dehydrogenization of silanol surface sites. The gradient of ζ versus log 10 (C f ) then depends only on temperature with b =+19.38 mV when T = 20°C, while the offset at the same temperature is a +16.89 mV for reasonable choices of its input parameters (pH ≡ 7, Γ o s 10 sites/nm 2 , K (−) 10 −8 , and assuming ε r 80), which are discussed later in this paper. This model gives values of ζ which remain negative for the entire salinity range, tending towards zero at high salinities (C f ≈ 7.4 mol/dm 3 , which is just higher than the saturation limit for NaCl in water at C sat ≈ 6.16 mol/dm 3 ) as required by the physical model.
Although the ζ could be calculated from the Revil et al. (1999a) model without the restrictions used to produce Eqs. (2) and (3), or from a more complex calculation that accounts for a variable pH, calculation of C sp remained more difficult. One approach would be to use the classical Helmholtz-Smoluchowski (H-S) equation (e.g., Glover et al. 2015; Walker and Glover 2017) , but as the H-S equation has only been validated for capillary tubes, the result would not take into account the properties of the rock such as porosity, grain size and cementation exponent. In 2010, Glover and Déry (2010) provided the equations required to calculate the C sp of individual rocks, taking into account their individual microstructural properties. That paper, which considered packs of glass beads, implemented a full theoretical description of ζ (Revil et al. 1999a ), and C sp was then calculated for the grain size, porosity and cementation exponent of the glass bead packs. The modelling was capable of representing the sigmoidally shaped variation of streaming potential with grain size (Glover and Déry 2010) , but was restricted to the ideal matrix geometry imposed by the bead packs.
The theory was developed further and published in a form which could be applied to porous granular media (Glover et al. 2012) and was validated against a database of 290 C sp and 269 ζ measurements made by a large number of researchers. Unfortunately this database did not contain sufficient information about the salinity, electrical conductivity and pH of the fluids in contact with the grains of the rock at the time that the streaming potential measurement was made. In many cases, the experimental temperature was not measured or reported and information about the microstructural properties of the samples that were being measured was not measured or given. Although this dataset represented all the data that were available, it was not considered a stringent test of the theoretical model. Consequently, new experimental approaches (Walker et al. 2014) were developed to make a large number of well-constrained measurements for testing the model, which are reported in full in Walker and Glover (2017) and form the experimental base with which the modelling in this paper is compared.
Reference Data
A full description of the reference data can be found in Walker and Glover (2017) . This modelling uses the entire dataset of 1253 C sp measurements and their derived ζ , representing 14 samples of 4 sandstone facies (Berea, Boise, Lochaline and Fontainebleau sandstones). Several separate examples of Fontainebleau and Lochaline sandstones composed of subrounded detrital grains, and consisting of detrital grains with euhedral quartz overgrowths, were measured (distinguished by the additional letter 'D' and 'Q' in the sample codes, respectively). A brief summary of sample properties measured during initial characterisation is shown in Table 1 of Walker and Glover (2017) . The quality of the experimental data is generally good, having been measured at pore fluid equilibrium and with well-defined salinity and pH. However, the early data from one of the Berea sandstone (BR1) and one of the Boise sandstone samples (B1II) are less good and this is due to immature experimental protocols, as described in Walker and Glover (2017) .
Electro-kinetic Modelling
The theoretical model used in this work is based on the electro-chemical approach to modelling the electrical double layer (Pride 1994; Revil and Glover 1997; Revil et al. 1999a; Glover et al. 2012) . It has been modified for this paper by (1) the inclusion of a variable pH that is a function of temperature, added acid, added base, and salinity, (2) improvements to the calculation and temperature and salinity dependencies of the fluid properties, and (3) the implementation of implicit modelling of the high salinity ζ obviating any need for the zeta potential offset as in previous models (e.g., Glover et al. 2012) . Wu et al. (1991) and Revil et al. (1999a , b) Wu et al. (1991 and Revil et al. (1999a, b) Fixed mineral/pore fluid interface parameters and 10 mol/dm 3
For fixed values: pH 6, 6.5, 7, 7.5, 8 Experimental range in Walker and Glover (2017) Variable parameters
Silanol dehydrogenization constant pK (-)
Variable: between 7.3 and 8.1 Dove and Rimstidt (1994) , Kosmulski (1996) , Hiemstra and van Riemsdijk (1990) , Rustad et al. (1998) It should be noted that modelling has been carried out at the temperature at which the individual data were measured, but instead of implementing one modelling curve for the experimental pH, a range of different models with different pHs have been implemented and shown as 5 modelling curves which divide the zeta potential-pore fluid salinity space and streaming potential-pore fluid salinity space. This approach has the advantage of informing the reader how the model behaves with both changes in pore fluid salinity and pH in one plot. The experimental data are then added to the plot following a trend which lies on or is parallel to a curve for one of the modelled pHs. Conformity of the model to the experimental data can then be judged by comparing the experimentally derived pH (provided in the data tables) with that indicated by how the experimental data fall on the network of modelled curves for different pHs. Despite there being many variables in the model, only one, K (−) , was varied to improve the conformity of the model curves to the experimental data, and then only over a very restricted range supported by independent measurements for this parameter (please see Sect. 3.7).
Modelling Procedure
The modelling has the following steps:
1. Define the temperature, fluid salinity range and fluid pH over which the modelling is to take place. 2. Calculate the density of pure water in kg/m 3 at the modelling temperature T in (°C) using
3. Calculate the density of the NaCl solution (in g/cm 3 ) at the given salinity (in mol/dm 3 ) and temperature using
4. Calculate the molality of the NaCl solution (in mol/kg) at the given salinities (in mol/dm 3 ) and temperature using
5. Calculate the pore fluid electric permittivity using Olhoeft's empirical equation (Revil et al., 1999b )
where a o 295.68, a 1 − 1.2283/K, a 2 − 2.094 × 10 −3 /K 2 , a 3 − 1.41 × 10 −6 /K 3 , c 1 −13.00 dm 3 /mol, c 2 −1.065 (dm 3 /mol) 2 , c 3 −0.03006 (dm 3 /mol) 3 , the temperature is in Kelvin and is valid in the range 273-373 K, the salinity is in mol/dm 3 and the permittivity in vacuo o 8.854 × 10 −12 F/m (Lide 2017). 6. Calculate the pore fluid electrical conductivity σ f using Sen and Goode's method (Sen and Goode 1992a, b) . 7. Calculate the pore fluid viscosity η f using Philips et al.'s method (Phillips et al. 1978; Glover et al. 2012) . This method requires the use of the pore fluid molality (Eq. (6)).
8. Calculate the ionic concentration of the pore fluid including contributions from acids and bases that are added to perturb the pH to give the pH to be modelled. This step uses the imposed salinity with the addition of the concentrations of hydrogen and/or base ions to arrive at the desired pH value. It is not sufficient to calculate these from the desired pH and pOH because the pore fluid is also in equilibrium with atmospheric carbon dioxide. Consequently, the pH depends on the concentrations of hydrogen and base ions according to a cubic law. We solve the cubic law automatically in our model using Cardano's method (Glover et al. 2012 ). This approach also requires knowledge of the disassociation constant for water K w , for which an empirical equation is available in Lide (2017) and described in full in Glover et al. (2012) . 9. Calculate the ζ of the sample (Glover et al. 2012) . 10. Calculate the C sp of the sample (Glover et al. 2012) .
The model outputs for this work are C sp and ζ . The calculation of C sp requires three additional parameters, which are all microstructural parameters that are specific to the individual rock sample. The ζ is calculated for a given mineralogy, fluid type (electrolyte type, salinity and pH) and temperature and is usually considered to be independent of the microstructure of the individual rock, while it is clear from experiments that C sp depends upon the microstructure of the individual rock, at least at low salinities (Glover et al. 2015; Walker and Glover 2017) .
All parameters are discussed below, separating them into groups. The parameters used in this paper for the modelling by rock type and for individual samples can be found in Tables 2  and 3 , respectively, together with a note of their sources. It should be noted that while many parameters contribute to the model, almost all are fixed either by independent experimental measurements made in this paper or by other researchers or perform as modelling variables.
Modelling Variables
There are three parameters which are modelling variables. These are temperature, salinity and pH. In this work, the salinity and pH have been varied between 10 −5 and 10 mol/dm 3 , and between pH 5.5 and pH 8.5, respectively. The salinity is used to calculate the concentration of ions in the solution together with the concentration of H 3 O + and OH − , which are calculated from the fluid pH. The model is not strongly sensitive to temperature. Nevertheless, the temperature for each modelling run has been fixed to the mean experimental temperature given in Walker and Glover (2017) .
Pore Fluid Parameters
There are six parameters which describe the pore fluid. Four describe the ionic mobilities. Since it was assumed that the electrolyte was a simple symmetric monovalent NaCl solution in this work, the four ionic mobilities are those for Na + , Cl − , H + and OH − (Crow 1988) . The disassociation constant K w is required in the model, but it is not an input parameter because we calculate it from the temperature using the empirical relationship of Lide (2017) . The disassociation constant of water varies little in the range of temperatures encountered in the experimental data modelled by this work, which were from 20.1 to 27.2°C, and takes values from 10 −14.17 to 10 −13.97 , respectively. The two remaining input parameters are equilibrium constants which describe the reaction of the electrolyte with atmospheric carbon dioxide (Glover et al. 2012 ); fixed at pK 1 = 7.53 and pK 2 = 10.3 after Wu et al. (1991) and Revil et al. (1999a) . 
Mineral/Fluid Interface Parameters
There are six parameters which describe the mineral/fluid interface. Of these, the ionic mobility in the Stern layer β Stern , the surface site density Γ o , the binding constant for cation adsorption pK Me , and the shear plane distance χ ζ have all been held constant throughout this work (Table 1) . Each, however could be adjusted within the limits imposed by the independent experimental measurements that are noted in Walker et al. (2014) and discussed fully in Glover et al. (2012) . The Stern layer mobility has been taken as β Stern 5×10 −9 m 2 /s/V from Revil and Glover (1997) , the surface site density has been taken as Γ o 10 sites/nm 2 from Revil and Glover (1998) and the binding constant for cation adsorption has been taken as pK Me 7.5 from Kosmulski (1996) . The shear plane distance (χ ζ ). The model is sensitive to this parameter because it defines where in the diffuse layer the ζ is measured. In this work, it was held constant at χ ζ 2.4×10 −9 m for all the samples.
The fifth interface parameter is the specific surface conduction. In this paper we use it to provide a measurement of the protonic surface conduction ( prot ) for each of the rock samples. The specific surface conduction was calculated from the measured surface conductivity σ s using the modal grain diameter d gr , and the cementation exponent m and formation factor F for each sample. The surface conductivity was taken to be the conductivity that was measured when the rock was saturated with the lowest salinity equilibrium fluid. These surface conductivities were converted to surface conductances s using the relationship
where is a characteristic length scale for the pores of the rock that was introduced by Johnson et al. (1986) and which can be calculated with the equation (Revil and Cathles 1999 )
Consequently, Eqs. (8) and (9) provide individual values of surface conductance s for each sample. There are three contributions to surface conduction, arising from (1) the movement of protons on the surface, (2) ionic mobility in the Stern plane, and (3) ionic mobility in the diffuse layer. We have assumed that the value of surface conductance calculated using Eqs. (8) and (9) above is the same as the protonic surface conduction. This assumption has been justified by using the model to calculate and compare the three contributions to surface conduction as a function of salinity and pH. In all cases the calculated contributions to surface conduction from the diffuse layer and Stern layer were more than two orders of magnitude less than the calculated total surface conductance at all values of pH and salinity. Hence, it was possible to say that the remaining contribution, that of the protonic surface conduction, makes up the great majority of the surface conduction, and that prot ≈ s . Consequently, for the purposes of this paper, prot is completely defined by independent measurements of σ s , d gr , m and F. The surface conductivity can also be obtained empirically from the formation factor measured at ultra-low salinities and the pore fluid conductivity, as implemented by Lorne et al. 1999a, b) and others, but this approach is more suited to experimental research rather than modelling.
The last interface parameter is the disassociation constant for dehydrogenization of silanol pK (−) . It has been taken to vary in the restricted range 8.1 > pK (−) > 7.3, which fall in the middle of the range of values given by other researchers: pK (−) 6.8 (Dove and Rimstidt 1994) , pK (−) 6.5 (Kosmulski 1996) , pK (−) 7.5 (Hiemstra and van Riemsdijk 1990) , and pK (−) 8.5 (Rustad et al. 1998) . In this paper we have varied it only within this restrictive range in order to obtain an optimum fit of the model curves to the experimental data. It is the only parameter which has been varied in this way since the modified model does not now contain a zeta potential offset parameter as described below.
The Zeta Potential Offset
In earlier modelling (Glover and Déry 2010; Glover et al. 2012; Glover et al. 2015) there was an additional mineral/fluid interface parameter called the zeta potential offset (ζ o ). In this work, the zeta potential offset has been replaced by a procedure which holds ζ constant at high salinities, which models the attainment of a maximum charge density in the diffuse layer as it is compressed to the thickness of one hydrated metal ion in thickness according to the hypothesis of Jaafar et al. (2009) . This modelling procedure recognises the onset of such behaviour and keeps the ζ constant at salinities higher than this onset value. The values of constant ζ obtained using this approach vary with pH, as noted in the experimental measurements of Walker and Glover (2017) and produce values which are in the same range (−8 to −20 mV) as those obtained in earlier modelling (Glover and Déry 2010; Glover et al. 2012 Glover et al. , 2015 .
The previous method was essentially the addition of an 'ad hoc' parameter that allowed the model to work at high salinities while retaining its precision at low and medium salinities. The addition was not carried out with regard to any underlying physics and could be viewed as a parameter that could be varied to ensure a better fit of the model to the data. However, values of zeta potential offset found in this way had a very restricted range, indicating that they were the result of some unknown physical process (Glover and Déry 2010; Glover et al. 2012) . The new method accepts the hypothesis of Jaafar et al. (2009) and has the advantages of (1) removing the only arbitrary parameter from the model, (2) reducing the number of variables in the model (to one in this work), and (3) having the modified model based more soundly on our understanding of the physical process occurring in the porous rocks.
Rock Microstructural Parameters
Finally, there are five parameters which describe the microstructure of the rock sample. Only three of them, however, are independent. The parameters are the modal grain size d gr , porosity φ, cementation exponent m (Glover and Déry 2010), formation factor F, and characteristic pore size . They are inter-related by Eq. (9) and Archie's first law (e.g., Glover et al. 2015 )
It is worth noting that it is also possible to express the theoretical model in terms of pore size d p (Glover and Walker 2009 ) and pore throat size d pt (Glover and Déry 2010) using the relationships
respectively. In this work, we have opted to use grain size, porosity and cementation exponents as the three independent parameters to describe the microstructure of each rock sample. We have obtained all of the microstructural parameters independently of the electrokinetic measurements by measuring (1) the electrical conductivity of the sample at each of the experimental salinities, (2) the electrical conductivity of each of the experimental fluids after equilibration, (3) the porosity of the sample with a range of different methods, and (iv) the modal grain size by laser diffractometry. The microstructural parameters that were used in the modelling are shown in tables later in the paper.
Degrees of Freedom
Consequently, the model has a number of different types of parameter as summarised in Table 1 . There are 3 model variables, which are parameters to which C sp and ζ are known to be sensitive and which have been varied to explore these relationships, 4 fundamental physical quantities, 12 pore fluid and interface parameters which are defined by external measurements and held constant during the modelling, 5 microstructural parameters that are defined by petrophysical measurements that have been carried out on the samples and consequently also held constant during the modelling. There is only one parameter, the disassociation constant for the dehydrogenisation of silanol pK(−), which has been varied to improve the fit of the model to the experimental data, and then only within the very restricted range (8.1 > pK (−) > 7.3) which has been fixed by independent measurements from other authors. Consequently, the degree to which the model curves presented in this work fit the experimental data is not a consequence of varying a large number of parameters until some sort of fit is attained, but the result of varying one parameter over a small range and having all the other parameters fixed by independent measurements on the particular samples or other parameters measured by independent researchers.
Theoretical Modelling Results
Since we know the microstructural (porosity, cementation exponent and modal grain size) and the experimental fluid parameters (equilibrated salinity, electrical conductivity and pH) for each sample, we have been able to carry out modelling of individual samples as well as for aggregated lithofacies.
In this section the figures and discussion of the ζ modelling are followed by those related to the C sp , which is the order in which they are calculated in the theoretical model. Despite this order, it should be remembered that for the experimental results, it is the C sp that is derived first, directly from streaming potential and pressure difference measurements, while the ζ is derived subsequently from the C sp using additional parameters. Figures 2 and 3 show, respectively, all of the ζ and C sp modelling curves we have calculated for each of the six lithofacies (Berea, Boise, and detrital and overgrowth forms of both Fontainebleau and Lochaline sandstones) from this paper compared with all of the data for these lithofacies from Walker and Glover (2017) . The modelled curves extend for the complete relevant salinity range (10 −5 -10 mol/dm 3 ) and from pH 6 to pH 8 in increments of half a pH unit. In each case the curves are calculated for the temperature at which the experimental measurements were taken. The lithofacies modelling was carried out with mean values of the microstructural parameters for each lithofacies and which are shown in Table 2 . Figure 2 shows the calculated ζ model curves as a function of salinity and pH together with the data from Walker and Glover (2017) and arranged by lithofacies. The model curves use mean microstructural parameters for the samples composing each lithofacies.
Modelling by Lithofacies
A number of conclusions may be drawn from comparison of the modelled curves with the experimental data. First, that the quality of the experimental data is better than was previously Table 2 . The ζ part of the model has 16 independent parameters, of which 3 are model variables (temperature, fluid salinity and pH), and 13 are predefined by the electro-chemistry of the fluid and fluid-mineral interface. ζ does not depend on the microstructure of the rock in this implementation of the theoretical model. The model retains only 1 variable parameter (pK (−) ), which was allowed to vary in the experimentally restricted range 8.0 > pK (−) > 7.5 available [collated in Glover et al. (2012) ], both in its smaller uncertainty (scatter) and because the temperature, salinity and pH of the equilibrated pore fluids have been measured reliably and reported together with the C sp and ζ data. This enables the modelling values for a particular temperature, pore fluid salinity and pH to be compared directly with their measured values. Table 2 . In this model, there are 19 independent parameters, of which 3 are model variables (temperature, fluid salinity and pH), 13 are predefined by the electro-chemistry of the fluid and fluid-mineral interface, and 3 are predefined by the rock microstructure (d gr , m, φ) . The model retains only 1 variable parameter (pK (−) ), which was allowed to vary in the experimentally restricted range 8.0 > pK(-) > 7.5 Second, the modelled ζ curves reproduce all of the main features of the ζ data, with magnitude of the ζ increasing as the logarithm of the salinity as pore fluid salinity is reduced. The ζ model curves are also extremely sensitive to pore fluid pH, as was noted when Walker and Glover (2017) discussed the experimental dataset. This is shown by the spread of the model curves as a function of pH and the degree to which the experimentally measured ζ data concord with the modelled ζ curve for the experimentally determined value of pH, for each sample. There is a greater degree of scattering of the experimental data at high salinities, where measurements are difficult to make (Vinogradov et al. 2010; Walker et al. 2014; Walker and Glover 2017) . However, the model ζ curves agree well with the mean of this cloud of points. Figure 3 shows the calculated C sp model curves as a function of pore fluid salinity and pH together with the data from Walker and Glover (2017) and arranged by lithofacies.
Once again, it is clear that the C sp model curves reproduce all of the main features of the experimentally measured data, with the value of C sp increasing in an approximately power law fashion as pore fluid salinity is reduced. The C sp model curves are also sensitive to pore fluid pH, but not to the same degree as the ζ curves, and this is also noted in the experimental data.
It was hypothesised by Glover et al. (2012) that the flattening of C sp at low salinities, which is clear in experimental data (e.g., Walker and Glover 2017) is controlled by the development of surface conduction and the microstructure of the rocks on the basis of a comparison of their model with the experimental data then available. Comparison of the modelling carried out in this paper with the new data in Walker and Glover (2017) has confirmed the effect. Our C sp modelling for each of the two microstructural forms of Lochaline and Fontainebleau sandstone (i.e., between parts (c) and (d) and parts (e) and (f) in Fig. 3) shows that variations in their independently measured microstructural parameters (modal grain size, porosity, cementation exponent and/or formation factor) and surface conduction (in the absence of any mineralogical differences) are sufficient to explain the degree of flattening occurring in the experimental C sp data. In each case the quartz overgrown version shows a greater degree of low salinity flattening, and this is well-modelled by smaller porosities and cementation exponents which occur for these samples (the measured grain sizes and values of surface conduction are not significantly different).
It should be noted that there is no microstructural control on zeta potential because it is a property of the electrical double layer (EDL) which occurs between the mineral grain and the pore fluid and can be regarded as a property acting on a grain surface scale, independent of how those grains are arranged in a microstructure. This is discussed in more detail at the end of Sect. 4.2.
Sample-by-Sample Modelling
The model has been implemented for each sample measured by Walker and Glover (2017) for a range of salinities and pH at the experimental temperature and with the microstructural and electrical parameters (modal grain size, porosity, cementation exponent, and formation factor) that were measured for that sample.
As in the case of the modelling by lithofacies, the electro-chemical parameters that describe the interface between the rock matrix and the pore fluid could be adjusted to ensure a best fit. However, once again, only one was varied (pK (−) ). The full sample parameters and the modelling parameters are shown in Table 3 . Figures 4 and 5 show the sample-specific ζ and C sp curves from the theoretical model as well as the relevant experimental data from that sample, for C f ranging from 10 −5 to 10 mol/dm 3 and for five values of pH in the range 6 < pH < 8. The pH of the pore fluid was controlled and measured during the experiments of Walker and Glover (2017) to within ±0.2, which is given as pH expt in the data tables in this paper. This value should be used to interpret how the values of the experimental data in Figs. 4 and 5 compare with the set of modelled ζ and C sp curves for the five values of pH for which modelling has been implemented.
Overall, both theoretical ζ and C sp model curves agree extremely well with the experimental data for individual samples; better than when calculated for the generic lithofacies. This implies that modelling ζ and C sp benefits from knowledge of individual sample properties. Accord between the experimental data and the modelling was particularly good for Table 3 The parameters used in the modelling of the C 
Fluid parameters Fluid type NaCl NaCl NaCl NaCl NaCl NaCl NaCl NaCl NaCl NaCl NaCl NaCl NaCl NaCl Table 3 . In this model, there are 16 independent parameters, of which 3 are model variables (temperature, fluid salinity and pH), and 13 are predefined by the electro-chemistry of the fluid and fluid-mineral interface. ζ does not depend on the microstructure of the rock in this implementation of the theoretical model. The model retains only 1 variable parameter (pK (−) ), which was allowed to vary in the experimentally restricted range 8.1 > pK (−) > 7.3. Please note that there are multiple experiments at the same salinity carried out for sample BR1 as this sample was used to develop the experimental protocol Fig. 4g , h, fall clearly on the curve for a pH = 6.5 in each diagram. The experimentally measured pH for these measurements was pH exp = 6.40 and 6.41. The data for the Berea and Boise sandstones have a greater scatter, however, even here the mean behaviour agrees very well with the theoretical curves. For example, the Berea sandstone sample BR3 has ζ and C sp data that follow a trend the mean behaviour of which would lie on a theoretical curve for pH 7.5, while the measured pH during the experiment was pH exp 7.41. Considering the ζ modelling, Fig. 4 shows the calculated curves modelled for individual samples. It is clear that the ζ model curves reproduce the overall low to medium salinity logarithmic behaviour of the experimental data well. The high salinity behaviour of the Table 3 . In this model, there are 19 independent parameters, of which 3 are model variables (temperature, fluid salinity and pH), 13 are predefined by the electro-chemistry of the fluid and fluid-mineral interface, and 3 are predefined by the rock microstructure (d gr , m, φ) . The model retains only 1 variable parameter (pK (−) ), which was allowed to vary in the experimentally restricted range 8.1 > pK (−) > 7.3. Apparently incomplete curves represent negative values that cannot be plotted on a logarithmic axis experimental data is also is modelled well by replacing the ad hoc ζ offset that was used in previous models with our new approach, which keeps the ζ at a constant level for salinities above which the thickness of the diffuse layer is approximately the same or less than the diameter of a hydrated metal ion.
It is clear from the experimental data that the ζ is highly sensitive to pore fluid pH. The results of modelling reproduce this pH-dependence well with the mean of the experimental data falling close to the theoretical curves for the appropriate experimental pH in all cases. For example, the mean pH of the Fontainebleau and Lochaline samples is 6.45 and 7.2, respectively. For the four samples of Fontainebleau sandstone, Fig. 4g -j shows clearly that the experimentally determined ζ fall just below the modelled curve for pH 6.5 theoretical line, while for Lochaline sandstones, Fig. 4k -n shows the experimentally determined ζ fall between the modelled curves for pH 7 and pH 7.5.
We have calculated coefficients of determination for the comparison of the ζ data for each sample and the theoretical curve calculated for the pH at which the measurements were made (pH expt ) and find that the coefficient of determination (R 2 ) values are in all cases > 0.89. Hence the experimental observation that pH is one of the major controls on the ζ , and that even small changes in pH (e.g., pH 7±1) can lead to a large change in ζ (Walker and Glover, 2017 ) is now supported by modelling.
Considering the C sp modelling, Fig. 5 shows the modelled C sp curves as a function of salinity and pH for individual samples, taking into account their individual petrophysical properties. The C sp model curves reproduce all of the main features of the C sp data extremely well. The overall approximate power law behaviour is overlain with a flattening at low salinities and curvature at moderate salinities for some values of pH, both of which conform to the experimental data. In general, the use of sample-specific parameters improves the agreement between the theoretical model curves and the experimental data compared to the modelling in Fig. 3 , and the agreement between the theory and the experimental data is in many cases excellent.
Disagreement occurs for specific salinities where there may be systematic errors in the experimental data (e.g., for 10 −4 mol/dm 3 for Berea sandstone BR1, Fig. 5a ), and there is an overestimation of the theoretical model at low salinities for the Boise sandstone samples (i.e., for B1II, B2II and B3I, Fig. 5d-f) , which probably arises from using inappropriate modelling parameters. The agreement could be improved if we had taken the approach of fitting the theoretical model to the experimental data, but the goal of this work was not to fit the theoretical model to the data but to see how robust the theoretical model is when compared to high-quality data. The agreements between theory and experiment in the sample-by-sample study represented by Figs. 3 and 5 are better than any published so far.
The C sp model curves are sensitive to pore fluid pH just as in Fig. 3 , but now it is possible to see clearly that the experimental data fall close to the theoretical curve for the experimental value of pH (pH expt ), which is given for reference on each plot and in Table 3 , together with the uncertainty in its measurement. A typical example is for Berea sample BR3 (Fig. 5c) , where the experimental data fall almost exactly on the curve for pH 7.5 and for which the mean experimental pH was 7.41 ± 0.11 (Table 3) . We have calculated coefficients of determination for the comparison of the C sp data for each sample and the theoretical curve calculated for the pH at which the measurements were made (pH expt ), and find that the R 2 values are in all cases > 0.91.
The microstructural control of the flattening of the C sp model curves at low salinities is completely clear in the sample-by-sample modelling. Comparison between the detrital Fontainebleau sandstones (F1D and F2D, Fig. 5g, h ) with the overgrown Fontainebleau sandstones (F3Q and F4Q, Fig. 5i, j) , and similarly for the detrital and overgrown forms of Lochaline sandstone (L1D and L2D, Fig. 5k , l with L3Q and L4Q, Fig. 5m, n) shows that there is a much stronger degree of flattening at low salinities for the authigenic overgrown forms of the sandstone than the detrital sandstones. The implementation of these microstructural parameters in each theoretical curve allows the curves to match the experimental data and take into account the effect of the microstructural differences on the measured C sp data. The microstructural differences between the detrital and authigenic overgrown sandstones is marked, with the overgrown samples of either rock type having (1) a much smaller porosity, (2) a much larger formation factor, (3) a slightly larger grain size, and (4) a similar or slightly smaller cementation exponent. These changes indicate that, from an electrical point of view, the development of overgrowths fills most of the pores without reducing the degree to which the pores are connected, leaving the cementation exponent relatively unchanged. After the overgrowths are developed, electrically patent pathways still occur along thin passageways between the euhedral grains, but their sensitivity to closure, which is measured by the large formation factor, is high. The increase in formation factor is primarily due to the significant reduction in porosity than a change in cementation exponent. There is little change in grain size because the overgrowths are filling-in pore space rather than increasing the size of the grain in all directions. This is akin to comparing the diameter of a sphere with a co-centred cube of the same linear dimensions-the cube has a volume that is almost twice as big (6/π 1.9099), yet seems to occupy a similar amount of space. Once again, it should be noted that there is no microstructural control on zeta potential. The zeta potential is a property of the electrical double layer (EDL) which occurs between the mineral grain and the pore fluid. It is calculated from the Stern potential which itself is obtained by assuming that the EDL is thin compared to its extent (Fixman 1980 (Fixman , 1983 . Consequently, it can be regarded as a property acting on a grain surface scale and should be independent of how those grains are arranged in a microstructure. That will certainly be the case when the EDL is extremely small at high pore fluid salinities. However, there is a possibility that the zeta potential might vary in a rock at a local scale when the pore fluid salinity is so low that the EDL is of the same scale as the characteristic scale of the pores. In this case, the shear plane might vary from location to location within the microstructure as fluid flow conforms to that microstructure. This will give rise to local, transient potential differences which can be regarded as microstreaming potentials. However, the electro-neutrality requirement will ensure that most of these microstreaming potentials cancel each other out so that we are left with the macroscopic overall streaming potential. A similar effect can also be imagined to arise from a rock composed of a mixture of minerals with different Stern potentials and consequently different zeta potentials. Consequently, the effect will have an influence on how the zeta potential from two different minerals in a two-mineral mixture mix to provide an effective zeta potential.
Conclusions
A modified form of the theoretical model of Glover et al. (2012) has been applied to all of the data from Walker and Glover (2017) for each lithofacies and for each individual sample. The major modifications to the model comprised (1) implementing a calculation for pore fluid pH that is a function of all the ionic contributions to the electrolyte, (2) removing the zeta potential offset as a parameter forcing a constant ζ at high salinities, (3) implementing a variable threshold ζ at high salinities where the thickness of the diffuse layer is comparable to the size of the hydrated metal ions and representing, therefore, a maximum charge density for the diffuse layer. The modelling was carried out as a function of salinity and pH allowing only one parameter (the disassociation constant for dehydrogenation of silanol) to vary over a small range constrained by independent measurements made by other researchers.
The modelled ζ curves were found to agree well with the experimental data for each lithofacies and extremely well for each individual sample. The modelled ζ is highly sensitive to pH and salinity, and it was found that the experimental data fell on the curves expected from the experimental pH, in most cases to within ±0.2 pH points, contrasting with the widespread scatter of previously existing ζ measurements which suffered a lack of pH control.
The modelled C sp curves were also found to agree well with the experimental data for each lithofacies and extremely well for each individual sample. It has been confirmed that the low salinity behaviour of the C sp measurements is caused by the pore structure and best exemplified by the difference results obtained when measuring either the detrital or overgrown forms of the Fontainebleau and Lochaline data, each of which is chemically indistinguishable.
The replacement of the zeta potential offset with an implementation of the maximum charge density hypothesis of Vinogradov et al. (2010) for generating a constant value of ζ at high salinities (to match the experimental observations) has led to a modelling which concords extremely well with all of the data in the Walker and Glover (2017) dataset.
It should be noted that this paper concerns itself only with sandstones. The model it describes does not take into the account the complex mineralogy of rocks that comprise clays, which affect the mineral-electrolyte interfacial chemistry. In order to make the model applicable to a wider range of rocks, a proper surface complexation model (e.g., Datta et al., 2009; Li et al., 2016) should be incorporated in order to yield the equilibrium zeta potential of each type of mineral before calculating the effective zeta potential value for each rock sample and then calculating the streaming potential from the individual rock sample microstructural parameters. The surface complexation models, when validated against experimental data, could provide a route for evaluating the zeta potential under varying concentration, composition and temperature.
