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Abstract
In this paper we present the formulation of level-set methods for the inverse problem of identifying an
interface in the coe0cient of an elliptic equation from a boundary measurement. This problem arises from the
modeling of the identi$cation of contact regions by boundary measurements for semiconductor transistors. We
propose the Gauss–Newton direction as the interface velocity, and implement the scheme for a parameterized
class of interfaces.
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1. Introduction
Ohmic contacts are most common in semiconductor devices in making connections between either
semiconductors or semiconductors and metals. Perfect contacts are assumed to be the case that there
is no resistance and the location and shape of the contact region are exactly as designed. In the
view of the existing techniques of making ohmic contacts, such an assumption is usually acceptable
for transistors of reasonable sizes. However, as transistors become smaller into the sub-microns, the
resistance, misalignment and shape variation of an imperfect contact are no longer negligible and
will a?ect the performance of the transistors. To determine the quality of a contact, a simple non-
destructive test is usually performed in practice: apply an input current to the device and measure the
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voltage from the other side of the contact. It is believed that this measurement contains information
about the quality of the contact. There have been some studies on this particular problem (see, e.g.,
[2,4,10,11]).
A mathematical model for this problem has been derived from the full three-dimensional model
under some simpli$cation assumptions (see [10]). It consists of the following boundary value problem
for the electrostatic potential u(x) in a planar region  ⊂ R2 occupied by the semiconductor:
Iu(x) = p(x)u(x) for x∈;
9u(x)
9 = g(x) for x∈ 9; (1.1)
where  denotes the outward normal direction on 9, and
p(x) =
{
p0 if x∈ S ⊂ ;
0 if x∈ \ S:
Hence p = p(x) represents the resistance as well as the location S of the contact. The contact
resistivity is proportional to 1=p0. The boundary function g(x) represents the input current density
on 9.
Problem (1.1) can be written in its weak form:
〈∇u;∇〉+ p0〈u; 〉S = 〈g; 〉9 (1.2)
for all ∈H 1(), where 〈·; ·〉D denotes the usual L2 inner product in the given domain D.
The inverse problem of recovering a single parameter in p = p(x) from a one-point boundary
measurement u(x0) (x0 ∈ 9) has been studied in [2,4]. The parameter is either p0 with S given, or a
parameter in S (e.g., the radius of a disk) with p0 given. It is also shown that a one-point boundary
measurement is in general not su0cient to identify the location S of the contact. More recently, there
have been some studies on the similar inverse problems by level-set methods (see [7,9,12]). Related
inverse problems for semiconductor devices can also be found in [1,5] and references therein.
In this paper, we study the identi$cation of the contact location S from a boundary measurement
of u on a segment 0 ⊂ 9, assuming p0 is given. We $rst use the level-set function to describe the
contact region S, and formulate the inverse problem as a least squares optimization problem. The
shape gradient of the cost functional will be given. We then employ the level-set method [14] for
identifying the contact location; i.e., we represent the boundary of the contact region as the zero level
set of a level-set function, and deform an initial guess of the unknown contact region by integrating
the Hamilton–Jacobi equation for the level-set function. We propose two normal velocity functions
in the Hamilton–Jacobi equation for deforming contact regions and recovering the unknown contact
region S: one is the negative of the shape gradient, the other is a Gauss–Newton direction. The
$rst one did not work unless we started very close to the exact region due to the fact that our
inverse problem is signi$cantly ill-posed. Indeed we calculated the singular values of the linearized
forward map from the shape of the contact region to the boundary measurement. There were only a
small number of signi$cant singular values. In order to remedy the ill-posedness, we parameterize
a class of admissible deformations, and formulate a Gauss–Newton direction which is similar to
the gradient direction but would usually perform better and more convenient to implement in the
$nite-dimensional space of parameters. We will present the numerical results on the implementation
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of the Gauss–Newton deformation velocity in the class of rectangular regions by selecting four
corresponding parameterized deformation vectors. In this case our proposed algorithm converges well
with fairly general initial guesses, and provides an accurate reconstruction of the contact region S.
2. Formulation by level-set methods
Suppose S is a closed, connected subset of  with boundary . We consider the following inverse
problem: Recover the contact region S from a measurement z of u on 0 ⊂ 9, where (u; S) is
the solution to (1.1). We formulate this inverse problem as the following least-squares minimization
problem:
min

J () =
1
2
∫
0
|u(x)− z(x)|2 ds:
First we derive the shape derivative (see, e.g., [6,15]) of the cost functional J . Consider a variation
h˜(x) of  and the family of curves
t =  + th˜(x) ≡ {x + th˜(x)∈ : x∈}; t ¿ 0:
The shape derivative of J in the direction h˜ is
d
dt
J (t)
∣∣∣∣
t=0+
= lim
t→0+
J (t)− J ()
t
:
Let ut be the solution to (1.1) with St as the interior of t:
〈∇ut;∇〉+ p0〈ut; 〉St = 〈g; 〉9 (2.1)
for all ∈H 1(). Note that
J (t)− J () = 12 |ut − u|20 + 〈u− z; ut − u〉0 :
Let q∈H 1() be the solution to the adjoint equation
〈∇q;∇〉+ p0〈q; 〉S = 〈u− z; 〉0 for all ∈H 1(): (2.2)
Then, from (1.2), (2.1) and (2.2),
〈u− z; ut − u〉0 = 〈∇q;∇(ut − u)〉+ p0〈q; ut − u〉S
=−p0(〈ut; q〉St − 〈ut; q〉S)
=−p0(〈u; q〉St − 〈u; q〉S)− p0(〈ut − u; q〉St − 〈ut − u; q〉S):
Hence
J (t)− J ()
t
=
|ut − u|20
2t
− p0 〈u; q〉St − 〈u; q〉St − p0
〈ut − u; q〉St − 〈ut − u; q〉S
t
:
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Note that
lim
t→0
〈u; q〉St − 〈u; q〉S
t
=
∫

(uq)( · h˜) ds:
Since it can be shown that t → ut ∈H 1() is Lipschitz, thus the $rst and third terms in the above
tend to zero as t → 0, and therefore
d
dt
J (t)
∣∣∣∣
t=0+
= lim
t→0+
J (t)− J ()
t
=−p0
∫

(uq)( · h˜) ds: (2.3)
Here  denotes the outward normal direction on , and p0¿ 0 is a given constant. Hence the
steepest descent direction of J is
V (x) = u(x)q(x) on :
We refer to [6,15] for detailed discussions on shape derivative calculation for more general problems.
Now we formulate the set St or its boundary t using a level-set function ’(t; x):
St = {x∈ :’(t; x)¿ 0} or t = {x∈ :’(t; x) = 0}:
Then the normal direction on t is =∇x’(t; x)=|∇x’(t; x)|, and the motion of the level-set function
is governed by
’t + V (t; x) · ∇x’= 0;
where V (t; x) is the velocity of the level curves. If we choose the steepest descent direction of J as
velocity V (see [13,14] and reference therein), then we obtain the Hamilton–Jacobi equation for the
level-set function ’:
’t + V (x) |∇’ |= 0 (2.4)
at t=0, where V denotes an extension of u(x)q(x) from boundary  into R2. Here u is the solution
to (1.2) and q is the solution to (2.2). This provides the equation for marching the interface so that
J is minimized. That is, we update the level-set function ’(0; x) to ’(It; x) by (2.4) and update S
by S = {x∈ :’(It; x)¿ 0}. Then we evaluate the state u and the adjoint q by (1.2) and (2.2),
respectively, and proceed to the next update.
We have implemented this algorithm by (2.4) but the algorithm did not produce any updates
that would converge to an unknown region at all for all test examples we tested. It is simply too
insensitive to yield any reliable updates.
As will be seen from our singular values calculation of the linearized map, this inverse problem
of recovering S or  from the boundary measurement z = u|0 is extremely insensitive.
To remedy the insensitivity of the problem, we will parameterize the contact region, so that we
can investigate cases where the contact regions are described by a certain number of parameters.
To this end, we will re-formulate the velocity function V using a Gauss–Newton direction, which
is similar to the steepest descent direction described above but usually performs better and is more
convenient to implement for nonlinear least-squares problems in the $nite dimensional space of
parameters. With a speci$c choice of a parameter set, it also turns out that we need not to compute
explicitly the level-set function. However, for more general geometry of the contact regions, the
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level-set formulation is still necessary. Hence, for the sake of completeness, we will continue to use
the level-set function to derive the Gauss–Newton formulation.
Continuing with the notation earlier, we $rst derive the shape derivative of the solution u to (1.2)
with respect to changes in . Let
u′(x) = lim
t→0+
ut(x)− u(x)
t
; x∈
be the shape derivative of u in the direction of h˜(x). From (1.2), using the same calculations as
before, we can obtain
〈∇u′;∇〉+ p0〈u′; 〉S =−p0
∫

u( · h˜) ds (2.5)
for all ∈H 1(). Note that the strong form of (2.5) is
Iu′ − p0u′ = 0 in S; Iu′ = 0 in  \ MS;
[u′] = 0;
[
9u′
9
]

= p0u( · h˜); and 9u
′
9 = 0 on 9; (2.6)
where [f] denotes the jump of the function f when crossing from inside to outside of S. See also
[4]. De$ne the Jacobian G : v=  · h˜∈L2()→ L2(0) of u|0 by
Gv= u′|0 : (2.7)
The idea of the Gauss–Newton method [3] for nonlinear least-squares problems is to use the direction
that minimizes the a0ne model of the nonlinear objective function J as the update direction. In our
calculation above, the Gauss–Newton step is then given by the solution v to
min |Gv+ u− z|2Y over v∈Q; (2.8)
where Y = L2(0) and Q is an admissible class of normal deformations in v. Let v be a solution to
(2.8), then we set V (x) = v(x) at .
The linearized map G is usually highly singular, which is even more so for this particular problem
(see examples in the next section). In order to deal with this lack of sensitivity, we introduce
parametrization to the contact regions. That is, we assume Q = span { · h˜i}mi=1 with pre-selected
deformations h˜i, 16 i6m. For example, the expansion (in normal direction) and translation can be
described by setting
h˜1 = ; h˜2 = (1; 0) and h˜3 = (0; 1): (2.9)
For the directional expansions, we can choose
h˜1 = +1 (1; 0); h˜2 = 
−
1 (1; 0); h˜3 = 
+
2 (0; 1); and h˜4 = 
−
2 (0; 1): (2.10)
Here s+ = max{s; 0} and s− = min{s; 0}. Clearly, circular regions are invariant under deformation
(2.9) and rectangular regions are invariant under deformation (2.10).
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Let ut be the solution to (2.1) at the current iteration. To apply the Gauss–Newton method, we
compute for 16 i6m
Gi = u′i|0 ;
where u′i satis$es
〈∇u′i ;∇〉+ p0〈u′i ; 〉S =−p0
∫

ut( · h˜i) ds:
Then
Gtv=
m∑
i=1
ci Gi for v=  · h˜ ≡
m∑
i=1
ci ( · h˜i):
Thus, the Gauss–Newton velocity V at t is given by
V (t; x) =  · h˜
with the least-squares solution
c =−(GTt Gt)−1GTt (ut − z) (2.11)
to the minimization problem (2.8).
Our proposed algorithm can be stated as follows.
Gauss–Newton Update
• Set an initial level-set function ’0(x) as initial guess of the envelope of the unknown shape
0 = {’0(x; y) = 0}.
• Solve Eq. (2.1) for u(k), where we use subscript k to indicate the quantities in the kth step.
• Solve the sensitivity equation (2.5) for Gi(k) with ut = u(k).
• Solve the least-squares solution (2.11) and evaluate the normal velocity Vk at k .
• Extend the velocity Vk to a computational tube |’k |6 %, where % is the width of the tube.
• Update the level-set function ’k by solving the Hamilton–Jacobi equation
’kt + Vk |∇’k |= 0: (2.12)
The extension of velocity Vk can be carried out by an upwind scheme along the normal direction
originated from the interface k :
Vt + sgn(’)∇V · ∇’|∇’| = 0:
We use the Gudnov-type scheme for (2.12) on a $xed Cartesian grids with uniform mesh size and
time step size It ¿ 0 (satisfying CFL condition), i.e.,
’k+1 − ’k
It
+ Vk |∇’k |= 0;
where |∇’k | is evaluated using a WENO ([8], weighted essential nonoscillatory) scheme. We refer
to, e.g. [13,14], for detailed discussions on numerical integration of the level-set equation.
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Fig. 1. Numerical solution u: the solution surface, its contour plot with the contact region, and the boundary measurement
u(0; ·) (the solid curve on the left edge of the surface).
3. Numerical examples
In the following numerical examples, we set
 = (0; 1)× (0; 1); p0 = 10; 0 = {0} × [0; 1]; g(x) =
{
1 on {1} × [0; 1];
0 elsewhere on 9:
Recall that 0 is where boundary measurement of u is made. When given the contact region S or its
interface  at each iteration, we need to solve for u to (2.1) and (2.5) for the derivatives. Note that
these equations have the same left-hand side. We use linear tensor-product $nite elements scheme
on a $xed Cartesian grid of the unit square to solve these equations.
First, we investigate the sensitivity of this inverse problem of recovering the interface  = 9S.
For simplicity, we set S = (0:5; 0:7)× (0:4; 0:6). For mesh size of Ix1 =Ix2 = 1=100, the numerical
solution u to (1.2) is presented in Fig. 1, together with its contour plot and the contact region.
Note that the boundary measurement u(0; ·), the solid curve on the left edge of the surface, is a
Oat curve with the mean or average height of 2.5929 and the variation (di?erence of maximum and
minimum) of 0.0147. To further see the insensitivity of this boundary measurement with respect to
the perturbations on the contact interface, consider the linearized map of the forward problem from
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Fig. 2. The singular values of the Jacobian with respect to perturbations on the interface.
the interface to the boundary measurement. This map is given by the shape derivative u′ in (2.5),
and represented by the Jacobian G in (2.7). To actually compute the Jacobian G in this numerical
example, we choose one deformation vector for each non-corner grid point on : h˜i =  on the
interval centered at the grid point with width equal to mesh size, and 0 elsewhere on . Thus the
matrix G is of 101 × 76. The singular values of G are plotted in Fig. 2. Clearly there are only a
few signi$cant singular values (the numerical rank is 13), and the forward map is very insensitive.
Next, we consider only the class of rectangular contact regions within , and implement our
proposed Gauss–Newton update scheme for the identi$cation of contact regions in this class. In this
case S can be described by four parameters: S = (a; b)× (c; d). We use these four parameters to set
up the corresponding deformation vectors h˜, similar to those of (2.10):
h˜a(x) =−−1 (x)(1; 0); h˜b(x) = +1 (x)(1; 0);
h˜c(x) =−−2 (x)(0; 1); h˜d(x) = +2 (x)(0; 1):
Hence, if using the set indicator function ),
 · h˜a =−)({a} × (c; d));  · h˜b = )({b} × (c; d));
 · h˜c =−)((a; b)× {c});  · h˜d = )((a; b)× {d}):
Under the same setting as in Fig. 1, the Jacobian for this set of deformation vectors has singular
values
259:1833; 1:6550; 0:2394; 0:0015:
The singular vectors associated with the largest and smallest singular values are:
v˜1 = [− 0:5008; 0:5003;−0:4994; 0:4994]T and v˜4 = [0:2797;−0:6787;−0:4802; 0:4802]T;
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respectively. Vector v˜1, representing the normal expansion of the contact region with nearly equal
rate for all sides, gives the most sensitive direction of motion to the boundary measurement; this
is in fact very similar to the situation studied in [4]. Vector v˜4 represents the squeezing in the
x1-direction and the expanding in the x2-direction (with equal rate in opposite sides) of the contact
region, and it seems clear why this is the least sensitive direction of motion with respect to the
boundary measurement at 0.
In implementing the Gauss–Newton update scheme, we note that the rectangles are invariant
under this deformation, hence the last two steps of the proposed algorithm are simply performed
by updating the locations of the four sides: a, b, c, and d. However, in the updating process, the
parameters need to satisfy constraints
0¡a¡b¡ 1; 0¡c¡d¡ 1;
or equivalently in a more convenient form,
(a; 1− b; b− a; c; 1− d; d− c)¿ 0:
When initial guess is close to actual parameters, we observed that this Gauss–Newton update would
not violate these constraints. But for an arbitrary initial guess, the constraints would be violated by
the updates. To deal with this problem so that our algorithm would work well with fairly general
initial guesses, we use an adaptive strategy. At each iterate tk = (ak ; bk ; ck ; dk), the Gauss–Newton
direction vk from the least squares is scaled by +k ¿ 0 for the next iterate:
tk+1 = tk + +kvk ;
and we choose 0¡+k6 1 so that the constraints are maintained for tk+1. In actual implementa-
tions, we choose +k so that the parameters are updated in the Gauss–Newton direction toward the
boundaries of the constraints by at most one half of the distance between the current value and the
boundaries:
(a; 1− b; b− a; c; 1− d; d− c)|k+1¿ 12 (a; 1− b; b− a; c; 1− d; d− c)|k :
In order to avoid the iterations approaching too close to the boundary of the constraints, we
pre-determine a margin 0¡%¡ 1=2, and restrict the new parameters tk+1 to stay inside the con-
strained range within the %-margin:
(a; 1− b; b− a; c; 1− d; d− c)¿ %:
The choice of % depends on the particular applications, since it speci$es the minimum distance from
the contact to the domain edge and the minimum size (%× %) of the contact. These constraints can
be easily enforced by resetting a new parameter to its marginal value if it has exceeded it by the
Gauss–Newton update, which is equivalent to selecting a new initial guess for the iteration. This
simple strategy works very well in all examples we tested. In most cases, the $rst few iterates require
the scaling +k be less than 1, and as soon as +k becomes 1, the iteration converges quickly.
In the following we present some of our numerical results. In these examples, we set mesh size
Ix1 = Ix2 = 1=80, choose % = 0:05, and terminate the iteration when |vk |2¡ 1 · 10−8. The results
of four representative examples are summarized in Table 1. The error given in the last column is
the 2-norm of the di?erence between the $nal iterate tk and the exact t∗. We can see from all these
examples that most of the iterates are spent on searching for a “good” starting point when +k ¡ 1,
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Table 1
Numerical examples by the Gauss–Newton update scheme
Initial (a0; b0; c0; d0) Exact (a∗; b∗; c∗; d∗) Iterations Error |ek |2
(i) (0:40; 0:60; 0:40; 0:60) (0:42; 0:55; 0:55; 0:63) k = 1: +k ¡ 1 3:1833 · 10−12
k = 2–7: +k = 1
(ii) (0:20; 0:80; 0:20; 0:80) (0:42; 0:55; 0:55; 0:63) k = 1–9: +k ¡ 1 3:0498 · 10−12
k = 10–15: +k = 1
(iii) (0:20; 0:80; 0:20; 0:80) (0:76; 0:85; 0:62; 0:82) k = 1–7: +k ¡ 1 7:0231 · 10−12
k = 8–14: +k = 1
(iv) (0:20; 0:80; 0:20; 0:80) (0:15; 0:23; 0:75; 0:83) k = 1–47: +k ¡ 1 5:6190 · 10−14
k = 48–53: +k = 1
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(i) After 7 iterates: (ii) After 15 iterates:
(iii) After 14 iterates: (iv) After 53 iterates:
initial
initial
initial initial
Fig. 3. Relative positions of initial guesses and exact contact regions (shaded) for the four examples in Table 1. In each
case our algorithm converges to a $nal reconstruction that coincides with the exact contact region.
and once it is found, it takes only a few steps for the full Gauss–Newton direction (+k = 1) to
converge to the exact contact region. A more visual illustration of the relative positions between the
initial guess (dotted lines) and the exact contact region (shaded rectangle) for the four examples
is presented in Fig. 3. In each case the iteration converges to the exact contact region, and the
intermediate steps are not shown.
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Fig. 4. Examples with noisy data: (a) a measurement with 2% random noise, and (b) the $nal reconstruction of the
contact region for each of the 10 di?erent runs; the exact region is shaded.
We have also tested our algorithm using noise-contaminated measurements. These data are obtained
by adding certain levels of random noise (uniformly distributed with 0 mean) to the exact boundary
measurements. Since the boundary measurements themselves are usually Oat, we determine the noise
level relative to the variation of the boundary measurements, not the mean or average. We present
below the case when the exact contact region is as in Fig. 1; that is, S=(0:5; 0:7)×(0:4; 0:6). We add
various levels of noise, relative to the variation (0.0147), to the exact boundary measurements, and
use the noisy data for our iteration process. To obtain quicker convergence, we start the iterations
at the exact location (a; b; c; d) = (0:5; 0:7; 0:4; 0:6). It works reasonable well for noise levels below
5% in the sense that the iteration converges quickly (i.e., the 2-norm of the Gauss–Newton direction
vk is less than 1·10−8 after a few iterates). However, due to the insensitive nature of the forward
map, the resulting reconstruction of the contact region is quite di?erent from the exact contact.
In fact, it depends on the added noise: for each set of noisy data of the same level, the iteration
would converge to a di?erent rectangle. In Fig. 4, we present the results for the case of 2% relative
noise. Fig. 4a shows a typical 2% noise-contaminated measurement, and Fig. 4b gives the $nal
reconstruction of the contact region for each of 10 di?erent runs. As we can see, these estimates
capture reasonably well the exact contact region. Moreover, it is interesting to observe that the areas
of all these resulting rectangles are all very close to the area of the exact contact. In other cases
of relative noise levels, results are quite similar, except that the spread of the resulting rectangles is
wider for higher noise levels.
Acknowledgements
The authors would like to thank the anonymous referees for their constructive comments in helping
improve the presentation of this paper.
References
[1] M. Burger, H. Engl, P.A. Markowich, P. Pietra, Identi$cation of doping pro$les in semiconductor devices, Inverse
Problems 17 (2001) 1765–1795.
[2] S. Busenberg, W. Fang, Identi$cation of semiconductor contact resistivity, Quart. Appl. Math. 49 (1991) 639–649.
410 W. Fang, K. Ito / Journal of Computational and Applied Mathematics 159 (2003) 399–410
[3] J.E. Dennis, R.B. Schnabel, Numerical Methods for Unconstrained Optimization and Nonlinear Equations,
Prentice-Hall, Englewood Cli?s, NJ, 1983.
[4] W. Fang, E. Cumberbatch, Inverse problems for MOSFET contact resistivity, SIAM J. Appl. Math. 52 (1992)
699–709.
[5] W. Fang, K. Ito, D. Redfern, Parameter identi$cation for semiconductor diodes by LBIC imaging, SIAM J. Appl.
Math. 62 (2002) 2149–2174.
[6] J. Haslinger, P. Neittanmaaki, Finite Element Approximation for Optimal Shape Design: Theory and Applications,
Wiley, New York, 1988.
[7] K. Ito, K. Kunisch, Z. Li, Level-set function approach to an inverse interface problem, Inverse Problems 17 (2001)
1225–1242.
[8] G.-S. Jiang, D. Peng, Weighted ENO schemes for Hamilton–Jacobi equations, SIAM J. Sci. Comput. 21 (2000)
2126–2143.
[9] A. Litman, D. Lesselier, F. Santosa, Reconstruction of a two-dimensional binary obstacle by controlled evolution of
a level-set, Inverse Problems 14 (1998) 685–706.
[10] W.H. Loh, Modeling and measurement of contact resistances, Technical Report No. G830-1, Stanford Electronics
Labs., December 1987.
[11] W.H. Loh, K. Saraswat, R.W. Dutton, Analysis and scaling of Kelvin resistors for extraction of speci$c contact
resistivity, IEEE Electron. Dev. Lett. 6 (1985) 105–108.
[12] S.J. Osher, F. Santosa, Level set methods for optimization problems involing geometry and constraints I: frequencies
of a two-density inhomogeneous drum, J. Comput. Phys. 171 (2001) 272–288.
[13] S.J. Osher, J.A. Sethian, Fronts propagating with curvature-dependent speed: algorithms based on Hamilton–Jacobi
formulations, J. Comput. Phys. 79 (1988) 12–49.
[14] J.A. Sethian, Level Set Methods and Fast Marching Methods, Cambridge University Press, Cambridge, 1996.
[15] J. Sokolowski, J.-P. Zolesio, Introduction to Shape Optimization, Springer, Heidelberg, 1992.
