Abstract-Many a concrete theorem of abstract algebra admits a short and elegant proof by contradiction but with Zorn's Lemma (ZL). A few of these theorems have recently turned out to follow in a direct and elementary way from the Principle of Open Induction distinguished by Raoult. The ideal objects characteristic of any invocation of ZL are eliminated, and it is made possible to pass from classical to intuitionistic logic. If the theorem has finite input data, then a finite partial order carries the required instance of induction, which thus is constructively provable. A typical example is the well-known theorem "every nonconstant coefficient of an invertible polynomial is nilpotent".
I. INTRODUCTION
Many a concrete theorem of abstract algebra admits a short and elegant proof by contradiction but with Zorn's Lemma (ZL). A few of these theorems have recently turned out to follow in a direct and elementary way from the Principle of Open Induction (OI) distinguished by Raoult [1] . A proof of the latter kind may be extracted from a proof of the former sort. If the theorem has finite input data, then a finite partial order carries the required instance of induction, which thusunlike OI in general-is provable by fairly elementary means.
This approach is intended as a contribution to a partial realisation of Hilbert's Programme in algebra [2] , and was motivated by related work in infinite combinatorics [3] , [4] and by the rise of dynamical algebra [5] , [6] and formal topology [7] , [8] . The ideal objects characteristic of any invocation of ZL are eliminated, and it is made possible to work with finite methods only, e.g. to pass from classical to intuitionistic logic.
A typical example, which we study in this paper, is the wellknown theorem "every nonconstant coefficient of an invertible polynomial is nilpotent". This theorem can be reduced to the case, which in turn is readily settled, of polynomials over an integral domain. The reduction is usually done by a universal quantification over prime ideals, which are ideal objects in Hilbert's sense. One in fact invokes the contrapositive KL below of a variant of Krull's Lemma, which contrapositive can notably be deduced from ZL by a proof by contradiction.
Along this reduction proof via KL one virtually loses the computational information contained in the hypothesis of the theorem. In particular the proof fails to provide an algorithm for computing an exponent under which the nilpotent indeed vanishes. All this notwithstanding, we can extract a proof that is based on induction over a finite partial order; and the tree one can grow in an obvious way alongside the induction encodes an algorithm which computes the exponent.
This may be little surprising if one takes into account that the theorem has already seen constructive proofs before [9] . However, the point rather is that our constructive proof is gained from a given classical one, the one by reduction mentioned above. Further sources for this instance of extraction are a polynomial trick due to Gauß that has played a role in related situations [10] , [11] , as well as a direct deduction of KL from OI, which we thus do first.
II. PRELIMINARIES
The overall framework of this note is constructive algebraà la Kronecker and Bishop [12] , [13] . Due to the corresponding choice of intuitionistic logic, one or the other assumption needs to be made explicit that would be automatic in classical algebra, by which we mean algebra as carried out within ZFC set theory and thus, in particular, with classical logic. For example, we say that an assertion A is decidable whenever A ∨ ¬A holds, and that a subset S of a set T is detachable if t ∈ S is decidable for each t ∈ T . As moreover the principle of countable choice will not occur, let alone the one of dependent choice, all our constructive reasoning can be carried out within (a suitable elementary fragment of) the Constructive ZF Set Theory CZF which Aczel [14] , [15] , [16] has interpreted within Martin-Löf's [17] Intuitionistic Theory of Types. This CZF is to be distinguished from Friedman's [18] impredicative Intuitionistic ZF Set Theory IZF, which among other things the axiom of power set is part of.
Let (X, ) be a partial order. We do not specify from the outset whether X is a set in the sense of CZF, which in the case of our definite interest will anyway be the case, but during heuristics will depend on the choice of a more generous set theory such as IZF. Unless specified otherwise every quantification over the variables x, x , y, and z is understood as over the elements of the partial order X under consideration.
Let U be a predicate on X. We say that U is progressive if
where y > x is understood as the conjunction of y x and y = x. By induction for U and X we mean the following:
Classically, induction holds for every U precisely when X is well-founded in the sense that every inhabited predicate on X has a maximal element-or, in classically equivalent terms, that there is no strictly increasing sequence in X.
We will use induction in cases in which X has a least element ⊥, in which U (⊥) is equivalent to ∀x U(x) whenever U is monotone: that is, if x y, then U (x) implies U (y). Note finally that if U is progressive, then U is satisfied by every maximal element of X, and thus by the greatest element of X whenever this exists.
III. A CLASSIC EXAMPLE
As a warm-up we first revisit the perhaps historically firstalbeit implicit-occurrence of induction in algebra. This is the proof Krull [19, pp. 8-9] gave for the Lasker-Noether decomposition theorem "every ideal of a commutative Noetherian ring R is the intersection of finitely many primary ideals".
According to one of the constructively meaningful variants of the concept of a Noetherian ring [20] , a commutative ring R is Noetherian if induction holds for the partial order consisting of the finitely generated ideals of R, which by the way is a set in CZF. We now deduce constructively, from this instance of induction, a somewhat simpler corollary of the Lasker-Noether theorem for R. This corollary says that the radical ideal √ I = {r ∈ R : ∃e ∈ N (r e ∈ I)} of a finitely generated ideal I of R is the intersection of finitely many finitely generated prime ideals of R. Constructive proofs given before [6] with related notions of "Noetherian" have motivated our choice of this example.
For later use we note that √ 0 is known as the nilradical, and its elements as the nilpotents of the commutative ring R. Our key lemma will be the following, which is well-known.
Lemma 1: If I is an ideal of R, and a, b ∈ R, then
In addition to this, and the aforementioned instance of induction for a Noetherian ring, we need to employ a distinction-bycases that is known as Strong Primality Test (SPT) [6] . This SPT says that, for every finitely generated ideal I of R, either (i) I = R, which is to say that 1 ∈ I; or (ii) for all a, b ∈ R, if ab ∈ I, then either a ∈ I or b ∈ I; or (iii) there are a, b ∈ R for which ab ∈ I but neither a ∈ I nor b ∈ I. Recall in this context that an ideal I is a prime ideal if (i) fails and (ii) holds. Clearly SPT is classically valid, but it also holds constructively whenever R is a fully Lasker-Noether ring [6] . Consider " √ I is the intersection of finitely many prime ideals" as a predicate U of the finitely generated ideals I of R. To show that U is progressive, let I be a finitely generated ideal of R. If I = R, then clearly U (I); if I is a prime ideal, then in particular √ I = I, and thus U (I). If however a, b ∈ R are as in case (iii) of SPT, then I I + Ra and I I + Rb but I = I +Rab; whence U ( √ I + Ra) and U ( √ I + Rb) hold by induction, and U (I) follows with Lemma 1 at hand.
This constructive proof of the corollary can be carried over in a relatively easy way to the full Lasker-Noether theorem, and as such can be viewed as an "unwinding" not only of Krull's proof, but also of the better explicated, still classical proofs given in [21] , [22] . We refrain from doing this transfer to the full theorem, for no further insight into the method of proof would be gained-but the notion of a primary ideal had to be introduced, which, unlike the one of a prime ideal, will not play any prominent role in the present paper.
IV. SOME INDUCTION PRINCIPLES
When does induction hold more in general, regardless of the specific partial order under consideration? A fairly general induction principle has been coined by Raoult [1] as follows. A partial order X is chain-complete if every chain Y in X has a least upper bound Y ∈ X. A predicate U on X is open in the lower topology if, for every chain Y in X,
(Think of the elements x of Y as of "neighbourhoods" of the "limit" Y of Y .) Now Raoult's Open Induction (OI) is induction for chain-complete X and open U . It is easy to see [1] that OI follows classically from Zorn's Lemma (ZL).
Open Induction implies Well-Founded Induction (WI) which is induction for well-founded X and arbitrary U . 1 In fact, if X is well-founded, then every chain in X has a greatest element; whence X is chain-complete, and every U is open. Unlike OI, WI is provable in ZF, but most partial orders that are classically well-founded lack this property from a constructive perspective. For the notion of a Noetherian ring one can, as we have recalled above, circumvent this problem by simply defining a commutative ring to be Noetherian if one can perform induction on the finitely generated ideals [20] .
We say that X is finite if X = {x 1 , . . . , x n } for some n 0 and if, in addition, x y is decidable for all x, y ∈ X. In this case, X is a discrete set, which is to say that x = y is decidable for all x, y ∈ X. Classically, every finite X is well-founded; whence WI implies Finite Induction (FI): that is, induction for finite X and for arbitrary U . Unlike WI, this FI is even constructively provable, so in CZF, by means of mathematical induction; to see this note first that if X is finite, then one can exhibit a maximal element of X.
V. A PROOF PATTERN
In all cases considered in this paper, X consists in certain ideals of a commutative ring, with the partial order given by inclusion, for which ∧ simply is ∩. Following the terminology which is standard for this special case, we also say for a general partial order X that x ∈ X is reducible if there are y, z ∈ X such that x < y, x < z, and x = y ∧ z. Here x = y ∧ z is to be understood as that x is the greatest lower bound of y and z: that is,
In the following, let again U be a predicate on a partial order X. We say that U is good if, for every x ∈ X, either U (x) or x is reducible. Also, we say that U is meet-closed whenever if x = y ∧ z in X, then U (x) follows from U (y) ∧ U (z). Lemma 2: Let U be a predicate on a partial order X. If U is meet-closed and good, then U is progressive.
All this allows us to state the proof pattern that we are after, which has been prompted by [24] :
Theorem 3: Assume that induction holds for U and X. If U is meet-closed and good, then ∀x U(x).
VI. APPLICATIONS OF THE PROOF PATTERN A. Krull's Lemma with Open Induction
Let R be a commutative ring. For heuristic purposes we first look at the contrapositive of a variant of Krull's Lemma:
As is well known (see, for example, the proof of [21, Proposition 1.8]), with ZL at hand one can give a proof by contradiction of KL: if r e = 0 for all e ∈ N, which is to say that 0 / ∈ S for the multiplicative set S = {r e : e ∈ N}, then by ZL there is a prime ideal P of R with P ∩ S = ∅ and, in particular, r / ∈ P . If R is Noetherian in the sense of [20] , then KL is an instance of the corollary of the Lasker-Noether theorem we have already reproved by induction.
For an arbitrary ring R, KL can be deduced from OI in a direct way, by Theorem 3 and as follows. As OI requires a chain-complete X, this time we have to let X consist of all the radical ideals of R, which X actually is a frame with ⊥ = √ 0 and = R, and a set in IZF. Accordingly, we need a strong primality test for arbitrary (radical) ideals, but remember that we are still doing heuristics. Now, let r ∈ P for all prime ideals P of R. To prove r ∈ √ 0 we define the predicate U on X by U (F ) ≡ r ∈ F whenever F ∈ X, for which clearly U ( ). Further, U is meet-closed and monotone. In particular, to show that U (F ) holds for all F ∈ X is tantamount to show U (⊥), i.e. r ∈ √ 0, which is exactly what we are after.
To see that U is good, let F ∈ X: that is, F = √ I for some ideal I of R. If F = R, then trivially U (F ); if F is a prime ideal, then U (F ) by hypothesis; if however there are a, b ∈ R such that ab ∈ F but neither a ∈ F nor b ∈ F , then F √ I + Ra and F √ I + Rb but √ I + Rab = F ; whence F is reducible by Lemma 1. In all, Theorem 3 applies.
B. Nilpotent Coefficients with Finite Induction
We now can proceed to our principal example. Let again R be a commutative ring, and R[T ] as usual denote the ring of polynomials with indeterminate T and coefficients from R. 
As Richman has observed [9] , the statement NC above . . . admits an elegant proof upon observing that each a i with i 1 must be in every prime ideal of R, and that the intersection of the prime ideals of R consists of the nilpotent elements of R. This proof gives no clue as to how to calculate n such that a n i = 0, while such a calculation can be extracted from the proof that we present. [9] Richman's fairly short proof [9] is in fact a clever "nontrivial use of trivial rings", and of course is fully constructive. The elementary character of NC anyway suggests an equally elementary proof, by mathematical induction, as indicated in [21, Chapter 1, Exercise 2]. However, the point of our subsequent considerations is that we "unwind" the classical proof that Richman has rightly deemed "elegant", and thus get a constructive one from which the required exponent can equally be extracted.
1) A Classical Proof:
To start with, we review this classical proof. It works by reduction to the case in which R is an integral domain. Besides the request that 1 = 0 in R, the characteristic property of an integral domain is that, for all a, b ∈ R, if ab = 0, then either a = 0 or b = 0; whence in particular r = 0 whenever r e = 0 for some e ∈ N. In this case one can e.g. employ a trick that has been ascribed to Gauß [10] , [11] . To do so note first that, in view of (1), if b j = 0 for all j > 0, then also a i = 0 for all i > 0. Now assume towards a contradiction that a i = 0 for some i > 0, and thus b j = 0 for some j > 0. Pick i, j both maximal with this property, for which (where in each sum p + q = i + j)
and thus either a i = 0 or b j = 0, a contradiction.
The case of an arbitrary ring R is handled by working modulo any prime ideal P of R, for which the quotient ring R/P is an integral domain. Now if i > 0, then a i = 0 in R/P , i.e. a i ∈ P for all prime ideals P of R; whence a i is nilpotent by KL.
2) Discussion and Outline: The invocation of KL aside, a foundational problem with this classical proof is that it rests upon a universal quantification over all the prime ideals of R, which are ideal objects in Hilbert's sense. This is reflected by the practical problem that the computational information of (1) is virtually lost when passing to that universal quantification.
However, in the given situation one can do better, as follows. To prove NC constructively we still follow the lines along which we have deduced KL from OI, but given that the hypothesis of NC is computationally more informative than the one of KL, we can get by with FI in place of OI.
Yet we have to make a move that in the first place may seem nonconstructive: as we had to assume (a variant of) SPT before, we now employ another type of a classically valid distinction-by-cases, which has occurred in constructive and computable algebra [12] , [13] , [25] . However, as we will sketch in the very end, this use of fragments of the Law of Excluded Middle can eliminated by proof-theoretic methods.
3) A Constructive Proof: To deduce NC from FI, let X be the partial order that consists of the radical ideals of the ideals generated by some of the nonconstant coefficients of f and g. In other words, an element F of X is of the form F = √ I where I = (D) is the ideal generated by a detachable subset D of the set E of the nonconstant coefficients of f and g: i.e.,
In particular, X has finitely many elements, and possesses ⊥ = √ 0 and = (E). We assume that r ∈ F is decidable for all r ∈ E and F ∈ X; whence in particular the partial order X is finite in the sense coined before (recall that √ I ⊆ √ J if and only if I ⊆ √ J). Now fix i 0 ∈ {1, . . . , n}, and define the predicate U on X by U (F ) ≡ a i0 ∈ F . Again we have U ( ), and U is meet-closed and monotone. Once more our goal is to show U (⊥), and to apply Theorem 3 we prove that U is good. Let F ∈ X. By our decidability assumption we can distinguish the following two cases. Case 1. If a i ∈ F for all i > 0, then also b j ∈ F for all j > 0; whence F = and we are done.
Case 2. If a i / ∈ F for some i > 0, then also b j / ∈ F for some j > 0. In this case-following Gauß's trick again-we pick i, j that are maximal of this kind, for which
and thus a i b j ∈ F . (In both sums p + q = i + j is required; note that (3) is (2) with "= 0" replaced by "∈ F ".)
Pretty much as in the deduction of KL from OI one can now see that F is reducible. In detail, let F = √ I where I = (D) for a detachable subset D of E, and set G = √ I + Ra i and H = I + Rb j , for which G, H ∈ X. Clearly, F G and
4) Elimination of the Classical Assumptions:
We roughly sketch, as promised before, how the classically valid decidability assumptions employed above can be eliminated. They form a finite set Δ of instances of the Law of Excluded Middle. Let Γ consist of the finitely many equations listed in (1) . Pick i 0 ∈ {1, . . . , n} and set a = a i0 . Let i and c stand for deducibility with intuitionistic and classical logic, respectively. If we neglect technical details, then with our constructive proof above-of NC with FI-we have established Γ, Δ i C where C ≡ ∃e (a e = 0). Since clearly c Δ, we thus have Γ c C. Now, since both C and the elements of Γ are of a sufficiently simple logical form, e.g. geometric formulas, by proof-theoretic techniques such as syntactic versions of Barr's Theorem-see e.g. [26] , [27] , [28] -we arrive at Γ i C.
VII. CONCLUSION AND FUTURE WORK
From the hindsight the proof pattern coined with Theorem 3, including the crucial notion of reducibility, stands already behind many a post-war textbook proof of the Lasker-Noether theorem [21] , [22] , and more implicitly behind Krull's [19] . It is not yet clear however whether any constructive "unwinding" of this type of classical proof can be brought under that pattern.
We have anyway seen how the pattern can well be applied to another kind of theorem in algebra. This undertaking will be continued in the same direction, and is expected to lead over Gauß's time-honoured lemma "the product of two primitive polynomials is primitive", and its generalisation ascribed to Joyal, to the so-called Dedekind Prague Theorem [29] , [10] , [11] , [30] . Further applications of the pattern are possible in the area of inversion problems for Banach algebras [24] .
