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This paper employs a canonical correlation analysis method to quantify the linkage
between urban rail transit station demand and the surrounding land-use patterns. It is
used to identify key land use variables by evaluating their degrees of contribution to the
rail transit station demand. A full month of IC card data and detailed regulatory land use
plan from Chongqing, China are collected for model development and validation. The pro-
posed model contributes to offering the capability of targeting key land use patterns and
associating them with rail transit station boarding and alighting demand simultaneously.
The proposed model can reveal underlying rules between rail transit station demand and
land use variables and can be used to evaluate the Transit Oriented Development (TOD)
plans to improve land use and transit operational efficiency.
 2016 Tongji University and Tongji University Press. Publishing Services by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
One of the most important considerations in transportation is its linkage with land use, which comprises the main factor
which influences travel behaviors. Such a linkage is crucial to planning and operating a transportation system, and has been
well studied in the past several decades. One of the main investigations into this linkage focuses on Transit Oriented
Development (TOD), which is expected to improve land use and transit operational efficiency (Cervero et al., 2002). TOD
strategies integrate land use and transport functions with the aim to prevent urban sprawl (Cervero et al., 2004) and the idea
of using TOD in reducing automobile dependency and improving the sustainability of transportation activities has gained
wider support in recent years (Cervero and Day, 2008; Cervero and Murakami, 2010). As a result, there are
ever-increasing TOD application cases across the world, for example San Francisco and Atlanta in US, Copenhagen and
London in Europe, and Shanghai and Seoul in Asia. Transit stations have become the target place to fulfill the concept of
TOD. Under such circumstances, understanding the interrelations between urban transit station demand and different
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a costly urban rail transit system.
Most of the existing studies on TOD focus on how to layout the land use patterns around the transit stations. Neverthe-
less, neglect of the relationship between the limited transit station capacities and land use intensity has undermined the
effectiveness of TOD in many populated developing areas. Under such circumstances, in recent years, the focus of many stud-
ies on TOD has shifted to examine the relationship between land-use variation and transit ridership demand. Sohn and Shim
(2010) used both multiple linear regression and the structure equation model to investigate the factors affecting Metro
demand at a station level in Seoul City, Korea. In their final regression model, only commercial land was suggested to have
a significant contribution to transit demand. When switching to SEMmethodology, floor area in commercial and office build-
ings had a higher impact on boardings. They also clearly claimed that some findings were contradicted prior expectations
due to the potential errors when aggregating raw data. Guerra et al. unfolded a research to identify whether there is clear
benchmark between distance and ridership that provides a norm for station-area planning and prediction. In their study,
data on 832 heavy rail, 589 light rail, and 36 bus rapid transit stations and their surroundings from twenty American transit
agencies were collected as input for a direct demand model to validate whether different catchment areas have different
influences on a model’s predictive power. Unfortunately, despite the fact that they announced that planners and researchers
use land use to predict direct ridership demand at transit station level, they introduced number of jobs and population to
represent the land use pattern and failed to discriminate the different impacts brought by different types of land use. Sim-
ilarly, Kuby et al. (2004) and Gustavo et al. (2014) selected the number of employment and population to serve as land use
variables and found that all of them within walking distance are significantly associated with the average weekday boarding
of light rail stations. Gutierrez et al. (2011) summarized that factors affecting ridership of station level can be classified into
three types: built environment dimensions, socioeconomic factors and characteristics of the stations. Among those three fac-
tors, land use type was classified into factor of built environment. Indifferent to other existing studies, they focused on land
mixed-use and subsequently introduced an indicator representing the mix-use of the different types of land use patterns.
Despite a lot of valuable attempts, a couple of limitations can be outlined as follows:
 an abundance of scholar works used population and number of jobs to indirectly represent land use variables when mea-
suring the relationship between land use and transit demand;
 no clear interrelation between land use variables and transit demand at the station level has been established in the
literature;
 literature review shows an absence of investigation in connecting land use variables with boarding and alighting
separately;
 there lacks of a commonly accepted study or methodology to clearly illustrate the relationship between land use patterns
and ridership.
By realizing above reviewed deficiencies, this paper employed canonical correlation analysis (CCA) to analyze the contri-
bution of each land use variable to the directional transit demand at the station. Following the pre-selection of key land-use
variables, one month of urban rail transit IC card data together with detailed regulatory land use data at selected rail transit
stations from Chongqing City, China have been collected to validate the proposed model.2. Data source
The proposed model is developed and validated based on data collected in Chongqing metropolitan area, which is situated
in the upper reaches of the Yangtze River at the confluence of the Yangtze and Jialing Rivers in southwest China. With an area
of 82,400 square kilometers (31,800 square miles) and 30 million population, Chongqing is the biggest municipality (in
terms of area and population size) under the direct administration of the Chinese central government. The Chongqing Rail
Transit (CRT) is a metro system that has been in operation since 2005. CRT serves the city’s main business and entertainment
downtown areas. As of May 2013, CRT consists of four operating lines, with a total track length of 168 km in operation and
100 metro stations. Representative and well-developed urban rail network, mature urban system, and good data accessibility
and quality are the major reasons to use Chongqing’s data for model development. Certainly, the general modeling frame-
work developed in this study can be transferrable to other cities with local calibration.2.1. Smart card (IC card) data
IC card data set including approximately 32.23 million transactions in the full month of November 2014 has been col-
lected from the CRT. Unlike the conventional demand forecasting models, the proposed model features to predict boarding
and alighting demand separately. Hence, the archived IC card data are aggregated into boarding demand and alighting
demand, respectively. In this study, only data in the morning peak (8am–9am) of weekdays are selected for model develop-
ment as the capacity of transit system often meets its operational bottleneck during that periods. Certainly, the proposed
model is not limited to forecasting peak hour demand.
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In order to support Transit Oriented Development (TOD) along urban rail transit corridors and improve urban rail oper-
ational efficiency in Chongqing city, since 2000, a series of regulatory land use plans have been prepared. The plans cover the
areas within a 500-m radius of urban rail stations along each metro line, and were developed by the local planning bureau
concurrent with planning of the local metro network. With the city’s rapid growth, the land use plans adopted in this case
have already been fully implemented. In this study, 49 major stations in Chongqing City have been selected for model devel-
opment due to their high maturity in land use development and stable passenger demands. Table 1 lists the description sta-
tistical analysis for boarding and alighting data of 49 stations. In the plan, land use in the 500-m circular buffer area has been
classified into 17 categories (see Table 2). The residential land is further divided into two types according to the floor area
ratio (FAR) while the industrial land is also categorized into two types depending on the industry types. Specifically, the
residential lands with FAR 1.2 or lower are classified into Type I, and the lands with FAR greater than 1.2 are considered
as Type II. Regarding the classification of industry, Type-I is defined as light and low-level pollution industry, such as elec-
tronics industry and clothing industry, while Type-II is defined as moderate-level pollution industry, such as food industry
and textile industry.Table 1
Boarding/alighting demand at selected rail transit stations (in trips/hr).
Stations Mean Min Max Std. Dev
Boarding Alighting Boarding Alighting Boarding Alighting Boarding Alighting
XiaoShizi 1215 5802 1151 5687 1251 6006 25.54 93.34
JiaoChangKou 1385 5710 1350 5510 1440 6100 20.42 139.75
QiXingGang 1748 2437 1696 2318 1816 2596 35.19 83.55
Eling 1219 1326 1184 1271 1277 1426 26.03 39.36
ShiYouLu 2647 2906 2585 2732 2768 3127 47.22 119.95
XieTaiZi 2555 1817 2436 1717 2666 1950 55.47 58.05
ShiQiaoPu 5214 6159 5093 5703 5430 6546 86.67 219.14
GaoMiaoCun 3142 793 3064 715 3334 843 61.26 36.62
XiaoLongKan 3123 1329 2975 1246 3300 1454 77.26 61.52
ShaPingBa 3794 3682 3667 3373 4036 4032 94.81 187.28
YangGongQiao 1630 348 1614 313 1648 406 8.98 24.49
LieShiMu 2046 622 1767 585 2345 659 150.83 18.70
CiQiKou 1503 435 1404 414 1627 458 52.95 11.63
ShuangBei 2571 729 2440 694 2700 760 75.53 20.61
DaXueCheng 2935 3158 2779 2980 3308 3578 136.89 164.68
LinJiangMen 499 4594 472 4459 524 4741 12.94 84.30
ZengJiaYan 337 903 274 854 366 982 23.98 30.65
LiZiBa 1020 655 986 642 1035 666 12.54 6.97
FoTuGuan 176 168 150 158 211 180 16.90 5.76
YuanJiaGang 2111 2437 2046 2135 2177 2744 38.21 163.39
XieJiaWan 2294 1261 2240 1163 2375 1369 34.30 52.93
YangJiaPing 3955 2366 3710 2299 4099 2414 99.41 29.97
DongWuYuan 2394 722 2337 685 2509 773 41.28 22.54
DaYanCun 1126 492 1076 447 1210 564 37.78 33.37
MaWangChang 1574 551 1512 507 1646 615 39.09 26.71
PingAn 2053 809 1959 767 2196 825 54.53 15.08
DaDuKou 1041 501 979 469 1094 559 42.54 28.39
XinShanCun 2961 1274 2790 1224 3107 1343 89.34 38.02
LiuGongLi 2075 527 2019 473 2124 581 28.86 34.03
5Gongli 2125 1145 1999 993 2196 1429 53.84 121.80
4Gongli 3463 1376 3365 1307 3667 1478 87.05 43.47
NanPing 7017 5197 6780 4918 7301 5370 115.54 106.37
GongMao 3195 4238 3141 4109 3270 4415 30.27 79.09
TongYuanJu 1100 206 1076 190 1113 221 8.82 9.99
LiangLuKou 1825 5495 1713 5155 2008 5659 82.15 127.83
HuaXinJie 1944 1013 1856 970 2040 1045 41.08 17.30
GuanYinQiao 4448 9268 4324 8710 4632 9583 80.00 223.90
TangJiaYuanZi 860 927 840 854 896 988 14.14 37.05
ShiZiPing 2088 1303 1993 1252 2219 1348 60.14 25.73
ChongQingBei 1613 2571 1484 2463 1849 2736 95.60 75.51
TongJiaYuanZi 2274 402 1555 376 2613 432 304.29 15.91
YuanYang 1170 837 1123 773 1227 893 30.45 32.16
CuiYun 379 340 358 318 400 357 13.10 9.59
ShuangLong 1649 529 1587 521 1788 543 47.93 5.82
HuangNiBang 1702 1411 1643 1401 1763 1426 36.44 7.35
HuaHuiYuan 4446 1239 4341 1206 4658 1268 90.30 18.04
DaLongShan 2496 1157 2415 1046 2688 1221 70.09 44.56
RanJiaBa 1279 2147 1233 1937 1325 2330 23.89 92.79
DaZhuLin 1494 459 1469 434 1528 495 15.83 15.33
Table 2
Regulatory land use patterns surrounding rail transit stations.
Code Land use
C1 Administration and office
C2 Business and financial
C3 Cultural and entertainment
C4 Sports and physical training
C5 Medical and health
C6 Education and research
C7 Historical relic
G1 Public park
G Public green land
M1 Type-I industrial
M2 Type-II industrial





U Public utilities land
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To avoid the impact of irrelevant land use variables, this study has employed the canonical correlation analysis (CCA)
method to investigate the relationship between all land use variables and the boarding/alighting demand variables in a mul-
tivariate framework. Lane used variables with statistically significant contribution to the demand will be evaluated.
CCA was first proposed (Hotelling, 1936) with the aim to evaluate correlations between multidimensional datasets. It
offers the following advantages over other methods for the purpose of this study: firstly, CCA limits the probability of Type
I error which is related to the likelihood of finding a statistically significant result when one should not have (e.g., finding a
relationship when it really does not exist in the population) (Sherry and Henson, 2005); secondly, CCA avoids the limit of
examining singular causes and effects by taking into account the correlation within each multidimensional variable; finally,
CCA can find a pattern correlation; a correlation in linear combinations of multiple variables, so that it can extract more
information from the pattern of multiple variables but not from an individual variable (Misaki et al., 2012). In this study,
due to the existence of two dependent variables, boarding and alighting demand, CCA is adopted to identify all land use vari-
ables’ importance degree for both dependent variables simultaneously rather than individually.
In recent years, CCA has been widely applied in various research areas. In hydrology, Khalil et al. (2011) built up the func-
tional relationship between the water quality mean values and the canonical attribute space. In genetic research, Hong et al.
(2013) has explored the observed expression variation in exons or in genomic position across the genes using CCA. Naylor
et al. (2010) assessed the potential of applying canonical correlation analysis to partitioned genome wide data as a method
for discovering regulatory variants and concluded that CCA outpowered pair-wise univariate regression in simulation. But
CCA has not been applied to the transportation planning literature. In this study, CCA is applied to find the importance degree
of each land use variable to both boarding and alighting demands.
3.1. Notation list
To facilitate the model presentation, notations used in the CCA in this study are summarized in the following listX The corresponding land use matrix
Y The corresponding transit demand matrix
Ui The ith canonical variable of X (i = 1, 2)
Vi The ith canonical variable of Y (i = 1, 2)
R11 The (q q) covariance matrix of the land use variables
R22 The (2 2) covariance matrix of demand variables
R21 The symmetric covariance matrix of land use variable sand demand variables3.2. The CCA model
CCA is designed to seek the linear combinations of two sets of variables that maximize the correlation between them. To
achieve this, the first pair of canonical variables, ðU1; V1Þ is defined as the linear combinations that have the maximum cor-
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correlation among all pairs uncorrelated to the first pair, and so on.
The general goal of CCA could be defined as the problem of finding pairs of linear combinations that are maximally cor-
related (Khalil et al., 2011), where the combinations are called canonical variables. The number of pairs of canonical variables
is equal to the smallest dimensionality of X and Y (Tabchnick and Fidell, 1996). CCA seeks vectors that maximize the corre-
lation between the canonical variables (Fujikoshi et al., 2010). In this study, the introduction of CCA excludes those insignif-
icantly correlated land use variables from ridership forecasting model and this function is named as the reduction of
dimensionality. This reduction refines the model structure and further improves computational efficiency as well as estima-
tion accuracy. The following concepts are needed to interpret the solution of CCA (Sherry and Henson, 2005):
(1) A structure coefficient (rs) is the Pearson r between an observed variable (e.g., a land use variable) and the canonical
variable for the variable’s set (e.g., the canonical variable U1 created from all the land use variables via linear equation).
(2) A squared canonical structure coefficient (r2s ) is the square of the structure coefficients. It indicates the proportion of
the variance an observed variable linearly shares with the canonical variable generated from the observed variable’s
set.
(3) A canonical communality coefficient (h2) is computed as the sum of the r2s across all canonical variables that are inter-
preted. The proportion of variance of each variable is explained by the complete canonical solution. This statistic
informs one about how useful the observed variable is for the entire analysis.
3.3. Application of CCA in key land use variables identification
To apply the CCA, the dimensionality of variables needs to be reduced to the rank of the covariance matrix R11 to ensure
nonsingularity (Naylor et al., 2010). The following requirements are recommended to satisfy when CCA is applied: (1) lin-
earity; (2) multivariate normality; (3) homoscedasticity; (4) low multicollinearity (Hair et al., 1998). Step 1 to Step 2 of
the following procedure aim at reducing the dimensionality of land use variables by first ruling out unrelated variables
and then reclassifying the land use variables. Then, Step 3 to Step 6 will be performed to check the requirements of CCA
through a categorization transformation and a Box-Cox transformation.
The procedure of applying CCA in pre-selection of critical land use variables is detailed as follows:
Step 1: A preliminary correlation analysis is employed to measure the relationship between the transit demand variables
and the land use variables. The variance/covariance matrix R12 is constructed and the entries of the following eight land
use variables C3, C4, C5, C7, G, M1, M2, and U (see Table 2) are found to be zero, indicating that they are not linearly cor-
related with the boarding and alighting demand and therefore can be excluded from our consideration. The remaining
nine land use variables will be considered in the next step.
Step 2: The variance/covariance matrices R11 and R22 are suggested to be nonsingular (Naylor et al., 2010). The ranks are
computed to be 5 and 2, respectively, indicating the singularity of R11 and nonsingularity of R22. To ensure that the covari-
ance matrix R11 is fully-ranked so that it can be inversed, the remaining nine land use variables are re-classified into five
new sets of land use variables according to their characteristics, namely: the entertainment-based land (denoted by A)
combining public park (G1) and public square (S2), the education-based land (denoted by B) which is the combination
of education and research (C6) and primary and middle school (R22), the work-based land (denoted by C) which combi-
nes business and financial (C2) and administration and office (C1), the residence-based land (denoted by R) that combines
type-I residential (R) and type-II residential (R2), and the public parking land (S).
Step 3: To ensure the homoscedasticity of CCA, we discretized the continuous land use variables and boarding/alighting
demand variables into categorical variables to eliminate the differences among variances. An equal depth categorization
method is employed. Table 3 shows the categorized variables and the corresponding frequencies of each category.
Step 4: To test the linear relationship between the two variable sets, two multivariate regressions are performed with the
land use variables as independent variables, and the boarding and alighting demands as the dependent variables. Table 4
shows the F-statistics as well as the p values for testing the general linear hypothesis, H0 : b1 ¼    ¼ b5 ¼ 0. The coeffi-
cients of determination, R2 for the two regressions are also given. The p values indicate that H0 should be rejected and the
requirement for linearity of CCA is satisfied.
Step 5:We have employed the eigenvalue analysis to check multicollinearity. A condition number is defined as kmaxkmin , where
kmax and kmin are the largest and smallest eigenvalues of the matrix X
0X matrix. A condition number greater than 1000 is
an indicator of strong multicollinearity (Chang and Mastrangelo, 2011). The condition number in this study is found to be
93, which is far less than the suggested threshold. Hence, the requirement of low multicollineaity is satisfied for the
adopted data set.
Step 6: A kurtosis test is finally used to assess the multivariate normality requirement (Mardia, 1975). It is advised to
reject the null hypothesis (H0: The distribution is multivariate normal) since the p value for the kurtosis test equals
0.02 at 5% confidence level. It is found that the assumption of multivariate normality is violated in this study. To satisfy
this requirement, all variables are further transformed by a Box–Cox transformation on Y for normality, Y ðkÞi ¼
Yki 1
k ; with a
Table 3
Data categorization.
Re-classified land use variables Values (m2)
Entertainment-based land (A) Category 66518 6518–45,533 45,533–78,088 78,088–151,601 P151,601
Frequency 180 240 180 200 180
Education-based land (B) Category 613,336 13,336–32,961 32,961–60,916 60,916–103,975 P10,743
Frequency 180 200 180 220 200
Work-based land (C) Category 68985 8985–35,380 35,380–74,739 74,739–180,206 P180,206
Frequency 160 240 200 180 200
Residence-based land (R) Category 64563 87,458–185,053 185,053–282,006 282,006–432,346 P432,346
Frequency 160 180 200 240 200
Public parking land (S) Category 0 1–2509 2509–5870 P5870 -
Frequency 380 160 200 240 -
Transit demand variables Values (trips)
Boarding Category 61071 1072–1593 1594–2095 2096–2998 P2999
Frequency 132 212 212 212 212
Alighting Category 6478 479–832 833–1309 1310–2856 P2857
Frequency 152 212 193 211 212
Table 4
Results for linearity test through multivariate regressions.
Regression F-statistics p value R2
Boarding demand 111.3 <0.001 0.8529
Alighting demand 127.4 <0.001 0.8691
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The p value for the kurtosis test after transformation is 0.053, indicating that the null hypothesis should not be rejected.
Therefore, the requirement of multivariate normality is satisfied after the transformation.
3.4. Analysis results
Following the procedure presented in the previous section, the CCA produces two pairs of the linear combinations of land
use and demand variables, denoted by ðU1; V1Þ and ðU2; V2Þ. According to the definition of CCA, the first pair, ðU1; V1Þmax-
imizes the correlation between X (land use factors) and Y (transit demand variables). The second pair, ðU2; V2Þ produces the
second highest correlation. The two pairs of the linear combinations have been created to examine the importance degree of
each land-use variable which further helps us verify and validate the land-use information.
The canonical correlation coefficients (q) and the Pearson r relationship between the canonical variables are 0.9500 and
0.8383, respectively, suggesting that the two pairs of canonical variables are highly correlated. The squared canonical cor-
relations (q2) are 0.9026 and 0.7027, indicating that U1 and V1 share 90.26% of the variance and the proportion for the pair
of U2 and V2 is 70.27%. The CCA result shows strong evidence that the re-classified categorized land use variables and
demand variables are importantly correlated.
Table 5 shows the Wilks k, F statistic and p values of the CCA analysis. The full model (Both pairs of canonical variables) is
statistically significant with p < 0:001. The second pair of canonical variables is also statistically significant. The test result
suggests that both pairs of the canonical variables need to be considered in the study.
Table 6 shows the canonical solutions, including structure coefficients (rs), the squared structure coefficients ðr2s Þ as well
as the canonical communality coefficients (h2), which are normally used to identify the variables’ importance degree and
further help to select the key variables. Noticeably, most of the existing studies focus on the interpretation of rs, which only
reflects the importance of one observed variable on one dimension of canonical variable. In this study, we employed the
communality coefficient (h2) as the contribution degree of each variable to both boarding and alighting demand variables,
because it reflects the proportion of variance in an observed variable captured by the CCA across all involved canonical vari-
ables. As indicated in Table 6, all re-classified land use variables have h2 greater than 45%, which is the threshold of being
useful (Sherry and Henson, 2005).Table 5
CCA analysis results.
Dimensionality Test Wilks k F statistic Df1 Df2 p value
Full model 0.02895025 92.66767 10 190 <0.001
ðU2; V2Þ 0.29728416 56.73084 4 96 <0.001
Table 6
Canonical solutions.
Variables ðU1; V1Þ ðU2; V2Þ




A 0.252 0.063 0.831 0.691 0.754
B 0.503 0.253 0.700 0.490 0.743
C 0.751 0.564 0.432 0.187 0.751
R 0.389 0.152 0.693 0.480 0.632
S 0.880 0.774 0.225 0.051 0.825
Boarding 0.844 0.789 0.385 0.211 100
Alighting 0.850 0.801 0.374 0.199 100
16 X. Li et al. / International Journal of Transportation Science and Technology 5 (2016) 10–16The CCA has been extensively adopted to target critical land use variables. The process of CCA application progressively
eliminates the unnecessary variables by evaluating the relationship between land use patterns and boarding/alighting
demand at rail transit stations. A general contribution of each variable is introduced as the selection criterion. Finally, five
re-classified land use types have been targeted as key land use pattern affecting ridership based on their significant contri-
bution to rail transit demand at stations.
4. Conclusions
In this paper, a statistical method, CCA, is used to quantify the underlying relations between the boarding/alighting
demand and surrounding land use patterns at rail transit stations. IC card data and regulatory land use plans at 49 urban
rail transit stations in Chongqing, China were used to train and validate the proposed models. Five re-classified land use vari-
ables have been finally selected due to their significant contributions to demand. The analysis procedure and results clearly
indicate different combinations of land use patterns surrounding the target transit development site can have critical
impacts on its future demand level. The presented approach and evaluation results, though preliminary, offer the advantage
of computational convenience and operational flexibility, allowing potential users to customize its application in targeting
key land use surrounding urban rail stops.
This method is expected to use rail transit operational and land use data to serve as a useful reference for any transit plan-
ning agencies in developing a similar model to evaluate the Transit Oriented Development (TOD) plans and to improve land
use and transit operational efficiency. Moreover, this study is also able to help the land use variable-based advanced forecast
model reduce their data dimensionality so as to improve forecast accuracy as well as computational efficiency. Both urban
planner and traffic engineers are expected to benefit from existing data source exploration to accurately link land use plan
with traffic patterns which will function in reducing risks in decision-making process.
Our future research along this line is to extend the dataset from various types of rail transit stations and re-calibrate the
proposed model to make it more robust and applicable.
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