Abstract-The degrees of freedom (DoF) region is established for the two-user multiple-input multiple-output Z-interference channel (IC) under the assumption of mixed channel state information at transmitters (CSIT), in which each transmitter obtains accurate delayed CSIT as well as an imperfect estimate of the current channel state, with the quality of the estimate determined by a parameter, α. A block-Markov achievability scheme is designed that uses transmit beamforming, interference quantization, and multicasting along with backward decoding, and is shown to be DoF optimal. When applied to a two-user IC with mixed CSIT and one cross-link statistically weaker than the rest, this scheme can not only improve over the DoF region otherwise achievable by using the DoF-optimal scheme for the IC (which treats all links as comparable in strength) but also dispenses with the requirement of obtaining delayed feedback or current channel estimate for the weaker link.
I. INTRODUCTION
T HE Z-interference channel (Z-IC) models two transmitter/receiver pairs where only one transmitter interferes with its unpaired receiver. It is the simplest model combining the three major characteristics of wireless communications, namely broadcast, superposition and disparate link strengths.
In this letter, we establish the DoF region of the MIMO Z-IC under the mixed CSIT assumption. Under this assumption, each transmitter has an imperfect estimate of the current channel state information (CSI), where the quality of the estimate is determined by a parameter α, in addition to accurate delayed CSI.
The DoF region of the two-user MIMO IC (and broadcast channel (BC)) with mixed CSIT was recently characterized in [1] , where new achievability schemes with block-Markov encoding, interference quantization and backward decoding were developed to achieve the DoF region of the IC (and BC). But, that result is applicable only when all links are of comparable strength. Using the achievability scheme developed therein in an IC where one of the cross-links is actually statistically much weaker than the rest of links, can lead to an achievable DoF region that is strictly sub-optimal even when the weak link is known perfectly and instantaneously at all the transmitters. In such a scenario, it is advantageous to treat the IC as a Z-IC and use the scheme designed in this letter to achieve the optimal DoF region. As an additional advantage, Manuscript the Z-IC achievability scheme does not require any delayed feedback or current estimate for the weak link.
We design a DoF-optimal block-Markov achievability scheme for the Z-IC that is inspired by the achievability schemes in [1] . The transmission in each block consists not only of the new messages from the current block, but also includes digital multicasting of the quantized interference from the previous block. The (imperfect) current CSI is used to transmit as much as possible in the null space of the current channel estimate of the cross-link, with appropriate power allocation for data streams encoded along different spatial directions. The achievability scheme uses backward decoding, proceeding successively backwards from the last block to the first, using the common information decoded in block b, as side information in decoding (the messages in) block b − 1. We provide the power allocation required to achieve any point in the DoF region. There are however important differences between the Z-IC scheme proposed here and the IC achievability schemes in [1] , including in the necessary conditions for successful backward decoding at one receiver. By introducing a virtual power level at the noninterfering transmitter, for which there is no analogue in [1] , while keeping its actual transmit power level same for all DoF tuples, we are able to frame the analysis of the Z-IC achievable region in a manner similar to that in [1] in spite of the different decoding conditions. Moreover, while the IC achievable scheme can require up to three different transmit power levels at each transmitter, the achievability scheme in this letter achieves the Z-IC DoF region with two power levels at one receiver and a fixed power level (and one virtual power level) at the other receiver.
We thus generalize the DoF region of the MIMO Z-IC with delayed CSIT [2] and the DoF region under perfect CSIT [3] , to mixed CSIT. Related previous work includes the characterization of the DoF region of the multiple-input singleoutput (MISO) BC under mixed CSIT (see references in [1] ).
For notation, log ( ) is used to denote logarithm to the base 2. The conjugate transpose of a matrix A is denoted as A † and its Frobenius norm as A . (x) + refers to the maximum of a real number x and 0. CN (0, Q) refers to the distribution of complex, circularly symmetric, Gaussian random vector with zero mean and covariance matrix Q. E [X] is the expectation of a random variable X.
MIMO Z-IC consists of two transmitters T 1 and T 2 , with M 1 and M 2 antennas respectively, and their paired receivers R 1 and R 2 , which have N 1 and N 2 antennas respectively. Each T i has a message W i for its paired receiver R i , ∀i ∈ {1, 2}. T 2 causes interference at R 1 , but T 1 does not cause interference at R 2 , and thus, the received signal at each receiver at time t is given by the following equations:
is the additive white Gaussian noise (with unit variance) (AWGN) at R i , for i ∈ {1, 2}. Each T i has a power constraint of E X i (t) 2 ≤ P. We define H (t) {H 11 (t) , H 12 (t) , H 22 (t)}, and all channel matrices up to time τ are denoted as
Under the mixed CSIT assumption, both the transmitters have accurate delayed CSIT i.e., at time t, the transmitters have accurate knowledge of all channel matrices H t −1 up to a unit delay. Moreover, at time t, each transmitter also obtains an estimateĤ i j (t), e.g., a MMSE estimate, of all the current channel matrices, such that
The error termH i j (t) and the estimateĤ i j (t) are mutually independent of each other, each entry inH i j (t) is distributed as CN 0, σ 2 , and each entry inĤ i j (t) is distributed as CN 0, 1 − σ 2 . Given the current channel estimate, the current channel matrix is also assumed to be independent of the past channel matrices and their estimates, as depicted in the following Markov chain,
∀t, whereĤ t −1 denotes all channel matrix estimates up to time t − 1. Earlier works on mixed CSIT (see references in [1] ) have shown that any DoF advantage from the current channel estimate is gained only when σ 2 i.e., the variance of each entry in the errorH i j (t), decays exponentially with the SNR. We thus parameterize the exponential decay of σ 2 by α, defined as α − lim P→∞ log σ 2 log P . Thus, in the high SNR regime, α → ∞ corresponds to perfect and instantaneous CSIT, and no current CSIT corresponds to α = 0. Hence, when α = 0, the transmitters have access to only delayed CSI. Moreover, when α > 1, the estimation noise is insignificant in comparison to the AWGN, which implies that, from a DoF perspective, the channel estimate can be assumed to be perfect, and we can limit our focus to the range α ∈ [0, 1]. Transmitter beamforming in the null space of the current channel estimate to any antenna attenuates the received power at that antenna by a multiplicative factor, P −α , as seen in the following equation:
where h † k (t) is any row of a channel matrix H i j (t) andĥ ⊥ k (t) is a vector perpendicular to the corresponding estimate of that row. Both receivers are assumed to have perfect and instantaneous knowledge of all channel matrices, as well as the channel estimates available at the transmitters. The capacity and DoF region are defined in the usual sense, and we refer the reader to [1] for further details.
III. MAIN RESULT Theorem 1: The DoF region of the
with mixed CSIT is given by the following set of inequalities:
where 0 ≤ α ≤ 1.
Proof: The inequalities in (2) are the MIMO point-topoint bounds for the two users. The sum-DoF bound (3) is the perfect CSIT outer bound for the MIMO Z-IC from [3] . The outer bound (4) is the same as the corresponding outer bound for the MIMO IC with mixed CSIT, i.e., [1, eq. (12d) ]. The proof in the case of the IC uses a genie to create a physically degraded channel, by providing R 2 with both R 1 's message W 1 and received signal {Y 1 (t)} n t =1 , thereby effectively removing the link from T 1 to R 2 . That proof therefore also applies to the Z-IC. For further details, see [1] .
In the following two sections, we show that the outer bound (2)-(4) is tight. In particular, in Section IV, we describe an achievability scheme and in Section V, we show that it achieves the outer bound (2)-(4).
IV. GENERAL ACHIEVABILITY SCHEME
We follow the presentation in [1] , while highlighting the salient features of the current scheme. Without loss of generality, we can restrict the achievability scheme to antenna configurations for which
we switch off the extra transmit antennas at T 2 (which does not affect the DoF region given in Theorem 1) and use the general achievable scheme with M 2 = N 1 + N 2 . Similarly, we assume that
For convenience, we also define N 1 min (M 2 , N 1 ).
A. Encoding and Transmission Strategy
The achievability scheme has a block-Markov structure, consisting of B blocks, each containing n time slots. Without loss of generality, we take n = 1. In any block b, T 1 and T 2 encode their private messages w 1,b and w 2,b respectively as
, with the covariance matrix Q 2 chosen as follows:
where H H † H H 2 , the columns ofĤ ⊥ 12 span the null space of the channel estimateĤ 12 and the transmit powers lie in the following space:
We have used a virtual power level A 1 above, used later to specify the DoF allocation for the data streams from T 1 . Such a virtual power level has no analogue in either the achievability scheme for the BC or IC in [1] . Also, compared to the IC achievability scheme, which can require up to three power levels at each transmitter, the current scheme uses only two power levels at T 2 (similar to the scheme for the BC) and one virtual power level at T 1 (which transmits at maximum power irrespective of the DoF tuple to be achieved). The ranks of the matrices Ĥ 12 and Ĥ ⊥ 12 are N 1 and M 2 − N 1 , respectively. From (1), we know that the DSs transmitted over the null space are received at R 1 with an attenuated power level of P (A 2 −α) . Thus, the choice of power levels ensures that the interference at R 1 has a maximum power level P A 2 . T 2 also encodes the common message l b−1 , defined below, using the vector x 2c (l b−1 ) ∈ C M 2 ×1 and transmits it with power P. We set l 0 = 0, and w 1,B = w 2,B = 0.
The resultant output at the two receivers in block b are as follows:
where η b is the interference caused at R 1 by u 2 . This interference η b is learnt by T 2 in the next block b + 1 through delayed CSIT of the channel H 12 . Since the maximum power level of this interference is P A 2 , the interference can be compressed at T 2 by quantizing it using a source codebook of size P A 2 N 1 , such that the mean square distortion does not exceed the additive noise variance (and can thus be ignored from a DoF perspective). The quantization index is denoted by l b , which serves as a common message, providing R 1 with enough information to subtract an estimate of the interference seen in block b, and R 2 with useful side-information about its own message w 2,b . The DoF carried by this quantized signal l b is defined as
We also denote the DoF carried by the symbols w 
B. Decoding
The decoding starts from the last block B, wherein both receivers learn the quantization index l B−1 . This is possible only when
in which case both receivers can reconstruct the common message η B−1 . The decoding then proceeds successively from the last block to the first, a process known as backward decoding. While decoding any block b, the interference η b is known at both the receivers through backward decoding, and R 2 can summarize its available information as follows:
The above equations correspond to the received signal of a two-user MIMO multiple-access channel (MAC), and using the same analysis as [1, eq. (45)], we find that both the messages l b−1 and w 2,b can be decoded at R 2 if, in addition to (11), the following conditions are satisfied:
While decoding the same block b, R 1 is able to subtract the reconstructed interference η b from its received signal to obtain the following two-user MIMO MAC system:
Both l b−1 and w 1,b can be decoded if they lie in the DoF region of the MAC which, in addition to (11), is given by:
Unlike the other receiver, R 1 does not obtain any sideinformation about its own message w 1,b , and thus the conditions for successful decoding, i.e., (14) and (15), are different compared to both the BC and IC achievability schemes, where each receiver obtains side-information about its own private message during the decoding process, which allows each user's total DoF to be distributed between its private and common messages. As shown below, using a virtual power level A 1 at T 1 to specify the DoF allocation for d 1b , while allowing T 1 to transmit at maximum power, is a simple fix that enables us to re-use much of the achievability analysis from [1] , in spite of these different achievability conditions. To show that the achievability conditions (11)-(15) are satisfied, we allocate the following DoF for d 1b and d 2b :
We summarize the above allocation for
The achievability conditions (12) and (14) are satisfied by (17) and (16), respectively. Next, substituting (17) in (13), we obtain d η ≤ N 2 − M 2 − N 1 A 2 , which, combined with (10), makes condition (11) redundant. By substituting the value of d η from (10) in the remaining achievability conditions (13) and (15), we obtain the following lemma.
Definition 1: We define the space of transmit powers that satisfy the conditions in Lemma 1:
. A 2 and A 2 are calculated as follows:
and
It is clear that f A−d defined in (18) is the inverse function for the power allocation function defined above, i.e., if
, then we must also have:
Equating
, it is straightforward to obtain the power allocation function in Definition 2 on a case-by-case basis, as follows: Case 1) There is no null space for the channel matrixĤ 12 since N 1 = M 2 . So, the only relevant power level at T 2 is A 2 .
Case 2) We obtain the condition 
Proof: To prove the lemma, we must show that:
The first condition checks that the power allocation function allocates the power levels in such a way that both the conditions in Lemma 1 are satisfied. The second condition, which was verified earlier in the context of (21), ensures that the achievability scheme with the allotted power levels achieves the required (4), and obtain the following:
where the ( ) + sign in (25) follows from the fact that
(from the outer bound (2) 
When d 2 < (M 2 − N 1 ) α, we have A 2 = 0 and A 2 − α < 0. So,
Substituting the above equations in (25) proves condition (19). Illustration of DoF Gain: The achievability scheme developed here takes advantage of the fact that one interference link is missing in a Z-IC (or, more generally, is statistically weak in the corresponding IC). Since the DoF-optimal scheme for the IC, when applied to the Z-IC, does not explicitly use this knowledge about channel statistics to tailor its power allocation function accordingly, it can often lead to a DoF region that is sub-optimal for the Z-IC. As an example, for the (2, 3, 2, 1) Z-IC with only delayed CSIT (α = 0), the achievability scheme developed in this letter is able to achieve a DoF tuple of 4 3 , 1 . The achievability scheme for the IC in [1] , when applied to this Z-IC (α 1 = 0, in the terminology of [1] ), can do no better than the DoF tuple (1, 1) (where we have constrained d 2 = 1), even when the channel estimate for the non-existent/weak link is perfect (α 2 = 1).
VI. CONCLUSION
In this letter, the DoF region of the (M 1 , M 2 , N 1 , N 2 ) Z-IC was characterized under the assumption of mixed CSIT. A block-Markov achievability scheme that uses interference quantization is designed and is shown to be DoF-optimal. In the case of an IC where one interference link is statistically much weaker than the other three links, explicitly acknowledging the weakness of the link by modeling the IC as a Z-IC can not only lead to a DoF gain but also requires less feedback compared to a DoF-optimal scheme for the IC.
