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Abstract
Starting with a quaternion difference equation with boundary conditions, a parameter-
ized sequence which is complete in finite dimensional quaternion Hilbert space is deduced.
By employing the parameterized sequence as the kernel of discrete transform, we form a
quaternion function space whose elements have sampling expansions. Moreover, through
formulating boundary-value problems, we make a connection between a class of tridiag-
onal quaternion matrices and polynomials with quaternion coefficients. Specifically, for
a quaternion matrix satisfying suitable conditions, one can always associate a quaternion
characteristic polynomial whose roots are eigenvalues of the matrix. Several examples are
given to illustrate the results.
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quaternion polynomials.
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1 Introduction
Sampling theorems for general integral transforms other than the Fourier one were discussed by Kramer
[1]. Kramer’s result generalizes the Shannon sampling theorem and it can be flexibly applied to many
physical and engineering applications. A necessary condition for Kramer’s sampling theorem is that the
kernel of integral transform has to be capable of generating an orthogonal basis in a certain Hilbert space.
It is known that the kernels in Kramer’s theorem can be extracted from some boundary-value problems
of differential equations (see e.g.,[2]). Accordingly, sampling theorems associated with several types of
boundary-value problems were extensively investigated [3, 4]. Based on difference operators, the author
in [5] provided a discrete version of Kramer’s theorem, and numerous studies of sampling expansions
associated with difference equations were introduced in a series of papers [6, 7, 8].
The purpose of this paper is to derive sampling expansions associated with quaternion difference
equations. The theory of quaternion-valued dynamic equations, which is a new direction of mathematical
analysis, has received a lot of attention because many physical problems can be described as quaternion
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models [9, 10, 11, 12]. There are sampling theorems concerning quaternion-valued functions defined on
R
2 and the samples in corresponding interpolation formulas are located on uniform grids [13, 14]. In this
paper the quaternion-valued functions wewill study are defined on quaternion skew field and the samples
involved in interpolation formulas are non-uniformly spaced. In the quaternion analysis setting, the
study of difference equations [12], matrix theory [15, 16] and zeros computing of polynomials [17, 18]
is essentially different from the traditional case due to the non-commutative property of quaternions.
To achieve our goal we cannot directly use the related results such as spectral theorem of matrices and
structure of zeros of polynomials in the real or complex case. Thus formulating sampling expansions
for quaternion-valued functions needs to be based on the distinctive structure of quaternions and many
concepts under study here should be redefined accordingly.
2 Preliminaries
2.1 Quaternions and matrices of quaternions
The skew field of quaternions [19] denoted by H is the four-dimensional algebra over R with basis
{1, i, j,k}. The elements i, j and k obey the Hamilton’s multiplication rules
ij = −ji = k, jk = −kj = i, ki = −ik, i2 = j2 = ijk = −1.
For each quaternion q = q0 + q1i + q2j + q3k, its conjugate is defined by q = q0 − q1i − q2j − q3k,
then qq = qq =
∑3
m=0 qm and its norm is given by |q| =
√
qq. Using the conjugate and norm of q, one
can define the inverse of q ∈ H \ {0} by q−1 = q/ |q|2. Observe that the set C of complex numbers
appears as a sub-algebra of H: C = SpanR{1, i}, thus we will view C as a subset of H.
LetMm×n(H), simplyMn(H) whenm = n, denote the set of allm by nmatrices with entries from
H. Just as with the complex case, a square matrix A ∈ Mn(H) is said to be normal if A∗A = AA∗,
unitary if AA∗ = I and invertible if AB = BA = I for some B ∈ Mn(H). Here A∗ is the conjugate
transpose of A. The concept of eigenvalues for quaternion matrices is somewhat different from the
complex case. Owing to the non-commutativity of quaternions, there are two types (left and right) of
eigenvalues for quaternion matrices. A vector ξ ∈ Hn \ {0} is said to be a right (left) eigenvector of A
corresponding to the right (left) eigenvalue λ ∈ H provided that
Aξ = ξλ (Aξ = λξ) (2.1)
holds. In the sequel we will only consider right eigenvalues and right eigenvectors, so we will use
terminology eigenvalues and eigenvectors for simplicity.
A matrix B1 is said to be similar to a matrix B2 if B2 = S
−1B1S for some non-singular matrix
S. In particular, we say that two quaternions p, q are similar if p = α−1qα for some nonzero α ∈ H.
From [15, 20], we know that any matrix A ∈Mn(H) has exactly n eigenvalues (including multiplicity)
which are complex numbers with nonnegative imaginary parts. These eigenvalues are called standard
eigenvalues. Like the complex case, any two similar quaternion matrices have the same eigenvalues.
We denote the totality of eigenvalues of A by σ(A), the spectrum of A. It is easy to see that if (2.1)
holds, then Aξα = (ξα)(α−1λα) for all nonzero α ∈ H. This means that ξα is a eigenvector of A
corresponding to eigenvalue α−1λα rather than λ. For any q ∈ H, its similarity orbit [16] is defined by
θ(q) :=
{
α−1qα : α ∈ H \ {0}} = {αqα : α ∈ H, |α| = 1} .
It follows that if θ(q)∩ σ(A) 6= ∅, then θ(q) ⊂ σ(A). The similarity orbit θ(q) contains infinitely many
elements for q ∈ H \ R, but only two of them are complex.
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Lemma 2.1 [16] For every q ∈ H \R, there is a non-real z ∈ C such that θ(q) ∩C = {z, z}.
Lemma 2.2 [13] If θ(p) ∩ θ(q) 6= ∅, then θ(p) = θ(q).
2.2 Quaternion Hilbert spaces
An abelian group H is a right H-module [16] if there is a right scalar multiplication map (u, α) 7→ uα
from H ×H into H such that for all u,v ∈ H and α, β ∈ H
u(α+ β) = uα+ uβ, (u+ v)α = uα+ vα, u(αβ) = (uα)β, u1 = u.
A subset V = {u1,u2, . . . ,um} of H is said to be (right) H-independent if
m∑
l=1
ulαl = 0, αl ∈ H implies that α1 = α2 = · · · = αm = 0.
If any element of H can be expressed by a right H-linear combination of V ⊂ H , then V is called a
basis of H and the dimension of H ism.
A right H-module H is called a quaternion pre-Hilbert space if there exists a quaternion-valued
function (inner product) 〈·, ·〉 : H ×H → H such that for all u,v,w ∈ H and α, β ∈ H:
1. 〈u,v〉 = 〈v,u〉,
2. 〈u,vα +wβ〉 = 〈u,v〉α + 〈u,w〉β,
3. 〈u,u〉 ≥ 0 and 〈u,u〉 = 0 if and only if u = 0.
The function u 7→ ‖u‖ = √〈u,u〉 is a norm on H . Under this norm, the Cauchy-Schwartz inequality
and triangular inequality (see [21]) hold as |〈u,v〉| ≤ 〈u,u〉〈v,v〉 and ‖u+ v‖ ≤ ‖u‖ + ‖v‖ respec-
tively. Moreover, if H is complete under the norm ‖·‖, then it is called a quaternion Hilbert space. For
any n-dimensional Hilbert space H , by the quaternion version of Gram-Schmidt theorem [16], there
exists a basis V = {u1,u2, . . . ,un} of H such that ‖uk‖ = 1 for every 1 ≤ k ≤ n and 〈us,ut〉 = 0
for s 6= t. Such a basis is called an orthonormal basis. For every v ∈ H , it can be expanded as
v = u1〈u1,v〉+ u2〈u2,v〉+ · · ·+ un〈un,v〉.
A right H-linear operator is a function T : H → H such that T (uα + vβ) = T (u)α+ T (v)β for
all u,v ∈ H and α, β ∈ H. Such an operator is also called a endomorphism, so we denote by En(H)
the set of all endomorphisms on H . For every T ∈ En(H), the Riesz representation theorem (see e.g.,
[21, 16]) guarantees that there exists a unique operator T ∗ ∈ En(H), which is called the adjoint of T ,
such that for all u,v ∈ H , 〈T u,v〉 = 〈u,T ∗v〉. As for quaternion matrices, an operator T ∈ En(H)
is said to be self-adjoint if T = T ∗, normal if T T ∗ = T ∗T and unitary if T T ∗ = T ∗T = I .
We recall the spectral theorem for normal operators [16] as follows.
Theorem 2.3 Suppose that H is an n-dimensional quaternion Hilbert space. Then T ∈ En(H) is
normal if and only if there is an orthonormal basis V = {u1,u2, . . . ,un} ⊂ H and λ1, λ2, . . . , λn ∈
C
+ such that T uk = ukλk for every 1 ≤ k ≤ n.
Under the usual vector-scalar multiplication 〈ξ, α〉 7→ ξα, Hn is a rightH-module. Furthermore, Hn
is a quaternion Hilbert space if it is embedded by inner product 〈ξ,η〉 = ξ∗η. Let A ∈Mn(H), ξ ∈ Hn
and define TA = Aξ. Then we have the spectral theorem for normal matrices as follows.
Theorem 2.4 The matrix A ∈ Mn(H) is normal if and only if there is a unitary matrix U ∈ Mn(H)
such that U∗AU = D, where D is a diagonal matrix and its entries are complex numbers with nonneg-
ative imaginary parts.
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2.3 Quaternion polynomials
The polynomials with quaternion coefficients located on only left side of powers are called simple
quaternion polynomials [18]. Let
pn(z) :=
n∑
k=0
ckz
k, ck ∈ H, 0 ≤ k ≤ n, c0cn 6= 0 (2.2)
be a given simple quaternion polynomial of degree n. It was shown in [17] by Pogorui and Shapiro that
the polynomials of type (2.2) may have two types of zeros: isolated and spherical zeros. Let z0 be a zero
of pn defined by (2.2). If z0 /∈ R and has the property that pn(z) = 0 for all z ∈ θ(z0), then it is called
a spherical zero. Otherwise, z0 is called an isolated zero. If the zero set of pn(z) intersects only with n1
similar orbits, we say that the number of zeros of pn(z) is n1. The authors in [18] proved that n1 ≤ n,
and they also presented an effective algorithm for finding all zeros including their types without using
iterations.
Let pn(z, s) =
∑n
k=0 cksz
k, we introduce a lemma concerning the zeros of pn(z, s1) and pn(z, s2)
for s1 6= s2.
Lemma 2.5 Let pn(z, s) be given above. Then z0 is a zero of pn(z, s1) if and only if s
−1z0s is a zero
of pn(z, s1), where s = s
−1
1 s2. Besides pn(z, s1) and pn(z, s2) have the same real and spherical zeros.
Let Ziso(s) be the totality of non-real isolated zeros of pn(z, s). Then
Ziso(s2) =
{
s−1zs : s = s−11 s2, z ∈ Ziso(s1)
}
.
In particular, Ziso(s2) = Ziso(s1) provided that s
−1
1 s2 ∈ R.
3 The sampling theorems
We will study the quaternion difference equation
b(k)x(k + 1) + a(k)x(k) + b(k − 1)x(k − 1) = x(k)λ, k = 1, 2, . . . , N, (3.1)
where a(k) ∈ H, b(k) ∈ H \{0} for 0 ≤ k ≤ N and λ ∈ H is a parameter. The equations of type (3.1),
which have two-sided coefficients, are difficult to be solved [22]. To solve (3.1), we need to consider
boundary conditions of the form
x(0) + h1x(1) = 0 (3.2)
x(N + 1) + h2x(N) = 0 (3.3)
where h1, h2 are quaternion numbers. Note that x(1) and x(N) cannot be zero, otherwise there is only
a trivial solution for the boundary value problem (BVP) (3.1)–(3.3). Therefore if h1 = 0 (which implies
that x(0) = 0), we have to restrict x(1) 6= 0. Similar considerations are needed for the cases when
h2 = 0 or h1 = h2 = 0.
For fixed h1, h2 ∈ H, we define an operator L for any x = [x(1), x(2), . . . , x(N)]⊤ ∈ Hn as
(Lx)(k) := b(k)x(k + 1) + a(k)x(k) + b(k − 1)x(k − 1), k = 1, 2, . . . , N, (3.4)
where x(0), x(N + 1) involved in L are taken from (3.2) and (3.3). In the traditional case, the BVP
(3.1)–(3.3) is called a regular Sturm-Liouville problem if a(k), b(k), h1 , h2 are restricted to be real and
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the corresponding operator L is self-adjoint. In the present study, L is not necessarily to be self-adjoint.
In fact, by Theorem 2.3, we know that if L is normal, then it can produce an orthonormal basis whose
elements are solutions of (3.1).
Let φ(k, λ, s) (0 ≤ k ≤ N + 1) be the unique solution of (3.1)–(3.2) satisfying φ(1, λ, s) = s.
By direct computations, we have that φ(k, λ, s) is a simple quaternion polynomial with the form of∑k
j=0 c(j, k)sλ
k for k ≥ 1, where c(0, k), c(1, k), . . . , c(k, k) are undetermined coefficients. Therefore,
for φ(k, λ0, s) to be the solution of (3.1)–(3.3), it is necessary that λ0 is a zero of polynomial φ(N +
1, λ, s) + h2φ(N,λ, s).
Since L is a right H-linear operator on HN , it has a matrix form
L =


d1 b(1)
b(1) a(2) b(2) 0
b(2) a(3) (b(3))
. . .
. . .
. . .
0 b(N − 2) a(N − 1) b(N − 1)
b(N − 1) d2


,
where d1 = a(1) − b(0)h1 and d2 = a(N) − b(N)h2. It follows that L is normal if and only if L is
normal. Next we introduce a necessary and sufficient condition for L to be normal.
Theorem 3.1 Let L = L0 + iL1 + jL2 + kL3 ∈ MN (H) be a symmetric quaternion matrix with
L0, L1, L2, L3 being real matrices. Then L is normal if and only if L0 is commutative with L1, L2, L3
respectively.
Proof. By direct computations, we have that
LL∗ − L∗L = 0⇔ LL∗ − L∗L = L∗L− LL∗ ⇔ (L+ L∗)(L− L∗) = (L− L∗)(L+ L∗).
Since L is symmetric, then L0, L1, L2, L3 are symmetric. It follows that
L∗ = L⊤0 − iL⊤1 − jL⊤2 − kL⊤3 = L0 − iL1 − jL2 − kL3.
Therefore L+ L∗ = 2L0 and L− L∗ = 2iL1 + 2jL2 + 2kL3. It follows that L+ L∗ is commutative
with L− L∗ if and only if L0 is commutative with L1, L2, L3. The proof is complete. 
Let pN (λ, s) = φ(N+1, λ, s)+h2φ(N,λ, s) andϕ(λ, s) = [φ(1, λ, s), φ(2, λ, s), . . . , φ(N,λ, s)]
⊤
.
The relationship between ϕ(λ, s) and L is described next.
Theorem 3.2 Let pN (λ, s),ϕ(λ, s), L be given above. Then for s0 ∈ H \ {0} the following assertions
are equivalent.
1. ϕ(λ0, s0) is a solution of (3.1)–(3.3).
2. Lϕ(λ0, s0) = ϕ(λ0, s0)λ0.
3. pN (λ0, s0) = 0.
Proof. If we regard (3.1)–(3.3) as a systems of equations, then it involves N + 2 equations and N + 3
variables x(0), x(1), . . . , x(N + 1), λ. Solving (3.2) and (3.3) for x(0) and x(N + 1) and plugging the
5
results into (3.1) yields the equation Lx = xλ. Thus statement 1 is equivalent to statement 2. Similarly
if we solve (3.1)–(3.2) for x(N) and x(N + 1) and plug the results into (3.3), then (3.3) becomes
pN (λ, s0) = 0. It follows that statement 1 is equivalent to statement 3. 
As a consequence of Theorem 3.2, we obtain a corollary as follows.
Corollary 3.3 Let pN (λ, s),ϕ(λ, s), L be given above. Then the following assertions hold.
1. If ξ = (ξ1, ξ2, . . . , ξN )
⊤ is an eigenvector of L corresponding to the eigenvalue λ0 ∈ H, then
ξ1 6= 0, ϕ(λ0, ξ1) = ξ and therefore pN (λ0, ξ1) = 0.
2. If pN (λ0, s0) = 0 for s0 6= 0, then ϕ(λ0, s0)s1 = ϕ(s−11 λ0s1, s0s1) for every s1 ∈ H \ {0}.
Proof. 1. We mentioned previously that x(1) in (3.1)–(3.2) cannot be zero, otherwise there is only a
trivial solution for the equations. We can also see this fact from matrix L directly. Since Lξ = ξλ0, then
d1ξ1+ b(1)ξ2 = ξ1λ0. It follows that ξ1 = 0 will result in ξ2 = 0, as b(k) ∈ H\{0} for 0 ≤ k ≤ N . By
similar arguments, we have ξ3 = ξ4 = · · · = ξN = 0 which leads to a contradiction with the assumption
that ξ is an eigenvector of L. Define ξ0 = −h1ξ1 and ξN+1 = −h2ξN , then x(k) = ξk (0 ≤ k ≤ N+1)
is a solution of (3.1)–(3.3) satisfying x(1) = ξ1. By the definition of ϕ, we conclude that ϕ(λ0, ξ1) = ξ
for the uniqueness of the solution.
2. If pN (λ0, s0) = 0 for s0 6= 0, then Lϕ(λ0, s0) = ϕ(λ0, s0)λ0 by Theorem 3.2. It follows that
Lϕ(λ0, s0)s1 = ϕ(λ0, s0)s1s
−1
1 λ0s1.
Let η = (η1, η2, . . . , ηN )
⊤ = ϕ(λ0, s0)s1 and λ1 = s−11 λ0s1, then Lη = ηλ1. By statement 1 and note
that η1 = s0s1, we conclude that
ϕ(s−11 λ0s1, s0s1) = ϕ(λ1, η1) = η = ϕ(λ0, s0)s1.
The proof is complete. 
Let λ0 or s1 to be real in the statement 2 of Corollary 3.3, we see that if λ0 is an eigenvalue of
L, there exist many t1, t2, . . . such that ϕ(λ0, t1),ϕ(λ0, t2), . . . are solutions of (3.1)–(3.3). We will
show that for any fixed s ∈ H \ {0}, there exist N distinct quaternion numbers λ1, λ2, . . . , λN such that
ϕ(λ1, s),ϕ(λ1, s), . . . ,ϕ(λN , s) are solutions of (3.1)–(3.3). Furthermore, these solutions constitute an
orthogonal basis of HN .
Theorem 3.4 Suppose that L (or equivalently L) is normal. Then for any fixed s ∈ H \ {0}, there exist
N distinct quaternion numbers λ1, λ2, . . . , λN such that
1. V = {ϕ(λ1, s),ϕ(λ2, s), . . . ,ϕ(λN , s)} is an orthogonal basis of HN ;
2. every element of V is a solution of (3.1)–(3.3), therefore λk is an eigenvalue of L for k =
1, 2, . . . , N .
Proof. Since L is normal, by Theorem 2.4, there exists U = [u1,u2, . . . ,uN ] ∈ Mn(H) such that
U∗LU = D where D is a diagonal matrix with diagonal entries α1, α2, . . . , αN ∈ C. Note that U
is unitary, we have LU = UD. It follows that uk = [u1k, u2k, . . . , uNk]⊤ is an eigenvector of L
corresponding to the eigenvalue αk for k = 1, 2, . . . , N . We may encounter αi = αj for some i 6= j,
as it is possible that L has multiple standard eigenvalues. Thus we need to construct λk from αk so that
λ1, λ2, . . . , λN can be distinct.
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By Corollary 3.3, we know that u11, u12, . . . , u1N are nonzero and ϕ(αk, u1k) = uk is a solution of
(3.1)–(3.3). Let t1, t2, . . . , tN be the quaternion numbers such that
u11t1 = u12t2 = · · · = u1N tN = s
and let λk = t
−1
k αktk for k = 1, 2, . . . , N . It follows from Corollary 3.3 that
ϕ(λk, s) = ϕ(t
−1
k αktk, u1ktk) = ϕ(αk, u1k)tk = uktk
is a solution of (3.1)–(3.3) for k = 1, 2, . . . , N . Note that the columns of U form an orthonormal basis
of HN , we have that V is an orthogonal basis and therefore λ1, λ2, . . . , λN have to be distinct. 
Having introduced several useful results about the solutions of (3.1)–(3.3), we are in position to
state the main result of this section: the sampling expansions associated with the quaternion difference
equations.
Theorem 3.5 Let ϕ(λ, s) = [φ(1, λ, s), φ(2, λ, s), . . . , φ(N,λ, s)]⊤ be given above and suppose that
L is normal. For any fixed s ∈ H \ {0}, let fs(λ) be a function defined by the discrete transform
fs(λ) :=
N∑
k=1
F (k)φ(k, λ, s), F (k) ∈ H, k = 1, 2, . . . , N.
Then there exist λ1, λ2, . . . , λN ∈ H which depend on s such that
fs(λ) =
N∑
k=1
fs(λk)ψk(λ, s)
where ψk(λ, s) =
〈ϕ(λk,s),ϕ(λ,s)〉
‖ϕ(λk,s)‖2 .
Proof. For any fixed s ∈ H \ {0}, by Theorem 3.4, there exist λ1, λ2, . . . , λN ∈ H such that V =
{ϕ(λ1, s),ϕ(λ2, s), . . . ,ϕ(λN , s)} is an orthogonal basis of HN . It follows that
F = [F (1), F (2), . . . , F (N)]⊤
and ϕ(λ, s) have expansions in terms of V :
F =
N∑
k=1
ϕ(λk, s)
‖ϕ(λk, s)‖2
〈ϕ(λk, s),F 〉 =
N∑
k=1
ϕ(λk, s)
‖ϕ(λk, s)‖2
fs(λk),
ϕ(λ, s) =
N∑
k=1
ϕ(λk, s)
‖ϕ(λk, s)‖2
〈ϕ(λk, s),ϕ(λ, s)〉 =
N∑
k=1
ϕ(λk, s)ψk(λ, s).
It follows that
fs(λ) = 〈F ,ϕ(λ, s)〉
=
N∑
k=1
fs(λk)〈 ϕ(λk, s)‖ϕ(λk, s)‖2
,
N∑
j=1
ϕ(λj , s)ψj(λ, s)〉
=
N∑
k=1
fs(λk)〈 ϕ(λk, s)‖ϕ(λk, s)‖2
,ϕ(λk, s)ψk(λ, s)〉
=
N∑
k=1
fs(λk)ψk(λ, s),
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which completes the proof. 
We present some examples to illustrate the sampling theorem.
Example 3.6 Consider the quaternion difference equation
− ix(k + 1) + jx(k)− ix(k − 1) = x(k)λ, k = 1, 2, . . . , N (3.5)
with boundary condition
x(0) = x(N + 1) = 0. (3.6)
It is easy to see that L defined by (3.4) is normal for (3.5). For simplicity, we only show the result for
N = 3. By direct computations, we have that φ(1, λ, s) = s, φ(2, λ, s) = isλ− ks and
φ(3, λ, s) = −sλ2 − 2s, φ(4, λ, s) = −isλ3 + ksλ2 − 3isλ+ 3ks.
Thus p3(λ, s) = φ(4, λ, s) + 0φ(3, λ, s) = −isλ3 + ksλ2 − 3isλ+ 3ks.
Let s = s1 = 1 + k. We consider the sampling expansion for
fs1(λ) :=
N∑
k=1
F (k)φ(k, λ, s1).
We need to solve the equation
p3(λ, s1) = (j − i)λ3 + (k − 1)λ2 + 3(j − i)λ+ 3(k − 1) = 0.
By applying the algorithm in [18] for computing the zeros, we get the zero set of p3(λ, s1): Z(s1) =
{i} ∪ θ(i√3). It was shown in [13] that two eigenvectors of a normal operator are orthogonal if they
correspond to two non-similar eigenvalues. So we may set λ1 = i. It is not easy to determine two
elements λ2, λ3 of θ(i
√
3) ⊂ Z(s1) such that 〈ϕ(λ2, s1),ϕ(λ3, s1)〉 = 0. We need to find proper
λ2, λ3 by computing the eigenvectors of
L =

 j −i 0−i j −i
0 −i j


For λ = i
√
3, we can get two linearly H-independent eigenvectors
ξ1 =

 i−i√3− j
i

 , ξ2 =

−i
√
3− j
2i
−i√3− j

 .
It is fortunate that the inner product 〈ξ1, ξ2〉 = −4
√
3 is real. So we can construct an eigenvector ξ3
corresponding to i
√
3 from {ξ1, ξ2} such that 〈ξ1, ξ3〉 = 0 by the quaternion Gram-Schmidt process
[16]. Let ξ3 = ξ2 − ξ1‖ξ1‖2 〈ξ1, ξ2〉 = (
−i√
3
− j, −2j√
3
, −i√
3
− j)⊤, then 〈ξ1, ξ3〉 = 0 and
Lξ3 = L(ξ2 − ξ1‖ξ1‖2
〈ξ1, ξ2〉)
= ξ2i
√
3− ξ1i
√
3
‖ξ1‖2
〈ξ1, ξ2〉
= (ξ2 − ξ1‖ξ1‖2
〈ξ1, ξ2〉)i
√
3 = ξ3i
√
3.
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By Corollary 3.3, we know that
ϕ(i
√
3, i) = ξ1, ϕ(i
√
3,
−i√
3
− j) = ξ3
and they are solutions of the BVP (3.5)–(3.6). Let
t1 = i
−1s1 = j − i, t2 = (−i√
3
− j)−1s1 = 1
4
(√
3 + 3
)
i+
1
4
(
3−
√
3
)
j.
Then we can select λ2 and λ3 to be
λ2 = t
−1
1 i
√
3t1 = −j
√
3, λ3 = t
−1
2 i
√
3t2 =
3i + j
√
3
2
.
It follows that
ϕ(λ2, s1) =

 1 + k1−√3− (1 +√3)k
1 + k

 , ϕ(λ3, s1) =


1 + k√
3−1
2 +
1+
√
3
2 k
1 + k

 .
Note that ϕ(λ1, s1) = (1+k, 0,−1−k)⊤ and by some direct computations, we obtain the interpolation
functions:
ψ1(λ, s1) =
λ2 + 3
2
,
ψ2(λ, s1) =
−λ2 + (i+ j√3)λ+ k√3
6
,
ψ3(λ, s1) =
−2λ2 − (i + j√3)λ− k√3− 3
6
.
It is also natural to construct an orthogonal basis V = {ϕ(λk, s1) : k = 1, 2, 3} from ϕ(λ, s1)
directly without solving Lξ = ξλ. Let λ˜1 = λ1 = i, λ˜2 = i
√
3. To find a λ˜3 ∈ θ(i
√
3) such that
ϕ(λ˜2, s1) and ϕ(λ˜3, s1) are orthogonal, we only simply need to solve
〈ϕ(λ˜2, s1),ϕ(λ˜3, s1)〉 = −2λ˜23 + (2− 2
√
3)iλ˜3 − 2
√
3 = 0.
The solution set is {i,−i√3}. Note that λ˜3 ∈ θ(i
√
3), we have λ˜3 = −i
√
3. By some direct computa-
tions, we obtain the corresponding interpolation functions:
ψ˜1(λ, s1) =
λ2 + 3
2
,
ψ˜2(λ, s1) =
−(3 +√3)λ2 − 2√3iλ− 3(1 +√3)
12
,
ψ˜3(λ, s1) =
(
√
3− 3)λ2 + 2√3iλ+ 3(√3− 1)
12
.
Having introduced the sampling expansions for fs1(λ), we now discuss how to derive the sampling
expansions for fs2(λ) (s2 6= s1) by making use of the relationship between fs1(λ) and fs2(λ). Without
loss of generality, we let s2 = 2j and t = s
−1
1 s2 = i+ j, by Lemma 2.5, the zero set of p3(λ, s2) is
Z(s2) = {z = t−1z1t : z1 ∈ Z(s1)} = {j} ∪ θ(i
√
3).
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It follows from Corollary 3.3 thatW1 = {ϕ(βk, s2) : k = 1, 2, 3} is an orthogonal basis if
β1 = t
−1λ1t = j, β2 = t−1λ2t = −i
√
3, β3 = t
−1λ3t =
√
3i+ 3j
2
.
Similarly, another orthogonal basis isW2 = {ϕ(β˜k, s2) : k = 1, 2, 3}, where
β˜1 = t
−1λ˜1t = j, β˜2 = t−1λ˜2t = j
√
3, β˜3 = t
−1λ˜3t = −j
√
3.
The corresponding interpolation functions can be computed by the definition, we omit the details.
From the above example, we have the following proposition.
Proposition 3.7 If the number of zeros (see Section 2.3) of pN (λ, s) is less than N , then there are
infinitely many sampling expansions for fs(λ).
If the number of zeros of pN (λ, s) is equal to N , it will be easier to the compute the sampling
expansion for fs(λ).
Example 3.8 Consider the BVP (3.1)–(3.3) with the coefficients as follows.
a(1) a(2) a(3) b(0) b(1) b(2) b(3) h1 h2
j i −k i+ j √3j j − k 1 + j −k −i
Then we have φ(1, λ, s) = s, φ(2, λ, s) = −
√
3
3 jsλ−
√
3
3 ks, φ(3, λ, s) =
√
3
6 (i− 1)sλ2 + 2
√
3
3 (i− 1)s
and
φ(4, λ, s) =
√
3
12
(k + j + i− 1)sλ3 +
√
3
12
(1 + i+ j − k)sλ2
+
√
3
2
(k + j + i− 1)sλ+
√
3
6
(3 + 3i+ j − k)s.
It follows that
p3(λ, s) =φ(4, λ, s) + h2φ(3, λ, s)
=
√
3
12
(k + j + i− 1)sλ3 +
√
3
12
(3 + 3i+ j − k)sλ2
+
√
3
2
(k + j + i− 1)sλ+
√
3
6
(7 + 7i+ j − k)s.
Let s1 = −k, the zero set of p3(λ, s1) is Z(s1) = {−i− j,−i+2j,−i− 3j}. Let λ1 = −i− j, λ2 =
−i+ 2j, λ3 = −i− 3j, then
ϕ(λ1, s1) =


−k
−
√
3
3 k√
3
3 (j + k)

 , ϕ(λ2, s1) =


−k
2
√
3
3 k
−
√
3
6 (j + k)

 , ϕ(λ3, s1) =

 −k−√3k
−√3(j + k)

 ,
are orthogonal as λ1, λ2, λ3 belong to distinct similar orbits. By some direct computations, we obtain
the interpolation functions:
ψ1(λ, s1) =
λ2 + jλ+ 7− k
6
,
ψ2(λ, s1) =
−λ2 − 4jλ+ 4k + 2
15
,
ψ3(λ, s1) =
−λ2 + jλ− k − 3
10
.
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