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Proling is an approach to put a label or a set of labels on a subject, taking into account
the characteristics of this subject. The New Oxford American Dictionary denes proling as:
recording and analysis of a person's psychological and behavioural characteristics, so as to assess
or predict his/her capabilities in a certain sphere or to assist in identifying a particular subgroup
of people [151]. Such understanding of proling, targeting at construction and application of
artefacts (proles) generated automatically or semi-automatically from collected data in order to
describe users, is consistent within the domain of information systems. According to [30] a user
prole is: a set of information representing a user via user related rules, settings, needs, interests,
behaviours and preferences and proling means creation of such description of a user.
This work extends this denition over a dierent type of subjects, namely things. It is
demonstrated that techniques applied for proling may be similar in both cases (people and
things) as well as the number or application scenarios is greatly extended with such an approach.
This assumption is in particular valid, when it comes to personalisation of behaviour of a thing
to meet requirements of a user or while proposing a service on top of a thing and its behaviour
e.g. turning o a thing in case of e.g. increased need for the electric energy.
However, while studying the body of knowledge, it is clear that both prole and proling
are complex notions, dened dierently by diverse groups of researchers. The proling may be
understood as:
 collecting data describing a user, client, agent, thing, etc. e.g. [129],
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 deriving stereotypes of a person (proles generalised over a group of people and shared by
members of a group) e.g. [25],
 assigning a person (a thing) to a group of people (things) with similar characteristics (clus-
tering) e.g. [163],
 describing behavioural / psychological characteristics of a person e.g. [145],
 collecting history of previous transactions / actions of a user (a thing) e.g. [98].
Depending on the type of entities, proling also focuses on their dierent characteristics.
This set of characteristics may include an arbitrarily long list of features characterising certain
aspects of a particular person or a thing. However, from the system's point of view usually a
relatively narrow range of information is required, focusing on a domain that is addressed and
the application scenario in which the prole is to be applied. Values of features included in the
prole may be derived directly or indirectly and involve:
 attribute-based data (read from attributes of a person or a thing),
 declarative attributes (received from a person in a response to a question or manifested by
a thing e.g. ship name included in an AIS message),
 attributes based on behaviour e.g. list of locations visited, home/work location of a user of
telecommunication services,
 contextual data (adding additional layer of understanding over other attributes).
It is worth to note, that these characteristics dier also taking into account the cost of data
acquisition. The scope of data processed while proling a person or a thing should depend on
the scenario and the outcome envisioned. Therefore, we may distinguish between three dierent
types of proles [94]:
 domain-knowledge prole targeting at description of an object for a particular domain,
 domain-independent prole that describes general information related to an object of pro-
ling,
 cognitive model describing object's preferences and features.
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Additional challenges for proling emerge also from the recent General Data Protection Reg-
ulation (GDPR) [28], however as proling in its substance should concern improvement of user
experience (quality of service) this issue is not discussed in detail in this document. In this re-
search it assumed that a user is willing to be proled as he/she gets improved quality of service
or service that was not previously available.
The research outcomes presented in the document concern:
 content of proles  characteristics that should be taken into account while proling people
or things,
 proling process  starting with selection of data (sources, records, attributes) and nishing
with validation of methods delivered,
 usage of proles  presented for chosen scenarios from domains such as social networks,
telecommunications, authentication and commerce.
1.1.1 Denition of Proling
This section extends the denition of the prole, showing insights into diverse understanding of
a prole and the proling process by various researchers and business practitioners.
Understanding a Prole: Selected Denitions
Table 1.1 presents dierent denitions of a prole that may be found in research papers from such
domains as lifelong learning, information retrieval, Web development or robotics. Albeit dierent,
all denitions focus on user features that should be identied to allow for implementation of
functionalities improving user experience or providing a user with unique functionalities. This
list could be further extended, but because of the page limit was compressed to demonstrate main
directions which can lead to dierent understanding of this concept.
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Table 1.1: Dierent understanding of a prole: selected denitions.
Denition Features of a prole Source
A user model is a knowledge source in
a natural-language dialogue system which
contains explicit assumptions on all as-
pects of the user that may be relevant to
the dialogue behaviour of the system.
The model of the user is an important ba-
sis for the intelligent dialogue behaviour
with the system. The model should en-
compass such features as e.g. user goals,
plans, background knowledge and (false)
beliefs.
[167]
The paper does not propose an explicit
denition of a prole, however it provides
a metamodel of a user.
The metamodel includes such elements
as: user, user ID, domain, user attributes
(dependent or independent from compo-
nents existing in the domain) and at-
tribute values.
[94]
User modelling is dened as the process
of acquiring knowledge about a user in
order to provide services or information
adapted to their specic requirements.
A user is described by: specic goals,
interactions with the system to realise
these goals, characteristics such as gen-
eral interests, cultural information and
contextual information.
[159]
User prole includes information related
to age, gender, skills, education, experi-
ence, and cultural level.
Features of a user regarding his demo-
graphics and experience.
[88]
A user prole is a set of beliefs that the
machine holds about the user.
The prole includes not only a descrip-
tion of user features, but also enables
to specify which parts of the model are
stored on which devices, and which parts
of the model should be shared with partic-
ular applications and people.
[90]
A user prole is a set of information rep-
resenting a user via user related rules,
settings, needs, interests, behaviours and
preferences.
The user prole includes two types of
data: static (e.g. country) and dynamic
(e.g. needs). The content of a prole may
vary depending on the application area.
[30]
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The user prole may be diversely un-
derstood. Explicit user prole concerns:
user static and predictable characteris-
tics, whereas the implicit user prole de-
scribes a situation when a system learns
a user by studying his behaviour. A user
prole may be also hybrid: combining
user data with user behaviour.
Features of the prole are mainly de-
scribed using data from surveys. The
data regarding behaviour needs to be
processed depending on its type to de-
scribe user features.
[89]
Proling a customer means describing
him/her in a way that the most suit-
able products/services are marketed to
the most appropriate individual given a
stream of customer service consumption
data generated in real-time.
The features of the prole relate to the
preferences of a user towards a certain
product/service. The prole should also
include features enabling user segmenta-
tion.
[39]
User prole is understood as a way of
dening user preferences that can be ex-
plicitly determined by getting users' re-
sponse/feedback to information/question-
naire or obtained by looking over the
user's shoulder.
A complete model of the user should in-
clude his/her cognitive state e.g. inten-
tions behind the interaction or his/her in-
ternal state, and his/her preferences re-
garding social interaction characteristics.
[137]
Authors distinguish a short and a long-
term user prole. A short-term user pro-
le is built from recent interactions of a
user with a system and is useful to pre-
dict the intents in the current task involv-
ing a user and the system. A long-term
user prole describes long-standing user
characteristics and is less sparse than a
short-term prole.
The prole is built on top of data describ-
ing interactions of a user with the system,
such as a user identier, a query, a ses-
sion identier, query issued time, the top
20 URLs retrieved by the search engine,




Prole, Persona and Stereotype
Recently, in the eld of personalisation, new concepts have appeared. In addition to a prole,
such notions as a stereotype and persona gain on attention. Therefore, it is worth to describe
dierences between these concepts.
The prole, as it was already mentioned, concerns individual description of a person that may
change in time (along with acquiring new data). On the contrary, the stereotype:
 may be dened as characteristics suitable for more than one person, e.g. a working pen-
sioner, describing features shared by more than one person;
 can be used to solve the problem of cold start when we do not have attributes or behaviour
of a certain person, but based e.g. on location or time of a day, this person may be assigned
an initial prole derived from a stereotype,
 allows grouping people (clients, agents) and addressing their needs jointly (it is a classi-
cation expression),
 evolves slower than a prole, reecting changes in the society to be uniform for a group of
people.
On the other hand, in marketing and also in software design, personas seem to be a useful tool
while designing a product or a service for a user. According to Cooper, Reimann and Dubberly
[27]: personas are a gathering of realistic representative information which can include ctitious
details destined to a more accurate characterization. Personas are:
 the most complete outline of the representative of the target group,
 description of the needs of the target group,
 description of the needs and priorities of a model client.
The purpose of creating personas is understanding the needs of a client by visualising the client.
Examples of personas are presented in Figure 1.1.
Recently, we also refer to a user prole as to his personality [137]. Such an understanding
came from psychology and sociology, and relates to studying user behaviour. According to [137]
the personality (1) shows behaviours that are relatively pervasive in the person's lifestyle in that
they show some consistency across situations; (2) shows behaviours that are relatively stable in
the person's lifestyle across time, and (3) is indicative of the uniqueness of the person.
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Figure 1.1: Examples of personas. Source: [99]
Proling
The process of development of a user prole is called proling. A prole may be constructed
in two dierent ways: based on studying user features (bottom-up) and based on specication
of stereotypes (top-down). First, feature-based approach concerns a situation where we build a
prole for each user separately. These proles may evolve in time and therefore reect changes
concerning a user [22].
Proling based on stereotypes is carried out in two steps. Firstly, generation of stereotypes
that describe typical users (groups that may be identied based on similar features) is performed
[90]. In the second step a user is assigned with the best matching stereotype. Such proles
include typical hypotheses for all community members. For example, we may assume that all
employees of a given organisation will have similar information needs or customers interested in
a particular group of products would like to be notied on all actions concerning these products
[1, 110]. Such stereotypes may be constructed by qualied designers or by linking (aggregating)
proles already existing in the system.
1.1.2 Representation of the Prole: Data Structures
While analysing a prole from a technical perspective, we translate characteristics of a user or a
thing into a set of attributes, relations between these attributes, weights concerning attributes,
their parts or relations, etc. We may divide these elements into the following categories:
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 attributes (parameters) that may be constant, not depending on time, or variable (changing
in time or on event-based mode),
 relations between attributes being e.g. rules connecting attributes together under a condi-
tion or indicating proximity of attributes,
 classes (types) of a prole emerging e.g. from stereotypes.
The data structures used to represent a prole dier taking into account not only the amount of
information that may be stored to describe a user or a thing, but also w.r.t. reasoning possibilities
(if there is no connection between diverse attributes within a prole, no reasoning is possible)
and impact on the computational complexity of methods used to process the data. Therefore,
the data structures that are used to describe a prole may be divided into the following groups:
 models encompassing a set of independent features describing a user or a thing,
 models describing relations between dierent attributes of a prole,
 models in which we indicate classes that dene various elements of a user prole.
Table 1.2 presents details for diverse data structures that may be used while proling a person
or a thing.
Table 1.2: Data structures for representation of a prole.
Data structure Features of the data structure Examples
Bag of words A set of words describing a prole e.g. indicating user
information needs or interests. Words may come e.g.
from content read by a user or may be provided explic-
itly by him in a survey. In case of thing, they may be
provided by a producer or learned automatically while
functioning of a thing.
[46, 161]
Vector of values Each element of the vector shows one dimension of a
prole (otherwise referred to as feature). Values within
the vector may include: weights, numbers, words, etc.
Vectors are easy to use as comparison of two proles






Templates for proles include attributes that need to
be lled in with values while instantiating a prole.





Semantic network Extension over a vector model, indicating relations be-
tween attributes in the prole. Represented as a graph
of dierent notions where nodes indicate terms and
edges relations between these terms. Both edges and
nodes may be annotated with weights describing im-
portance of these elements. Edges may have dierent
types indicating dierent types of relations e.g. hy-
ponym/hypernym, antonym, etc. Such structure en-
ables reasoning over the prole.
[46], Word-
Net
Ontology Data structure similar to the semantic network, how-
ever more complex as it includes not only notions and
relations, but introduces new types of elements, such
as: classes (general entities), instances (exemplica-
tion of these classes), relations between entities, at-
tributes and functions, processes, axioms concerning
entities, etc. [31].
[148]
Bayesian network Approach based on indication of probability. The pro-
le is represented as an acyclic directed graph, in which
nodes represent variables and edges indicate relations
between these variables. Each variable in the model
has its state or a set of states with indicated proba-
bilities. If two nodes are not connected with an edge,
these variables should be treated as independent, if





Rule-based prole Relations between various terms in a prole are rep-
resented in a form of rules, that concern e.g. user
behaviour. The rules are derived after an analysis of
large amounts of data, based on which also support of
these rules within the dataset is calculated.
[126]
Neural Networks Often used while automatically learning user be-
haviour. Nodes within the neural network may repre-
sent terms important for a user and edges representing
strength of associations between these terms. Though,
the structure of the neural network depends on the ini-




Nowadays, even in the world after General Data Protection Regulation [28], proling is a point
of interest of many dierent entities, as personalisation of content, products, etc. is a way of
increasing sales or the customers' base and thus the company value. It may be easily noticed
that there are no signicant limitations regarding proling (from the perspective of a concept,
however not mentioning the computational complexity) and therefore while designing personali-
sation or recommendation methods, one should not assume methods or models, but rather user
requirements for targeted application scenarios. It should be also explicitly written, that the
problem of proling in general is not new, but when studying diverse application scenarios, one
may observe a number of research challenges that should be addressed.
The focus of this research concerns proposing methods for discovery of proles of users and
things with application of Data Science methods. The proles are utilised in vertical and horizon-
tal scenarios, and concern such domains as smart grid and telecommunication (vertical scenarios),
and support provided both for authorisation and personalisation (horizontal perspective). There-
fore, the research questions addressed are as follows:
1. What is a prole of a user or a thing? How to dene a prole? How a prole of a person
or a thing may be represented to enable for diverse application scenarios?
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2. How to model a prole? How to derive a prole from data provided by a user? How to
describe relations between entities?
3. How to prole a user or a thing for the needs of solutions supporting management of electric
energy production and consumption in the smart grid?
4. How to prole a user for the needs of telecommunication services, especially taking into
account the issues of privacy and trust?
5. Is it possible to use a user prole for authentication in various services? How detailed the
prole should be to enable for safe authentication? What level of granularity of data is
needed to describe a user for the needs of authentication?
6. How to analyse a user and create a prole that may be used for personalisation? How to
personalise taking into account user experience and computational complexity?
To address these research questions six main goals were dened, each addressing one of the
aforementioned questions. Table 1.3 presents the main goals addressed in the thesis, divided into
three perspectives: background and denition, vertical and horizontal applications. Each of goals
is addressed by one of sections in the document (starting from Section 2).




The goal is to dene a prole of a person or a thing and identify
features of a person or a thing that may be represented in a prole
and are usable for diverse application scenarios.
The goal is to analyse proling methods that enable for describing a
user/a thing or relations between users.
Vertical applications The goal is to create a prole of a user or a thing that will be applicable
for solutions enabling management of production and consumption of
the electric energy in the smart grid.
The goal is to develop a prole of a customer/subscriber to telecom-
munication services, enabling for personalisation and taking into ac-




The goal is to develop a method enabling for authentication of a user
based on Call Detail Record data.
The goal is to propose proling methods that enable to describe a
user in a way supporting personalisation of content or a service.
Source: own study
To address achieving the main goals, each of them is accompanied by at least two detailed
objectives, as presented in Table 1.4.
Table 1.4: Supplementary goals to be addressed in the thesis.
Goal Supplementary goals
The goal is to dene a prole of a person or
a thing and identify features of a person or a
thing that may be represented in the prole
and are usable for diverse application scenar-
ios.
The goal is to analyse dierent approaches for
describing a prole or an identity of a user or
a thing that are applied in dierent classes of
systems e.g. identity management systems.
The goal is to analyse how to instantiate a
prole of a person or a thing using seman-
tic approaches enabling for diverse applica-
tion scenarios.
The goal is to analyse proling methods that
enable for describing a user / a thing or rela-
tions between users.
The goal is to describe a user prole w.r.t.
user personality and his/her colour prefer-
ences. The supplementary goal is to study
relations between personality traits and user
colour preferences using dierent methods of
analysis.
The goal is to create a method for describing
relations between users focusing on quantita-
tive and qualitative aspects of a relation on
the example of a social network.
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The goal is to create a prole of a user or
a thing that will be applicable for solutions
enabling management of production and con-
sumption of the electric energy in the smart
grid.
The goal is to propose an architecture of a
system for monitoring energy production and
consumption in the smart grid, taking into
account a prole of an individual prosumer.
The goal is to create a prole of a user for
the needs of electric energy supply: monitor-
ing and describing demand for the electric en-
ergy to be used by the system enabling man-
agement of the production and consumption
of the electric energy in the smart grid.
The goal is to develop a prole of a cus-
tomer/subscriber to telecommunication ser-
vices, enabling for personalisation and taking
into account issues of privacy and trust.
The goal is to dene a solution that enables
to manage personal information in telecom-
munication.
The goal is to propose methods enabling for
user proling based on Call Detail Records
data.
The goal is to develop a method enabling for
authentication of a user based on Call Detail
Record data.
The goal is to verify if the Call Detail Record
data is sucient for detecting anomalies in
the behavioural user prole and therefore en-
able for applying the CDR-based prole in
authentication scenarios.
The goal is to research how much data de-
scribing a user is needed to provide an e-
cient authentication solution.
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The goal is develop and validate a method
for description of a user for the needs of
authentication. The supplementary goal is
to develop a methodology for testing the
behaviour-based approaches based on Call
Detail Records data.
The goal is to propose proling methods that
enable to describe a user in a way supporting
personalisation of content or service.
The goal is to propose a personalisation
method that improves the user experience of
a solution, but does not impact the eciency
of the solution.
The goal is to provide a method for user pro-
ling that allows obtaining valuable insights





The research at the intersection of information systems and computer science, described within
this document, in majority methodologically follows the design-oriented information systems re-
search as understood by [57, 64, 120, 165]. However, assigning this research entirely to one research
paradigm, is challenging. This is due to the fact, that proling of people, things, processes, etc.
aligns well with both research approaches known for the domain of information systems, namely
behaviouristic and the design-oriented paradigm. The behavioural science approach focuses on
observing behaviour of entities, and then focusing on describing, explaining and predicting their
behaviour [64]. This approach is especially valid while analysing Call Detail Records to create
mobility proles that may be used for various purposes e.g. authentication or marketing.
On the other hand, design science concerns problem solving. It targets innovations regard-
ing ideas, practices, technical aspects through which information systems may be eectively
accomplished [64]. Proling in its essence is about designing new approaches, innovating meth-
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ods, proposing new application scenarios, and therefore aligns well also with the design-science
paradigm. For example, in case of proling for the smart grid to support management of produc-
tion and consumption of electric energy, the goal is to dene a problem and propose a solution
that enables to target this problem.
On top of these two approaches, one may distinguish also the consortium research [123]. The
information systems research includes advances in the community of practitioners and therefore
the consortium research addresses the issue of getting access and exchanging knowledge with
also potential users or entities acting in the domain (including application of research results
achieved). Consortium research supports development of artefacts in collaboration between the
university and its partners in all stages of the design-oriented research process. The goal is to
deliver results of practical relevance, what in case of this thesis concerned e.g. research in the
eld of telecommunication carried out in collaboration in Orange1.
Summarising, the methodology applied for specic parts of this work is diverse, sometimes
focusing on explanation of behaviour e.g. Section 7.3, but mainly providing new artefacts and
solutions as proposed by the design-oriented research. In some cases, the research was performed
in collaboration with practitioners and the results are of practical relevance, so the consortium
research guidelines were followed. [63] also underline that dierent methodologies impact one
another as technology and behaviour are not dichotomous in an information system. The de-
tailed research methodology followed within specic parts of this work is briey described within
appropriate sections (when discussing research results).
The detailed research guidelines applied by the author are described below, following points
suggested by [120, 123].
1.3.2 Research Guidelines
While developing methods and artefacts related to the eld of proling, a number of challenges
needs to be taken into account that inuence results and their quality. These challenges include
inter alia [63]:
 unstable requirements and constraints based on a context of a solution,
 complex interactions that need to be modelled to apply the solution,
 research process that is inuenced by participants, outcomes and context,
1https://www.orange.com/en/home
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 dependence on human abilities to produce eective solutions.
Most of these challenges relate to the fact that information systems research involves people
in all steps of the process. The requirements come from people, they inuence the context of
the solution, research process involves humans, who can also hinder communication of results.
To address these challenges, [64, 120] propose to follow a methodology that enables to deal with
these issues. The research guidelines described below address the challenges mentioned. They
include [64, 120]:
 delivering results developed within the scientic rigour,
 collaborating with practitioners,
 developing results (artefacts) that are applicable to important and relevant business prob-
lems and therefore contributing to practice,
 each artefact must be justied and validation needs to be possible, in particular utility,
quality and ecacy of an artefact must be rigorously demonstrated by application of well-
executed evaluation methods,
 having impact on both: research and business practice with communication of results ef-
fective to both technology-oriented and management-oriented audiences.
As it was previously mentioned, most of this work follow the Design Science Research Cycle
presented in Figure 1.2. Figure demonstrates three dierent research cycles included in the re-
search process. The relevance cycle is to bridge the context of the artefact with the design science
activities. The context means requirements as well as acceptance criteria (enabling validation) to
evaluate the results achieved. The rigour cycle relates the research activities with the knowledge
base describing scientic foundations, experience and expertise. Knowledge means here not only
existing artefacts and processes that may be found in the application domain, but also experience
and expertise that dene state of the art in the application domain of research. The design cycle,
being the core of every research project, iterates between building of artefacts and evaluating
them. To properly execute a research project, these three cycles need to take place.
Figure 1.3 extends the idea depicted in Figure 1.2 and presents details of the consortium
research built on top of the design science research guidelines. In this approach, four main research
phases were distinguished, namely: analysis, design, evaluation and diusion. The central part
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Figure 1.2: Design Science Research Cycle. Source: [65]
of the picture shows a diverse nature of the domain, which is the source of a research problem as
well as the place where results are applied. The conditions dened for the consortium research
emphasize collaboration between researchers and practitioners, highlighting knowledge exchange
in both directions.
1.3.3 Research Contribution
An important part of every research methodology are research goals i.e. results to be achieved.
[63, 64] distinguish three types of contributions of a research project including: artefact (solution
to a problem), foundations (modelling formalisms, ontologies, problem and solutions representa-
tions, design algorithms, innovative information systems) and methodologies e.g. new evaluation
methods or experiences gained from performing the iterative design cycles and eld testing the
artefacts in the application environment. Taking product-related perspective into account, these
may be summarised as [64]:
 theories seeking to predict or explain phenomena that occur while using an artefact,
 constructs (vocabulary and symbols),
 models (abstractions and representations),
 methods (algorithms and practices),
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Figure 1.3: Consortium Research. Source: [122]
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 instantiations (implemented and prototype systems).
On the other hand, [57] identify three levels of contribution types: from more specic and less
mature to more abstract and mature knowledge, dening:
 Level 1: situated implementation of artefact: instantiations (software products or imple-
mented processes).
 Level 2: nascent design theory-knowledge as operational principles/architecture e.g. con-
structs, methods, models, design principles and technological rules.
 Level 3: well-developed design theory about embedded phenomena: design theories.
[57] also provide classication of research contribution depending on the research problem
targeted and the quality of the research result. Figure 1.4 presents relation of the project con-
texts and potential design science research contributions. Application domain maturity indicates
the maturity of the problem context, whereas solution maturity represents the level of detail of
the proposed artefact being a solution to identied problems. It is important to note that the
framework focuses on the on the knowledge start-points to support understanding of goals and
contributions to be achieved. These may be summarised as: new solutions to new problems (rad-
ical breakthrough), new solutions to known problems (create better, more ecient and eective
artices), known solutions from other domains extended to known problems from another one
(innovation) and known solutions for known problems (such situations however rarely demand to
apply research methods to solve a problem).
1.3.4 Research Process
The research process may be initiated both by a researcher and a practitioner and consists of
four phases, including analysis, design, evaluation and diusion. The following sections briey
describe activities undertaken in each of these phases.
Analysis
Analysis deals with identication of a research problem and development of a research plan.
In this phase, also importance of results either for research or for practice shall be studied.
Following the research problem, research questions and objectives should be specied. This
should be performed in line with studying the knowledge base i.e. analysing the state of the art
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Figure 1.4: Research contribution. Source: [57]
in the domain in question. Finally, the research plan needs to be created indicating also research
methods that shall be used to develop specic artefacts.
Design
The artefacts should be designed and created using generally accepted methods and these methods
shall be explicitly given. The research methods may be dierent depending on the type of the
research problem targeted and also on the artefact that is to be developed. For example, one
may apply either exploration research methods such as surveys, case studies, expert interviews
and IS analysis or artefact design approaches such as demonstration of prototype construction,
method engineering and reference modelling.
Evaluation
Following design of an artefact, evaluation needs to take place. Evaluation requires to rigorously
demonstrate the utility, quality and ecacy of a designed artefact using well executed evaluation
methods [64, 165].
The evaluation may be [165]:
 formative (focusing on consequences and supporting decisions aiming at improving the
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evaluand) or summative (producing empirically based interpretations that provide a basis
for creating shared meanings about the evaluand in the face of dierent contexts);
 ex ante or ex post depending on the moment in the research process when the evaluation
is executed. Ex ante evaluation concerns the predictive evaluation performed to estimate
the impact of future situations and happens before design and construction begin. Ex
post evaluation concerns an assessment of the value of the solution based on nancial and
non-nancial measures.
Regardless the type of the evaluation, its goals need to be specied before starting execution
of the evaluation and validation activities. These goals may be diverse and include [165]:
 studying how well an artefact achieves its environmental utility,
 providing evidence that theory leads to a developed artefact that is useful for solving a
problem,
 comparison with other artefacts,
 considering utility being a complex issue and inuencing complexity of evaluation,
 evaluation of artefact for side eects,
 debating why an artefact works or not, taking into account the existing body of knowledge.
Evaluation may be carried out inter alia within laboratory experiments, pilot applications
(instantiation of prototypes), simulation procedures, expert interviews, eld experiments (instan-
tiations in a number of organisations. [64] indicate the following evaluation methods:
1. observational, including case study (application of an artefact in a business environment)
and eld study (monitoring usage of an artefact in multiple projects);
2. analytical: static analysis (examining structure of an artefact), architecture analysis (tting
an artefact into technical IS architecture), optimisation (demonstrating optimal properties
of an artefact or providing optimality bounds on its behaviour), dynamic analysis studying
an artefact in use for dynamic qualities;
3. experimental in controlled experiment or simulation studying artefact with articial data;
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4. testing covering white and black box testing, with emphasis either on discovering failures
and defects (black box testing) or performing coverage testing of some metric in the artefact
implementation (white box tests);
5. descriptive: informed argument based on the existing knowledge base or scenarios showing
utility of an artefact.
These methods inuence the procedure of how the evaluation should be performed. [165]
propose four steps within this phase:
 dene goals of the evaluation: meaning addressing the rigour (in terms of ecacy and
eectiveness of the artefact), uncertainty and risk reduction, ethics and eciency of the
evaluation process.
 choose the evaluation strategy: why, when and how to evaluate,
 determine properties to evaluate: what to evaluate,
 design the individual evaluation episodes: actual evaluation.
The evaluation phase in design science research process should appear more than once. This
is due to the fact that design science research is an incremental, iterative process with multiple
evaluations.
Diusion
Finally, the diusion of the research results should be carried out. The diusion (otherwise re-
ferred to as communication of results) may be executed with the use of the following means:
papers, oral presentations, theses, books, etc. It needs to be underlined that the communica-
tion tool chosen should take into account the preferences of the audience and the language of
communication towards this audience.
Summary
Table 1.5 presents the research guidelines elaborated and explains how they were targeted while
carrying out the research work regarding the thesis.
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Table 1.5: Research guidelines being addressed in the thesis.
Methodological challenge Explanation
Delivering results developed within
the scientic rigour.
All research results developed in the framework of this
research followed a well dened methodology. In all
cases relation to state of the art is specied and con-
tribution is discussed.
Collaborating with practitioners. Part of the research followed the consortium research
methodology including communities of practitioners.
This is especially valid for vertical research goals, ad-
dressing domains of telecommunications and smart
grid. The collaboration enabled to dene and validate
research objectives, assess the results and their impact.
This challenge is also addressed by developing of joint
research projects.
Developing results (artefacts) that
are applicable to important and rel-
evant business problems and there-
fore contributing to practice.
Results achieved within the scope of this research are of
twofold value. Firstly, they provide research contribu-
tion what is conrmed by acceptance of these results
after peer review processes to conferences and jour-
nals. Second, as outcomes of joint academia-business
projects, they have business value to be exploited in
business scenarios.
Each artefact must be justied and
validation needs to be possible, in
particular utility, quality and e-
cacy of an artefact must be rig-
orously demonstrated by an appli-
cation of well-executed evaluation
methods.
All artefacts developed were evaluated following meth-
ods applied in the research domain for similar classes
of solutions. Therefore, not only an artefact was eval-
uated w.r.t. to previously dened objectives, but also
in comparison to a baseline in a domain.
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Having impact on both: research
and business practice, communi-
cating results to both technology-
oriented and management-oriented
audiences.
Research results are accessible to the public as re-
search papers or accessible resources. Companies test
artefacts in their business settings and implement the
methods in their nal products.
Source: own study
1.4 Structure of the Document
The thesis consists of eight chapters including an introduction and a summary. First chapter
describes motivation for work that was carried out for the last 8 years together with discus-
sion on its importance both for research and business practice. The motivation for this work is
much broader and emerges also from business importance of proling and personalisation. The
introduction summarises major research directions, provides research questions, goals and sup-
plementary objectives addressed in the thesis. Research methodology is also described, showing
impact of methodological aspects on the work undertaken.
Chapter 2 provides introduction to the notion of proling. The denition of proling is
introduced. Here, also a relation of a user prole to an identity is discussed. The papers included
in this chapter show not only how broadly a prole may be understood, but also how a prole
may be constructed taking into account dierent data sources.
Proling methods are introduced in Chapter 3. This chapter refers to the notion of a prole
developed using the BFI-44 personality test and outcomes of a survey related to colour preferences
of people with a specic personality. Moreover, insights into proling of relations between people
are provided, with a focus on quality of a relation emerging from contacts between two entities.
Chapters from 4 to 7 present dierent scenarios that benet from application of proling
methods. Chapter 4 starts with introducing the notion of a public utility company that in the
thesis is discussed using examples from smart grid and telecommunication. Then, in chapter 4
follows a description of research results regarding proling for the smart grid, focusing on a prole
of a prosumer and forecasting demand and production of the electric energy in the smart grid
what can be inuenced e.g. by weather or proles of appliances.
Chapter 5 presents application of proling techniques in the eld of telecommunication. Be-
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sides presenting proling methods based on telecommunication data, in particular on Call Detail
Records, also scenarios and issues related to privacy and trust are addressed.
Chapter 6 and Chapter 7 target at horizontal applications of proling that may be of benet
for multiple domains. Chapter 6 concerns proling for authentication using un-typical data
sources such as Call Detail Records or data from a mobile phone describing the user behaviour.
Besides proposing methods, also limitations are discussed. In addition, as a side research eect
a methodology for evaluation of authentication methods is proposed.
Chapter 7 concerns personalisation and consists of two diverse parts. Firstly, behavioural pro-
les to change interface and behaviour of the system are proposed and applied. The performance
of solutions personalising content either locally or on the server is studied. Then, proles of cus-
tomers of shopping centres are created based on paths identied using Call Detail Records. The
analysis demonstrates that the data that is collected for one purpose, may signicantly inuence
other business scenarios.
Chapter 8 summarises the research results achieved by the author of this document. It presents






This chapter addresses the rst goal from the background and denition perspective of this thesis.
The goal is to dene a prole of a person or a thing and identify features of a person or
a thing that may be represented in a prole and may be usable for diverse application
scenarios.
To achieve this goal, two secondary goals were dened and concern:
G1.1 Analysing dierent approaches for describing a prole or an identity of a user or a thing
that are applied in dierent classes of systems e.g. identity management systems.
G1.2 Analysing how to instantiate a prole of a person or a thing using semantic approaches
enabling for diverse application scenarios.
These goals are aligned with specic sections of this chapter, namely goal G1.1 with sections:
2.2 and 2.3, and goal G1.2 with section 2.4. Each of these sections includes a paper published
after a peer review process (detailed bibliographic references are provided).
2.1.2 Structure of the Chapter
The chapter consists of ve sections including an introduction presenting the relation to the goals
of the thesis and a summary that presents results that were achieved in relation to these goals.
Section 2.2 presents the concept of an automatic creation of user identities. Section 2.3 studies
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the state of the art in the area of proling and identity management. Section 2.4 focuses on
the process of building a user prole/an identity applying available data models that enable for
reasoning.
2.2 Ego  Where User Modelling Meets Identity Management
The goal of this section and therefore the paper included, concerns proposing a system that is to
bridge the gap between the identity management and user modelling systems. The developed so-
lution is to enable users to automatically create their identities and manage these identities for the
needs of dierent services. Sharing should allow not only authorisation, but also personalisation
of content displayed to a user.
The paper was published in a Journal of Wrocªaw University of Economics. Detailed biblio-
graphic reference is as follows: Abramowicz, W., Filipowska, A., Kalisz, P., Werno, ., Dzikowski,
J., Maªyszko, J., 2010, Ego - where user modeling meets identity management., Prace Naukowe












2.3 A Survey of Empirical Research on the Digital Identity
The goal of this section is to study functionality and use cases for identity management systems
available on the Web. The focus of the work is to describe trends, ideas an shortcomings of
existing solutions, identifying potential extensions. This section contributes to achieving the
following secondary goal of the thesis: Analysing dierent approaches for describing a prole
or an identity of a user or a thing that are applied in dierent classes of systems e.g. identity
management systems.
The paper was submitted to: Business & Information Systems Engineering1 and is currently
in the review process. The submission identier is: BUIS-D-18-00231.
1http://www.bise-journal.com
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Abstract Nowadays, more and more of day-to-day activities are performed on
the Internet. The information about people, that is manifested by them on the
Web, can be collected to build representations of individuals expressed in the
form of digital identities. Providing a platform, that enables secure exchange
of parts of an identity compliant with the General Data Protection Regulation
(GDPR) allows for a wide range of services to be created. Within this paper,
the digital identity definition, as well as functionality of user-oriented Identity
Management Systems (IMS) are discussed. We also study the state-of-the-art
of identity-related solutions and address the research gap in this area.
Keywords Digital identity · Personalization · Identity Management Systems
1 Introduction
Nowadays, the Internet becomes more and more important area of our day-
to-day activity. It cannot be treated any more as a space, in which users are
anonymous. Most users leave a significant amount of information about them
on the Web. They often abandon their anonymity freely, to stay connected with
friends on social networking sites, communicate with government or build their
reputation [Leenes et al., 2008, Bernstein et al., 2011]. The information left by
users is collected by different service providers, who use profiling mechanisms
to analyse users’ behaviour in order to personalize their services. As a result,
a problem, of how users should manage their personal data spread across the
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Web as many partial identities and profiles, emerged. This problem is especially
valid after introduction of the General Data Protection Regulation1.
This issue is being researched for many years now and a number of solutions
in the area of user-oriented identity management already exists [Hildebrandt
& Backhouse, 2005, Barisch, 2009, Ahn et al., 2007, Chen, 2007, Koch, 2002].
Although the literature on the topic of Identity Management is broad, and
includes theoretical principles and underlying security issues (with the most
broad example in form of the book about the digital identity management
[Laurent & Bouzefrane, 2015]), there is still scarcity of papers that would
focus particularly on the comparison of user-controlled systems. This gap is
addressed by this paper.
Compared to our work, similar surveys on profiling and Identity Manage-
ment Systems (IMS) have been conducted by [Ferdous & Poet, 2012, Manso
et al., 2014, Torres et al., 2013, Banihashemi et al., 2016]. The most recent
research is a survey that focuses on the desirable qualities that should identify
Identity Management systems, providing a taxonomy of criteria, and evalua-
tion of those systems’ traits in aspects of: security, user control, system capa-
bilities and cost-effectiveness [Banihashemi et al., 2016]. Other survey focuses
on more technical details and data flow in popular protocols used in Web-
based IMS [Manso et al., 2014]. [Ferdous & Poet, 2012, Torres et al., 2013]
present a comparison of IMS from the point of view of system requirements,
such as privacy, security, affordability, trustworthiness, law enforcement, in-
teroperability and functionality. [Torres et al., 2013] also focus on systems’
architectures and used components. [Ferdous & Poet, 2012] in turn, compare
only 6 leading Identity Systems, without information on other solutions, which
are less popular or are still under-development. The main shortcoming of these
reviews is that the comparison between various solutions (projects, protocols,
alliances) is made jointly, using the same requirements.
This paper focuses on comparing functionality and use cases of diverse IMS
available on the Internet. Our aim is to analyse, what are the current trends
and ideas concerning the identity management, what problems in this area
have already been solved, and what are shortcomings of the existing solutions.
In comparison to other surveys on identity systems, our analysis is conducted
from the end user’s point of view (user-centric approach).
The paper is organized as follows. Section 2 introduces the notion of a
digital identity and is a theoretical foundation of the paper. Section 3 presents
the research methodology applied. Sect. 4 introduces the identity management
systems and defines the criteria used while carrying out the analysis. Then,
selected identity-related protocols, projects and initiatives are compared, along
with indication of open issues and related challenges. In Sect. 5 we summarise
the findings and show future research directions.
1 https://ec.europa.eu/info/law/law-topic/data-protection_en
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2 Virtual Identity - Fundamentals
The concept of a digital identity has been adopted by the information science
as a formal representation of knowledge or a set of claims, made by one party
about itself or about another entity [Cameron, 2005]. Such an entity can be
anyone or anything that can be characterized through measurement of at-
tributes [Kubicek, 2010]. Thus, an identity can be assigned to a wide range of
subjects: a person (user, citizen, customer, employee etc.), an abstract subject
(group of people, organization, legal entity), a physical good and an object
(appliance, device, vehicle, computer), a process or a virtual object, which is
a virtual representation of capabilities/resources provided by real-world ob-
jects [Miorandi et al., 2012, Rundle et al., 2010, Kubicek, 2010]. The review
of working definitions of key terms that underpin the studies on the identity
in the information science is presented by [Clarke, 2008, Nabeth, 2009].
In the concept of the Internet of Things, each object or a thing that con-
nects and communicates with other objects, can have an identity or a virtual
personality [Miorandi et al., 2012]. Also a process can have an identity, that
defines e.g. roles involved in this process, people assigned to these roles as well
as access rights of the process to various resources. However, so far there is
no widely-recognised identity framework, that would enable to recognize these
identities. Therefore, existing objects’ identities are managed with proprietary
solutions or niche standards that have not been mapped to each other nor
interoperate [Bassi & Horn, 2008]. Within this article, the understanding of
the concept of the identity (or digital identity) is limited only to people, ex-
cluding legal persons, since profiles of legal entities have been the subject of
our previous research e.g. [Wieloch, 2011].
The identity is defined by a set of attributes characterizing a person [Ran-
nenberg et al., 2009b]. Obviously, a digital identity cannot capture all char-
acteristics of a person. Therefore, it refers to a partial, reductive representa-
tion [Rannenberg et al., 2009a, Rundle et al., 2010, Barisch, 2009, Nabeth,
2009]. Traditionally, an identity is considered as a permanent, timeless and
unconditional entity, persisted in a kind of a datastore in order to be acces-
sible many times for a long period of time. On the other hand, it can also
be understood as something temporary, created and used on-the-fly within
a single session or as something conditional that exists only in a given con-
text [Identity Commons, 2012, Rannenberg et al., 2009a]. Moreover, the level
of control over the information stored within the identity can be different – a
person can have full or partial control over his/her identity (user-centric ap-
proach), or identity information can be externally controlled: by governments
or institutions, companies, commercial entities etc. [Nabeth, 2009].
Abstracting from the three tiers of identity that were identified in [Weik &
Wahle, 2008], a digital identity of a real-world person can be simplified to a set
of attributes, which describe this individual and his/her roles. These attributes
can be a combination of [Hodges et al., 2005, Nabeth, 2009, Rannenberg et al.,
2009b, Kubicek, 2010]:
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– real-world attributes, such as name, address, biological characteristics, in-
terests, likes/dislikes, competences, skills, functions, social affiliations, per-
formed actions and locations,
– digital attributes, such as connections in social networks, digital traces left
by a user (browser history),
– attributes used for identification and authorization purposes, such as logins,
passwords, access rights, biometric values, DNA profiles.
Attributes can be permanent (like date of birth, gender), acquired during
the life (like diplomas, competences) or temporally assigned to a person (like
position, access rights). These attributes can be further categorized according
to the domain perspective and activities, in which they are used; for example,
different characteristics are needed in e-banking portals and in movie recom-
mender systems. We can therefore say that a person has one identity, but such
identity has multiple facets that are used depending on the context [Rannen-
berg et al., 2009a].
The context depends on some external conditions and state in which the
identity is used. It may further determine a set of rules that are applied,
regarding the availability and validity of identity attributes. It is connected
with the fact that the identity can be used in many aspects of people lives, such
as work, leisure, health care, government, travel etc. [Nabeth, 2009, Halperin
& Backhouse, 2008]. While some attributes are universal and cut across roles
(e.g. preferred language), some are unique to a certain role (e.g. job position).
For example, some of information can be connected with the workplace and
work environment of the user - when the user is at work, only attributes that
are connected with his work life are used. Identification of all possible contexts
and providing their clear classification, to the best our our knowledge has not
been done yet in relation to the digital identity. Nonetheless, few examples can
be listed:
– Temporal context is connected with variability in time or seasonality of
information about a user. This variability concerns utilization of different
identity data, and can result from changes in user’s interests or acquiring
new attributes [Nabeth & Gasson, 2005a]. In this context, attributes can
be differentiated according to specific time-cycles when they are used, e.g. a
particular time of a day, a day of a week or a season of a year. For example,
if a user likes skiing, but he is interested in this aspect of his life only in
the winter, a part of his identity about skiing is used only in the winter
season. The temporal aspect of the identity can also be connected with
a role of the user (e.g. an employee, a user of a service) or with his/her
current state.
– Location context, in turn, concerns the situation, when the identity data
is used in different places, such as home, work, or city that a user is just
visiting. In each of these places, different attributes can be used; for exam-
ple, at work, attributes concerning user’s competences and skills, whereas
while searching for an accommodation in a foreign city, attributes con-
nected with user’s preferences about a hotel’s standard are applied. The
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analysis on extension of the context using geo-location information can be
found e.g. in [Royer et al., 2009].
– Device context emerging from usage of diverse devices, such as laptops,
tablets, and mobile phones. Each device can be used in various situations
or for different purposes. Thus, attributes in the identity can be associated
with different technological contexts [Bhargav-Spantzel et al., 2007, Hovav
& Berger, 2009, Halperin & Backhouse, 2008]. For example, if a user uses a
business device only for work and a tablet for leisure and fun, different parts
of his identity can be used depending on the device the user is currently
working on.
– Social context of using the identity is connected with a user’s affiliation
to various groups (e.g. social groups, social networks) and is developed
based on his/her online behaviour. This social information can then be
exploited to conclude about user’s characteristics – based on identities of
user’s friends or people that are affiliated to the same group [Nabeth, 2009].
Such mechanisms are already widely-used among others in collaborative
filtering recommendation systems or reputation systems, and are not of
interest to this article.
The identity can be used either in a separated environment (e.g. in a single
system or a company) or in many different environments (e.g. by many ser-
vices, portals or Web sites). Interesting examples of widespread digital iden-
tity systems are countries with e-ID systems implemented [Arora, 2008] or
e-health identity management systems [Tormo et al., 2013], whose main aim is
to simplify government-citizen communication. Those approaches also consider
sharing data with external organizations, given that the rigorous security re-
quirements are met. However, such data exchange requires integration of Web
identity protocols into those systems, which still remains a challenge.
Another approach assumes that the identity is just one set of claims about
a person and typically for each user many digital identities exist [Identity
Commons, 2013, Jaquet-Chiffelle et al., 2009]. However, these multiple iden-
tities may be collected together under one umbrella based on an association
between a set of attributes between providers [Yeluri & Castro-Leon, 2014].
Such an approach allows them to interoperate with each other as a cohesive
whole, forming the meta-identity of a person. This enables linking attributes
between heterogeneous systems while their ownership stays on a local level
[Benantar, 2006]. In this scenario, state of knowledge about a user (set of
information stored) can be different for each of the applications [Laurent &
Bouzefrane, 2015]. Such consolidated representation of a person’s digital iden-
tity is called identities’ federation [Satchell et al., 2006]. The implementation
of the concept of the federated identity allows organizations to securely share
confidential user attributes with other trusted providers, and thus increase the
usability from the user’s perspective e.g. by providing single sign-on (SSO)
functionality [Yeluri & Castro-Leon, 2014]. This association of attributes of
an entity can also be deduced based on the similarity of attributes between
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Table 1 Features of the identity used in further analysis within the paper.
Criterion Value
Subject Natural person
Identity’s characteristics Permanent, timeless and unconditional
Federated, centralized (one identity with multiple
facets)
User-centric (controlled by a user)
Attributes stored in the identity Real-world, digital, identification-related
Permanent and temporal
Inherited, acquired, assigned
Appliance / Utilization Used in many environments (Web pages, portals, sys-
tems)
Used in different contexts (services, places, devices)
Used in different roles (Internet user, consumer, em-
ployee)
Used for different purposes
different providers (e.g. a unique e-mail address), resulting in e.g. joining of
user profiles between social media [Gautam et al., 2016].
To sum up, the concept of the digital identity can be perceived and defined
in various ways, depending on the identity’s subject, characteristics of the
identity, attributes that are stored in the identity and the context in which
the identity is used. In this paper we focus on the single, permanent, user-
centric concept of the identity, which consists of both real-world and digital
attributes, and can be used in many different environments and contexts,
such as technological, temporal, social or location-based. Due to this fact and
the limited length of the paper, cloud based federated identity services, and
the underlying theoretical concepts and models were not addressed in this
paper. However, they are explained in depth in some of the recent literature
[Yeluri & Castro-Leon, 2014, Habiba et al., 2014, Zwattendorfer et al., 2013].
This includes also the concept of Identity as a Service (IDaaS) [Zwattendorfer
et al., 2013, Mpofu & Van Staden, 2014], connected mostly with the cloud
based IMS.
The solutions and research described in this work mention the federated
approaches only if they provide the level of privacy of user attributes/user
identity at a similar level as the user-centric approach (see e.g an example
of a proxy re-encryption proposed for OpenID by [Nunez et al., 2012] and a
more general approach proposed by [Slamanig et al., 2014]. Table 1 includes
the summary of features of the identity that are used for further analysis of
the identity management systems.
3 Data collection
To provide an overview of the state-of-the-art of identity management systems,
we have identified a number of papers and projects, that deal with the concept
of the digital identity from the user’s perspective.
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Table 2 Search criteria.
Criterion Characteristics
Database ACM, AISeL, IEEE, SpringerLink
Search fields Title, abstract, keywords
Search expression "Digital Identity" OR "Identity Management" OR "Identity
Management System"
Search period 2002-2017
In the first step, we have identified the recent research papers on identity
management systems. To this end, digital libraries of ACM, AISeL, IEEE and
SpringerLink were searched. The irrelevant papers have been sorted out in a
multi-stage procedure. The results of the database search were assessed regard-
ing their potential relevance by means of a particular search expression. We
analysed only publications from 2002, as older ones were considered outdated.
Table 2 summarizes the criteria underlying the database search.
Since the most of the identity management systems are developed outside
the academia, as open-source or commercial projects, in the next step these
works were also taken into account. They were identified mainly based on a
list of projects available in the databases of [CORDIS, 2012, FIDIS, 2013]
or listed in [Personal Data Ecosystem Consortium, 2011, Identity Commons,
2012]. The reason for applying such an approach was to ensure the topicality of
our research, at the same time not focusing only on the prototypes of the IMS
developed within academia, but also on the working solutions implemented in
business practice.
From all of the identified identity-related efforts (both research and com-
mercial), only those were selected, which met the criteria for the concept of
the identity defined in Section 2 (Table 1). In the next step, the projects
and solutions identified as relevant were compared, taking into consideration
their functionality. To this end, for research projects we studied the published
papers, whereas for outside-academia projects we analysed a broad range of
documents, such as technical specifications, contents of projects’ web pages or
public wikis. This analysis allowed us to group together similar functions of
different solutions and define eight high-level use cases of IMS.
Admittedly, one could claim that the conducted search cannot find all po-
tentially relevant publications or projects and that final selection depended
on the authors’ subjective appraisal. Nevertheless, the search results are com-
plete with respect to the underlying criteria and they were focused not only on
identifying the finished work, but also on the work-in-progress, both regarding
research and commercial projects.
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4 Identity Management Systems
4.1 Definition
The identity of a user can be utilised by various processes, aiming at authen-
tication of a person, granting authorization, providing services or supporting
actions of this person [Rundle et al., 2010]. Moreover, as it was indicated in
Section 2, a person may have many digital identities, used by different sys-
tems or services [Jaquet-Chiffelle et al., 2009]. This situation raises a number of
issues, concerning management of personal data stored as many partial iden-
tities. The solution to this problem is to establish an Identity Management
System (IMS).
In the strict sense, the identity management refers to the process of man-
aging a virtual identity and its attributes [Hovav & Berger, 2009]. The man-
agement is facilitated by a set of technologies, procedures and standards that
enable identification of a user by various services and exchange of the identity
data [Barisch, 2012, OECD, 2011]. Approaches to the identity management
differ in terms of management procedures (what parties use the system, who
is doing what and what operations are possible on the attributes) and the
types of data being stored and managed (e.g. comprehensive profiles or partial
identities) [Halperin & Backhouse, 2008].
In most IMS, three main actors can be identified: a user, an Identity
Provider (IdP) and a Service Provider (SP)(Relying Party). For each of them,
a specific goal for using IMS can be distinguished. IdP is a party that cre-
ates, maintains and manages identities. It plays a key role in improving an
interaction between users and SP, by providing services such as collecting and
storing data in the identity, authentication and authorization of the user and
providing identity data to SP [Beres et al., 2007]. Users use services offered by
SP and may want these services to be personalised according to their specific
needs. However, the development of personalized services requires exchange
of information about the user, what can have significant privacy implications
and put users privacy at risk [Kobsa, 2007]. Therefore, users may be unwilling
to share all their personal information stored in the identity [Chen, 2007]. In
some cases, they would also like to have a possibility to remain anonymous
without revealing SP their actual identity [Barisch, 2012]. The main goal of
SP is to attract and maintain as many users as possible. For this end, SP
needs to be supplied with the identity information to perform adaptation and
provide better quality services. In some cases, they can also update user’s
identity with information collected about the user during the usage of services
[Bhargav-Spantzel et al., 2007].
Based on the most often brought up division of identity management mod-
els, the user-centric model is our focus (shown in figure 1). This model, that
showcases the user control over the identity attributes and encourages users to
expand their identities, has been mentioned as one of the underlying principles
of the Digital Identity 3.0 defined by PwC in [Mertens & Rosemann, 2015].
The user-centric model allows the user to have control over his/her data. The
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user from a portfolio of identities (sometimes by a proxy of selector) allows
to issue all or some attributes to SPs by explicitly giving consent to share
identity information [Slamanig et al., 2014]. Although SPs act individually in
this scenario, offering collaborative services is possible (but difficult) [Laurent
& Bouzefrane, 2015].
Also IDaaS may be considered as a user-centric model, if the provider is
not able to gain information about a user without his consent (even when SP
authorizes the user and stores his/her data). Cryptographic additions onto the
cloud models are proposed by [Nunez et al., 2012, Slamanig et al., 2014, Vos-
saert et al., 2013, Slamanig et al., 2014]. These additions can adapt IDaaS
approaches to be user-centric. Taking into account the recent extensive lit-
erature on IDaaS and identity federation models, it is an interesting future
research area.
Fig. 1 User-centric model of the Identity Management.
Source: [Laurent & Bouzefrane, 2015]
Taking into account the management procedures and type of data being
managed, IMS can be divided into four main types [Meints & Zwingelberg,
2009, Nabeth & Gasson, 2005b, Koch, 2002]: 1) IMS for an account manage-
ment, 2) IMS for profiling of users, 3) user-controlled IMS, 4) hybrid IMS. Type
1 and 2 are normally used by large organizations, which adapt a centralised
approach to the identity management and where administration processes are
performed by selected IdP and by users themselves. The main focus of these
systems is to assure reliable identification and authorization of a person, not
privacy. The implementations of these types of IMS are mainly commercial.
Type 3, in turn, is a decentralized and user-oriented IMS, where personal data
is typically managed by the user. The privacy protection is important aspect
in these systems. Most of them are client-side applications, developed out-
side a commercial sector (open source, research projects). Type 4 is a hybrid
approach that joins characteristics of the types 1-3.
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It needs to be underlined that not all existing systems are pure IMS, i.e.
systems that implement only identity management functionality [Nabeth &
Gasson, 2005b]. There are also partial solutions – systems or applications with
another core functionality, but offering identity management functionality, of-
ten as an add-on (e.g. Internet browsers).
In this paper, only user-controlled (type 3 or hybrid IMS with user-oriented
functions) and pure IMS are addressed. The selected solutions were analysed
according to their functionality and use cases, described in the following sec-
tion.
4.2 Use cases
In order to conduct the comparative analysis of the identity management solu-
tions, eight main use cases of IMS were distinguished. These general use cases
were specified based on requirements for IMS presented in research papers as
well as functionality of the existing IMS. In the following sections each use
case is shortly discussed.
[UC1] Maintaining a single identifier for a user
In contrast to a popular approach when IMS keeps and manages many user’s
identifiers for different sites [Reed et al., 2008], the maintenance of user’s iden-
tifier concerns assigning a single identifier to a user’s identity, valid in all ser-
vices that he might use [Cameron, 2005, Bhargav-Spantzel et al., 2007]. Such
an identifier can be for example an URI that points to a person’s identity.
[UC2] Federating identities
A vision of a single IMS for the whole Web is difficult, if not impossible to
achieve. In reality, there may be many different IMS used in different domains
and each can store many local identities of a user. Therefore, there may be a
need to implement a method that would allow such identities to be managed in
a centralised manner and would provide interoperability between them [OA-
SIS, 2009]. The advocates of such bottom-up approach call this vision the
Federated Identity Management [Jensen, 2011, Lampropoulos et al., 2010].
The privacy and control of user attributes in such system is done either by a
proxy of secure elements or trusted modules [Vossaert et al., 2013],
[UC3] Authentication of a user
The process of user authentication within IMS may be fulfilled in two different
ways. On one hand, IdP may provide appropriate user’s credentials (stored in
the identity) for a specific SP (credential-based authorization). The second
approach consists of introducing a single set of credentials, which can be used
to log-in to many SP. This can be further expanded with a Single Sign-On
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(SSO) mechanism, which allows to pass on an authentication status across
different domains [Sun et al., 2011]. Such an approach is nowadays often offered
for Facebook and GMAIL users.
[UC4] User authorization to access resources or services
The authorization is a process of determining, whether a user (in our case,
an owner of an identity) is allowed to have an access to a particular resource
or a service [Hodges et al., 2005]. There are several ways, how this can be
accomplished. The first approach assumes that SP asks IdP for information
about user’s credentials and then, based on the provided credentials and inter-
nal policies, it is decided whether a given user should be granted the access.
The second approach assumes conducting an authorization process without
disclosing details about user’s credentials to SP, and thus enables users to re-
main anonymous. In the third approach, an authorization is based on user’s
attributes asserted by the IdP [Chen, 2007].
[UC5] Storage of information about a user
An important goal of IMS is to securely store and manage the data and infor-
mation about users.This may concern distinguishing many partial identities
used in different contexts or by different services. The user-controlled IMS
additionally assumes that users have an access to information in the iden-
tity, including ability to define types of information stored and adding/edit-
ing/deleting identity data [Ahn et al., 2007]. This also includes the right to be
forgotten in line with GDPR.
[UC6] Exchange of personal information concerning a user
This use case describes sharing identity attributes with other parties. The in-
formation exchange may occur for different purposes, such as an automatic
form filling, personalization of services or sharing information with other users
[Koch, 2002]. The information exchange in user-controlled IMS can be sup-
ported by other functionalities. These functionalities enable users to examine,
which attributes are being provided to different SP [Cameron, 2005, Angin
et al., 2010]. Secondly, they allow to set access policies to the identity or its
particular attributes [Leenes et al., 2008], and thus to keep privacy in the
process of information exchange by data minimisation (releasing only data
required by the SP for a particular service) [Claubeta et al., 2005, Chen,
2007, Ahn et al., 2007].
[UC7] Collection of information about a user
The collection of attributes’ values can be realized in different ways [Zigoris &
Zhang, 2006]:
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– explicit user modelling – a user himself inputs the information,
– implicit user modelling – capturing information based on user’s activity on
the Web, using e.g. browser extensions,
– importing existing identities from multiple sources (Web portals, social
networks, etc.),
– engaging third parties to issue information about a user, stored in their
internal systems, after receiving permission from a user.
[UC8] Discovery of user’s identity provider
In order to use the information stored in the user’s identity, SP must be able
to learn (discover), where the identity is stored and how to use it. During the
discovery process, the SP should automatically gain information, who is the
user’s IdP and how to communicate with him. The popular examples of solu-
tions for discovering IdP assume that a user inputs the proper information (e.g.
URL to his identity) on every site he visits, or IdP is discovered automatically
based on a single discovery service [Widdowson & Cantor, 2008].
4.3 Comparison of existing projects and solutions
The use cases described above establish a foundation of comparative analysis
of diverse identity management initiatives. We have categorized these initia-
tives in three groups: 1) protocols and technical standards, 2) projects, in
which the user-controlled IMS are developed, 3) initiatives aiming at collabo-
rative development of user-centric identity solutions. This section presents the
comparison analyses for each of the mentioned groups.
Protocols
Table 3 presents an analysis of the selected identity-related protocols.From
all identified, we selected protocols that may be deployed beyond a single
domain (e.g. could be used for the identity management on the Web, thus e.g.
Kerberos protocol was rejected), are available as open standards and have a
focus on building, storing and processing identities of regular Internet users.
Apart from the basic information about these protocols (development sta-
tus, main goal and market adoption), we have analysed three dimensions,
which are relevant to the topic of this article (please see Table 1):
– attribute exchange: to what extent user attributes can be exchanged via a
given protocol,
– user-defined access policies: existence of mechanisms in the protocol, which
enable users to control exchange of their attributes and define access rules
to the identity data,
– anonymity: enabling a user to benefit from the protocol without disclosing
his permanent identifier or credentials to a SP.
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The presented comparison of the identity-related protocols indicates that
there are already some well-established solutions available. In the future, SAML
and OpenID Connect are likely to be the most popular solutions due to their
market adoption and support from many organizations. The OpenID Connect
is especially interesting solution, since it merges strengths of already popular
OpenID 2.0 and OAuth. Still, new protocols is appearing, which aim to in-
troduce some new functionalities to the user-centric identity management. An
interesting fact is that these protocols pursue different, sometimes contradic-
tory solutions. For example, while identity in the WebID protocol represents a
wide range of user characteristics, in Persona/BrowserID the only attribute is
an e-mail address, being an identifier of a user. In the next section we analyse,
how these protocols are utilized by different projects.
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Projects
Table 4 presents the comparison of the selected identity-related projects
and IMS developed within these projects. Each project has been analysed in
terms of providing functionality for eight use-cases, defined in Section 4.2.
In the table, we focus only on projects that were under development after
year 2010. Therefore some projects, which are discontinued, such as Win-
dows CardSpace [Chappell, 2006] and Light-Weight Identity (LID) were not
included in the analysis.
From all analysed systems, only two (Higgins and Project Danube) assume
assigning a single identifier to a user, which is then used by all services. In order
to prove that the identity under the identifier indeed belongs to the user, a
password-protected authentication or the public key infrastructure standards
are used. However, this approach has a drawback, since sharing the same
identifier with many sites can put users’ privacy at risk [Leenes et al., 2008].
Therefore, in other systems the so-called "directed identity" approach is used
[Reed et al., 2008], where IMS stores many user’s identifiers and a user can
choose, which identifier he wants to use for a specific site.
Moreover, within the analysed IMS, the solutions for discovering a user’s
identity include automatic discovery of IdP. However, in some cases (Persona,
OpenPDS, PrimeLife) this functionality is supported only partially, since the
discovery service is available only for those SP, who have previously integrated
their services with the IMS or information about IdP must be provided by a
user (Ego). In case of STORK, the IdP needs to register at IdP to provide the
automatic discovery functionality.
When it comes to federating identities, only within the SWIFT project a
prototype of a federated system was developed, which provides aggregation
and interoperation of partial identities managed by different IdP [Lutz, D., et
al., 2009]. In most of the analysed projects (Personal, Higgins, Di.me, Prime,
Ego, MIA), the IMS only allows to collect in one place (by single IdP) mul-
tiple profiles used in different domains and manage them through a single
interface. In case of SkIDdentity, there is an identity broker, which based on
received authentication requests from SP, forwards this request to an appro-
priate authentication service, and then returns the received data to the calling
SP. However, these local identities are not related to one another and different
IdP cannot exchange the identity information, such as credentials, login status
and attributes. This is mainly caused by the fact that usually an agreement
between organizations in the federation is necessary, concerning a set of identi-
fiers and attributes, which will be used by all parties to refer to the same user
[Ragouzis et al., 2006]. This requirement makes it hard to scale the federation
idea to the Web [Sun et al., 2010].
Among the analysed projects, predominates the usage of standardized au-
thentication protocols, such as OAuth, OpenID or SAML (Personal, Higgins,
Di.me, OpenPDS, SKIDentity, STORK) or credential-based authentication,
based on data stored in the identity or provided by the user (PrimeLife,
SWIFT). Within the authentication process, some of the solutions additionally
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support usage of nicknames (PrimeLife, SWIFT), anonymous usage of services
and avoiding unintended linkability of many user’s sessions (Di.me, PrimeLife
Identity Mixer [IBM Research Zurich, 2011], Ego). PRIMA provides also non-
impersonation property – no one except the user who is in a possession of a
secret can be authorized [Asghar et al., 2016]. Only SWIFT offers its users a
functionality of the single sign-on [Rajasekaran, H., et al., 2010].
Also the authorization process is accomplished in several ways. The first
one assumes that the authorization is based on the user’s credentials pro-
vided by the IdP and the SP decides, whether the authorization should be
granted, taking into account the internal policy (PrimeLife, Di.me, Ego). Sim-
ilarly, the authorization can also be based on user’s attributes aggregated
into the identity (SWIFT). Another approach is based on popular authoriza-
tion protocols, such as SAML, Kerberos, X509 (Higgins, Personal, OpenPDS,
CREDENTIAL). In case of using OAuth 2.0 protocol, the authorization can
be provided without disclosing details about the user’s credentials to the SP.
Only personally unidentifiable information is sent in the form of an authori-
sation decision statement – the decision about granting an access is made by
the IdP based on the credentials of the identity.
In almost all analysed systems (apart from OpenPDS), data stored within
the identity can be categorised or grouped according to the different criteria.
Some of the systems (Persona, Higgins, SWIFT) provide data containers, such
as gems or cards, which contain either specific types of information [Gilbert
& Upatising, 2013], or information about a certain aspect of user’s activity
(role-specific information ) [OECD, 2011, Rajasekaran, H., et al., 2010]. Oth-
ers provide a function to distinguish multiple partial identities, used for dealing
with different SP. Besides, almost all systems enable users to view, manage
(add, edit or delete information and set access policies) and control information
stored in their identities. The systems that enable such functionalities are often
called the Personal Data Service (PDS) [Higgins, 2013]. Some of the systems
additionally provide an encryption of the data, in order to make it impossi-
ble to be read by an unauthorized third parties [Personal Inc., 2013, Higgins,
2013, Detlef et al., 2015]. An interesting solution for modelling the identity
data is adapted within the Di.me and Ego systems. In the former aggrega-
tion, integration and synchronisation of user’s information is both driven and
supported by the Semantic Web technologies [Scerri et al., 2011]. Storage of
user’s data in the Ego system, in turn, is based on a semantic model, using
Wikipedia categories structure [Węckowski & Małyszko, 2013]. MIA, in turn,
is a mobile solution that can be used with a smartphone and provides identities
for physical and electronic identification [Terbu et al., 2016].
All of the analysed systems enable an exchange of an identity information
with a SP or other users, and users can control an identity and examine, which
information is being provided to a SP and which parties have an access to a
certain part of their identity. The systems allow a user to define and set access
policies, where he can grant authorization to a specific part of his identity and
thus ensure selective release of attributes (data minimisation). Moreover, some
of the systems support a specific functionality, such as:
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– ensuring user’s privacy through an exchange of encrypted (personal) and
anonymous data (SWIFT) or lack of exchange of raw identity data and
providing instead only aggregated information and answers to questions
(OpenPDS),
– risk detection mechanism, which warns a user of an undesirable disclosure
of the sensitive data (Di.me),
– assisting a user in understanding privacy policies and providing policy en-
forcement via so-called "sticky policies" (cryptographical association of
policies to the encrypted identity data)(PrimeLife),
– deduction which access policy should be applied based on other policies
applied within a federation (SWIFT),
– circle of trust, where identity federation service and IdPs ("colleagues")
trust each other and store the relevant data on colleagues’ sites (STORK),
– user can give consent for data sharing in various ways: implicitly (by provid-
ing credentials), explicitly for particular data types/attributes before data
is collected, explicitly with data values after data collection (SWIFT),
– an inference engine for generating proofs that prove the possession of a
particular attribute without disclosing private information (PRIMA).
When it comes to collecting the identity data, the majority of the sys-
tems support explicit user modelling (Personal, Higgins, PrimeLife, SWIFT,
Ego) and import of existing information and profiles from external sources
(Personal, Higgins, Di.me, Project Danube, SWIFT, SkIDentity, MIA). Di.me
and SWIFT additionally enable synchronisation of identity data on various
user’s devices. Only three systems (OpenPDS, Ego and Higgins) assume bi-
directional information exchange and capturing information based on user’s
activity on the Web.
To sum up, the conducted review of the IMS indicates that all analysed
systems provide a wide range of functionalities, encompassing all defined use-
cases. Furthermore, all of them meet the criteria of the user-controlled IMS,
where the control over information stored in the identity is shifted from SPs
to users, in particular in terms of the possibility to decide, who has an access
to particular identity attributes. A great importance is also put on assuring
user’s privacy, while using the IMS. On the other hand, there is a lack of inter-
operability between different IMS and exchange of user’s information between
different IdPs. The only sign for providing such interoperability in the future
is the usage the existing identity-related protocols and standards within most
of the analysed IMS.
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Initiatives
Apart from protocols and projects, the identity management systems are
also a subject of interest of several initiatives, which intend to consolidate and
coordinate efforts in the area of the identity management. These initiatives
gather people and organisations interested in defining requirements for IMS
and development of identity-related technologies. Since most of the work in
these initiatives happens within the work groups, we compared areas of interest
of these groups and related them to our use-cases. The working groups in the
well-known initiatives are presented in Table 5. In our analysis only these
working groups were taken into account, which are active and advocate the
user-centric approach to the identity management.
The Identity Commons is the only organisation, whose activities cover all
use cases defined. The working groups within Identity Commons generally aim
at creating and developing an interoperable, universally-adopted user-centric
identity layer for the Internet [Identity Commons Working Groups, 2013].
Moreover, Identity Commons assists efforts to create transparency in the op-
erations of the identity systems and their associated services. The works within
this initiative cover a wide spectrum of activities, from providing an Internet-
scale identity interoperability (OSIS) and establishing persistent, privacy- pro-
tected identities (XDI.org), through defining the semantics of an identity
and machine-readable description of attributes (Identity Schemas), creation
of tools and protocols that help users to supervise an exchange of the identity
data (Project VRM, Personal Data Ecosystem Consortium, Higgins Project),
up to promoting solutions related to the identity and the law in this regard
(ID-Legal).
Another well-known organisation is the Kantara Initiative, which mission
is to ensure secure, identity-based interactions, while preventing misuse of
the personal information. Therefore, its activities focus on collecting require-
ments for the development and operation of the Identity Assurance Frame-
work [Wasley & Brennan, 2012] and verification of identity providers. The
works within the Kantara Work and Discussion Groups [Kantara Initiative,
2013b] concern defining a global framework and requirements for federation of
identity (Federation Interoperability, Identity Assurance, Business Cases for
Trusted Federations), handling identity’s attributes (Attributes in Motion),
increasing user’s control over the authorization of the exchanged data, as well
as defining access policies for storing user’s personal information (Information
Sharing, User Managed Access).
The works of [OpenID Foundation, 2013] focus on promoting and enabling
OpenID technologies among users and facilitate uptake of the OpenID solu-
tion in such fields as logging into a website (Account Chooser), enabling a
Single Sign On (Native Applications), securing authorization and authentica-
tion process, sharing and collecting the identity information (OpenID Connect,
Backplane Protocol) and discovering the Identity Provider (OpenID Connect).
[Kerberos Consortium, 2013a] in turn, aims at improving Kerberos authen-
tication and authorization solutions and providing a secured, universal single
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sign-on environment for federated realms (MIT Kerberos Team). The Kerberos
Consortium is also involved in developing new technologies for personal data
ecosystems, in which people can manage their personal data more efficiently
and equitably (MIT-KIT WG).
Apart from the initiatives presented in Table 5, it is worth to mention
the FIDO Alliance [FIDO Alliance, 2017] that focuses mainly on authentica-
tion solutions that might be used in IMS. FIDO is an international alliance
whose aim is to provide an interoperable ecosystem of hardware-, mobile- and
biometrics-based authenticators that can be used with many apps and web-
sites. They develop technical specifications that define open and interoperable
mechanisms and work on specification on new, formal standards for security
devices and browser plugins.
The comparison of activities within different identity-related initiatives
shows that on one hand, the ongoing works cover all general use-cases and
functionality of IMS. On other hand, there are many groups with overlapping
research areas, handling similar issues. Admittedly, some of them cooperate
(for example, MIT-KIT and IMA or Information Sharing, which work both
under Kantara Initiatives and Identity Commons) and use the existing iden-
tity standards, frameworks and best practices. However, there is still a lack of
coordination of activities, and exchange of knowledge and experience between
different initiatives.
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5 Summary and Outlook
The goal of the paper was to deliver the survey of solutions in the field of
the digital identity and to compare these solutions from the perspective of
use cases emphasizing the most popular application scenarios of the identity
management systems. Starting from a general summary of the digital identity
definitions, we examined the selected identity-related protocols, projects and
initiatives. Being on different stages of development, the analysed projects and
solutions gave us an overview of the current and planned approaches to solve
the different issues related to IMS.
From all analysed protocols and IMS, only some have relatively high market
adoption. Among the protocols, these are SAML and OpenID Connect, which
merge advantages of other popular protocols, namely OpenID 2.0 and OAuth.
Among the IMS, the most popular are Personal and OpenPDS. Personal pro-
vides tools and APIs for companies to integrate it into their websites and
applications, thus enabling data import from popular social portals, like Face-
book or LinkedIn. Personal provides also connection to over 300 institutions to
fetch bills, statements and digital receipts and is offered as a Web, mobile and
cloud-based solution [Personal Inc., 2013]. Moreover, it supports most of the
distinguished use cases, therefore has the highest potential to become more
widely used on the Web. The latter – OpendPDS – is an open-source solu-
tion, available via a mobile application. It is still under development and its
coverage may expand significantly, since common libraries for OpenPDS are
planned. However, usage of an openPDS-based solution on a device without
appropriate resources for fast data processing and generating answers (data
aggregation) might be impracticable, since latency in data processing might
be unacceptable for users.
The works on other identity management solutions, such as Higgins and
Windows CardSpace, despite intensive support from the community in the past
and a technology contribution from well-known companies, such as Microsoft,
IBM, Novell, Oracle, and Google, recently were significantly reduced or even
stopped. Similarly it is with the IMS being results of research projects (Di.me,
Swift, PrimeLife, Ego) and which have not been implemented in real life.
The exemption is Di.me, which was validated as a platform for attendees
of conferences and events. Its features are highly valued in the context of
event organization, and thus has a potential to be adopted within the event
management sector [Alonso et al., 2013].
The analysis conducted within this paper revealed that most of these is-
sues relate to the development of user-oriented solutions in the digital identity
domain and are either already solved (at least partially), or are a topic of in-
terest of the ongoing research. Basic functionalities of IMS, such as best prac-
tices regarding authentication or authorization, are already well-developed and
adopted. However, an extensive research is still needed in several fields. Firstly,
the analysis of information exchange between an identity and its environment
should be researched, especially when it comes to providing an interoperability
between different systems working within an identities’ federation. It is impor-
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tant to analyse types of information that IMS should store and share, parties
involved in this process as well as possible ways of conducting the exchange,
while, at the same time, providing a user with control over this process. There
is therefore a need for a model of an identity data exchange, which from the one
hand can be used by many different systems and by different service providers,
and on the other hand would ensure users that privacy of their data is not at
risk (by providing a secure data exchange and if desired, an ability to remain
anonymous).
Secondly, the research on possible solutions for user modelling in terms
of building an identity and using it in different contexts is also needed. In
this aspect, it needs to be taken into account that users aim at being able to
use services adapted to their needs, but at the same time they do not want to
worry about their privacy [Krasnova et al., 2009]. However, in order to perform
personalization, a large amount of personal information needs to be collected,
what can have significant privacy implications [Kobsa, 2007]. The privacy and
security issues should be main aspects taken into account, while building a
user’s identity. Moreover, as users tend to work on more devices and use their
personal data in different contexts and roles, traditional profiling methods
became insufficient. There is also a need for a secure identity model that
firstly, would be built based both on information provided by a user himself
and his activities on the Web, and secondly, would be able to distinguish
and group user’s attributes with regard to different contexts and roles, in
which the identity may be used. These challenges have a great potential for
implementation in practice and should be taken into account in the course of
future projects.
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2.4 Open Data for Proling: DBpedia in Building User Identities
2.4.1 Open Data: Introduction
Nowadays we live in the age of analytics [67]. Decisions taken are increasingly built on data
supported by the intuition. This trend concerns both business and everyday life, however in
business decisions are [...] based on data of such complexity that a human mind struggles to
comprehend [67].
There are numerous attempts to estimate the amount of data available on the Web. The user
generated content is growing tremendously e.g. every minute in June 2018 over 18 million forecast
requests were received by The Weather Channel, 3,7 million Goggle searches were conducted, 3,1
mln GB of trac was generated by Americans and 473 thousands tweets were sent [150]. These
statistics refer only to what can be noticed on the Web, not mentioning the data generated by
internal company systems, machines and other sources that are currently available on the Web
(including the Deep Web). According to the IBM Marketing Cloud study, 90% of the data on
the Internet has been created since 2016, and when we apply this exponential trend to upcoming
months, we can conrm that we are currently in the Web of Data era [78] (Figure 2.1).
However, the increasing volume is not the only challenge. The research from IDC indicates
that about 90% of the data produced is unstructured, meaning that it not only does not follow
a data model, but also is textual data [IDC2014]. The authors of this data are mainly people,
what impacts the data quality and adds additional challenges for processing of this data.
Why do we need data? We require it to support decisions lowering the risk of incorrect
acting, however the diversity of dierent scenarios is overwhelming. Data may be used to analyse
past e.g. to report the activities, to identify trends, to forecast the future taking into account
many aspects, to develop models explaining the diversity or identifying anomalies, to develop
data-intensive products (e.g. recommending the best solution) and many others. Some data may
impact governmental decisions and some other have a direct inuence on people's quality of life.
When analysing data, we should not forget the diversity of data and many classications that
try to address this issue. The data may be divided into:
 Quantitative (what you can measure with discrete or continuous values) and qualitative
(meaning that data is the outcome of a subjective observation). Quantitative data in
statistics is further divided into categorical (nominal, ordinal) and numerical (interval,
ratio).
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Figure 2.1: Evolution of the Web. Source: [14]
 Structured, unstructured, semi-structured data taking into account the level of structuring
and the availability of the underlying data model. The structured data residing e.g. in
databases is the easiest to process, while unstructured e.g. customer reviews is the most
dicult.
 Emerging from a specic source e.g. machine (logs, statuses) or generated by users (social
media, data provided while using a tool, etc.).
 Programming types: primitive (e.g. integer or char) or non-primitive (e.g. array or class).
 Topic of the data e.g. meteorological, historical, cultural, etc.
This classication is by no means complete as the data should always be analysed from a
perspective of a domain and a problem that it addresses. Sometimes data is produced to achieve
a well-dened goal, while in other cases it is addressed to as a useful waste that emerges from
processes carried out by people or machines. The utility of this waste should not be underesti-
mated. However, the data may not be of value for their owner, but there might be third parties
that see its potential usage. Therefore, to the list above one more bullet point should be added,
73
namely closed and open data, distinguishing the data that is made available and may be used
for various purposes and the data not easily accessible by third entities.
Denition of Open Data
By denition open data is data that can be freely used, shared and built-on by anyone, any-
where, for any purpose [83]. Another denition extending the previous one says that open data
is data that can be freely used, re-used and redistributed by anyone - subject only, at most, to the
requirement to attribute and sharealike [118]. More business-oriented explanation of the notion
may be found in [21], that denes the open data as data that is freely available to anyone in
terms of its use (the chance to apply analytics to it) and rights to republish without restrictions
from copyright, patents or other mechanisms of control. All these denitions refer to the issue
of openness in terms of freedom, understood similarly as by the Free Software Foundation. The
freedom in case of data means free availability, free usage and free redistribution, however not
necessarily being for free in monetary terms. What data in particular is subject to this denition?
According to [117] open data refers to electronically stored information or recordings e.g. doc-
uments, databases, transcripts of hearings, and audio/visual recordings of events. At the same
time in case of non-electronic information resources, it is recommended to make these resources
available electronically to the extent feasible.
Summarising, openness in case of data should be dened based on data characteristics, namely
[118]:
 availability of data and data access: the data must be available as a whole and at a reason-
able reproduction cost, in a convenient and modiable form,
 re-use and redistribution of data needs to be possible, also in case of integrating the data
with some other datasets,
 universal participation: there should be no discrimination against elds of endeavour or
against persons or groups, meaning that everyone can use the data for any purpose.
Although [83] says that anyone can release his/her data under an open licence for free use,
we usually think mostly about government and public sector bodies releasing public information.
Therefore, the open data is very often understood as government open data, because government
collects enormous amounts of data what is funded by public money and therefore should be
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shared (and is) with a general audience. The governmental aspect adds some more features to
the denition of the open data.
The most comprehensive list of open data features was collected during the meeting of 30
Open Government specialists in Sebastopol, California, USA in 2007. During this meeting, the
following set of OGD principles was assembled. These principles were further conrmed in a
number of dierent legal acts, guidelines, best practices, etc. They dene open data as data that
is [117]:
1. Complete: all public data is made available and this data is not subject to any valid privacy,
security or privilege limitations.
2. Primary: data is as collected at the source, with the highest possible level of granularity,
not in aggregate or modied forms (the data is available in its full resolution to enable for
building custom solutions and to preserve the data for future users).
3. Timely: data is made available as quick as it is necessary to preserve the value of the data.
There should be no delay hindering the data quality.
4. Accessible: the data is available to the widest range of users for the widest range of pur-
poses. This means that the data should be available on the Internet and methods of data
preparation and publication should not impact users of a variety of software and hardware
platforms. Moreover, the data must be published applying current industry standard pro-
tocols and formats, and in case of multiple standards, also using alternative protocols and
formats in order to enable for a wide reuse of the data. This also means that automation
of the data access must be possible.
5. Machine processable: data should be structured to allow automated processing. This means
that data should be properly encoded rather than presented as free-text, images of text, etc.
The documentation on the data format and encoding should be also available to potential
users.
6. Non-discriminatory: data is available to anyone, with no requirement of registration. The
data access should be also possible through anonymous proxies.
7. Non-proprietary: data is available in a format over which no entity has exclusive con-
trol. In case of proprietary formats being ubiquitous, multiple formats, including also
non-proprietary should be utilised.
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8. License-free: data should not be subject to any copyright, patent, trademark or trade secret
regulation, however reasonable privacy, security and privilege restrictions may be allowed.
More principles were added to this list by the Sunlight Foundation [152]:
 permanence that refers to the capability of nding data over time without the risk of data
being deleted from the public space,
 usage costs: the data should be available at no cost or very marginal costs, as even when
the cost is very low it hinders the potential usage and limits the number of users accessing
the information.
The features explained above show the character of the open data from the perspective of
the open government, however they may also be applied for dierent data owners as it should
be underlined that any organisation can provide open data, so the notion of open data relates
to data made public by corporations, universities, NGOs, startups, charities, community groups
and individuals, etc. [83].
Why do we need to open data? There are numerous reasons, but before discussing them, it
should be noted that from the perspective of economics, data is a resource that may be used by
various entities and it still exists (it is inexhaustible). As such the same data may suit various
users for diverse purposes and contribute to inter alia [119]:
 innovation how a certain business process is carried out,
 new or improved products or services,
 new knowledge from combined data sources and patterns in large data volumes,
 improved eectiveness and eciency of services,
 transparency in case of government.
The value of open data is also conrmed by governments and European Commission, that
made building a European data economy a part of the Digital Single Market strategy. The
initiative aims at enabling the best possible use of the digital data to benet the economy and
society, to unlock the re-use potential and free ow of data across borders to achieve a European
digital single market [38].
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Classication of Open Data
Data made available may be of dierent kinds and have a number of potential application sce-
narios. These scenarios may relate to the following elds [83]:
 Culture: data about cultural works and artefacts collected and held by galleries, libraries,
archives and museums; that may contribute e.g. to knowledge on history and culture,
development of applications for disabled people enabling them to distantly visit a museum
or gallery,
 Science: data produced as a part of scientic research from astronomy to zoology, enabling
to extend the existing body of knowledge and develop new products and services.
 Finance: data concerning government accounts (expenditure and revenue) and information
on nancial markets (stocks, shares, bonds etc) that enables for better management of
companies and benchmarking business and economic indicators.
 Statistics: data produced by statistical oces such as the census and key socioeconomic
indicators, enabling for building forecasting models for business or proling customers from
a certain region.
 Weather: data used to understand and predict the weather and climate, useful also e.g. in
case of forecasting production of electric energy.
 Environment: information related to the natural environment such as presence and level of
pollutants e.g. in rivers and seas, of value in case of mining of shall fuel.
This list is not complete, but shows the value of the open data.
On the other hand, not all open data is the same and of the same potential for the economy.
Tim Berners Lee [17] proposed a ve star model to describe the maturity of open data. The
model includes the following stages:
 One star: data is available on the Web, in any format, but with an open licence.
 Two star: data is available on the Web as machine-readable structured data (e.g. excel
instead of image scan of a table).
 Three star: in addition to two star, data is presented in a non-proprietary format (e.g. CSV
instead of excel).
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 Four star: refers to all the above plus usage of open standards from W3C, such as RDF and
SPARQL to identify things, so that people can point at your stu and link it with their
data.
 Five star: the highest level of open data maturity refers to the situation when the data is
linked to other people's data to provide context.
This model indicates that the emphasis should be put not only on making the data available,
but on standardisation of formats and protocols that enable scaling of the approach. The nal
phase refers to Linked Data and is discussed in the following sections.
Linked Data and Linked Open Data
The simplest denition of the Linked Data says that it is about using the Web to create typed
links between data from dierent sources [62], namely referring to the fth star from the model
proposed by Tim Berners Lee, described above. When looking into details, the term Linked
Data refers to data published on the Web in such a way that it is machine-readable, its meaning
is explicitly dened, it is linked to other external datasets, and can in turn be linked to from
external datasets [18].
Both denitions refer to linking of datasets over the Web. It is underlined that the current
Web is changing from hypertext links (link documents) to hyperdata links (linking data). In
this scenario, data are small components of resources and links enable to drill to the details of
those resources. The Linked Data browsers enable to navigate between dierent data sources
by following RDF links and drilling down, beneting from the granularity of the information.
This translates into better search possibilities on the Web, potential of structuring the data as
in Wikipedia info boxes, but in automatic manner, meshing up dierent data through RDF links
and because of standardisation easier development of application using this data.
Linked Data is often being referred to as Linked Open Data (LOD), but these are not syn-
onyms. Linked Open Data is Linked Data which is released under an open licence, which does
not impede its reuse for free. An example of such licence is Creative Commons CC-BY. Linked
Data itself does not have to be open and there is a lot of important use cases when Linked Data
is applied internally, and for personal and group-wide data. According to [17], a data set may
receive 5-stars in the Tim Berners Lee model, without being open.
Soren Auer discussed the potential of using the Linked Data standard to Open Government
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Figure 2.2: The Linked Open Data Cloud. Source: [112]
Data [10]. Currently, the datasets published by local governments are characterised by syntactic
heterogeneity (dierent trees of tags e.g. in XML), semantic heterogeneity (dierent tags and
attributes) and diversity of formats (e.g. XML, CSV, Excel, JSON). Such an approach leads to
increased data literacy, but does not contribute to achieving scalability and support wide usage
of open data. To achieve the vision of the Web of Data, we need to standardise formats that
preserve semantics e.g. RDF, reuse vocabularies and provide tools enabling visualisation of this
data.
The current overview of the world of Linked Open Data, named the Linked Open Data Cloud
is presented in Figure 2.2. The number of dierent circles shows the number of dierent Linked
Open Data sources and the relations show how this data is interrelated. The more links, the
better potential for the reasoning and the more complex business scenarios. Linked Data when
used for description of entities add additional challenges to proling methods, but also grow a
scope of potential usages.
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Application examples
A successful example of Linked Data usage concerns British Broadcasting Corporation (BBC)
that uses Linked Data as a data integration technology. BBC runs a number of television and
radio channels, and every year produces a huge amount of content. BBC stations use separate
content management systems that store not only content in terms of tunes or lms, but also the
textual description of this content. BBC started using Linked Data technologies as a controlled
vocabulary to link the content about the same topic from dierent repositories and also to aug-
ment content with additional data from the Linked Open Data cloud [93]. Such an approach
is a typical scenario, that shows potential of linking content from distributed data sources and
further enable for improved search or recommendation.
Open data may however provide also a dierent type of value. In Nepal, the Aid Management
Platform was developed by the Ministry of Finance to enable for monitoring aid received and
budget spending. All organisations beneting from the budget are required to report details about
their funding and programmes carried out, building society-driven open data initiatives including
Open Nepal's open data portal, Aid Snapshot, and the Open Aid Partnership [156]. Such open
data enables producing analyses for the policy reforms; planning, monitoring and evaluation of
various aid programmes or formulating the government's budget, helping to trace gaps between
spending and output.
A similar, but more advanced, example may be found in Argentine, where open data was
used to improve health services and enable cooperation between society and government to build
applications and tools improving access of citizens to health services [138]. This proves that open
data can also improve the quality services, which are available to the majority of the citizens.
Linked Data and Linked Open Data for Proling
In case of proling, Linked Open Data or Linked Data in general is treated as a technology that
may enrich functionalities of tools and expand the number of application scenarios. Proling
with the usage of Linked Data should not be confused with Linked Data Proling that aims
at description of a topic represented by a data source or managing the data itself (clustering,
matching, disambiguating, studying patterns within the data, etc.).
Linked Data may however inuence how the data model of a prole is expressed or allow
expanding features included in the prole by the means of the automatic reasoning. An example
of such an approach is presented in the following paper.
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Challenges of Using Open Data
The potential emerging from Linked Data for proling should not be underestimated. However,
we should remember about the data related challenges that are still valid. These include the
following aspects:
 irrelevance: not all data that may be used should be used, before using a dataset one should
remember that even if data set is for free, there is a cost of linking, reasoning, etc. and the
value in terms of the nal solution should be studied,
 quality: data may be wrong, may contain errors, so before exploiting it, the quality of the
data needs to be veried, especially if it is to impact business decisions,
 interpretation: studying documentation of data is important and any assumption taken
before learning the data, may be wrong, which points to the importance of the validation
of achieved results.
2.4.2 Towards Using DBpedia for Building User Identities
The goal of the following paper is to propose how a prole or a virtual user identity may be
described using open data. The focus is in particular on a data structure that enables reasoning
over the prole/identity (Linked Open Data). This goal is in line with the following secondary
goal of the thesis: Analysing how to instantiate a prole of a person or a thing using semantic
approaches enabling for diverse application scenarios.
The paper was published in the proceedings of the 1st NLP&DBpedia Workshop, held during
the 12th International Conference on Semantic Web (ISWC2013), 21-25.10.2013, Sydney, Aus-
tralia. Detailed bibliographic reference is as follows: Filipowska, A., Maªyszko, J., 2013, Towards
using Wikipedia for Building User Identities, Proceedings of the NLP & DBpedia workshop,
pages 1-8.
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Abstract. Internet offers a number of various services that to maximise
the user experience apply different personalisation techniques. An impor-
tant resource of every personalisation method is a user profile. The more
information on the user is available in such profile, the better. There-
fore, together with maturing of these mechanisms, the notion of identity
emerged. The identity exceeds the user profile with information that is
more detailed or enables benefiting from additional functionalities. The
information stored within an identity needs to be understandable for
different services to be easily reused. This can be achieved using the
DBpedia.
The goal of the article is to describe the design of a method that po-
tentially enables providing data to build the user identity, based on his
behaviour on the Web. The method is elaborated as well as an example
of application is presented.
Keywords: DBpedia, Wikipedia, information extraction, identity
1 Introduction
Most users leave a significant amount of information about themselves on the
Web. They abandon their anonymity freely (sometimes unconsciously), in order
to stay connected with their friends on the social networking sites, communicate
with their government or build their reputation [1], [9]. Also, the service providers
want to learn detailed characteristics of their users by using different profiling
practices [5], in order to provide a better service and preserve their customers.
As a result of these trends, a problem emerged of how the users should establish
and manage their presence on the Web, namely their digital identities. This issue
is being researched for many years now [5].
One of the major challenges concerning the identity management systems is
creation and maintenance of many perspectives on users identity, called virtual
identities, most preferably without explicit actions of the user. Virtual identity
is understood as a collection of topics concerning specific interest of a user. In
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this paper we present a method that enables automatic identification of such
topics using Wikipedia and information extraction techniques. The method is
developed for the Polish language. It utilizes Wikipedia concepts but can easily
be extended to DBpedia resources. As there is no Polish DBpedia yet, this will
not be covered by this article. However, the work on Polish DBpedia is ongoing
and this will be addressed in the future.
The remainder of the paper is structured as follows. Section 2 is devoted to
a short summary of virtual identity definitions. In the next section, we indicate
current projects and existing approaches that raise the issue of users virtual
identities and provide solutions in this area. Section 4 describes the method
proposed to identify concepts building the users identity. Finally, in Section 5
we focus on a Use Case demonstrating the application of the method. The article
concludes with the final remarks.
2 Definition of Identity
The concept of an identity has been adopted by Information Science as a formal
representation of knowledge about a certain person, or any other (digital or
real-world) subject. Concerning an identity of a person, it is understood as a
set of attributes (permanent or temporary) characterizing a person [13], that is
required by providers of services that the person uses [8]. Obviously, a virtual
identity cannot capture all characteristics of a person; it is therefore only a partial
representation of a subject [13], [14]. Traditionally, an identity is considered as a
permanent entity, persisted in a kind of a datastore in order to be accessible many
times for a long period of time. However, it can be also understood as something
created on-the-fly and used (attached to a person) only during a single session,
while a user performs certain tasks or when a particular transaction is performed
[7], [13].
More generally, a virtual identity can be defined as a digital representation
of a set of claims made by one party about itself or another digital subject [3]. A
natural person (a human being) is one example of such entity; other example is
a whole organization (i.e. juridical person) [14]. An identity can either be used
in a single environment (for example, in a single system or company), or used in
many different environments, for example across organizational boundaries. At
the same time, different information about every entity is exchanged in differ-
ent contexts; for example, different user characteristics are needed in e-banking
portals and in movie recommender systems. We can therefore either say, that
a virtual identity is just one set of claims about a digital subject and for any
given digital subject there will typically exist many virtual identities [7], or that
each subject has only one identity, but such identity has multiple facets, that
are used depending on the context [13].
The identity of a digital subject can be established by combining both the
real-world attributes (for example name, address, social security number, physi-
cal traits, etc.) and the digital ones (such as passwords, access rights, biometrics,
type of encoding, network address and so on) [6]. The information stored in an
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identity can be used either for the authentication purposes (its goal is to ensure,
that a certain person is indeed what he or she claims to be), or as the attribute
information (representing the details about the person) [14]. A set of processes
relating to the disclosure of the information about the person and usage of this
information is called identification [13].
For the requirements of the ”Ego - Virtual identity” (Ego) project1, presented
in the paper, the identity is understood as an information structure describing
the information needs of a user. This structure is grounded in the Wikipedia
concepts’ graph to ease its maintenance and assure usefulness while personaliz-
ing information content, especially from the information needs evolution point
of view. The future work concerns extending the method towards DBpedia re-
sources.
3 Related work
In the following sections, we present the state of the art analysis of the identity
management systems on the Internet in terms of the business goals, that they
pursue and the functionalities, that they provide. We identify the most important
projects and solutions in the area of identity management systems, that may
benefit from the approach we suggest. The main projects that we concentrated
on are following: FIDIS2, SWIFT3, PICOS4, PRIME5, STORK6, ProjectVRM7.
Moreover, there exist also frequently updated lists of identity-related efforts8.
In addition to the above-mentioned projects, a number of already imple-
mented solutions were analyzed. These solutions however mainly focus on the
authorisation aspect, leaving behind the notion of user representation e.g. the
OpenID protocol describes a user with a limited set of attributes only [11]. Sim-
ilar, authorisation focused, approaches are e.g. [12], [2], [4]. An interesting, and
comparable to ours effort is WebID [15] that uses FOAF vocabulary to describe
a user.
Some of the solutions are widely used in business, for example the OAuth
protocol 9 or various OpenID implementations, while some of them are at earlier
stages of development and adoption, e.g. WebID and Higgins.
Finally, its also very important to indicate, that several organizations have








8 For example: http://personaldataecosystem.org/2011/06/startup/,
http://blogs.law.harvard.edu/vrm/development/, accessed on 15/10/2013
9 It is used for example by Facebook, Google and Last.FM
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the most important are probably Kantara Initiative10, Identity Commons11 and
formerly Liberty Alliance12.
It can be easily noticed, that the concept of virtual identities is heavily stud-
ied. Nevertheless, as it is a wide field to investigate, different areas of virtual
identity creation, maintenance and usage can be explored by different projects.
To the best of our knowledge, the approach focusing on automatic creation of
users virtual identity that links experience from the fields of information extrac-
tion and Wikipedia does not exist.
4 Approach and methods used
This section presents details of the approach we apply to create the identity of
a user. The phases of creating the users virtual identity are as follows:
Phase 1: Tracing user behavior. The first step towards building a user’s
identity concerns identification of topics of user’s interest. Of course, these topics
can be entered manually by a user (a so-called explicit user modeling [17]), but
the identity management systems usually provide additional functionalities to
make the whole process more effective.
There is a lot of information about a user even before she or he starts using
a given identity management system. Such information is often spread across
multiple domains such as web portals, social networking sites, etc. Therefore,
the identity management systems can try to somehow import and aggregate in-
formation about the user from such sources automatically. To make that feasible,
the user’s data export mechanisms must be made available by owners of such
systems. An example of such initiatives are Data Liberation Front13 and Data
Portability Project14.
We build the identity of a user based on a wide range of his activities on the
Web. Our goal is to engage the service providers in this process, as discussed
in [16]. At the current stage of the experiment, we focus on building user’s
identity based on analysis of the Web pages the user visited. To that end, we
have implemented a Web browser plug-in, which a user has to install and have it
enabled while browsing. The plug-in extracts (structural, XSLT extraction) the
main content of the website and commits it on the server.
Phase 2: Analysis of the visited Web sites. The content that is uploaded
to the server is analyzed using the lexical extraction module to identify the
differentiating phrases and assign a topic. For the list of topics that are the most
representative for the whole content of the network, we chose the Wikipedia
categories and concepts list.
The extracted content of the website is analyzed using NLP to identify named
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existing in the text, further being referred to as phrases), that will be subject to
further processing. What is important, that the approach works for the Polish
language and is contextual.
Phase 3: Building a representation of a website for the needs of the
identity building. The most crucial step, from the point of view of this paper,
as well as for the user acceptance of the system being developed, is indication of
a topic, the website mentions. This is done in the following steps.
Firstly (in the preparatory phase), all Wikipedia pages are processed in or-
der to identify concepts (Wikilinks) that appear on these pages in order to learn
a phrases-concepts mapping, similarly as it was done by [10]. This process is
repeated periodically. Thus, we have obtained 5.150.143 phrase – concept map-
pings. This mapping is ambiguous, as many phrases may point to many different
Wikipedia concepts (on average, each phrase points to 1.21 concepts, but there
are some phrases that are mapped to up to 4000 concepts). Still, based on that
for each phrase we are able to retrieve a list of candidate concepts.
The method of indication of a topic of a website assigns to each phrase from
the text (f) concepts from Wikipedia (c1 – c6 in Figure 1) obtained as indi-
cated in the previous paragraph. Then, for these concepts (c1 – c6), the upper
level categories of concepts are indicated (c11 – c51). The Wikipedia category
structure enables to build a whole tree over the initial concepts that were as-
signed, e.g. for concept Peter Higgs, based on the Polish Wikipedia structure,
we retrieve categories such as Scottish Physicists, Born in 1929, etc. Currently,
we use only three levels within the tree (experimentally evaluated). Then, us-
ing the bottom-up propagation method the first-level concepts (mapped from
phrases extracted from the website content) vote for the upper level concepts.
The bottom up propagation measure combines five frequencies:
– The number of times a phrase from the article text refers to a concept from
the Wikipedia.
– The number of times a phrase (surface form) appears in the Wikipedia.
– The number of times a given concept is referenced within the Wikipedia.
– The frequency of a word in the language (in our case the Polish language).
– The number of sub-concepts of a concept.
As a result of the bottom-up propagation, we identify a concept (not necessar-
ily the top-level one), that is the most probable topic of the website. Afterwards,
the phrase from the website being the most strongly connected with the concept
assigned as a topic, is removed from the initial list of phrases and the procedure is
repeated for the remaining phrases. While experimenting, we identified that for
most of the articles three iterations are enough to provide the most meaningful
concepts describing the website’s topic.
These concepts are then mapped on the user’s virtual identity. Each new
package of topics, changes the initial identity. The weights assigned to different
topics within the identity, reflect also maturing in time. Also, user may support
this process by manually extending the list of automatically assigned categories.
The user identity created by the system, may be then further used for the
needs of personalization of websites visited by the user. The Ego system is to pro-
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Fig. 1. The multi-layer representation of the article: phrases extracted (f) and
Wikipedia concept hierarchy (c).
vide a number of functionalities enabling for sharing and encrypting the identity,
authorizing a service provider as well as enabling user to manage the identity
and to access it [16].
5 Use Case-based Validation
The presented approach is about to be validated with the real users, who com-
mitted to use Ego for a certain period of time and share their experiences. Up
till now, the Use Case-based validation has been performed. For the sake of clar-
ity, we present details based on one news article only. The article concerns the
Noble Prize Winner Peter Higgs (it is in Polish and is available at Polskie Radio
website15.
The content of the article was extracted and loaded in the database as a logi-
cal document (this concerns the topic and the content of the article; menus, com-
ments etc. are not further analysed). Then, the lexical extraction rules extracted
44 different phrases from the article e.g. uroczystości (celebration), professor,
etc., out of which 31 were mapped on Wikipedia phrases.
For these Wikipedia phrases, 2052 Wikipedia concepts were retrieved (iden-
tified by different URLs) including three upper levels (2052 is a total number
of concepts in the tree initially representing the topic of the article). The most
frequent concepts in the first level mapping were e.g. fizyka (physics), konfer-
encje miedzynarodowe (international conferences), mechanika kwantowa (quan-
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Then, the relations between different concept categories were exploited using
the bottom up propagation method. After applying the method, the following
concepts were identified as the most descriptive for the article (in the order of
importance):
– Urodzeni w XX wieku (born in XX century),
– Popularność (Popularity),
– Higgs,
– Szkolnictwo wyższe (Higher education),
– Nauki przyrodnicze (Natural sciences).
These concepts may be then further mapped on the Wikipedia category
structure graph representing the users identity, but this issue is beyond the
scope of this paper.
6 Conclusions and future work
The goal of this paper was to present a method that enables for identification
of topics that are of user’s interest using Wikipedia and information extraction
techniques, and based on the behavior of a user on the Web. Starting from
a general summary of the Virtual Identity definitions, we presented a method
that may be used in order to create user identities using Wikipedia. We also
demonstrated an application scenario.
The future work will especially be devoted to tuning of mechanisms developed
as well as carrying out an extensive validation of the approach with the real users.
The major issue that needs additional research is the bottom-up propagation
method that should eliminate concepts being pointed from the multiple websites
such as e.g. born in XX century.
Further research will also concern changing the Wikipedia to the DBpedia to
allow for an extensive reasoning. This could also offer additional functionalities
to an identity management system and service providers that will benefit from
it. However, the work on the Polish DBpedia is still the ongoing effort.
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2.5 Conclusions
The chapter aimed at providing background and foundation for the following chapters of the
thesis. Its goal was to dene a prole of a person or a thing and identify features of a person or
a thing that may be represented in a prole and may be usable in diverse application scenarios.
This goal was further translated into two secondary goals addressed by specic sections of this
chapter.
The rst secondary goal (G1.1) was to analyse dierent approaches for describing a prole or
an identity of a user or a thing that are applied in dierent classes of systems, for example identity
management systems. Therefore, the goal of Section 2.2 was to describe a system that enables to
bridge the gap between identity management and user modelling systems. The proposed solution
supports users to automatically create their identities and manage these identities for the needs
of dierent services. The identity should enable not only authorisation, but also personalisation
of content displayed to a user.
The paper presented contributes to achieving this goal by: analysis of the related work in
the area of managing user data e.g. identities, proles, etc.; proposing identity lifecycle (starting
from creation, supporting its updates, merging dierent proles, update by a user, querying,
controlling access by dierent services, etc.) and proposing an architecture of the system that
allows providing a user with an invisible personalisation support while browsing the content (the
system is to be working in the background). The system implementing these requirements was
delivered within the EGO - Virtual Identity project.
Section 2.3 also addressed the secondary goal previously mentioned (G1.1). It was to study
functionality and use cases of identity management systems available on the Web. The focus of the
work was to describe trends, ideas an shortcomings of existing solutions and identify potential
extensions. The research results achieved and described within the paper concern a detailed
review of state of the art in the domain of identity management. The notion of a digital identity
is analysed from dierent perspectives and various denitions are provided. The paper also
proposes a set of use cases for identity management systems. The use cases focus on improving
user experience while utilising data included in the virtual identity. Then, a comparison of selected
identity protocols, projects and initiatives taking into account the proposed use cases follows.
This issue was also further addressed in the Bachelor thesis of Adam Ma¢kowiak, supervised by
Agata Filipowska. The thesis concerned utilisation of a virtual identity emerging from previous
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activities of a user on the Web or his proles on social media, in the process of advising nancial
instruments.
The G1.2 secondary goal of the thesis was to address how to instantiate a prole of a person
or a thing using semantic approaches enabling for diverse application scenarios. This goal was
further translated into the goal of the paper to propose how a prole or a virtual user identity
may be described using a data structure that enables reasoning over the prole/identity. Here,
also the issue of the open data, and in particular Linked Open Data, is discussed. The paper
included in Section 2.4 provides a method for building a prole (identity) of a user based on his
activities on the Web. The prole is described using categories from Wikipedia. A method that
was presented in the paper is developed for the Polish language. The goal was to derive from
keywords included in the paper, topics based on Wikipedia categories that may be included in
the prole/identity. The paper presented also a potential extension to DBpedia.
The goals dened for this chapter were achieved. The next chapter of the thesis is to study







Proling techniques and a scope of a prole greatly depend on the application scenario. These
scenarios may be diverse, making researchers study dierent attributes and behaviours of users.
An interesting proling example that conrms this statement, applied in business practice, is
eLoyalty case study described in [143]. eLoyalty proposed a solution that combines a personality
(prole) of a client with a personality of a seller on a hotline. The solution is based on the
conversation method described within the Process Communication Model developed by Taibi
Kahler. The model identies 6 dierent personality types, e.g.:
 "Workaholic": person likes facts, focuses on the task to be done and each side conversation
is a waste of time for the person.
 "Reactor": a person holding such personality takes care of feelings and building relationships
with other people.
 "Persister": focuses on achieving perfection.
 "Dreamer": is a sensitive and introvert person.
Each of the personality proles is characterised by a number of features describing behaviour of
a person with a chosen personality type to enable for identication of a personality. Analysing
language forms used by a client and his/her behaviour during the conversation, it is possible to
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Figure 3.1: Extension of customer data. Source: [54]
discover customer's personality type and adjust behaviour of the agent accordingly. Moreover,
in case of future contacts, it is possible to select an agent with a personality type best suited for
nishing the call with the customer successfully. Similar tests are performed e.g. while selecting
a team for the space mission1.
Proling does not need to use only data submitted by a user or expressed by his/her behaviour.
It is also possible to extend data submitted by a user using e.g. open data described in Section
2.4.1. Such data includes publicly accessible data such as e.g. census, information on a location,
public statistics and enables to extend information collected on a person. For example, knowing
a zip code of a customer, we may derive what is the character of the neighbourhood he/she lives
in (type of houses, level of income, type of a location). An example of such an extension of the
customer data is presented in Figure 3.1.
3.1.2 Goals
The goal of this chapter is to analyse proling methods that enable for describing a user/a thing
or relations between users. This goal aligns well with answering research questions on how to
model a prole e.g. based on data provided by a user and how to describe relations between




 Describing a user prole w.r.t. user personality and his/her colour preferences. The sup-
plementary goal is to study relations between personality traits and user colour preferences
using dierent methods of analysis.
 Creating a method for describing relations between users focusing on quantitative and
qualitative aspects of a relation on the example of a social network.
3.1.3 Structure of the Chapter
The chapter consists of four sections including introduction presenting relation to goals of the
thesis and a summary that presents results that were achieved in relation to these goals. Section
3.2 contributes to achieving the rst of the secondary goals mentioned, and section 3.3 focuses
on the second of these goals.
3.2 Proling User's Personality Using Colours: Connecting BFI-
44 Personality Traits and Plutchik's Wheel of Emotions
The goal of the section is to analyse personalities of users (expressed as personality traits using
the Big Five Inventory) and their colour preferences. This goal is in line with the secondary
goal of the thesis, namely: Describing a user prole w.r.t. user personality and his/her colour
preferences and studying relations between personality traits and user colour preferences using
dierent methods of analysis2.
3.2.1 Introduction
Knowing preferences of a customer or a user is crucial for adoption of products and services.
These preferences may relate to e.g. user interests, locations visited or people followed on social
2The section is based on two papers:
 Wieloch, M., Kabzi«ska, K., Filipiak, D., Filipowska, A., Proling User Colour Preferences with BFI-44
Personality Traits, 10th Workshop on Applications of Knowledge-Based Technologies in Business (AKTB
2018) organised at the 21st International Conference on Business Information Systems, Berlin, Germany,
July 1820, ISBN 978-3-030-04849-5, pp. 63-76.
 Kabzi«ska, K., Wieloch, M., Filipiak, D., Filipowska, A., 2019, Proling User's Personality Using Colours:
Connecting BFI-44 Personality Traits and Plutchik's Wheel of Emotions, Advances in Intelligent Systems
and Computing, 854, pp. 371-380.
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media. On the other hand, they may also concern colours of products recommended or displayed
to a user. User preferences may emerge from many dierent factors (environment, previous expe-
riences, etc.), however they are also greatly inuenced by a user's personality. In the thesis, while
modelling a user, we mostly refer to the notion of prole, however when discussing psychological
traits, we will refer to the denition of a personality.
The aim of our research is to analyse users' personalities and their colour preferences with
the Big Five Inventory, also known as BFI-44 [87]. Researchers have already recognised the
importance of this subject. Zuckerman-Kuhlman Personality Questionnaire [154] or Eysenks [49]
personality tests have been previously used to measure personality traits  participants had to
grade pictures with specic plain colours and the correlation with their personality was studied.
Ferwerda et al. [40] grappled with the issue of predicting personality from colours of posted
pictures. In this case, the Big Five model was applied in order to have a full view of personality
traits.
This section is structured as follows. A short review of the existing body of knowledge is
presented in the next subsection. Section 3.2.3 presents details of the data preparation process.
In our approach, images with dominant colours inspired by Plutchik's Wheel of Emotions have
been randomly chosen from the Flickr database using the snowball sampling method. They were
attached to the questionnaire with the original BFI-44 test. The following section presents ndings
of the questionnaire. Sections 3.2.5 and 3.2.6 deliver two dierent models, modelling relation
between colour preferences and personality traits. The connections between traits and colours
have been examined and also dierences between outcomes achieved using dierent algorithms
analysed. Finally, conclusions are presented in the last section.
3.2.2 Related work
Analysis of Pictures
The two most popular approaches used to analyse images on the open social media (OSM)
encompass: clustering [75] and determining sentiment of an image [105]. Following Souza et
al. [149], one can enlist the following topics connected to OSM pictures' analysis: engagement
connected with them [12, 173], self-presentation in social media [48, 146], prediction of age and
gender from the visual content [85], recognising the basic personality types from photos basing
on the Big Five Inventory questionnaire [40].
Based on their content images may be divided into 8 groups: activities, captured photos,
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fashion, friends, food, gadgets, pets and seles. Friends and seles are the most popular categories
on Instagram, forming almost 50% of the all photos. Publishing a sele online is a way of
attracting attention as such photos collect more likes and comments [48].
Users behave dierently on each social platform, depending on the type of that platform, user's
age and gender. By combining comments, hashtags and content of photos and using appropriate
algorithms, it is possible to identify these details and provide classication of users. Thanks
to BFI-44, past studies have yielded some important insights into personality, emotions, and
reactions of users. Researchers focused on user proling, photos and texts such as questionnaires
[81], comments [102], hashtags [50], and captions [128].
Big Five Personality Traits
The Big Five Inventory (BFI-44) is a personality test (based on the Big Five Model) and con-
sists of 44 questions that measure the Big Five traits [87] such as Extraversion/Introversion,
Agreeableness/Antagonism, Conscientiousness/Lack of Direction, Neuroticism/Emotional Sta-
bility, and Openness/Closeness to Experience. Following Ahrndt et al. [6], these ve personality
features can be dened as follows:
 Extraversion is related to interactions with other people and gaining the energy from them,
contrary to being more independent (e.g. action-oriented, outgoing and energetic behaviour
vs. inward, solitary and reserved behaviour).
 Agreeableness stems from being trustful, helpful and optimistic, contrary to being antago-
nistic and sceptical (e.g. cooperative, friendly and compassionate behaviour vs. detached,
analytical and antagonistic behaviour).
 Conscientiousness is connected to the level of self-discipline and acting dutifully, contrary
to spontaneity (e.g. ecient, organised and planned behaviour vs. careless, easy-going and
spontaneous behaviour),
 Neuroticism reects the inability in dealing with stress, contrary to emotional stability and
condence, addressed the level of emotional reaction to events (e.g. nervous, sensitive and
pessimistic behaviour vs. emotionally stable, secure and condent behaviour).
 Openness relies on creativity (e.g. curious, inventive and emotional behaviour vs. consis-
tent, cautious and conservative behaviour).
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Some researchers sought to understand other phenomena, such as loneliness or sadness.
Pittman [131] established a link between social media use and oine loneliness. Students who
are active online usually feel less lonely in real life. By the examination of norms of expressing
emotions in OSM, Lup et al. [104] claim that there is a relation between Instagram usage and
depression symptoms. Waterloo et al. [170] have carried an extensive study on sadness, anger,
disappointment, worry, joy, and pride. These studies proved that positive expressions are per-
ceived better than negative by users across all OSM platforms. Some scholars claim that there
are dierences in a way of expressing emotions between men and women. In other papers, colours
of photos taken in two cities in a certain period of time were compared [68]. Other researchers
tried to tackle the problem of sentiment analysis from the visual content [20]. The standard
positive/negative/neutral classication can be extended by combining visual content, comments
and colours of the photo.
Colours
A universal approach for dividing colours has not been found yet. Some methods are focused on
solely blue, green, and red [101]. On the other hand, Ferwerda et al. attached orange, violet and
yellow to the aforementioned set [40]. Some scholars investigate so called low-level features, such
as chrominance [125]. Plutchik's Wheel of Emotions [132] includes 24 emotions (8 basic emotions
with 4 intensity levels) presented on 8 colours (each of them has 4 hues and the least intense one
does not carry a meaning).
Despite the representation of emotions as colours, there are no connections between emotions
and colours, since it was not the purpose of wheel's author. Among many approaches for choosing
basic colours palettes, this work is inspired by those from the common illustrations of Plutchik's
Wheel of Emotions which are pink, green, blue, dark blue, red, dark green, orange, and yellow.
When it comes to recognising leading colours of the pictures, it is necessary to dene the
dominant colour of every pixel [114, 133]. A colour can be found in the colour palette or a lookup
table. Determining which colour is dominant is tightly coupled with the number of pixels having
the same colour in an image. The colour with the biggest number of pixels is therefore dened as
a dominant colour of an image. The dominant colour can be found in the palette of colours. The
most popular colour representation scheme is the RGB (Red-Green-Blue) palette [11], but it is
complicated to dene hues ranges within one colour using this palette. Therefore, HSV scale [24],
which is an abbreviation from Hue-Saturation-Value, can be used for this task. After dening
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Figure 3.2: Plutchik's Wheel of Emotions. Source: Borth et al. [20]
the range of hue within one colour, the saturation and values have to be stated. On the contrary,
dening colour ranges for the RGB colour palette is much more complex. Therefore, using the
HSV palette and converting it to the RGB colour palette gained popularity in related research
(please see Table 3.1 for a comparison).
Table 3.1: RGB and HSV colour spaces.
Channel Range Unit Description
R 0-255 8 bits Intensity of red (black to white)
G 0-255 8 bits Intensity of green (black to white)
B 0-255 8 bits Intensity of blue (black to white)
H 0-360 degree Hue
S 0-100 percent Saturation (bright to dark)
V 0-100 percent Value (black to white)
Source: Ha et al. [58]
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3.2.3 Data collection
Our experiment was based on a questionnaire, which is a combination of the standard BFI-44
test and assessment of Flickr images. The latter are used to examine links between the user's
personality and his colour preferences. This section describes the process of preparation of our
experiment. It entails Flickr data collection and processing, questionnaire preparation, and the
description of the scoring formula used.
Questionnaire
Flickr3 is one of the most popular OSM platforms. It is image oriented, which makes it particularly
useful in the experiment. Flickr has a convenient API, which facilitates preparing a sample.
Therefore, we decided to collect pictures from this service by:
1. Following an approach similar to the ones presented by Machajdik & Hanbury [105] and
Jamil et al. [84], a random photographer was chosen using the #photography hashtag.
2. Using snowball sampling [12, 71, 102], users followed by that photographer were selected
(329 users plus the photographer).
3. Following Min & Cheng [114], for each selected Flickr prole, the most recent 100 pictures
(or less, if they had fewer photos) have been chosen using Flickr API. This resulted in
acquiring 32,056 photos in total.
4. For every photo, a number of pixels of every colour has been encoded using the RGB palette.
5. Values represented in the RGB scale were converted to the HSV model, as an extension of
previous ranges in order to enhance their perception by human eyes and therefore simplify
the detection of more hues of colours.
6. The downloaded images were divided into 9 categories (8 categories according to chosen
basic colours and a category for these colours that are not included in any of the remaining
categories).
7. Ranges for specic colours were created using a table of colours4 and Rapid Tables5 in order
to adjust them to the 8 selected colours.
8. Having assigned the categories of colours, a number of pixels corresponding to one of 9





9. Following Min & Cheng [114] and Potluri & Nitta [133], an assumption that the colour
that has the largest number of pixels is the dominant colour of the photo and determines
its category, was made. Pictures, for which one of the colours from the colour palette was
dominant, constitute 20.79% of the initial sample (the rest was assigned to the category
'other colours').
As a dominant colour may be not obvious for a human eye, the acceptance threshold was set
taking into account the percentage of pixels of a dominant colour in the picture: At least 70%
of pixels in the photo had to belong to a dominant colour [169] to be included in the dataset.
The resulting dataset was then manually checked to delete pictures with inscriptions, faces and
vibrant symbols that can create bias in further research. From each of the 8 categories of photos,
4 randomly chosen pictures were selected, what resulted in a nal sample of 32 photos. The scale
for grading pictures in the survey held was the same as for the BFI-44 questions:
 1  disagree strongly,
 2  disagree a little,
 3  neither agree nor disagree,
 4  agree a little,
 5  agree strongly.
Questions on preferences towards pictures combined with the original 44 questions from BFI-
44, were included in a questionnaire that was posted on the Internet.
Scoring Formula
After collecting survey results, the mathematical formula (Equation 3.1) used in the scoring
process was developed. The scoring process was carried out as follows:
1. At rst, a number of questions for each of the ve features was determined.
2. The number of points (P ) for every trait was summed up.
3. For every question, the minimal number of points was one. Therefore, the minimal number
of points for each trait equals the number of the questions about it (min).
4. The middle of the scale is the number of questions about the trait multiplied by three as it
was the middle of the scale (M).
5. Maximum (max) is the minimum multiplied by ve which is the largest number of points
that could be marked by a participant of the survey.
The result of the calculations is the percentage of a given trait (F ). If it is smaller than 50%,
100
then it is treated as a value of the opposite trait by subtracting 100% minus the given value.












144 responses to the questionnaire (of which there were 92 coming from women and 52 from men)
were collected. The scoring process was performed according to the BFI scoring applying the
Equation 3.1. The results of scoring are presented in Figure 3.3. The vast majority of respondents
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Figure 3.3: Percentage of participants by trait. Source: own elaboration
liked blue photos. They graded them 66% on average and the median was close to 69%. Dark
green, the second most liked colour, had the mean score equal to 56% and the median about 59%.
Drawing conclusions, dark green also has a positive impact on the most of the people. On the
contrary, respondents did not like yellow photos, as they scored 42% on average and the median
at the level of 44%. The rest of the colours was rated around 50%. The mean and median values
are presented in Figure 3.4.
Regarding personality traits, respondents were divided into 3 groups, for each trait separately
(18 in total). For Extraversion, respondents were classied as follows:
 extreme extroverts (Extraversion trait equal to 75% or more),
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Figure 3.4: Colour preferences. Source: own elaboration
 extreme introverts (Extraversion trait equal to 25% or less),
 people who were between those two ends (more than 25% and less than 75%).
The rest of traits were treated accordingly. For each trait, the moderate (between) group was the
largest and there are not many people who present extreme types. There was also no person who
was classied into the group of Closeness to experience (Openness is the opposite trait) and there
was only one person classied in the Lack of direction group (Conscientiousness is the opposite
trait). Figures 3.5 to 3.9 depict mean colour preferences. On each plot, there are two or three
series of data - one or two for the rst and last quartile and one for moderate values.
Extraversion
Introverts graded most of the colours lower than extroverts and moderate people. For example,
blue was marked by extroverts around 70%, moderate people graded it about 66% and introverts
at the level of 60% on average. Extraversion or Introversion cannot be determined, as the dier-
ences between these two groups are too small to draw conclusions from them (none of the colours
is signicantly more important comparing extroverts to introverts).
Agreeableness
People who were classied as antagonistic rated dark blue higher than these with extreme high
Agreeableness trait. This indicates that dark blue is a factor that dierentiates agreeable and
102
















Figure 3.5: Mean colour preferences among extrovert/introvert people. Source: own elaboration
antagonistic people, because antagonistic people rated that colour about 16% higher. With regard
to the analysed preferences, these colours are more signicant for antagonistic people, so perhaps
they are more likely to fancy them. The rest of the colours was graded lower or the same as in
the Agreeableness group, except for dark blue and red.















Figure 3.6: Mean colour preferences among agreeable/antagonistic people. Source: own elabo-
ration
Conscientiousness
As only one person in the sample turned out to be a person with Lack of direction, there is no
sucient amount of data to nd dierences between the people with dierent personalities.
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Figure 3.7: Mean colour preferences among conscientious people. Source: own elaboration
Neuroticism
Regarding people who were classied as emotionally stable, their scores for dark green and yellow
were higher compared to neurotics. In the case of dark green the average was 25% higher and
yellow was rated 21% higher. It leads to the conclusion that it is likely that people who are
emotionally stable like more dark green and yellow colours.














Neuroticism Between Stability of emotions
Figure 3.8: Mean colour preferences among neurotic/stable people. Source: own elaboration
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Openness
None of the respondents was classied into the Closeness to experience group, therefore a com-
parison of these groups cannot be conducted.















Figure 3.9: Mean colour preferences among open/closed to experience people. Source: own
elaboration
3.2.5 Establishing Links Between BFI-44 and Colours: Regression
To study relation of colour preferences to personality, two diverse methods were applied, namely
regression and association rule mining. In case of the rst of the models created, the least-
squares method was applied for obtaining the model. As a result, 5 dierent models (for each
trait separately) were developed. We used Gretl and standard linear regression. Statistical
signicance was set at the α = 0.05 level [96, 142]. To choose models which t the data best, R2
values and cross-validation have been used. After rejecting insignicant variables and choosing
the right models, the nal regression formulas are as follows:
Extraversion = 0.527720 · blue+ 0.336480 · orange
Agreeableness = 0.526617 · blue+ 0.172206 · darkgreen+ 0.239923 · orange
Conscientiousness = 0.532727 · blue+ 0.215184 · darkgreen+ 0.192177 · red
Neuroticism = 0.424213 · blue+ 0.262295 · green+ 0.185821 · red
Openness = 0.510553 · blue+ 0.225479 · orange+ 0.337031 · red
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Extraversion 53.51563 17.53756 0.884671 -0.196736 544.6285 2.50e-67
Agreeableness 59.22068 16.79134 0.885038 -0.554949 361.8292 5.27e-66
Conscientiousness 59.51003 15.38935 0.909029 -0.460811 469.6478 3.64e-73
Neuroticism 53.84115 19.90443 0.822532 -0.485069 217.8366 1.00e-52
Openness 64.70486 13.6531 0.915415 -0.997652 508.6554 2.16e-75
Source: own elaboration
The statistical features (quality assessment) of the obtained models are presented in Table 3.2.
All variables in each model are statistically signicant. Uncentered R2 values (notice the lack
of intercepts) for every model are close to 0.9 and indicate a good explanation of the dependent
variables by independent variables. Observations emerging from these models are summarised in
Table 3.3.
Table 3.3: Signicant colours for each trait from linear regression models.
















As expected, blue is signicant for all personality traits, which means that this colour has a
low discriminatory value. Dark green is signicant for Agreeableness and Conscientiousness. In
the case of Openness, red and orange were important. Some colours are not strongly linked with
any of the personality traits, such as yellow and pink.
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3.2.6 Establishing Links Between BFI-44 and Colours: Association Rule Min-
ing
Association rule mining was performed in R using the Apriori algorithm [3]. As an entry re-
quirement for rule forming, the value of support parameter was set to 0.1 and condence to 0.75
(which means that candidates for rules with lower values of at least one of these parameters were
discarded). Rule mining resulted in 28 association rules. Each of them can be perceived as an
implication (transactions T ) between colours and traits, which formally can be written as a set of
items I = {i1, i2, . . . , in}. We dene a rule as X ⇒ Y , where X,Y ⊆ I. Since the algorithm does
not operate on continuous values, we discretise both: traits and colour preferences using quartiles.
For each trait or colour, 1st quartile contains values from 0 to 25%, 2nd quartile has a range of
(25,50], 3rd quartile has values in the range of (50,75] and 4th quartile contains values from 75 to
100%. The outcomes of analysis are presented in Table 3.4 and Figure 3.10. It should be noted,
that the analysis was performed altogether for all traits, and also for each trait separately.
Summarising results, orange is important for open, extravert, conscious and agreeable people,
whereas red was chosen by agreeable and conscientious people. Dark blue is a factor that dis-
tinguishes extraverts, agreeable, conscientious and open people. There are also some interesting
rules generated to compare preferences in case of two or more personality traits. For example, if
someone is an extravert from the 3rd quartile (from medium to high), likes dark green and rather
does not like red or yellow. It also means that this person has Openness value also from the 3rd
quartile. Agreeable people from the 3rd quartile, who do not especially like orange and dark blue
or red, have Conscientiousness value from the 3rd quartile. This rule works also for conscientious
people from the 3rd quartile. If they did not like red and orange or dark blue, then they are
agreeable people from the 3rd quartile. Also if someone is open (from medium to high) and does
not like yellow and pink or dark blue, then this person perhaps likes blue. These results may be
further compared with outcomes of our previous research. There are some colours for regression
model and Apriori algorithm that turned out to be signicant in both approaches. Table 3.5 sums
up our ndings. For Extraversion, orange colour was identied signicant using both methods.
Orange is also important for Agreeableness and Openness. In the case of Openness, blue and
orange go together in both approaches. Red aligns with Conscientiousness and green goes with
Neuroticism.
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Table 3.4: Top 10 rules with the highest condence.







































3.2.7 Summary and Conclusions
This section presents how colours can be connected with personality traits. A questionnaire based
on Big Five Inventory (BFI-44) and a sample of photos (in colours from colours' palette inspired
by Plutchik's Wheel of Emotions) was created. The developed models show the relation between
colours and the strength of the trait. Colours and emotions related to specic personality traits
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Figure 3.10: Inuence of colours on a personality trait (rules with condence exceeding 0.75).
Source: own elaboration in R
may lay foundations for creating the prole of user's preferences in OSM. In our case, the data
was collected from Flickr, but it could be taken from any social network that relies on images. A
larger data sample might be considered in the future work. One may also test dierent machine
learning approaches in the process of proling. A sample from a dierent part of the world might
be considered to spot cultural dierences. It is worth to notice that results from this study can
be helpful for marketing, due to revealed ties between colours and personality traits.
3.3 Modelling the Strength of Relations in Telecommunication
Social Networks: A Theoretical Background
The goal of the section is to identify features that should be taken into account when studying
relations between users, especially when it comes to qualitative descriptions of relations. In
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addition, we would like to study what impacts the strength of a relation between users in social
networks, including telco social networks. These goals contribute to achieving the second goal of
this chapter: "Creating a method for describing relations between users focusing on quantitative
and qualitative aspects of a relation on the example of a social network". It should be underlined,
that the paper included in the thesis covers the results achieved in the area of modelling strength
of relations only partially, as results are described in reports from the Dynamic Social Network
project carried out in cooperation with Orange SA (and are partially subject to the non-disclosure
agreement).
The paper presented was submitted to the Springer Journal Quality & Quantity6 and is
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Abstract Theoretical modelling and empirical studies on networks of diverse
entities have been a subject of a large body of recent research. Methods from
the network analysis are applied in such domains as epidemiology, city plan-
ning, marketing and social networks.
Social Network Analysis (SNA) focuses on exploring structures created by
individuals through relations with others. These relations may be of diverse
nature and characterised by numerous attributes. Some of these attributes
concern strength of a relation and may explain quality of relation between
entities. Previous studies of social networking services such as Facebook and
Twitter have shown, that the quantitative approach is insufficient to accurately
describe the relation occurring between two individuals. It is imperative to
properly model also the qualitative attributes.
Social networks in Telecommunication emerge from communication using
mobile phones. This communication is registered in Call Detail Records (CDR)
and based on CDRs relations between individuals can be modelled. Previous
attempts to determine the strength of relations used only a number or a du-
ration of phone calls. In this paper, an attempt was made to determine the
qualitative attributes of relations, to lay a foundation for the derivation of a
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new method, to better represent the phone-based relations between individu-
als.
Keywords Social Network · telecommunication · social relations · relation
strength · quality of relations
1 Introduction
A social network is a social structure made up of actors (which can represent
individuals but also organizations), dyadic ties, and social interactions between
actors. It can also be defined as a social structure consisting of individuals that
are connected with each other through various types of relations, and between
which information is exchanged on the basis of commonly shared norms and
values [1].
Social Network Analysis (SNA) provides a set of methods for analysing the
structure of the social network as well as a variety of theories explaining the
patterns observed in these structures. In particular, social networks are used to
analyse interactions between individuals and the impact of these relations on
individuals’ behaviour. The sociology defines an individual as a person, a being
of rational nature of his own existence [2]. In social networks, an individual
may represent, depending on a profile created with the use of social website, a
person, a group of people sharing common interests and an organisation. Any
two individuals can form a relation. A relation is a connection between two
actors of a social network. The types of relations (ties) distinguished in psy-
chology are: friendship, love, marriage, kinship, co-workers and neighbours [3].
The ties between individuals play a crucial role in forming a social structure,
thus it is important to model a social nature of every relation.
The social relation is defined as an interaction between individuals or
groups, taking place in accordance with accepted practices and schemas [4].
In order to properly describe a social relation with the use of IT tools, among
others, it is necessary to assign to a tie an attribute called a strength of a
relation. Using the strength of relation, diverse types of relations may be dis-
tinguished. Their value can represent a type of a relation as in the following
example: spouses are in a stronger relation than friends, who in turn are closer
to each other than acquaintances. Thus the stronger the bond between two
users, the higher the strength value.
A social network between people emerges also from communication using
telecommunication services. The problem of modelling relations based on the
Call Detail Records was previously described in [5]. This problem, in telecom-
munication social networks, is related with the identification of attributes of
a connection, that influence the closeness of a relation. In order to solve the
problem, attributes of connections have to be identified, which may have an
impact on the relation.
In this paper, the analysis of qualitative attributes influencing relations
between individuals will be presented, based on the sociological and psycho-
logical factors of human communication. The goal is to describe features
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of a method for modelling the strength of relations. The research
performed is based on the Design Science Research methodology as proposed
by [23].
The structure of the paper is as follows. Section 2 presents the state of the
art in the domain of modelling relations in social networks. Section 3 focuses
on the qualitative attributes of relations in various social networks. The ex-
amples of psychological and sociological dimensions of a relation are presented
based on the literature analysis. Then, the adaptation of these dimensions in
telecommunication social networks is performed, with the specification of vari-
ables that can have a possible impact on the strength of relations. Finally, a
hypotheses for each dimension are formulated. Section 4 focuses on presenting
analysis of the results of an on-line survey. Section 5 provides discussion and
conclusions.
2 Relations between Individuals in Social Networks
Identification of mechanisms that make social networks evolve, is a research
subject that helps understanding, when a new relation between individuals
emerges or when it vanishes, and how in a consequence, the structure of a
social network changes in time [6]. The analysis of creation of relations should
be preceded with the analysis of behaviour of individuals representing people
with different characteristics. Some of these characteristics and their values
are assigned to specific types of individuals (creating so called stereotypes),
e.g. emotionality to women, tolerance to educated people or violence to gang
members. Knowing stereotypes, relations between individuals may be better
explained.
Since similarities of individuals are the reason why people contact with
each other, thus one of the first theories used in relations’ modelling in social
networks was the theory of homophily [7]. The schemas of communication
resulting from similar stereotypes of individuals are reflected in relations [8].
It was proved that the homophily measures were stronger, when more types of
relations occurred between two individuals. Thus, it can be assumed that each
relation that occurs based on the homophily of individuals, leads to a higher
level of homophily of multiple relations [9].
In social networks, many relations are described binary, meaning the rela-
tion exists or not. Such form of a connection provides only residual information
about the nature of a relation, thus the network created using such relations
does not explain their strength [8]. The identification of a relation’s strength
can provide more information about the connection of two individuals. Social
Network Analysis research proves, that social networks’ models are of higher
quality when the strength of relations is included [6].
The indication of strong relations depends on two factors: complexity (re-
sulting from multiple relations between individuals, various types of interac-
tions and different roles of individuals) and methods of measuring relation’s
strength. Based on the direction of a relation, a sender and a receiver can
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be distinguished. While modelling the directed and undirected relations, the
analysis can focus on the presence (in case of binary strength of relations) or
on the intensity (weighted relations). Thus, the strength of each relation can
be characterised using two variables, as it is usually the resultant of existence
and intensity of connection that occurs between individuals [10].
The introduction of a relation’s strength started research on the influence
of relation’s strength on the structure of social networks. Interestingly, it was
shown that not only strong relations are meaningful, but also weak relations
can play a crucial role, especially in case of linking communities [7]. More-
over, the popularity of social networking services like Facebook1 or Twitter2
encourages research on how to properly determine the strength of relations.
The analysis of individuals registered on Facebook [11] focused on the diver-
sification of strong and weak relations. The authors pointed out, that having
only two types of relations is insignificant, as these two may have intermedi-
ate features of weak and strong relations. As a result, four various types of
relations were proposed based on variables grouped into six categories: inter-
action, affinity, time based, network, similarity and distance. Similar work was
performed for the Flickr network [12].
Similar examples can be multiplied, however all of these have in common
the use of quantitative attributes to describe relations between in-
dividuals in social networks. Already in the 1970s, Granovetter provided the
following definition of the relation’s strength [7]:
”The strength of a tie (relation) is a (probably linear) combination
of the amount of time, the emotional intensity, the intimacy (mutual
confiding), and the reciprocal services which characterise the tie.”
According to this definition, measuring the relation’s strength should include
not only the quantitative attributes, but also qualitative ones, in order to re-
flect the social nature of a relation. One of the first attempts of applying qual-
itative attributes in measuring the strength of relations in social networks is
[13]. The goal of this research was to verify the following hypothesis: social me-
dia can be useful in prediction of a relation’s strength based on the qualitative
attributes of a relation. Authors selected seven qualitative attributes, which
may have an impact on a relation: intensity, intimacy, duration, reciprocal ser-
vices, structure, emotional support and social distance, and for each attribute
defined, how it can be measured using various elements of the Facebook net-
work. Finally, using questionnaire among Facebook users, authors performed
the analysis of correlation between defined, quantitative attributes and mea-
sured relation’s strength. The results showed that there are some variables that
have an impact on the strength, including: intimacy, intensity, duration and
social distance and that it is possible to determine the qualitative attributes of
a relation by means of correspondingly set different numerical variables [13].
Phone calls or SMS messages can also be treated as an evidence of a human
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or Twitter users. These interactions in the telecommunication network de-
scribe relations between individuals. There are currently two most common
methods used for measuring the strength of relations based on telecommu-
nication events, that include: number of phone calls and the total duration
of phone calls. The first measure takes into account the number of outgoing
phone calls from one user to another. The second measure includes the total
duration of outgoing phone calls from one user to another. In addition, there
is also a third method as a combination of the two [15], however none of these
reflects the nature of social relations of involved users.
As a part of research on the social nature of relations resulting from
telecommunication events, [16] focused on the classification of individuals to
various affinity networks based on the degree of kinship and the identification
of similar behaviour of individuals/groups characterizing these networks. Each
individual was assigned to one of the following affinity types: family – any two
subscribers as a part of common family accounts, toll – numbers starting with
specified prefix, utility – subscribers assigned to the list of business establish-
ments, others – other numbers. Based on the affinity type, the affinity networks
were created containing similar individuals. Finally, the identification of char-
acteristics within the networks was performed. These characteristics describe
the behaviour of individuals based on the mobile usage and include: amount,
length, frequency and engagement ratio of phone calls. Performed experiments
resulted in the following characteristics of affinity networks:
– The average number of phone calls showed that only families stand out in
the higher value.
– The engagement ratio describes the reciprocity of communication, with
the assumption that the more symmetric relation, the higher the value.
Families resulted in the highest engagement ratio, while toll and utilities
focused mostly on incoming phone calls.
– Weekdays are crucial in case of non-family groups, while weekends are
especially valuable for families.
– Families are characterized by the shortest conversations, longer in case of
utilities and the longest for tolls.
The experiments showed that some specific characteristics exist for each type
of relations in telecommunication networks. Summarizing, it can be assumed
that based on the Call Detail Records it is possible to model the strength of
relations between individuals including some of the presented characteristics,
or even by identifying new ones.
3 Describing Relations in Telecommunication Social Networks
Behavioural profiles of individuals present how people decide to take various
actions, if they will to strive to contact with others or not, how often do they
travel, how much time do they spend on maintaining relations with others, etc.
The need to identify behavioural patterns for individuals in social networks
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is justified, because individuals tend to create and develop relations with oth-
ers with similar profiles, also behavioural [8]. A relation between individuals
depends on their mutual closeness, because individuals that have a stronger
relation (informal, that results from emotions and feelings, and formal, related
to the organizational structure) tend to contact each other more often, than
in case of a week relation.
Another aspect of a relation having influence on strength is synchroniza-
tion, which shows how two individuals interact with each other. Two types of
synchronization can be distinguished: bilateral and unilateral. While a bilat-
eral relation means individuals contact each other (communication takes place
in both directions), the unilateral relation bases on long messages only in one
direction. The length of these messages is crucial in order to identify unilateral
nature of a relation.
More attributes that originate from sociology and apply to an activity of
an individual within a social network to describe a relation are as follows [17]:
– response time – the time between the event and individual’s answer,
– response probability – based on how often an individual responds,
– response priority – indicating the order in which an individual responds to
events,
– status – informing when an individual is available,
– list of contacts,
– overall amount of events.
Depending on the emotions concerning relations of individuals, three levels
of involvement can be distinguished: (1) concerning only safe topics, which do
not need any emotional involvement, (2) focusing on communication aimed at
achieving appropriate behaviour of a receiver based on the impact it is having,
and (3) requiring emotional involvement leading to mutual understanding of
both individuals [3]. The stronger the emotional involvement, the stronger the
relation is.
In psychology, each relation, independently of its type and level, can be
described using following characteristics [18]:
– dynamics – indicating the intensity of messages exchanged between indi-
viduals,
– continuity – informing, if breaks in the communication occur,
– interactivity – based on which the relation can be described as partnership
(assuming equal division of incoming and outgoing messages),
– domination (where the division of messages is outbalanced).
Moreover, important aspects of relations are: a way of transmitting a message
that may be informative or convincing, and the ability to understand a message
that depends on the recipient, location, time, and a method of transmission.
Summarising, various approaches to describe interpersonal relations allow
to identify seven dimensions that have an impact on the strength of relations
(from perspectives of both psychology and sociology of relations): amount of
time devoted to a relation, intimacy, intensity, reciprocity [7], membership in
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informal social groups [20], emotions [21] and social distance [22]. However, the
problem of determining the strength of a relation remains. The question is how
these dimensions are represented by the data collected from social networks.
Telecommunication events described in CDRs enable to determine some of
the above mentioned dimensions. For example, reciprocity relates to incom-
ing and outgoing events e.g. calls. Because in CDRs a sender and a receiver
are precisely defined, the direction of communication is clearly visible. With
the knowledge about the direction, the reciprocity can be measured using the
psychological models of communication. To examine the reciprocity of com-
munication, the following attributes should be included: direction of events,
type of a service used in communication and a number of events exchanged
between individuals. In our research the assumption was made based on liter-
ature that unilateral relation should be represented with the weakest
strength, and along with the increasing number of returned events,
the strength of a relation should rise up to the point, where the
number of events going in both directions is equal.
Another dimension of a relation that may be described using CDRs is the
level of intimacy. Psychological literature indicates that a verbal communica-
tion is a foundation of interpersonal relations, by focusing not only on the
information exchange and understanding, but also on emotions or a voice tone
[18]. According to this assumption it can be expected, that similar situation
may occur in case of communication using mobiles, thus a phone call should be
more intimate than a text message. As a result, two hypotheses regarding
the intimacy of relations were formulated, regarding the type of ser-
vice used in communication between mobile users and the duration
of communication. Longer communication may indicate, that more informa-
tion is exchanged and potentially the conversation is more intimate. It should
be noted, however, that business communication may also engage in lengthy
conversations, while the subjects of such conversations are not concerned with
private matters. Therefore, a hypothesis was also extended to distinguish be-
tween private and business time within 24 hours of a day, assuming that private
topics are not addressed during the working hours. As a result, the time of a
day may also be another important attribute in determining the strength of a
relation.
Closeness indicates how much two individuals are related, with the assump-
tion, that the closer the relation is, the higher its strength is. The closeness of a
relation focuses on the pursuit of individuals to contact others. In order to clar-
ify, which attributes are related with the closeness, two hypotheses have to be
verified. Firstly, it is assumed that the closer the relation, the more often
individuals tend to contact each other and exchange more informa-
tion, often more intimate and emotional. Another dimension of closeness
may be explained by the number of answered and not answered phone calls.
Hypothetically, to reflect the actual closeness of two individuals, their
behaviour can be analysed by comparing a share of calls answered
and to all calls (this share should be close to 1). The effect of different types
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of not answered calls (e.g. single signals, dropped and missed calls) may be
also analysed.
In addition, it is worth mentioning that the distance (geographical) between
individuals that may be identified using CDRs may also explain a quality
of relation. The distance is related to the geographic position of individuals
relatively to each other. In order to study, whether in the case of telephone
communication the distance is influential, a hypothesis has been formulated.
Supposedly, a bigger distance between two individuals staying in
a strong relation should increase the intensity of communication.
Verification of the hypothesis is to confirm or exclude the dependency between
the intensity of the communication and the geographical distance.
Table 1 summarises the dimensions along with the hypotheses for each
dimension regarding the strength of relations and the attributes that may
have an impact on this strength. For four selected dimensions: reciprocity,
intimacy, closeness and distance, five attributes have been identified: type of
a service, duration of a phone call, number of telecommunication events, time
of a day and location of individuals. Each of the attributes is connected with
at least one dimension.
Table 1 The dependencies between the attributes of communication and sociologi-
cal/psychological dimensions influencing the relation strength.
Dimension Hypothesis Communicationattributes
Reciprocity The strength of a relation depends on the share Type of a serviceof incoming and outgoing calls. Number of events
Intimacy
A phone call is more important than a text mes-
sage.
Type of a service
Time of the day affects the subject of a phone call. Number of eventsTime of the day
The strength of a relation depends on the duration
of a phone call.
Duration
The strength of a relation depends on the fre-
quency of communication.
Number of events
Closeness Not answered phone calls are an important aspect Number of eventsin measuring the strength of a relation.
Distance Frequency of communication depends Locationon the distance between individuals.
Source: own elaboration
4 Verification of Importance of Communication Attributes on the
Strength of Relations
In order to perform a statistical verification of hypotheses formulated in Sec-
tion 3, a questionnaire was prepared to collect information from users of
telecommunication services. The questionnaire was firstly analysed by a team
of experts to make sure, that all hypotheses can be verified. The final version
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of the questionnaire was published online using ankieta+3. The survey was
conducted between September 2015 and January 2016. 390 users of mobile
phones took part in the survey. The respondents were divided into 6 groups
based on age. The majority of them represented groups from 26 to 50 years of
age. The most of respondents (306) had a subscription to telecommunication
services and also had a full time job with specified hours (nearly 56%), what
made possible to determine the business and the private time. The results
of the initial analysis of data showed, that there are no correlations between
any of attributes of a person e.g. age and the answers to questions related
to the qualitative attributes of relations. As a consequence, the breakdown of
respondents by any feature was not used in the further analysis.
The following subsection presents the results of a statistical analysis of
hypotheses formulated for qualitative attributes, as presented in Table 1. The
analysis of every question was preceded by description of motivation for the
question, where the purpose of the analysis was defined and possible variants of
the answers were discussed. Each question is presented together with a research
hypothesis, which is later verified using a statistical test. Based on the obtained
results, the conclusions on the influence of chosen qualitative attributes on the
strength of the relations between individuals in the telecommunication social
network are specified.
4.1 Statistical Verification of Formulated Hypotheses
Question 1. Which of the following forms of communication has a bigger im-
pact on creating relations between individuals?
When communicating using mobile phones, a few types of services can
be used to exchange information between individuals. The most popular are:
phone calls and text messages. The purpose of this study was to analyse the
impact of the usage of each type of a service on interpersonal relations (this ter-
minology was more understandable for respondents than the notion of strength
of relations). For the question, there were three possible answers:
– phone call – indicates that this service has a bigger impact on the strength
of a relation,
– text message – means that text form is more valuable,
– both – both, phone calls and text messages have the same impact on the
strength of relation.
In order to investigate the dependency between the service being used and the
emergence of relations between individuals, a χ2 test for independence for the
null hypothesis H0 was carried out. The H0 was as follows: the development
of interpersonal relations does not depend on the type of a service used by
individuals to contact each other. Accepting the null hypothesis would mean
that the type of a service used, does not affect the relation between individuals.
3 http://www.ankietaplus.pl/
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Alternative hypothesis H1 states that the type of a service is important in the
context of managing relations. Table 2 shows the calculation of χ2 statistics.
Table 2 Statistical χ2 test for question 1.
Answers Observed Expected Oi − Ei (Oi − Ei)2 (Oi − Ei)
2
Eivalue (Oi) value (Ei)
Phone call 223 130 93 8649 66.53
Text 18 130 -112 12544 96.49message
Both 149 130 19 361 2.78
Total 390 390 165.8
Source: own elaboration
On the significance level of 5% and with 2 degrees of freedom, the test
statistic is improbably large, thus the null hypothesis should be rejected in
favour of the alternative one. As a result, the importance of including
the type of service in measuring the strength of relations should be
noticed. In addition, the following regularities can be observed:
– Phone calls are a dominant service and therefore have the greatest impact
on forming relations.
– More than 38% of respondents indicated that both services have the same
impact on development of relations.
– Text messages are only valuable, if they occur together with phone calls.
In conclusion, the key service that influences the strength of relations for mo-
bile communication is a phone call, while the text message can only be con-
sidered as an enhancing element of a relation, when it occurs is in conjunction
with a call.
Question 2. Do you agree with the sentence that each minute of a phone call
longer than a specific duration, e.g. 10 minutes, has a lower impact on the
interpersonal relations?
The goal of this question was to analyse, if there is a correlation between
the length of a phone call and the strength of a relation between two indi-
viduals. A theoretical assumption with a time limit of 10 minutes was made,
which is the reference point for evaluating the importance of a phone call by
the respondents. Thus, each respondent had one of three possible options to
choose:
– Yes, every next minute is less important – indicates a threshold in the
duration of a phone call above which every minute has a lower importance.
– No, every minute is equally important – indicates there is no such thresh-
old, thus every minute has the same value for establishing the relation,
irrespectively of the duration.
– No, every next minute is more important – again, there is a threshold in the
duration of the phone call, however, after this limit, every minute impacts
the strength of relation in a greater manner.
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The null hypothesis H0 for a χ2 test was formed: the strength of a relation
between two individuals does not depend on the duration of a phone call. An
alternative hypothesis H1 indicates that there is a dependency between the
length of a phone call and the strength of a relation. Table 3 shows the calcu-
lation of χ2 statistics.
Table 3 Statistical χ2 test for question 2.
Answers Observed Expected Oi − Ei (Oi − Ei)2 (Oi − Ei)
2
Eivalue (Oi) value (Ei)
Yes, every next minute 101 130 -29 841 6.47is less important
No, every minute 246 130 116 13456 103.51is equally important
No, every next minute 43 130 -87 7569 58.22is more important
Total 390 390 168.2
Source: own elaboration
The results show, that with a significance level of 5% and 2 degrees of
freedom, the test statistic is very large, what causes the rejection of the null
hypothesis. On this basis, it can be assumed that the duration of a
phone call is influential when forming relations. Moreover, by analysing




of respondents indicated the equal value of every next minute of
a phone call on a relation.
– The strength of a relation is proportionally dependent on the length of a
phone call, and thus increases linearly from the first minute.
– By assuming the linear growth of the strength, there is no time limit after
which the influence of the length of the conversation on the strength of
relations changes.
Question 3. Do you think that not answered calls should be taken into account
while measuring the strength of relations?
Another qualitative aspect concerns the not answered calls and their im-
pact on the relation’s strength. The respondents had to choose one from three
options. It should be noted that two responses indicate the impact of not
answered calls, while one remains neutral:
– Yes, the not answered calls impact negatively the strength of a relation
(reduce the strength) – means that for a receiver the not answered phone
call is treated as an undesirable, causing a weakening of the relation.
– Yes, they impact positively (increase the strength of a relation) – the op-
posite reaction, for the receiver it is an information about the a contact
attempt, and therefore allows the receiver to assert that the caller is seeking
to contact him, what strengthens the relation.
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– No, they do not impact the relation – not answered calls are neutral for
the receiver and do not strengthen or weaken the relation.
To verify the results, for a χ2 test for independence the following null hy-
pothesis H0 was formulated: the strength of a relation is independent from the
number of not answered phone calls. This means that regardless of the number
of not answered calls, the strength of a relation remains unchanged. The alter-
native hypothesis H1 would mean that statistics on the not answered phone
calls should be included while describing the relation. The results of the χ2
test are presented in Table 4.
Table 4 Statistical χ2 test for question 3.
Answers Observed Expected Oi − Ei (Oi − Ei)2 (Oi − Ei)
2
Eivalue (Oi) value (Ei)
Impact on the strength 206 195 11 121 0.62(positive and negative)
No impact on the strength 184 195 -11 121 0.62(neutral)
Total 390 390 1.24
Source: own elaboration
Assuming the significance level of 5% and 1 degree of freedom, the test
statistic is low, thus there is no reason to reject the null hypothesis. Taking
into account the results, a hypothesis about the independence of the
relation’s strength and the number of not answered calls was con-
firmed. This means that while modelling a relation, we may ignore the not
answered calls as they do not influence the quality of a relation.
Question 4. Does more frequent phone communication between two individuals
(both in the form of phone calls and text messages) reflects a closer relation?
From a sociological point of view, individuals staying in a close relation
tend to contact one another more often. This question in the survey was for-
mulated to analyse, if a similar dependency occurs in case of communication
using mobile phones. The respondents had two possibilities to choose from:
yes – which means compliance with the above mentioned sociological assump-
tion, or no – contradicting the claim that a stronger relation means more
frequent phone contact. A χ2 test for independence for the null hypothesis H0
was carried out: the strength of relations does not depend on the frequency of
communication between individuals. An alternative hypothesis H1 assumes the
dependence between the frequent communication and closer relation. Table 5
depicts results of χ2 test.
On the significance level of 5% and 1 degree of freedom, the test statistic
is improbably large, thus the null hypothesis should be rejected in favour of
the alternative hypothesis. The majority of respondents indicated that
the frequency of communication is meaningful in relation between
individuals, thus the number of telecommunication events should be
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Table 5 Statistical χ2 test for question 4.
Answers Observed Expected Oi − Ei (Oi − Ei)2 (Oi − Ei)
2
Eivalue (Oi) value (Ei)
Yes 333 195 138 19044 97.66
No 57 195 -138 19044 97.66
Total 390 390 195.32
Source: own elaboration
included while modelling strength of a relation, with the favour of
pairs having a high rate of contact.
Question 5. Indicate, which type of a communication model has a bigger impact
on the creation of interpersonal relations.
Analysis of the related work results in investigating two models of commu-
nication: uni- and bilateral, with a specified impact of both on the creation
of relations. To prove that one of these models applies better while study-
ing social network built on communication using mobiles, two responses were
specified:
– The bilateral model of communication, when both individuals are active
– both perform phone calls and send text messages, is crucial to properly
build a relation.
– The unilateral model of communication, when only one individual is active
(calls and sends messages) and second one is passive (only receives), is
sufficient for modelling relations as a relation may emerge from an initiative
of just one individual.
The null hypothesis for χ2 test of independence was: the interpersonal relations
in telecommunication and their strength are not determined by the model of
communication. In case of an alternative hypothesis, the communication model
will have to be identified. Table 6 presents the results of χ2 test.
Table 6 Statistical χ2 test for question 5.
Answers Observed Expected Oi − Ei (Oi − Ei)2 (Oi − Ei)
2
Eivalue (Oi) value (Ei)
Both individuals are active 376 195 181 32761 168.01(bilateral model)
One individual is active 14 195 -181 32761 168.01(unilateral model)
Total 390 390 336.02
Source: own elaboration
Using the χ2 statistical test, with the significance level of 5% and 1 degree
of freedom, the calculated theoretical χ2 was extremely large, what made us
to reject the null hypothesis and accept the alternative one. Over 95% of the
respondents chose the bilateral model of communication as the one adequate
to properly model the relations between users. Thus, it is important to
distinguish the direction of telecommunication events and include
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the number of outgoing and incoming events between individuals.
As a result, the proposed method of measuring the strength of relations using
qualitative attributes should favour the bilateral relations.
Question 6. At what time do you usually make the private telephone conver-
sations?
People, who are professionally active, devote specific parts of a day to
business and private activities. As a result, business time may be correlated
with more frequent contacts with associates or business partners and concern
more formal conversations. On the contrary, in the private time people have
meetings with family and friends, during which informal and more intimate
topics are discussed. The goal of this question was to identify, how the time
of a day may impact the individual’s tendency to conduct private phone calls.
The respondents had to choose one answer to the above question from the
following:
– During business time – private phone calls are performed at work.
– Not in business time – an individual focuses on private phone calls during
the private time, thus during the business time he focuses only on creating
and maintaining business relations.
– Regardless of the time of a day – the answer describes a situation, when
dividing the day into different parts makes no sense, as the private phone
calls occur during the whole day.
A χ2 test for independence was carried out to confirm/reject the following null
hypothesis H0: the time of a day does not have an impact on the subject of a
phone call. It means that regardless of the time of a day, individuals conduct
private calls. The alternative hypothesis H1 indicates the dependency between
phone calls’ topics (and contacted individuals) and the time of a day. Table 7
shows the calculation of χ2 statistics.
Table 7 Statistical χ2 test for question 6.
Answers Observed Expected Oi − Ei (Oi − Ei)2 (Oi − Ei)
2
Eivalue (Oi) value (Ei)
During business time 10 130 -120 14400 110.77
Not in business time 190 130 60 3600 27.69
Regardless the time 190 130 60 3600 27.69of a day
Total 390 390 116.15
Source: own elaboration
With the significance level of 5% and 2 degrees of freedom, the theoretical
value of the χ2 test was very large, what leads to the rejection of the null
hypothesis. In addition, by analysing the percentage of responses, it can be
seen that two options have an equal number of answers: having private phone
calls during the whole day and just after the business time. On this basis, the
following conclusions can be drawn:
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– The subject of a phone call depends on the time of a day.
– Private phone calls are more often conducted after work.
– In case of communication during the private time, there is a probability
that individuals contact each other also during the business time.
– Communication in business hours usually concerns only business relations
(business hours are not the time of having mostly private conversations,
not taking place after work).
To summarize, the results showed that there is a need to distinguish
between business and private time, with the assumption about a
greater importance of communication during the private time for
modelling personal relations.
Question 7. Do you agree with the statement that a bigger distance between
two individuals (e.g. emerging from going on holidays or a business trip) leads
to more frequent phone communication?
The last analysed dimension of relations is the impact of geographical dis-
tance on frequency of contact between individuals. Assuming that the distance
impacts the communication, the goal was to check the correlation between the
geographical distance and frequency of telecommunication events. There were
four possible answers to the question:
– Yes, in case of close relations – more intense phone communication between
individuals staying in a close relation.
– Yes, in case of further relations – individuals tend to contact more often
with others staying in weak relations.
– Yes, in case of all relations – individuals always have more intense phone
communication when the distance gets bigger, independently from a rela-
tion type.
– No, in none of cases – it denies the correlation between the distance and
the communication frequency.
The null hypothesis was: the frequency of a contact with the use of telecommu-
nication services does not depend on the distance between individuals and the
alternative one: the geographical distance impacts the frequency of communi-
cation. Table 8 presents the results of χ2 test.
Table 8 Statistical χ2 test for question 7.
Answers Observed Expected Oi − Ei (Oi − Ei)2 (Oi − Ei)
2
Eivalue (Oi) value (Ei)
Yes, in case of 281 97,5 183,5 33672,25 345.36close relations
Yes, in case of 5 97,5 -92,5 8556,25 87.76further relations
Yes, in case of 56 97,5 -41,5 1722,25 17.67all relations
No, in none of cases 48 97,5 -49,5 2450,25 25.13
Total 390 390 475.92
Source: own elaboration
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On the significance level of 5%, the calculated χ2 theoretical statistics was
extremely large, what resulted in a rejection of the null hypothesis in favour





of respondents indicated, that increased intensity of phone com-
munication is due to a greater distance between individuals in case of closer
relations.
– A small share of the responses indicates that other types of relations are not
reflected in frequent communication in case of the increase of geographical
distance.
– Analysing the strength of a relation should take place over a relatively long
period of time, which allows to determine the distance that most of the time
is shared by both individuals and, consequently, allows the identification of
the intensity of communication that takes place when this distance rises.
5 Discussion and Conclusions
The results indicate that while describing relations that occur in telecom-
munication social networks, it is important to precisely analyse quantitative
attributes of communication based on CDRs as they may be translated into
qualitative descriptions of relations within the social networks. Figure 1 de-
picts three sample relations resulting only from phone calls to validate impact
of our research results. The first relation is derived only from outgoing events,
the second one focuses only on incoming calls and the third one depicts a bilat-
eral communication. Using the basic and commonly used approach to measure
the strength of a relation, each of these exemplary relations has the same value
of strength. Even, if for the first two relations this result is valid, in case of
the third one concerning the outgoing and incoming calls, the value should
be different. This is due to the bilateral model of communication, which, ac-
cording to the results of the research conducted, has a stronger impact on the
creation of interpersonal relations. The presented example, shows the need for
a different approach to determine the strength of relations between individuals
than a commonly used one.
Based on the obtained results, the following conclusions can be formulated.
The reciprocity of a relation emerges from the telecommunication events that
occur in both directions between any pair of individuals. The measure of the
relation’s strength should include the direction of events and separately count
outgoing and incoming phone calls and text messages.
The closeness of relations can be characterised using two variables: fre-
quency of communication and the number of not answered phone calls. Ac-
cording to the results of the survey, not answered phone calls do not impact the
relation’s strength and they should not be included while estimating closeness.
Thus, the attribute that defines closeness should concern only the number of
events occurring between individuals. Of course, in case of events both, phone
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Outgoing phone calls Incoming phone calls
Number Duration Number Duration
10 300 sec. 10 0 sec.
0 0 sec. 0 300 sec.
5 150 sec. 5 150 sec.
Not answered phone calls: 3
Answered phone calls: 7
Business time
Number of phone calls: 3
Duration of phone calls: 97 sec.
Private time
Number of phone calls: 4
Duration of phone calls: 203 sec.
Fig. 1 Parameters of a phone communication useful for the determination of qualitative
attributes of a relation between individuals. Source: own elaboration
calls and text messages have to be included with the assumption, that phone
calls are the basis of each social relation and text messages are used only
to increase the strength of an already existing relation. It has to be noticed,
that closeness depends on the frequency of communication, and the number
of phone calls informs how many times both individuals contacted each other.
In order to precisely describe the frequency, not only the number of telecom-
munication events has to be included, but also the period when the activities
took place. The activity period was previously used by [Kumar, Rao, Nagpal
2012] to describe the time when two individuals exchanged messages using
Facebook. Similarly, activity period in telecommunication social networks can
be specified as the number of days, during which two individuals have outgoing
and incoming events. Thus, it was assumed that the relation between the two
individuals is closer, the more often the communication between them occurs.
The last analysed qualitative attribute of the relation is intimacy. The
intimacy is represented by the share of communication in business and private
time, and also by the duration of phone calls. Both of these features were
confirmed by a survey. The results of the survey depicted that every minute
of conversation increases the strength of the relation equally. In this case, the
duration can be considered in two ways: as the sum of the lengths or as the
average length of all phone calls between two individuals. Moreover, the results
of the analysis indicated that individuals conduct more intimate conversations
in a private time. Thus, while modelling the intimacy of relations, the time
of a day must be included to calculate the share of telecommunication events
occurring during the private and the business time. Due to the significance
of the time of day, it has to be assumed that events occurring at different
times, even if they are of equal value, should have a different effect on the final
strength of the relation.
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The future work may focus on the estimation of the qualitative attributes
on data and modelling the final formula of the method for estimating the
strength of a relation between individuals in a telecommunication social net-
work. Using the conclusions from the survey-based research, for each qualita-
tive dimension of a relation, quantitative parameters were identified that im-
pact one or more of these dimensions. Thus, in order to measure the strength
of a relation and reflect the real-world relation with a value, for each of the
dimensions a formula has to be developed. Finally, a developed method has to
be tested on a sample of telecommunication data.
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This chapter belongs the part of the thesis studying denitions and methods of proling, being
also the background for the following chapters. Its main goal was to analyse proling methods
that enable for describing a user/a thing or relations between users. This goal was further
translated into two secondary goals addressed by specic sections of this chapter, targeting at:
G2.1 Describing a user prole w.r.t. user personality and his/her colour preferences and studying
relations between personality traits and user colour preferences using dierent methods of
analysis.
G2.2 Creating a method for describing relations between users focusing on quantitative and
qualitative aspects of a relation on the example of a social network.
In relation to the goal G2.1, the goal of the Section 3.2 was to analyse personalities of users
(expressed as personality traits using the Big Five Inventory) and their colour preferences. The
results described are based on a survey in which participated 144 respondents. Then, both
personality traits and colour preferences of these respondents were modelled. This was to indicate
what may be the colour preferences of people with a specic personality type. The data was
studied using regression and association rule mining methods. Some colours such as blue or
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orange were conrmed to be signicant for people with a specic personality type, using both
methods. This chapter however presents how a prole may be built when user data is available.
It is worth to underline that this data may be also collected by studying behaviour of a user.
The goal of the paper addressing the G2.2, was to identify features that should be taken
into account when studying relations between users, especially when it comes to qualitative
descriptions of relations. The supplementary goal was to study what impacts the strength of
a relation between users in social networks, including telecommunication social networks. The
paper included in Section 3.3 provides an analysis of the related work in the area of modelling
relations between users. Dierent types of relations are presented and typical approaches used for
describing these relations in social networks are discussed. Then, based on a survey carried out
between 306 respondents, it is conrmed what features emerging from call logs should be taken
into account while working on a description of a relation. These features underline importance of
such aspects as e.g. timing of the contact, geographical distance between people, communication
channel used or initiator of the contact, for proper modelling of a relation. Taking these features
into account, the initial version of a method for describing strentgh of a relation is also proposed.
The following chapters of the thesis focus on vertical and horizontal application scenarios for
proling, showing also an application scenario taking benet of the method for assessment of a
strength of a relation between two entities.
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Chapter 4
Proling of People and Things for
Utilities: Smart Grid
4.1 Public Utility: Introduction
Public utility is dened by Encyclopaedia Britannica as an enterprise that provides certain classes
of services to the public, including common carrier transportation (buses, airlines, railroads, motor
freight carriers, pipelines, etc.); telephone and telegraph; power, heat, and light; and community
facilities for water, sanitation, and similar services [36]. Other denition says that a public
utility is a company that operates as a public-service corporation, and provides essential services
to the public such as electricity, telephone service, natural gas, water or postal services [108].
These denitions and all other that might be spotted in the literature do not dier much and
underline the following features of a public utility [2]:
 providing essential services to the public,
 beneting from the inelastic demand for services, meaning that there is not much inuence
of external factors on the demand (people need water or electricity for their daily life, and
even if price increases there is a dominating part of the demand that is stable),
 often forming part of a natural monopoly as there are not many companies oering substi-
tutional services usually due to a high barrier of entrance,
 owned or regulated by the national, state of local government,
 beneting from the economy of scale: because of small or no competition, they have multiple
customers and can better manage their xed costs and prices of services oered.
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In many countries companies oering public services are either state-owned or operated by the
state, however it might be that the public utility is not owned or operated, but only regulated by
a national, state or local government. Public utility companies oer diverse services or products:
water, natural gas, telecommunication, sewage, etc. However, analysing them more closely shows
that although products or services are dierent, these companies are similar when it comes to
operation or challenges they face.
4.1.1 Challenges Faced by Public Utilities
Public utility companies for many years have been perceived as the privileged ones. Supported
by governments, oering services everyone needs or desires, could shape prices and benet from
the economy of scale. However, this time nished and nowadays these companies face challenges
similar to other market players.
The major, from the perspective of their long-run existence, is the issue of incomes and costs
of functioning. The rise in demand, e.g. for electricity in the European Union, has been lower
than the general economic growth in recent years (in developing countries this trend is opposite
but other phenomena have to be taken into account). This is because of the changes in machines
used by the industry, less energy-intensive industries, demographic factors and the increased
awareness of people (especially concerning ecology). This leads to decreasing the costs of everyday
functioning, especially that because of emerging competition and government regulations, the
price cannot be easily increased. In many countries, the government limits how much the public
utility can charge consumers, and may insist that even those who cannot aord to pay the market
price are still provided with the service [108].
Public utilities face also the challenge of the competitive market. Regulations made the
infrastructure being owned by a separate company than the one providing a service and access to
this infrastructure should be granted for all companies interested in provision of a service. Such
a change made a customer choose, who will oer him/her the service and started the competition
regarding the price and quality of service oered [108].
Quality of service is an important factor for today's customer, especially if prices are similar.
Customers are more demanding and connected, and expect to be provided not only with a product
(water, gas, energy), but also with sophisticated management services [41]. These management
services translate into the improvement of the customer service for activities/processes like paying
bills, but also getting real time information on services that may inuence his/her behaviour [103].
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This is also the area where proling techniques come in place.
One should not forget other challenges such as problems with acquisition of skilled workforce,
needed investments in the infrastructure, Internet of Things changes in homes of customers, etc.
[135]. There is also one not frequently mentioned issue that concerns the data quality, even of
basic customer data possessed and processed by the public utility companies.
4.1.2 Proling for Public Utilities
Segmentation and proling are means of enriching the customer experience and bringing the
customer service to the next level. Regarding public utility companies, not only customers may
be proled, but also services to further align them to requirements of people. For example, [23]
focused on proling urban activity hubs using transit smart card data to improve city planning
and daily operations.
Though proling is supposed to target individuals, both business and individual customers
share similar expectations. For example with regard to the electric energy, they want to reduce
consumption, and they know that technology and data analytics can help them do achieve this
goal [41]. Therefore, owners of commercial buildings install energy monitors e.g. to predict
future requirements. In addition, companies set eciency targets e.g. Procter & Gamble (100%
renewable energy to power the plants) or Walmart (till 2020 reducing building energy intensity
by 20 percent from 2010 levels) [41].
Another issue concerns managing relations with customers. Recently, public utility companies
were hit by the concept of retailization [134], meaning the development of more direct consumer-
to-utility relationships, similar to best practices from such domains as consumer banking or online
shopping. Some examples for the electric energy services/market concern e.g. real-time mobile
and digital experience, energy eciency audits, home energy management solutions, and real-time
billing and mobile payments [41].
In telecommunication, proling is important not only to provide better customer service, but
also to improve customer retention [80]. In order to prevent churn, it is important to analyse all
relevant customer data and develop programmes enabling retention of clients.
It should be noted that even in case of public utility companies, customers are not a ho-
mogeneous group, but rather a multi cohort population with dierent needs, aspirations and
expectations towards a product or service oered. Of course, on the market many dierent
classes of software enabling segmentation of customers are oered, however customers on top of
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Figure 4.1: Green Button timeline. Source: [56]
them expect self-service tools and apps that enable them to monitor and change their behaviour
[34].
4.1.3 Example: Green Button Initiative
In September 2011, U.S. Chief Technology Ocer, Aneesh Chopra challenged utilities to develop
the Green Button. The goal was to provide customers with detailed information on their energy
usage that is available for download in a simple, ready-to-process format. It was to enable
customers at rst to understand their usage patterns, and then to take decisions about their
energy consumption. Standardisation was needed to assure that new applications may emerge,
which may make use of this data [56].
Nowadays, the Green Button initiative provides customers with an access to the data on their
electric energy usage. The data is provided in the textual le in a standardised format and may
be shared with third parties oering applications for analysing this data and providing recom-
mendations to users [33]. In addition, also business users benet from this solution. Building
owners and property managers retrieve utility-provided Green Button consumption data, and
based on it build models, ensuring their buildings perform eciently. It should be noted that
Green Button is not only about electric energy, as water usage and natural-gas usage may be also
found via the Green Button.
The Green Button initiative is not the only one, that based on data oered applications
utilizing proling methods to provide additional value to customers. Another example may be the
Blue Button that targets the domain of health, and enables users to download health records and
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then analyse them and shape the healthcare for all family members [Buttons2018]. On the other
hand, the Orange Button enables collection, security, management, exchange, and monetizing of
solar datasets to target reduction of cost of solar installations [OrangeButton]. Based on those
examples, new initiatives targeting new domains certainly will appear to suit the raising demand
of customers.
4.1.4 Structure of the Chapter
New proling initiatives are only a matter of time because of raising awareness of customers and
the need for mitigation of risks faced by public utilities that may be observed [55]. Customers
are willing to know what are their usage patterns, what is the main cost for them and how to
decrease this cost. Therefore, they need access to their usage data. Once they gain it, they start
analyses and take actions regarding usage patterns and employment of new solutions such as e.g.
solar panels or LED lighting.
Nowadays, we also have a lot of discussions on environmental benets that come from saving
on services oered by public utilities (water, gas, electricity). On the electric energy market,
shaving the peaks of usage, could contribute to decreasing usage costs and positively inuencing
the environment [55]. In our work, we targeted these issues from the perspective of the smart
grid, but all challenges still remain valid.
In the context of proling, being the main subject of this thesis, it should be underlined that
proling and the structure of the prole, greatly depend on the application scenario addressed.
The previous chapters presented the potential of the proling, and diverse methods that may be
applied without focusing on a specic domain. This chapter covers details on the eorts related
to proling for the smart grid. Its main goal is to create a prole of a user or a thing that
will be applicable for solutions enabling management of production and consumption
of the electric energy in the smart grid. The secondary goals contributing to achieving the
main goal dened are as follows:
 Proposing an architecture of a system for monitoring energy production and consumption
in the smart grid, taking into account a prole of an individual prosumer.
 Creating a prole of a user for the needs of electric energy supply: monitoring and describing
demand for the electric energy to be used by the system enabling management of the
production and consumption of the electric energy in the smart grid.
The chapter consists of four sections including introduction presenting relation to goals of the
136
thesis and summary that presents results that were achieved in relation to these goals. Section
4.2 relates to the rst of the presented secondary goals and section 4.3 refers to the second of the
goals mentioned.
4.2 Towards Forecasting Demand and Production of Electric En-
ergy in Smart Grids
The goal of the section is to provide requirements analysis and architecture of the system enabling
management of the production and consumption of the electric energy in the smart grid. This
goal is in line with the following secondary goal of the thesis: proposing an architecture of a
system for monitoring energy production and consumption in the smart grid, taking into account
a prole of an individual prosumer.
The paper was accepted to the International Conference on Business Informatics Research,
23-25.09.2013, Warsaw, Poland. The detailed bibliographic reference of the paper is as follows:
Filipowska, A., Mucha, M., Hofman, R., Hossa, T., Fabisz, K., 2013, Towards Forecasting De-
mand and Production of Electric Energy in Smart Grids, Lecture Notes in Business Information
Processing, 158, pp. 298-314.
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Summary. Recently, the electric energy market undergoes serious changes
which impact its future structure. They include also an emergence of
smart grid encompassing prosumers, being individual market partici-
pants that not only consume, but also produce the electric energy. This
imposes a need for a new class of tools (and methods) that will support
all market players.
The article presents a solution for managing the energy consumption and
production in microgrids. We present challenges of managing such net-
works as well as functionalities of a system, that enables for e.g. prepa-
ration of forecasts, tracing the energy consumption or creation of rec-
ommendations for the microgrid prosumers, in order to deal with these
challenges.
Key words: smartgrid, energy management systems, prosumer, energy
production, energy consumption
1 Introduction
Within the last few years, one may notice a rapid changes within many fields
of the energy sector. The shift from perceiving electricity as a public good to
understanding it as a commodity, which in Europe formally began in Great
Britain in 1989 with the revamped Electricity Act [1], continues to advance and
spread to other countries [2].
On the other hand, an eco-trend may be observed. This concerns also estab-
lishing of international electric energy and greenhouse gas emission certificates’
exchange platforms. A political push for environmentally friendly economy re-
sulted in many large renewable energy generation projects, as well as distributed
installation of micro-installations in many West and Central European countries,
including Germany, Spain, the UK and Czech Republic. For instance in Germany
the capacity of energy generation from solar photovoltaic plants has grown from
76 MWp in the year 2000 to over 32 000 MWp in 2012, with an average yearly
growth of over 74% [3].
This caused the emergence of a new class of energy market participants,
namely prosumers. Examples include a household fitted with PV panels or a
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farmhouse equipped with a wind turbine. Since they both produce and consume
electric energy, prosumers need to trade energy with the grid in case of both
surplus and shortage of the energy.
However, the most significant advancement of all is probably the trend to-
wards the installation of smart metering infrastructures (including the EC activ-
ities in this area), which allow for a two-way communication with the meters and
automated, remote gathering of real-time energy consumption and production
data (what is also a technical challenge with regard to the amount of data).
The future of electric energy market comprises the distributed electricity
generation, extensive usage of renewable energy sources, facilitating local energy
exchange within quasi-independent microgrids, very efficient load balancing us-
ing advanced prediction and energy flow management systems, all set in a legal
framework enabling real-time market-determined pricing or dynamic tariffs. Also
more accurate balance (long-term effect of management) will reduce the demand
for energy, because even today 30% of electricity is lost due to lack of energy
balance [10].
Realizing the abovementioned vision, requires a system that may:
– communicate with the smart metering infrastructure, in order to gather data
and send commands,
– analyse the data to produce meaningful insights regarding market participants
and ways in which they use electricity,
– predict supply (from renewable sources) and demand on the electric energy
market,
– facilitate transactions and pricing,
– raise awareness about the energy consumption among users.
This publication examines the problem of designing such a system and
presents a proprietary solution developed within the Future Energy Manage-
ment System project1.
The paper is structured as follows. Section 2 identifies challenges related to
management of energy production and consumption in the smart grid. Section
3 presents the system developed to address these challenges. Section 4 provides
description of the related work, showing the insights into the field of the smart
grid management systems. The paper is summarised in the conclusions section,
that presents the main points of the article.
1 The research results described within the article were achieved within the project:
Building a prototype of an innovative system for forecasting the level of consumption
and production of electric energy “Future Energy Management System”, (Project:
UDA-POIG.01.04.00-30-065/10-03, Value: 9.957.022 zł, UE contribution: 5.647.005
zł, period 01.07.2011-31.03.2013), European Funds – for the development of innova-
tive economy (Fundusze Europejskie - dla rozwoju innowacyjnej gospodarki).
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2 Management of microgrids: challenges
2.1 Definition of the microgrid
The microgrid is a set of related energy sources, energy consumers and, in some
cases, energy storage devices [11]. Each microgrid is connected to the main energy
grid, but it should be self-sufficient and work without taking the energy from
main electricity grid. The typical microgrid consist of the following elements [12]:
– sources of distributed generation (from renewable sources),
– power inverters,
– control systems,
– connections with the main grid,
– energy storage devices,
– energy consumer devices.
The typical energy sources of distributed generation encompass: biomass en-
ergy, geothermal energy, hydropower, ocean energy, wind power and solar pho-
tovoltaics [13]. The energy generated from these sources, for example from pho-
tovoltaics, must be converted from DC to AC, by using the power inverters.
To manage the production and consumption of energy, the microgrid requires
an advanced control system to optimize dispatch of energy and to provide load
balancing in the microgrid network [14].
The microgrid according to its definition is self-sufficient, but usually it’s
connected to the main electrical grid, in order to assure a better load balancing
in the macrogrid [20]. In microgrids, the energy storage devices are rarely used,
because of low efficiency of energy storage technologies. The batteries are used
in bungling microgrids, but with an increase in popularity of electric cars, it may
end up with using these cars as battery storage devices [15].
The microgrid using the novel smart metering infrastructure is being referred
to as smart grid. The rest of the paper, uses these notions as synonims.
Another important concept for the domain of distributed power generation
is a prosumer. The prosumers are ”professional consumers” or ”producer con-
sumers” of electric energy, being in fact also more aware consumers. Referring to
the Act on Renewable Energy Sources, a prosumer is a ”producer of electricity
in micro-installations that is used for his own consumption or for sale (...)” [16].
2.2 Challenges for microgrids
The microgrids bring a lot of new challenges not known or not so much problem-
atic in the large, typical power grids. Balancing supply and demand in microgrids
is much more sophisticated, than in the large grids, mainly because of the law
of large numbers, that implies that an average demand of a large number of
consumers should be close to expected value [24]. In microgrids, the number of
consumers is not always sufficient to expect that the law of large numbers works
and therefore, the demand or production forecast may be significantly biased
[21].
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The load balancing is also more difficult in microgrids in comparison with
the typical energy grid. The generation of electricity from for e.g. photovoltaics
panels and wind turbines is less predictable [17], than e.g. from the fossil fuel. The
efficiency of the renewable energy sources often depends on weather conditions,
for example, solar and wind power. The systems for management of smartgrids
are therefore forced to make predictions on the basis of weather forecasts, what
may additionally increase the forecasts’ error [18].
Another challenge, concerns explotation of many advanced technologies to
manage and control the network. This factor together with the underdeveloped
energy infrastructure often requires a large amount of money from investors [23].
The emergence of microgrids also creates a different structure of the energy
network - highly decentralized. The concerns arise, if such a market will be able
to act not in the laboratory conditions, but in the real world. The consumers
are concerned with the price shocks and power blackouts, experts discuss the
minimum legal regulatory level [22]. Another often overlooked challenge is the
security of the microgrid (also with regard to personal data from the smart
meters). The microgrids should be protected against the data leakage and cypher
attacks, which can stop production or even destroy the power stations [19].
2.3 Requirements for the system for the microgrid management
The system addressing challenges identified in Section 2.2, that will be able to
control and manage the microgrid, should be developed taking into account the
following functional requirements:
– generate production and demand forecasts, with the lowest possible error,
– acquire data to improve the forecast models e.g. weather factors data, detailed
prosumer data,
– enable management of prosumers, e.g. offerings, recommendations, the overview
of energy production/usage,
– support the technical performance management and manage the flow of energy
within the microgrid,
– support energy exchange of the microgrid with the macrogrid and manage the
energy flow between these grids,
– support communication standards between devices in the microgrid, and be-
tween micro and macrogrid, what especially concerns acquisition of data from
smart meters,
– support the security standards,
– enable for compliance with the legal requirements (national and European).
The most important feature of the system, from the economical point of
view, is generation of low-error forecasts of energy demand, because the bigger
the error, the greater the costs associated with the purchase of energy on the
market (in the short term). Also, a accurate forecast of energy production in the
microgrid is quite important. The knowledge of how much energy we are able to
produce and comparing it to the forecasted demand, shows us how much energy
we need to buy from the macrogrid, or how much energy we are able to sell [16].
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The microgrid management system should also include a module to manage
prosumers, in order that collected energy consumption data and detailed data
on prosumers, are used also for the advantage of the prosumer. For example a
prosumers should be able to list their electrical devices and their usage patterns.
Also, the prosumer should be able to describe the specifics of his home, for e.g.
type of home insulation (heat losses) or type of home lighting. The main reason
for collecting this type of data is generation of forecasts of good quality (even for
an individual). Lastly prosumers should provide data about their geographical
location, which will allow to match the weather data. Thats why besides of
collecting the data on prosumers, it is important to gather data on weather
factors which may be useful in generating the energy production predictions.
Another requirement is to provide such a system with specialized mecha-
nisms, which will manage the energy flow, changes in the energy production
level like power or voltage, communication with macrogrid in case of excess or
deficiency of microgrid production, etc. This kind of system should implement
the communication standards between all devices in the microgrid, and between
the micro and the macrogrid.
The most discussed issue, is the support of security standards. The microgrid
should be protected from outside or internal attacks, which can be devastating to
the network stability. In addition to the physical damage of devices, the cyber
attacks may aim at the acquisition of users’ private data, or data about the
operation of the network itself. The security it also essential to meet the legal
requirements of setting up a microgrid.
2.4 Scientific and economical challenges
The creation of a microgrid management system brings also a number of scientific
and economical challenges.
As it was mentioned in Section 2.3, the forecast error is related to costs
in monetary terms. If we overestimate the amount of energy needed by the
microgrid, we will need to sell the extra energy to the main grid on low prices.
On the other hand, if we underestimate the amount of energy, we will need to buy
the difference on the high prices (in short term the energy is more expensive than
in the longer horizon). The more accurate forecast, the lower costs of acquiring
the electric energy (if needed) or higher income from the production.
Forecasting the consumption for small amount of prosumers is also a chal-
lenge, mainly because of the large diversity of the power consumption profiles
(and the level of uncertainity). For example, for a group of 4-5 prosumers, their
consumption is nearly random. Fortunately, with the rising number of prosumers
in the microgrid, the forecast error decreases according to the law of large num-
bers. For example, for a group of 10 prosumers, the forecast error will be on an
acceptable level and for a group of 100 prosumers some methods like a linear
regression will give an average forecast error at a level of 2-3%. The chance for
improvement of forecasting accuracy for small microgrids, is related to obtaining
additional information e.g. on habits or appliances the prosumer possess.
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One of the biggest problems in the management of microgrids is that the
system needs to react to changes in the environment in the real time. This also
concerns the accuracy of forecasts that are essential for planning, so that changes
made during the system’s functioning are as small as possible. Of course, one has
to take into account also many periodic fluctuations like day fluctuations, week
fluctuations, month fluctuations and seasons fluctuations. That is why, a mi-
crogrid management system, should collect additional data about the prosumer
from external sources and use this data to provide more accurate forecast.
3 The concept of a microgrid energy management system
3.1 Market and legal background
The market potential: from the economical point of view, the potential of
microgrids is worth billions of dollars [26]. This estimation takes into account
a vast number of interconnected electricity users (households, business clients,
etc.), their electricity consumption and value of physical infrastructure (trans-
mission upgrades, automation of substations and distribution, smart grid IT
and smart meters) [32]. The annual investment in all kind of RES solutions will
rise about four times between now and 2030 [36], from 33$ billion annually in
2012 to 73$ billion by the end of 2020, with 494$ billion in cumulative revenue
over that period [35]. Therefore, there will appear a need for designing a new
kind of systems. It is expected, that in the next five years, energy operators will
expand their investments in home and load management systems and storage
technologies [33, 25].
In Europe, the microgrid technologies’ market is yet underdeveloped, but it
is growing rapidly [34]. There are many successful deployments of smart meters
and AMI infrastructures in the Western Europe countries (UK, Germany, Spain),
but now, the markets of the biggest potential are the ones located in the Cen-
tral and Eastern Europe (Poland, Slovenia, Slovakia, Czech Republic, Bulgaria)
[27]. The value of investment in smart meters in the aforementioned region will
reach about 10.3$ billion by 2023 [29]. In other emerging markets from Eurasia,
Latin America, Middle East/North Africa, South Africa and South-east Asia,
smart meter and AMI infrastructures’ market will be worth circa 56$ billion by
2022 [31]. Moreover, the North America Utilities are about to spend over 570$
million by 2016 on home energy management solutions (pilot programs and test
deployments) [33]. Even the Brazil, is expected to spend over 27$ billion on total
smart grid investments by 2022 [28].
European regulations: from the legal point of view, all European countries
must adopt the EU Renewable Energy Directive, known as ”The EU climate and
energy 20–20–20 package”, until 2020. It is an ambitious plan, that represents
an integrated approach to climate and energy policy: reducing green–house gas
emissions, achieving sustainable development and ensuring the energy security.
In the context of smart grids, the legislative package includes directives on the
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promotion of the use of energy from renewable sources. Moreover, the member
states have established national targets for raising the share of RES in their
energy consumption (e.g. 10% in Malta, 50% in Sweden) to reach an overall 20%
renewables goal in EU [37, 38, 39].
According to the latest multi–annual EU financial framework for the pe-
riod 2014–2020, the EC decided to propose the creation of a new instrument
called ”Connecting Europe Facility” (e50 billion total). The main target is to
conduct EU investments in transport (e31.7 billion), energy (e9.1 billion) and
telecommunications (e9.2 billion) [40]. Moreover, additional e40 billion will be
allocated for large–scale deployments of smart grid technologies across the Eu-
ropean Union. These investments in key infrastructures can strengthen the Eu-
rope’s competitiveness, create jobs (forecast of 400 000 places) and promote green
energy solutions [41]. Recent studies show that the 20–20–20 policy is mostly
affecting and promoting IT/Technical Operations and Engineering/Product De-
velopment [42].
Smart Grid market in Poland: as for now, there is no legal framework
supporting emergence and functioning of smart grids in Poland. However, the
legislation process is in progress and the appriopriate law is expected to be
ready in 2013 [16]. Moreover, to encourage RES micro–producers to become
active participants of the energy market, financial support schemes for RES,
based on green certificates, feed–in tariffs, subsidies, financial instruments and
auction mechanism, are being put in place [43, 44]. Moreover, many pilot studies
concerning intelligent infrastructure are being carried out. The biggest one is
conducted by Energa Operator. The company has already successfully deployed
50 000 smart meters in Kalisz and currently is carrying out research on smart
grid system in the Hel Peninsula [45, 48].
To provide the quality collaboration between the information and opera-
tional technology, within the context of smart energy solutions, new IT systems
(e.g. microgrid energy market management) must be introduced (the market is
estimated for 8.6$ billion by 2017) [32]. The demand for smart grid products
and systems is estimated for about 2000$ billion over the next 20 years. Thus,
there appears a great opportunity to create and use solutions, such as the one
described within the paper.
3.2 The microgrid management system concept
In comparison to the traditional energy market, there appear few new entities
in the microgrid, most of all prosumers and aggregators. All of the market par-
ticipants should be equipped with tools that enable to carry out the everyday
activities, including decision support, local energy trading and the microgrid
management (users, devices, loads, efficiency) [47, 46]. Moreover, these entities
should cooperate with one another or even be provided with a single platform.
To address the emerging challenges being faced by the microgrid market partic-
ipants, we propose the concept of Future Energy Management System (FEMS),
that is depicted in the Fig. 1.
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Fig. 1. Future Energy Management System concept
The FEMS system is mainly developed for:
– household administrators of office buildings, apartments, settlements, facto-
ries, etc.
– groups of stakeholders e.g. local communities consisting of energy consumers
and producers,
– microgeneration administrators and managers.
The architecture of the system is presented in Fig. 1 and encompasses:
– FEMS User Portal – being the main user (for all groups of users) tool
for managing the energy consumption and production, viewing statistics and
tracking personalized recommendations, offering building and electrical energy
trading.
– FEMS Group Management – the tool prepared for the group administra-
tor that ensures a simple way of managing and analysing energy consumption
and production within the whole microgrid subject to management. For in-
stance, the administrator can prepare the energy offers and then send them
to the users of the microgrid. Moreover, the tool supports recommendations
and communication with users. Finally, it is also responsible for managing
permissions and access to the FEMS system and its configuration.
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– FEMS Deals/Energy Market – component dedicated to energy trading
entities, allows the user to answer energy buying/selling inquiries sent by the
group administrator.
– FEMS Data Acquisition Management – a central tool responsible for the
integration with metering infrastructure via two-way communication protocols
and data acquisition models. It also handles data measurement, control and
reporting.
– Data Extraction Module – dedicated to collect data from the Web sources,
that might be used for preparation of forecasts and recommendations.
– Calculation Module – enabling to prepare recommendations, users’ classi-
fications and energy predictions.
– Static Data – storage of data describing customers, power delivery points,
contracts and devices.
– Configuration Data – dictionaries and stereotype definitions.
– External Data Streams – encompassing all kinds of data, taken from un-
structured resources like weather or events calendar, that are important to
energy forecasting methods.
– Forecasts – storage of short, medium and long term data describing predicted
consumption and production of electric energy.
– Data Acquisition Repository – responsible for data retrieval and storage.
We believe, that the described architecture is able to provide all functionali-
ties presented in the Section 3.3.
3.3 FEMS Functionalities
The main functionalities of FEMS encompass inter alia acquisition of data from
smart meters, reasoning over the grid model, providing recommendations, fore-
casting and methods for retrieving information from external sources. Moreover,
FEMS aims at developing a service that will strengthen the user engagement in
the field of smart consumption within microgrid whilst providing listed below
functionalities and intuitive, user-friendly interfaces as the one depicted in Fig.
2.
According to analyses that were carried out, these functionalities include:
1. Monitoring and comparison of defined key performance indicators
of energy consumption – this functionality implies historic, current and
future KPIs tracking and comparing them within the microgrid with regard
to location, size, number of household members, etc. The user may therefore
not only see his KPIs, but also of users of similar energy profile.
2. Preparing personalized recommendations of actions towards min-
imising/maximising energy usage/production – includes presenting
hints, based on the prosumer behaviour, possessed devices, calendar, histori-
cal consumption and family model (e.g. ”Please check the fridge for repair as
it consumes 30 percent more energy than last month.”). It also presents rec-
ommendations dedicated to microproducers, based mostly on weather con-
ditions and device parameters.
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3. Prosumers profiling – Includes prosumers’ profiling via clustering with
regard to static (e.g. user type, household devices, stereotype) and dynamic
data (historical consumption). These profiles will be further generalised and
used by the forecasting and recommendation methods.
4. Forecasting energy consumption and production – Includes prepara-
tion of short, medium and long-term consumption forecasts based on data
from smart meters and production estimation based on system–external data
and unstructured data stream retrieved from the Web. Finally, the outputs
will be automatically analysed via recommendation mechanism and person-
alized hints will be presented to users.
Fig. 2. FEMS interface for defining household devices. Source: FEMS system
The user (an individual household) in order to benefit from the solution, is
obliged to define:
– personal data (indicating the smart meter possessed),
– consumption and production devices and their parameters,
– energy consumption and production schedule,
– description of the building (its features),
– user preferences,
– family model (stereotype).
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The abovementioned parameters can be defined as is depicted in Fig. 2. It
presents the interface enabling definition of user stereotype by adding devices
to the household with a built-in interactive tool. The users can choose location
and then simply drag & drop devices, set their parameters such as the nominal
power, their number and energy class, etc. This interface allows also to count the
nominal power of all installed devices that might be used for the household en-
ergy load forecast or system recommendation methods. By filling in all presented
parameters, the user has an opportunity to save money, improve the awareness
and actively participate in the local microgrid.
The system implementing the described functionalities following the architec-
ture described above was developed and tested within the Future Energy Man-
agement System project financed within the frameword of the Polish Innovative
Economy Operational Programme (Zbudowanie prototypu innowacyjnego sys-
temu prognozowania poziomu zużycia i produkcji energii elektrycznej o nazwie
‘Future Energy Management System’ project: UDA-POIG.01.04.00-30-065/10-
00, project value: 9.957.022 PLN, share of the European Union: 5.647.245 PLN,
therm of the realization: 07.2011-03.2013).
4 Related work
With the smart metering infrastructure began the dawn of informatization of the
energy sector. Thus, IT companies rushed in, trying to deliver a right product
for different participants of the energy market. Especially those with experience
in development of industrial control systems and analyses of big data.
In Europe, a large part of the development effort is conducted by academics,
who are carrying out research projects with the purpose of fulfilling the vision
of an energy efficient Europe, as set out by the European Union. Some of these
projects, are implemented by start-ups, created by independent entrepreneurs
with the goal of satisfying the new market. Among the software-oriented ap-
proaches at utilizing the smart metering infrastructure to provide the maximum
benefit, we can distinguish those which focus on energy savings on the con-
sumer side (supporting the customer), and those which aim at creation of tools
for utilities that allow to run their businesses more efficiently. The latter is ad-
dressed mainly by large corporations, which offer solutions for big market players
[4, 6, 7, 8]. These corporations take the former approach usually only for the mar-
keting purposes. Only small companies rely on it for profit, seeing the market
potential [5].
The large scale efforts of big companies are focused on helping utilities control
and maintain the state of the grid, address faults and problems more efficiently,
segment their market better in order to offer more value to their customers, and
lastly, make it easier to fulfil regulatory obligations. There is also a group of
innovative projects for utilities created by smaller companies or academia, as
well as projects catering to new participants of the market, based on innovative
business models. An example can be creating virtual power plants by establishing
clusters of small energy producers [9].
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Examples of innovative functionalities offered by ongoing projects are:
– interactive energy use calculators based on manual data input and user-
relevant recommendations regarding energy usage – Wattzon2,
– comparing energy efficiency with the general population and one’s neighbors
to influence the change of behavior among users by friendly competition –
Wattzon, Opower3,
– communicating with metering infrastructure; support for energy purchasing,
contracts, holding accounts; integration of energy management solutions with
SCADA systems; integration of customer management with meter data for the
purpose of billing – Proximus-IT4, STC Energy5, INNSOFT6, Web2energy7,
ECIX-ORL8, Opower,
– simulation of energy flow and prices for retail consumers based on statistic
methods and stochastic process modelling – resLoadSim9,
– integration of data visualization and statistics’ modules with metering infras-
tructure – Energy Cap10, STC Energy.
Other exemplary initiatives in the field, not fully related to functionalities
offered by FEMS, are:
– platforms for sharing best practices in executing smart grid initiatives and
educating retail consumers to manage their households’ energy usage – Me-
terON11, EEGI12, ADDRESS13, Wattzon,
– efforts to reduce energy needs of buildings by replacing equipment and edu-
cating consumers – BEEMUP14,
– increasing reliance on renewable energy sources and raising awareness about
energy usage among consumers – ADDRESS,
– establishing industry standards for smart metering infrastructure, taking into
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5 Conclusions
The microgrid market and technologies that enable to manage microgrids are
now highly developed. Despite the challenges posed by the management of small
electricity grids, there appear new ideas, advanced management techniques, more
accurate forecasting models and better tools to predict the market changes. For-
tunately, with the development of the microgrid, the accuracy of forecasting the
behavior of the microgrid components is improving. The accuracy of forecasts in
the microgrids is extremely important because it’s strictly related its functioning
costs, what is then further reflected in the profitability of microgrid system as a
whole.
The market potential of microgrids, especially in the global context is es-
timated for billions of dollars of investment (but also of revenue). Also on an
European market, namely in the CEE16 region, a lot of investments are per-
formed e.g. by 2033 smart meters investments will reach about 10.3$ billion in
the CEE countries.
Currently developed microgrid management systems are mainly prepared to
support the management of large smartgrid networks, which are connected by
SCADA class systems. On the other hand, there are many small applications
that display data on average energy consumption and recommend environmen-
tally responsible behaviour. There are few systems, which support the small
microgrids and these type of grids are currently being developed.
FEMS is a system that fits in this gap of the market, as it supports house-
holds and individual clients, and it can be successfully applied to small busi-
ness entities. FEMS supports the analysis of energy consumption and enables to
forecast future consumption, as well as production of the microgeneration. The
forecasts are generated based on the historical data, but also data acquired from
external sources (i.e. Internet weather forcase, TV programme etc). FEMS also
supports the microgrid market transactions to allow the energy trading on the
local market, using the neighbourhood of renewable energy resources. One of
the important modules is also a recommendation system, that operates on data
on prosumers in order to effectively educate them in caring for the environment
and saving the energy.
FEMS can be easily extended with additional modules and adapted to a va-
riety of markets in the CEE region, as well as around the world. Using this type
of management systems for the microgrid may offer many advantages such as:
efficient exploitation of renewable energy sources, reduced emissions of carbon
dioxide, protection against blackouts, reduction of cost of energy supply, auto-
mated acquisiton of data from smart meters and Internet sources, and many
more. This type of systems will soon become present in our everyday life, so at
this stage we should support their development, seeing that this kind of systems
will provide us with clean and green energy in the cheapest way possible.
16 Central and Eastern Europe countries
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4.3 Proling of Prosumers for the Needs of Electric Energy De-
mand Estimation in Microgrids
The goal of the second paper within this chapter is to present and validate a method for estimation
of the demand for the electric energy in microgrids based on proling of a prosumer that enables
to determine the energy demand. This paper contributes to achieving the following secondary
goal of the thesis: Creating a prole of a user for the needs of electric energy supply: monitoring
and describing demand for the electric energy to be used by the system enabling management of
the production and consumption of the electric energy in the smart grid. It is worth to underline
that the paper targets also the issue of proling of things.
The paper was published in the International Journal of Energy Optimization and Engineering
(IJEOE). Detailed reference: Fabisz, K., Filipowska, A., Hossa, T., 2015, Proling of Prosumers
for the Needs of Electric Energy Demand Estimation in Microgrids, International Journal of
Energy Optimization and Engineering (IJEOE), 4, pp. 29-45.
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Profiling of prosumers for the needs of electric energy demand estimation 
in microgrids 
 
Abstract— Nowadays, a lot of attention regarding smart grids’ development is devoted to 
delivery of methods for estimation of the energy demand taking into account the behavior 
of network participants (being single prosumers or groups of prosumers). These methods 
take an advantage from an analysis of the ex-post data on energy consumption, usually 
with no additional data about profiles of prosumers.  
The goal of this paper is to present and validate a method for an energy demand forecast-
ing based on profiling of prosumers that enables estimation of the energy demand for 
every user stereotype, every hour, every day of the year and even for every device. The 
paper presents possible scenarios on how the proposed approach can be used for the ben-
efit of the microgrid. 
Keywords-microgrid, prosumer, profiling, prosumer’s behavior, energy demand estimation 
 
Introduction 
The energy market is changing. New entities, such as prosumers and network aggregators ap-
peared and new management, trading, decision support and forecasting tools are being devel-
oped. As a result, challenges and questions arise, such as i.e. “How to encourage the prosumers 
to data sharing?”, “How to make use of the prosumer involvement?”, “How to design and make 
an advantage of the data provided by the prosumers?” and “How to determine a role of 
a prosumer?” (Shandurkova et al., 2013; Brendal, 2013; Filipowska et al., 2013). 
 
Currently, energy operators prepare forecasts for large groups of energy consumers based on 
predefined standard energy profiles or another calculation methods like time-series regression, 
neuro-fuzzy techniques like ARIMA models, etc. (Ghanbarian, Kavehnia, Askari, Mohammadi, 
& Keivani, 2007; Churueang & Damrongkulkamjorn, 2005). These methods rely on data on 
historical energy consumption. In many cases, such solutions work well and give low error 
forecasts results, because of the statistical law of the large numbers (the larger number of energy 
consumers, the more aligned the forecast).  
 
However, an increasing number of prosumers is equipped with smart meters and the advanced 
metering infrastructure (AMI) is expanding (Livgard, 2010). In addition, an exploitation of re-
newable energy sources like wind or sun (photovoltaic panels) becomes more popular, because 
of the national energy policies and ecofriendly social trends (Parkinson, Wang & Djilali, 2012; 
Singh, Alapatt & Poole, 2012). Thus, the emergence of the smart grids solutions and  intelligent 
grids, which have their own generation sources and can work almost independently from the 
main power grid, is being observed  (Taft, 2012). Therefore, there is a need for preparing energy 
consumption forecast of good quality for small groups of prosumers (sometimes even for indi-
viduals), independently from the other groups as such prosumer groups can use the energy from 
their own generation sources. A single consumer or a small group volatility with regard to en-
ergy demand is very hard to predict, so energy analysts have a difficult task trying  to deliver 
forecasts with a low error.  
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Our research (these results are a subject of other submission) shows, that standard forecasting 
methods like non-linear regression, seasonal exponential smoothing or local methods need ag-
gregated data from at least 60 prosumers to produce well fitted forecasts. When, we use aggre-
gated data from over 60 prosumers, the mean squared prediction error stabilizes. This means 
that forecasting for groups smaller than 60 prosumers using standard forecasting methods won’t 
provide satisfying results (Hossa et al., 2014).  
 
Therefore, there is a need to supplement standard forecasting methods with other approaches. 
Besides of gathering the historical energy consumption, the data describing each energy 
prosumer should be possessed. Such datasets will give an opportunity to explain the volatility 
of energy consumption even for a single prosumer.  
 
The aim of this paper is to present and validate a method for the energy demand estimation in 
microgrids based on profiling of prosumers (energy producers and consumers) that enables to 
determine the energy demand for every user stereotype, every hour of the year and for every 
device. The proposed approach is tailored to the needs of an innovative microgrid management 
and decision-support system, namely the Future Energy Management System (FEMS).  
 
The paper is structured as follows. Section 2 introduces the notion of the profile, showing the 
potential exploitation of user data with regard to energy demand estimation. Section 3 describes 
the method that enables estimation of energy demand based on the prosumers’ data. Section 4 
provides a use case-based validation of the proposed method. It includes also possible scenarios 
on how the suggested approach can be used within a microgrid. Section 5 presents the related 
work. The paper is summarized in the conclusions section that presents the key points as well 
as possible directions of our future work. 
 
Prosumer profiling 
The notion of a profile in the domain of Information Systems, refers currently to the Web 2.0 
tools that enable users for creation of their identities. Such profiles usually include information 
that characterizes a user including personal, contact as well as additional data such as hobbies, 
interests, etc. Examples of tools include Facebook (Lampe, 2007), Instagram or corporate por-
tals.  
 
Another type of user profiles is used by recommendation engines, such as Last.fm 
(http://www.last.fm). This service builds profiles of users regarding the music they listen to. 
Last.fm is on one hand a social network, where users may add or look for friends listening to 
similar music, on the other is a complex tool suggesting the user the music he should listen to 
or displaying him personalized ads. There exist also simple user profiles on the Web that consist 
of the contact data, transaction history, preferences and other data important and stored from an 
e-business point of view (Adomavicius, 2005). In this case, the aim of profiling is gathering 
knowledge that enables preparation of a personalized offer. The research results show that such 
personalization builds the customer satisfaction and loyalty (Ntawanga, 2008). 
 
This leads us to a definition of a profile that is a source of knowledge on a user on all aspects 
that may be important from the systems functionalities' point of view (Wahlster, 1989). (Koch, 
2000) defined a profile as an abstract representation of a real-world user, in the sense that not 
all user characteristics are reflected in the model. Only the characteristics that are useful should 
be taken into account by the system. Similarly the profile is understood in our research. We 
describe all characteristics of a user that may influence his energy demand. This data may be 
diverse and include inter alia: 
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• demographic information on a user e.g. age, gender, nationality, 
• family data i.e. the number of people living in the household, including their age and 
status, 
• type of the real estate the users live in e.g. type of heating, cooker, isolation, width of 
walls, 
• style of work, hobbies, etc. – all information characterizing time of the day the user 
spends at home (using different appliances), 
• devices that a user exploits including time of the day, when they are used. 
 
As it may be easily noticed, the data that needs to be gathered by the system is to enable for 
modeling the user behavior with regard to the energy usage. The demographic and family in-
formation, may be used while filling in the gaps in the data e.g. by assigning a user to a correct 
group (similar from the point of view of his behavior). Moreover, such data enables for deliv-
ering of new type of methods for energy demand forecasting taking into account not only the 
historical demand, but also information on the user. 
 
Towards estimation of microgrids’ energy consumption 
This section aims at presenting the underlying assumptions as well as the method enabling for 
energy demand estimation without using the historical data. The proposed method takes into 
account behavioral and identification variables.  
 
Prosumer stereotypes in microgrids 
 
To better understand the microgrid environment, we distinguish three main categories and some 
subcategories of the energy prosumers that co-exist within an intelligent network. Based on the 
energy consumption patterns, we differentiate between the following stereotypes (where a ste-
reotype is a set of data that determines a family type, a building type, a number of persons in a 
household, appliances used (nominal power, number of devices, an energy class), energy prop-
erties of a building, prosumer behavior habits, etc. (Filipowska et al., 2013)): 
 
• households – some of the devices used are constantly plugged in (e.g. a fridge, a TV 
set), few are used occasionally (e.g. a vacuum cleaner), number of persons varies from 
one person (single) to many (e.g. 2+2, 2+4 family). This type includes: 
o flats – energy used mainly for lighting, cooking, entertaining, 
o detached houses, energy used as above and in many cases also for heating and 
cooling,  
• business entities: 
o restaurants – depending on the day and the “rush hours”, they are characterized 
by high energy demand in a kitchen (fridges, coolers, electric kettles, etc.) and 
in a dining room (lighting, air conditioning, etc.), 
o stores – depending on the type of their activity type (e.g. grocery, pharmacy, 
supermarket) they might use inter alia devices constantly consuming energy 
such as coolers or fridges as well as those used only during the fixed working 
hours i.e. 09.00-17.00 or 09.00-20.00, 
o factories – depending on the type of industry (e.g.  food, construction, produc-
tion), they are described by the use of an industrial machinery that has a large 
energy demand, 
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o offices – the highest energy demand occurs during the office working hours, 
which are e.g. 07.00-15.00 or 09.00-17.00 and the typical devices used are com-
puters, printers, servers, TVs, etc.,  
o wellness, sport & recreation centers – the typically used devices are lights, audio, 
TVs, special equipment, etc., with working hours e.g. from 09.00 to 22.00, 
• institutions:  
o schools & universities – depending on the size and scale, possessing many elec-
tric devices, especially computer and IT appliances, but also lightning, cooking 
and cooling devices,  
o healthcare centers – such as hospitals and health centers, where professional 
medical equipment and appliances such as medical imaging machines, medical 
monitors, laboratory equipment, computers, lighting, cooling, etc. are used, 
o churches – that consume a lot of energy for lightning and heating (if it is in-
stalled), 
o public utilities & offices – considered as public businesses that provide the pub-
lic with everyday necessities, entail such features as large amount of electronic 
devices (computers and other office appliances) and fixed working hours e.g. in 
Poland from 07.00 to 15.00.  
 
These stereotypes were distinguished taking into account typical classifications of buildings 
and their usage types (MoE, 1994; CSO, 2013a). Each of them is characterized by a set of 
different appliances, varying hours of energy consumption, preferences, building type, etc. Ad-
ditionally, each entity has a diverse overall energy demand that may also vary with the time of 
the year i.e. within a month a prosumer classified as a flat (i.e. four- person household) may 
consume circa 200 kWh energy and a prosumer defined as a restaurant may consume ten times 
more energy (CSO, 2013b) . 
 
Assumptions of the proposed approach 
 
Throughout the past few years, many energy consumption-oriented surveys were conducted. In 
Poland, the agency responsible for collecting and publishing statistics is the Central Statistical 
Office (CSO). The main CSO publications addressing the topic of the characteristics of the 
energy consumers are CSO (2014) and CSO (2012). The aforementioned reports include a de-
tailed information on the energy consumption quantities also with regard to such aspects like 
the purpose of use, the ownership of the energy, the energy consuming devices and some struc-
tural factors that influence the consumption’s characteristics. Moreover, they provide infor-
mation about the energy generation from renewable sources (CSO, 2014; CSO 2012).  From 
the point of view of the proposed approach, the most valuable information, derived from the 
national statistics, is the one related to the percentage of  households using appliances like heat-
ing, cooking, mechanical ventilation and air conditioning equipment, lighting, electrical appli-
ances and their parameters. Referring to these statistics (the statistical representative sample 
size was concerning the responses of 0,0337 % (4576) of Polish households), it was possible to 
evaluate the probability for predefined stereotype values. Moreover, the data describing the 
energy load was analyzed and applied so to address and answer one of the crucial problems – 
what is the possibility of use of a specific device at a specified hour (PSE, 2012; Dzikowski, & 
Filipowska, 2014). 
 
The approach proposed  in this paper, may be perceived as a bridge between the descriptive 
statistical data, energy provider observations (historical usage) and the currently existing solu-
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tions such as intelligent computer systems. It bases on a combination of the prosumer descrip-
tive data and future decisions towards the usage of appliances e.g. energy usage calendar. This 
information feeds the FEMS tool that analyzes it and recommends further actions (i.e. provides 
tips for the energy saving) to prosumers and to a microgrid administrator (Filipowska et al., 
2013).  
 
Taking all into account, the proposed approach should be considered and analyzed as an ex-
ante demand estimation-support method that bases on the data provided or derived by/from the 
microgrid prosumers as well as the data predicted or anticipated with regard to the prosumer 
stereotype. This statement implicates the usage of the following data sources (1) the data on a 
prosumer gathered by the FEMS system that includes inter alia the energy usage calendar data 
(day, hour, device, appliances parameters), (2) the data regarding the stereotype of a prosumer.  
 
The method parameters and variables 
 
We find the following parameters:  
• α – a probability that a prosumer of a given stereotype owns a particular device – if ap-
pliance is indicated by a user in his profile, the parameter value is equal to 1, if not the 
probability must be taken from a stereotype,  
• β – a likelihood that a prosumer of a given stereotype that owns a particular device is 
about to use it in a given month on a given type of a day – on the beginning the parameter 
bases on the predefined stereotype that was prepared with regard to the existing statistical 
reports, lately, the FEMS system calculates the likelihood value; this parameter is further 
detailed by η, 
• γ – an average number of hours that a given device operates in a given month on a given 
day – on the beginning the parameter is taken from a specified stereotype and its value is 
determined by statistical surveys, lately, the FEMS application calculates the parameter 
value,  
• δ – a nominal power of a device in Watts – in every case, it is always a user input param-
eter, however may be taken from a device stereotype, 
• ε – a number of devices – in every case, it is always a parameter given by a user, if not 
provided set to 1, 
• ζ – the probability of the energy consumption by a given stereotype at the specified hour 
of a day – in the beginning the parameter value is taken from the stereotype and is calcu-
lated based on the statistical surveys, lately the values are calculated by the FEMS system,  
• η – the likelihood that a prosumer of a given stereotype that owns a particular energy unit 
is about to use it in a given month, on a given day, at the specified hour of a day – the 
parameter addresses the problem of non-statistical user, who consumes the energy in a 
specific way. 
 
The listing demonstrated below presents the two auxiliary variables representing the two ele-
ments of the main method: 
• Ex(e) – an amount of energy expected to cover a daily energy demand in a particular 
stereotype on a given type of day. The Ex(e) parameter takes into account the information 
on an expected number of hours that a particular device works for a given stereotype in a 
given month on a given day:  
  
       Ex(e) = α β γ δ ε                                       (1) ´ ´ ´ ´
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• Ex(hi) – the expected value that a prosumer of a given stereotype that owns a particular 
energy unit is about to use it in a given month on a given day at a specified hour of a day: 
                                         (2) 
Finally, as a consequence of multiplying (1) and (2), we are able to calculate the amount of the 
energy expected (defined as Ex(vi)) to cover the hourly device energy demand of a user of a  
particular stereotype on a given type of day: 
                                          (3) 
The Section 3 presents the implementation and validation of the proposed approach.  
 
Validation 
The following section provides a use case that shows the application and validates the proposed 
method. Moreover, the usage scenarios on how the suggested approach can be used within a 
microgrid are identified. 
 
Use case description and validation approach 
 
The following use case is one of the possible scenarios for a microgrid. The input conditions of 
the method imply that a microgrid aggregator has an access to the user energy usage calendar 
data via the supporting tool, in this case the FEMS system. Therefore, the most possible appli-
ances’ intention of use is determined with regard to the type of a day, hour, device and its 
parameters.  For the purposes of the validation example, we consider a stereotype of the “2+2 
persons family, week-day”, that is married, has two young children at a school age. One person 
works from 9 am to 5 pm, leaves at 8.30 am and usually comes back at 5.30 pm. The second 
person leaves as 6.30 am and comes back at 3.30 pm. Kids are in school from 8 am till 5 pm. 
Additionally, the family usually eats and spends evenings at home on reading, watching TV 
and playing with their children. We assume that our prosumer (adult family members) behaves 
rationally (standard statistical example). The Table 1 presents the method parameters for the 
household in question. The list of appliances may be derived from a Central Statistical Office 
(CSO, 2012; CSO, 2014) or a microgrid supporting system e.g. FEMS, where their possession 
is declared by a user. 
 
There are two issues that should be emphasized with regard to the Table 1. The appliances such 
as induction hob and instant-flow water heater, based on their nominal power, can significantly 
affect the overall, daily energy demand. Moreover, for the sake of simplicity, we have decided 
to exclude a refrigerator from our calculations and assume that it consumes energy constantly 
(we are aware that its real energy usage may differ on a daily basis, and is affected by the fridge 
opening frequency, load level, temperature differences, etc.). According to the most present 
device description, we assume that A++ refrigerator usually absorbs circa 0,63 kWh per day 
(Turakiewicz, & Pietras, 2013). 
 
Table 1 presents the most important values in the column labeled as Ex(e) that corresponds to 
the amount of energy expected to cover a daily energy demand of a device in case of a partic-































values on the day hours for different day types (weekdays, Saturdays and Sundays). Please 
note that the daily demand of an appliance depends on the day type. 
 
Device α β γ δ ε Ex(e) 
washing machine (weekday) 1 0,667 1,4 2200 1 2053,3 
laptop (weekday) 1 1 4 60 1 240 
oven (weekday) 1 0,5 1 2500 1 1250 
electric kettle (weekday) 1 1 0,6 2000 1 1200 
vacuum cleaner (weekday) 1 0,5 0,2 500 1 50 
iron (weekday) 1 0,5 0,3 2000 1 300 
dishwasher (weekday) 1 1 2 1800 1 3600 
induction hob (weekday) 1 1 1 7200 1 7200 
LED lights (weekday) 1 1 6 5 10 300 
instant-flow water heater (weekday) 1 1 1 7000 1 7000 
TV (weekday) 1 1 4 150 1 600 
TV (Saturday) 1 1 7 150 1 1050 
TV (Sunday/holiday) 1 1 8 150 1 1200 
Table 1: The appliances and variables assumed for the stereotype ''2+2 persons family”. 
Table 2 presents selected calculations made for the TV in September to show how the energy 
demand may differentiate through different days of a week.  
 
Hour ζ η (w-day) ζ×η (w-day) Ex(h) (W-day) 
00 0,1 0,2 0,02 0,0028 
01 0,1 0,1 0,01 0,0014 
02 0,1 0,1 0,01 0,0014 
03 0,1 0,1 0,01 0,0014 
04 0,1 0,1 0,01 0,0014 
05 0,1 0,1 0,01 0,0014 
06 0,1 0,1 0,01 0,0014 
07 0,5 0,4 0,2 0,02797 
08 0,5 0,4 0,2 0,02797 
09 0,1 0,3 0,03 0,0042 
10 0,1 0,1 0,01 0,0014 
11 0,1 0,1 0,01 0,0014 
12 0,1 0,1 0,01 0,0014 
13 0,1 0,1 0,01 0,0014 
14 0,1 0,5 0,05 0,00699 
15 1 0,5 0,5 0,06993 
16 1 0,7 0,7 0,0979 
17 1 0,7 0,7 0,0979 
18 1 0,9 0,9 0,12587 
19 1 0,9 0,9 0,12587 
20 1 0,9 0,9 0,12587 
21 1 0,9 0,9 0,12587 
22 1 0,7 0,7 0,0979 
23 0,5 0,7 0,35 0,04895 
Sum check 7,15 1 
Table 2: Ex(v) distribution and calculation for TV for a September, week-day. 
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Table 3 presents results of calculations Ex(vi) made for week-days, Saturdays and Sundays.  
 
Ex(v) 
Week-day Saturday Sunday 
1,678322 22,605 26,087 
0,839161 10,172 7,826 
0,839161 3,391 7,826 
0,839161 2,260 5,217 
0,839161 2,260 5,217 
0,839161 2,260 5,217 
0,839161 2,260 5,217 
16,78322 5,651 13,043 
16,78322 28,256 58,696 
2,517483 50,861 58,696 
0,839161 50,861 58,696 
0,839161 50,861 58,696 
0,839161 50,861 58,696 
0,839161 50,861 58,696 
4,195804 61,033 70,435 
41,95804 61,033 70,435 
58,74126 61,033 70,435 
58,74126 61,033 70,435 
75,52448 61,033 70,435 
75,52448 91,550 105,652 
75,52448 91,550 105,652 
75,52448 91,550 93,913 
58,74126 91,550 82,174 
29,37063 45,210 32,609 
600 1050 1200 
Table 3: Calculated Ex(vi) values. 
 
The TV’s (150W of nominal power) anticipated energy demand (600W) is depicted in the Fig-
ure 1. The highest probability of the electricity demand of this appliance is on Sunday (dark 
grey line) and Saturday (light grey line) mostly due to the fact, that family spends time at home.   
 
With regard to the specifics of a selected stereotype, a lower probability of energy consumption 
during the working hours is assumed (due to spending that time working outside home). More-
over, we can anticipate that the possible energy consumption of TV might last from 7 to 9 am 
on non-working days and from 3 to 12 pm. On Sundays and holidays we might expect rather a 
constant energy consumption during a whole day. Of course, a probability can differ depending 
on the hour of a day. Higher energy consumption during evenings might be caused by the fact 
that people are resting and watching TV shows. We must understand the fact that presented 
scenario is just one of the many possible scenarios that assume that a family behaves on average. 
These values may be however, overwritten by the values quantified for 




Figure 1: A TV’s electricity demand profile obtained with the use of the proposed method for different 
types of days in September for a “2+2 persons family” stereotype.  
 
 
Furthermore, after taking into account all appliances’ profiles that are listed in the Table 1, the 
preparation of an overall energy demand profile is possible. Such an energy profile, depicted in 
the Figure 2 (dotted line), is tailored to a given use case stereotype of the “2+2 persons family, 
week-day”. Moreover, the obtained, possible consumption stereotype profile is compared with 
the existing standard profiles dedicated to households and used by energy operators (G11). 
These are typically used by the four main Polish energy operators to prepare demand forecasts 
such as ENERGA, PGE S.A., Tauron Polska Energia S.A. and ENEA S.A. According to the  
Polish law, the standard profile is a collection of the data on the average electricity consumption 
in individual hours of the day estimated for a group of the end users (MoE, 2007). 
 
As it may be observed in the Figure 2, the result of an application of the proposed method differs 
from the energy profiles prepared for a typical household, but these are only a general repre-
sentations on how the users behave (generalizing all households into one category). Under the 
Polish energy market regulations, the rate for the electricity that residential users pay is stand-
ardized and results from the electricity tariff – G. Our research shows however, that standard 
profiles differ significantly from the real usage data (based on data obtained from smart meters 
or users). This may be due to the fact that they are based mainly on the historical energy usage 





Figure 2: The electricity demand profile obtained with the use of the proposed method in comparison to 
G11 standard profile typically used by the main polish energy operators (TAURON PE, PGE, ENEA, EN-
ERGA). 
 
The proposed method allows preparing the estimation of the energy consumption that is based 
on the information delivered by the prosumers (or induced based on their historical usage). The 
energy consumption level is therefore personalized and estimated in accordance to the “real”, 
not strongly standardized, energy usage patterns. Now, considering the abovementioned profile 
for a one particular household, an aggregator is ready to prepare similar calculations for the 
whole group of prosumers in the microgrid. We believe that this way, the aggregator is able to 
lower the overall costs of the electric energy, strengthen users’ awareness (by presenting results 
to users) and improve the energy efficiency (Filipowska et al., 2013). 
 
FEMS as a tool implementing the proposed method 
 
The proposed method is implemented by the Future Energy Management System (FEMS) – the 
management supporting system that appeared on the Polish market in 2013. The system was 
developed for such entities as: prosumers (both single as well as groups of stakeholders e.g. 
local communities consisting of energy consumers and producers), aggregators (i.e. household 
administrators) and energy operators (Filipowska et al., 2013). The FEMS aims inter alia at 
acquisition of data from smart meters, reasoning over the grid model, providing recommenda-
tions, forecasting and methods for retrieving information from external sources. FEMS is also 
a service that can strengthen the user engagement in the field of smart consumption within a 




Figure 3: The interactive FEMS GUI for adding user appliances and the appliances’ usage calendar. 
 
The system was developed to meet the needs of diverse prosumer stereotypes. These stereotypes 
were derived from the literature as well as while experimenting with the real users’ data. The 
information on a family stereotype, a type of the building, as well as devices owned, is provided 
by prosumers while creating their personal account (or updated later). Moreover, the users can 
define their energy consumption calendar, energy consumption preferences, building descrip-
tion, etc. The incentives for providing this information relate to the maintenance fee imposed 
by the aggregator. Besides the data gathered directly from a family, the system retrieves from 
various Internet sources data on factors that may influence the energy consumption i.e. weather 
forecasts and profiles of devices that include data such as the nominal power and the energy 
class. This way, an aggregator is equipped with a tool that enables him better microgrid man-
agement as he provides the users with recommendations and suggestions on how to increase 
the energy efficiency. 
 
To conclude, both FEMS and the proposed method require some essential data provided by the 
user e.g. on devices possessed, energy consumption schedule, building description and its main 
features, preferences and stereotype name. Afterwards, a user has a chance to save some money, 
improve the energy awareness and actively participate in the local microgrid. In turn, a mi-
crogrid aggregator (administrator) may prepare accurate estimations of energy usage of  
a user and a group he belongs to, and send him recommendations such as “In the nearest future 
you should think about replacing your old “B” class refrigerator. The new “A++” refrigerator 






The related work section is divided into two parts. The first one describes energy forecasting 
methods. The second considers the current approaches to the energy prosumers profiling. 
Delivering an efficient forecast (characterized by a high accuracy, that in this case should be 
understood as a low prediction error) of the energy demand in a short-term horizon is one of 
the biggest challenges for the energy grid. The accuracy of a short-term forecast determines the 
costs of the energy trading at the next day or intraday energy market. There are many ap-
proaches to the energy estimation in the literature e.g. the regression line method or the curve 
fitting method that use the data on temperature, humidity, day type parameters and also the 
historical demand. The forecasting accuracies are very good with an error less than 3% for 
almost all day types and all seasons (Jain, Nigam, & Tiwari, 2013). The short-term forecasting 
can be also supported by various regression models (Liu, Huang, & Hsien, 2005; Zhang, & Li, 
2011). Moreover, different methods like neural networks, multiple classifier systems, evolu-
tionary programming, orthogonal lest squares and genetic algorithms are used to create the more 
accurate short-term energy forecasts (Ye et al., 2006; Chan et al., 2011). There are also ap-
proaches based on autoregressive methods (ARMA, ARIMA, EGARCH) and exponential 
smoothing (Contreras et al., 2003; Bowden, & Payne, 2008). 
 
The prediction of the energy demand in the medium time horizon is also being researched. The 
most sophisticated approaches use the knowledge based systems. Among these, methods which 
use multi-layer perceptrons with a back-propagation feed-forward algorithms are characterized 
by a low forecast error (MAPE at level of 2-3%), but they need a relatively larger number of 
training data in comparison to the canonical statistical methods (Falvo et al., 2006; Salama et 
al., 2009). For a medium-term forecasting, there are also methods based on autoregressive mod-
els, like ARIMA (Churueang, & Damrongkulkamjom, 2005). The long-term energy demand 
forecasts are mainly used for planning investment in the network assets. One of many ap-
proaches is the long-term forecasting based on basic frameworks of fuzzy neural network and 
particle swarm optimization. This combination of methods enables the intelligent microgrid 
system to control the electrical supply for achieving the best economical and power efficiency 
(Wai, Huang, & Chen, 2012). Other methods use e.g. adaptive intelligence networks, nonlinear 
autoregressive models, but also simple linear regression (Al-Gandoor et al., 2007; Q.Wang, X. 
Wang, & Xia, 2009). Moreover, for energy demand analysis and forecasting there are ap-
proaches based on autoregressive methods like ARIMA, applied individually or combined with 
genetic algorithms (Gaetan, 2000; Erdogdu, 2007). 
 
The subject of the user profiling is widely described and many solutions are proposed (Poo, 
Chng, & Goh, 2003). The prosumer profiling is based usually only on the historical energy 
consumption, without considering other factors (Montanari, & Siwe, 2013). However, there are 
also approaches that, similarly to what is presented within the article, extend the user profile 
with other factors that may have an impact on user’s energy consumption (Lampropoulos, 
Vanalme, & Kling, 2010; Rathnayaka et al., 2011). However, they mainly focus on prosumer’s 
consumption, energy generation and energy storage behavior apart from factors such as habits 
in the energy usage of a particular household, the types of energy consumption or generation 
devices, other relevant energy characteristics of a household etc. In the literature, there are also 
examples of the energy generation data obtained from prosumers that are used to support the 
process of energy generation forecasting (Rathnayaka et al., 2012).  
 
The regular approach to forecasting the energy consumption used by the Polish energy opera-
tors considers the application of a standard energy profile. As it was mentioned before, the 
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standard energy profile is a collection of data describing an average, hourly electricity con-
sumption of the day that was estimated for a group of the end users (MoE, 2007). Besides this 
definition, the Polish energy law does not impose a need for introduction of a detailed method 
for calculating a standard customer energy profile. Therefore, each energy operator prepares 
his own method of describing the energy profile and publishes these profiles in the document 
called “Traffic and operation instruction of distributed network”. As a result, every energy op-
erator in Poland has a different method for anticipating the energy consumption. For example 
PGE Dystrybucja S.A. for the household-oriented tariff, publishes a standard profile in the form 
of a table, where columns represent the consequent hours of a day and the rows represents next 
months in a year. Additionally each month is divided in three types of days (from Monday to 
Friday, Saturdays and Sundays) (PGE, 2013). Furthermore, the energy consumption values are 
in relative units, so only the interpretation of variability of the energy demand is possible. Such 
approach ignores the possible abnormal energy usage in the days before important holidays 
such as e.g. Christmas Eve. Few operators, like i.e. Energa Operator S.A., release a standard 
energy profile for every hour of every day in the year separately. On the other hand, Tauron 
Dystrybucja S.A. publishes standard profiles, where days are distinguished by the type (work-
day or holiday) and by the time of a year (summer or winter day) (Tauron, 2008).  In this case 
the Taurons’ approach ignores the differences of the electricity consumption in different months 
of the year. 
 
While preparing a standard energy profile, a large amount of the energy consumption data, that 
is gathered from all anonymous energy consumers, is being used. Thus, during the estimation 
process the law of large numbers (LLN) occurs, thus forecasts of the energy load for  
a large group of energy consumers are well fitted. Unfortunately, the use of LLN for a single 
customer or even small group of customers does not give satisfactory results. Therefore, to 
achieve reliable results, it is necessary to investigate methods based on the prosumers profiling.  
 
Conclusions and future work 
In this paper, we presented and validated an energy-demand forecasting method based on 
prosumers’ profiling that enables estimation of the energy demand for diverse user stereotypes, 
for every hour, every day of the year and for various devices. The method is integrated with the 
microgrid management tool, namely Future Energy Management System and is subject to fur-
ther evaluation while real usage. 
 
In our approach, we consider the active user engagement that is manifested by providing the 
system with all data via the FEMS GUI. Moreover, the method based on the prosumers’ profil-
ing aims at changing the widely used approach to forecasting the electric energy load using 
mainly the analysis of the historic (ex-post) data, in particular as regards the estimation of a 
load for a single prosumer. 
 
For the future work, we intend to explore and optimize the proposed method, especially with 
regard to the business stereotypes (companies, restaurants, factories, etc.). Secondly, to ensure 
the general usability of the method, we plan to rigorously test it using the dataset obtained using 
the Future Energy Management System (or other available).  
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4.4 Conclusions
The chapter belongs to the part of the thesis aiming at demonstrating importance of proling for
vertical domains. Its goal was to "create a prole of a user or a thing that will be applicable for
solutions enabling management of production and consumption of the electric energy in the smart
grid". This goal was further translated into two secondary goals addressed by specic sections of
this chapter, namely:
 Proposing an architecture of a system for monitoring energy production and consumption
in the smart grid, taking into account a prole of an individual prosumer.
 Creating a prole of a user for the needs of electric energy supply: monitoring and describing
demand for the electric energy to be used by the system enabling management of the
production and consumption of the electric energy in the smart grid.
In relation to the rst of the goals mentioned, the paper included in Section 4.2 was to
provide a requirements analysis and an architecture of the system enabling management of the
production and consumption of the electric energy in the smart grid. Section 4.2 studies denition
and challenges for the microgrid and in relation to them proposes requirements for a system
supporting management of prosumers in the smart grid. The concept and the architecture of a
system, especially enabling not only management, but also forecasting of production and usage of
the electric energy (including acquisition of data from the Web to enable for improved reasoning),
are proposed. The system was developed within the Future Energy Management System (FEMS)
project which was delivered for a business partner, following the consortium research methodology.
The second goal of the chapter was detailed into presenting and validating a method for
estimation of the demand for the electric energy in microgrids based on proling of a prosumer that
enables to determine the energy demand. The paper included in Section 4.3 explains denition
of a prole and stereotype in a microgrid. Then, a method for demand estimation taking into
account features of a prosumer, including appliances used, is proposed. The application of the
method in the smart grid management software is also demonstrated. It should be underlined
that the method is nowadays a working method, used for prediction of the electric energy usage
by a single household in the FEMS system.








A signicant part of work of the author within the last 8 years concerned researching the domain
of telecommunication within the framework of the Dynamic Social Network project carried out in
cooperation with Orange SA. Besides of development of methods enabling for modelling a prole
of a user or strentgh of a relation between two or more users in the telecommunication network,
an emphasis was put on studying business potential related to these methods and scenarios.
The goal of this chapter is to demonstrate how to develop a prole of a customer/subscriber
to telecommunication services, enabling for personalisation and taking into account the issues of
privacy and trust and to study potential of such a prole from a business perspective. Secondary
goals of the thesis, that are addressed in this chapter, include:
 Dening a solution that enables to manage personal information in telecommunication.
 Proposing methods enabling for user proling based on Call Detail Records data.
5.1.2 Structure of the chapter
The chapter consists of four sections including an introduction presenting relation to thesis' goals
and a summary that presents results that were achieved in relation to these goals. Section 5.2
focuses on achieving the rst of the secondary goals referred to in this chapter. Section 5.3 relates
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to proposing methods enabling for user proling based on Call Detail Records data.
5.2 Managing Personal Information: A Telco Perspective
The goal of the section, and the paper accordingly, is to propose a set of methods for managing
personal information to enable new application scenarios. The supplementary goal of the solution
envisioned is to empower a user to update and manage his personal data. As such this section
contributes to achieving the following secondary goal of the thesis: Dening a solution that
enables to manage personal information in telecommunication.
The paper included in this section, was accepted to 19th Conference on Innovations in Clouds,
Internet and Networks, ICIN 2016, Paris, 1-3.03.2016 and published in the conference proceed-
ings. The detailed bibliographic reference is as follows: Filipowska, A., Szczekocka, E., Gromada,
J., Brun, A., Portugal, J., Jankowiak, P., Kaªu»ny, P., Staiano, J., 2016, Managing Personal Infor-
mation: A Telco Perspective, 2016 Conference on Innovations in Clouds, Internet and Networks,
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Abstract—While paving the way for novel and exciting appli-
cation scenarios, the foreseen large-scale deployment of connected
objects poses a number of ethical concerns which, if not timely
addressed, can potentially dampen the full potential of this drive.
In particular, issues related to privacy and control of the data
collected by sensors can undermine users’ trust, hence hindering
several application scenarios due to the perceived sensitivity of
the data required. In this work, we describe a first prototype
which addresses such issues by granting users full ownership
and control of the data their sensors produce. The proposed
solution - the Personal Information Management platform - aims
at breaking the data silos, allowing the spontaneous emergence
of ad-hoc and decentralized communities and applications, and
gaining user trust by providing transparency on personal data
and its usage with a user-centric approach. Furthermore, we
provide a sample use case application based on the platform,
enabling social activities of a community supported by data
from objects belonging to Internet of Things and personal
information inferred from this data. Finally, we discuss current
limitations and elaborate on future developments of the described
technology.
I. INTRODUCTION
The current wave of commercial offerings regarding the
Internet of Things and connected objects opens exciting
possibilities for designing applications tackling a variety of
problems in everyday life. For instance, it will be possible
to propose, implement, and test novel approaches to issues
of high societal value (e.g. energy consumption optimization,
food waste reduction). Nonetheless, it can be speculated that
the efficacy of such solutions will be highly influenced by
human factors: these connected sensors will allow for exten-
sive collection of sensitive and personal information, as the
raw data gathered will encode details about people’s behavior,
habits, preferences, interactions, social activities and so forth.
Looking back at the last years, it is clear that the emergence
of the “Web 2.0” and the wide adoption of smart-phones
have, on the one hand, allowed for significant technological
breakthroughs (e.g. Big Data solutions) while, on the other,
the dominant business models have relied on offering “free”
services in exchange for the commercial exploitation of per-
sonal data: for instance, it is very common to implement user
profiling in order to serve targeted advertisements.
Although these models are still widely in use, the striking
unbalance in terms of effective data control between the
data producers (the users) and the data retainers (the service
providers) has lately generated several concerns, bringing
policy-makers to start dealing with the issues of privacy and
data control, researchers to devise possible solutions, and an
increasing amount of users to grow awareness on the matter
and find ways to protect their privacy. The focus of this
work is on personal data of customers and on building a
platform which offers full control over usage of personal
data in customers’ social activities supported by different
services. Moreover, this platform enriches social communica-
tion services by injecting into them knowledge derived from
personal data in a trust-by-design fashion. We believe that this
approach can create significant value from personal data for
both customers and operators. Previous related work focused
on modeling customers’ relations based on data from their
communications – a first step in building a value from their
personal data; it soon became clear that this is not enough
to provide a complete offer to a customer. Service providers,
and particularly Telco operators, nowadays find themselves
in the unfavorable position of losing their customers’ trust.
In this work we propose a prototype solution – the Personal
Information Management (PIM) platform – able to grant its
users (Telco customers) full control on their data, and to allow
them to take conscious and informed decisions to e.g. make
their data available to other users or services.
Preliminary user studies have shown significant lack of user
awareness of privacy risks, e.g. during their internet activities.
Hence, the proposed approach is expected to also contribute
towards an increase in customers’ awareness on the effects of
their data-sharing choices, on how their data is used and by
whom.
The main contributions of this paper can be summarized as
follows:
• we describe the Personal Information Management plat-
form and depict factors like methods, algorithms, tools
allowing for building a smart system predicting and
prompting to a user different usages based on his social
context;
• we report on a first deployed application based on the
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platform along with the feedback obtained in the associ-
ated user studies;
• we elaborate on current limitations and future develop-
ments of the proposed platform.
II. RELATED WORK
In this section, we provide details on research activities
related to this work. In order to contextualize the proposed
platform, and to highlight the importance of allowing behav-
ioral data collection in a trust-by-design paradigm, we first
briefly report on works harnessing the potential of big data
processing and we highlight how to adopt and use results
of this processing from a single user perspective; then, we
describe proposed solutions for granting users control on the
data they produce.
A. Behavioral Data Research
In order to obtain useful insights on their customer base and
provide advanced analytic capabilities [1], Telcos have in the
last years heavily relied on user profiling techniques, which
proved particularly valuable to design personalized services
and modeling customer groups [2]. The profile of a user can be
seen as a machine processable description [3] of his/her behav-
ior, encoding several facets such as calling/messaging patterns,
i.e. the user’s network activity and derived information ([4],
[5], [6]), and mobility information, i.e. places the user visits,
derived by the location of the Radio Base Stations (RBS)
his/her mobile phone connects to ([7], [8]). Furthermore,
additional information can be derived by the user’s position in
the graph of Telco customers [9]; The most employed source
of data for these studies is represented by Call Detail Records
(CDRs)1, which hold a variety of information2 allowing also
to estimate the user’s current location.
Previous works have shown how the mobility of people
is characterized by very similar patterns [10], and display
distinct motives over depending on the temporal resolution
adopted [11]; these findings confirmed the intuition that people
tend to visit only a few places on a regular basis, hence
further research has focused on defining and identifying such
important locations3 ([12], [13]). Based on these anchor points,
several approaches have tried to uncover user daily travels/trips
([8], [14], [15]) by identifying the places where users stopped,
those he/she passed by rapidly (probably not having any
activity in there), and so on. Moreover, researchers have
exploited area labelling and Points of Interest (POI) to estimate
the activity of a user in a given place [16]. Accounting
for temporal information, it is then possible to derive even
more precise information about user’s habits and preferences:
in [17], the authors investigated the relations between the
important locations in users’ lives (home, work, other) and
their social interactions, hinting at the impact that mobility
1Also called “billing logs”.
2Who, using which service, has communicated with whom, during which
time and where the event happened.
3Also referred to as “anchor points”.
profiling can have on deriving information on the users social
sphere.
Besides focusing on profiling individuals or customer seg-
ments, recent efforts have used aggregated mobility informa-
tion, derived by CDRs or Global Positioning System (GPS)
traces, to tackle problems of societal relevance, such as
floodings and emergency response ([18], [19]), mapping the
propagation of diseases such as malaria [20] and H1N1 [21],
and to predict crime hotspots [22]. These works well exemplify
the enormous advantages of big data processing for society,
and highlight the need of devising data-sharing solutions able
to meet the privacy demands of the data producers.
B. Privacy and Data Control
Research conducted in living-lab settings has recently
shown the desire of internet and smartphone users of being
granted more control on their own data ([23], [24]). In
particular, users have been found to associate higher relative
monetary value to their location information, hence consid-
ering it the most sensitive behavioral trace. Several privacy-
preserving platforms have been developed in the last few years:
in particular, the OpenPDS [25] provides a “SafeAnswers”
mechanism, allowing data access to collectors only at the
user discretion (and at a level of aggregation specified by the
user); moreover, systems inspired by crypto-currencies have
been developed in a decentralized manner, such as Ubiquitous
Commons4 and Enigma [26].
III. THE PIM PLATFORM
Under current paradigms, massive amounts of personal data
are automatically collected by service providers: users leave
their digital footprints in several systems whenever they e.g.
perform a web search, install a mobile app, make a call or
message someone, post on social media and so on. Surely, all
this data can be used to the users’ benefit, by e.g. providing an
improved, more responsive experience. Nonetheless, a striking
unbalance between users and service providers exists: in fact,
the former have no power to act on the uploaded data (e.g. to
delete it) nor can control the way their data is exploited by
the providers and third parties. With the currently increasing
public awareness on privacy matters, this issue seems very
likely to undermine customers’ trust: even if a Telco operator
would treat its customers data with the highest caution and
responsibility, without transparency it would not be perceived
differently from other, less cautious, providers, hence not
improving its reputation despite its efforts.
In this work, we present a possible solution to this problem,
from a Telco perspective. Based on user-centric data services,
the Personal Information Management (PIM) platform is a
technological facility devised to grant users control over their
data: the PIM allows them to visualize the data they produced,
to allow for selective actions on it (e.g. partial deletions), to
control who has access to it and to do what, and to foster the
bottom-up emergence of novel applications by promoting data
reuse.
4http://www.ubiquitouscommons.org/
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Figure 1 provides a graphical representation of the amount
and variety of data collected by Telco operators: data coming
from service usage (event logs, mobility, contracts, etc.). It
should be noted that collection and storage of such data
is delegated to several subsystems (silos), and can legally
exclusively be used for the purposes they were collected. For
instance, this means that billing data can only be used for
billing purposes in agreement with a contract between a telco
operator and a customer, e.g. when a customer agreed for his
data to be used for marketing purposes, his profile is harnessed
to propose additional offers or service improvements. Usually,
these operations rely on statistical approaches and simple
customer segmentation.
The scope of PIM, hence, becomes two-fold: on the one
hand, it is instrumental for granting customers full control over
the data they generate; on the other, by providing them with
the choice of opening their data for specific purposes, it can
be seen as an enabler for novel applications of societal and/or
business value. The goal of the proposed system can thus be
summarized as making the Telco operator data space secure,
trustable, open, and social.
Figure 1. Data collected and protected by Telco operators.
Furthermore, we envision PIM as the platform which will
allow Telcos for transition from the model shown in Figure 1
to the one represented in Figure 2. In the latter, all data
produced belongs and is managed by the specific customer
who produces them: thus, each customer would be enabled
to state the following: “I am the owner of data produced
by me - my small data belongs to me”, “I authorize people,
services and applications to view or process all or selected
portions of my data”, “I let my data being reused when I see
my personal or common (social) benefit”. A crucial challenge
Figure 2. The PIM user-centric data control model.
is therefore represented by the need of finding technological
solutions able to reduce the burden of data access settings
configuration: the system is required to be smart enough
to streamline the personal data management experience. For
instance, by recommending services relevant to the specific
user, or providing adaptive and personalized interfaces.
A. PIM Functionalities
Our goal is to provide each customer with a secure solution
that takes care of privacy of his data, extracts knowledge from
this data and lets him/her control usage of both his data and
the derived knowledge. An important success factor is linked
to the customers awareness of the benefits that can derive from
their data and appropriate knowledge modeling. Ideally, both
the customers and the Telco operators will in the end benefit
from this approach.
The most adopted online social networks currently offer
centralized infrastructures in the Web [27]. These solutions
are said vertical, i.e. they serve users’ data only in scope of
the same social network. The main disadvantage is the lack
of clear rules of personal data and information management:
in fact, a user is not aware of how his data is stored and
processed, and of how it is used and managed.
Taking into account all of the above, this work is ded-
icated to elaboration of Personal Information Management,
devised as a component of a social communication services
platform and as an enabler for social communication services.
Previously, we have dealt with the ways of enabling social
Telco applications based on customer behavior and relations
between customers [28]; in this paper, we focus on personal
data aspects.
The PIM lets customers manage their personal data and
grants them control over them, and includes a sub-system able
to derive knowledge from data. In order to properly collect,
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store, maintain and transform data, two functional layers were
designed, as represented in Figure 3:
• a logical layer, the Personal Information Management,
responsible for data processing, knowledge extraction,
and management of privacy policies;
• a physical layer called Personal Data Management, which
performs data maintenance and operations (e.g. collec-
tion, storage, retrieval, physical security) on raw Telco
data.
Figure 3. The two-layers architecture of PIM.
An important feature of the sub-system is concerned with
ensuring safety of users’ data. Personal Information Manage-
ment functionalities being an integral part of social communi-
cation services platform (Social Tool for Telecommunication),
are exposed to the external world through a set of APIs. The
current implementation provides a set of 22 APIs used to e.g.
register a service, retrieve service information, subscription.
In brief, the functional requirements of PIM are:
• to allow user to manage personal data with circles of
contacts or communities which govern with own rules of
information gathering, sharing etc.;
• to offer smart solutions with a simple interface and let
customer manage his/her personal data (e.g. configure
privacy settings, check them, confirm system prompts of
settings based on user profiling, access visualizations);
• to offer control of different privacy levels based on user
data and knowledge derived via customer dynamic profile
(i.e. adaptive to the user’s evolving interests and needs),
social cartography and context (e.g. user relations, usages,
location, availability, mood);
• to achieve interoperability among different telco opera-
tors’ systems.
Usually, a significant part of online social activities consists
of sharing of data, information, content which to a great extent
has a personal mark. Sharing is in most cases happens through
an application allowing the user to expose data to the external
world (e.g. friends, classmates, co-workers, students, different
groups and communities of people). The subject of sharing
can be any kind of customer data (collected or created by
him or bound with him by default – e.g. name, address).
Specific novel kind of data is related to sensor readings
which can include highly personal data (as exemplified by
the Quantified Self movement), as well as enviromental and
situational measures, which can also be exploited for profiling
a particular person’s behavior.
Currently, the first implementation of the Personal Infor-
mation Management system offers relatively simple function-
alities concerned with personal data sharing, via different
applications to different people belonging to the customer’s
social circles and communities. Ongoing work will soon allow
the introduction of more intelligence to the management of
personal information, along with advanced functionalities.
Present functionalities of PIM allow:
• to manage authentication of a customer allowing for
entering well identified customer into a system;
• to control customer social network visibility;
• to match PIM policies with specific service policies;
• to let a customer set up access rights and privacy policies
to his assets (like data, photos, devices) via several
services;
• to manage access to customer’s data, photos and devices
and policies in the context of services and people (e.g.
customer contacts’ rights within particular services);
• to recognize and propose different social circles and
communities for sharing;
• to visualize the status of customer’s data access settings;
B. Algorithms, methods and tools for Personal Information
Management
For the purpose of introducing intelligence into PIM plat-
form several algorithms, methods and tools should be applied.
The customer perspective fits the “small data” perspective
elaborated in [29]; nonetheless, Big data methodologies have
a significant role for e.g. inferring a customer’s background
and habits.
In order to provide a customer with personalized and con-
textual services that can be used on platforms like PIM the raw
data needs to be transformed and preprocessed. Basic telecom
data is available mostly in form of logs with specific Ids
connected to the most important characteristics of a network
event (e.g. place, user, service). Data safety and validity is
achieved thanks to state of the art algorithms; then, multiple
methodologies are adopted to transition from raw call detail
records to aggregated data, focusing on different aspects of
the logs themselves.
Several algorithms are in the process of being integrated into
the platform. These include methods for dynamic behavioral
profiling, anomaly detection, social action prediction, and
community discovery. By working in the customer’s context,
such information will be used to provide privacy protection
features: for instance the customer will be notified in case of
anomalous data-sharing through a given service. One of the
algorithms extended, integrated in the platform, and currently
under validation is EVABCD [30] for dynamic behavioral
profiling. Other methods adopted concern detection of com-
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munities based on social strenght of relations, which allow to
differentiate contacts between users.
An algorithm that determines home and workplace of a cus-
tomer based on CDR data can be seen as privacy threatening:
nonetheless, a naive solution might consist in labeling such
information with unique IDs – disconnected from the users
personal data; this way, it is possible to derive higher level
knowledge on the customer base while limiting the privacy
issue. Following this example, the higher level information
derived (where people live and work) can be used in:
Big Data perspective - obtaining information about certain
user groups (e.g. identifying students based on POI visits)
can give valuable information considering school transporta-
tion and providing authorities with suggestion of pedestrian
crossings or speed limits on most visited areas.
Small Data perspective - information itself can be used
to contextually provide users with offers of meeting people
with similar habits and profiles that have agreed for it. For
example people living or working in similar areas both use
social app focused on certain hobby and receive suggestion of
contact. This can be further expanded on with social network
analysis providing “friend of a friend” features implemented in
Telco network without the need for logging in external apps.
Provided with this data it is then aggregated and that there are
no ways to identify a given customer, preprocessed data like
this aims to represent a real person as much as possible to
draw conclusions regarding population based on it.
Many studies have concluded that the standard call logs are
a good proxy to infer population characteristics; furthermore,
aggregating the data provides us with data sets that can be of
a high value for the analysis of:
• Population mobility - traffic, carbon dioxide emission;
• City centered analysis - urban planning [31], use of
public transport and its optimization, characteristics of
city districts and cross district movement;
• Tourism – identifying tourist movement models and pre-
diction, identifying nationality focused “heatmaps” (e.g.
where users from country X mostly visit);
From the academic point of view, several research fields
focus on creating models of human behavior, spatial habits or
social networks. In these studies, data is used differently from
the standard “value oriented” approach (i.e. when user gives
his personal data in exchange for personalized advertisements
or special offers). This creates opportunities for the user to
decide for what purpose his data is analyzed. The social aspect
of influencing global research for which data are inaccessible
by other means could show users the social benefit of their data
preprocessing. On the other hand having easily understandable
user information can open new ways of sharing user personal
data based on the context. That way user can be more in
control of his data, wishing to e.g. share information only
when he is at work or only during the time he is travelling
between places (for instance, if he wishes to participate only
in a transportation study). In this example, the user could be
in control not only of the type of the data that is collected,
why it is gathered but also when the collection takes place.
Such user-centered approach, providing increased transparency
on data usage, can encourage users that otherwise would not
share their personal logs or other data to do so.
IV. A USE CASE: SOCIAL GARDENING
In this section, we present a first use case implemented
using the PIM platform, with the goal of illustrating the
platform functionalities: Social Gardening, a service to sup-
port collective gardening in micro-communities (e.g. between
friends, neighbors, or people who share a common interest).
Social Gardening is a data-based service: it uses data coming
from connected objects (sensors) deployed in a shared garden,
information on users location, contacts of people etc., in order
to streamline the shared garden management for the users that
collectively take care of it. Personal data are thus required:
the PIM platform enables the development of these kinds of
apps, allowing the reuse of these resources in the service and
the sharing of data with selected people for specific purposes.
Thanks to an application, usable from a mobile, a tablet or a
computer, gardeners share data provided by connected objects
to help take care about plants through social activities. The
community can also share content relative to the garden.
The PIM represents the distinguishing feature for the Social
Gardening application, and manages information and content
sharing in a consistent user-centric fashion.
Figure 4 shows its interface.
Figure 4. The Social Gardening front-end.
A. Use Case Description
The main functionalities offered by the Social Gardening
app can be summarized as follows:
• Real time view of the shared garden: see who is available
in the garden, connected objects present, etc.
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• Information sharing: know the vegetables’ needs (data
coming from connected objects equipped with sensors)
in real time, check weather forecasts, etc.
• Alert/Messaging: receive alerts and notifications from
sensors, find volunteers to take care of the garden, etc.
• Socialize: share content (photos, etc.) and news with co-
gardeners, organize social events in the garden, etc.
The gardens managed by the application are real world gar-
dens, where people can grow fruits, vegetables, and flowers in
a collective fashion. This use case allows us to bridge the world
of mobile phones to the emerging scenarios made possible
by the increasing commercial availability of sensors, i.e. the
Internet of Things. The application is designed to leverage data
coming from the sensors the garden is equipped with (cameras,
weather stations, humidity and hydration sensors, etc.). Thanks
to these sensors, gardeners can keep track of what is happening
in the garden and the micro-community can self-organize to
obtain the best results: for instance, if the plants need water
those in vicinity can take direct action and communicate in
real-time with their peers. Moreover, data reuse from other
communities of social gardeners can allow for the spread of
best practices. Functionalities of the Social Gardening app are
summarized in Figure 5.
Figure 5. Social Gardening service functionalities.
A use case that can illustrate the need for such service can
be the following: Emma, Charles and Léon live in Paris and
cultivate together a shared garden in the 20th district. Emma
grows tomatoes, Charles some apple trees while Léon takes
care of flowers there. When Emma goes for her two-week
holidays to London, she can monitor via the Social Gardening
application what happens in the garden. For instance, she
notices that it is boiling hot in Paris and receives a notification
that her tomatoes need to be watered. In this case, she can send
a group request for help to his co-gardeners but she can also
monitor in real-time who is in the garden (Léon for instance)
and ask him directly to take action.
B. User Studies
We ran user studies dedicated to the PIM platform and
the Social Gardening service proposal, further evaluations are
planned for the next future. Major objectives of the studies
were:
• to learn the opinions of potential users on the concepts
of new services;
• to determine the factors encouraging people to use the
presented services and the possible barriers as to their
use;
• to assess the appeal and uniqueness of the concepts;
• to identify potential benefits from the services and the
possibilities for their application;
• to gather clues for further work on the services.
The studies were performed in qualitative mode as focus
group interviews (FGI), in two sessions. The concept sequence
was rotated at each interview; results are summarized below.
A sample of approximately 40 individual customers, divided
in two groups, all of Polish nationality, accepted to participate
in the user studies; they were selected according to the follow-
ing criteria: aged 25 to 50; at least with secondary education;
regular smartphone/tablet users; interested in technology and
open to novel applications; active social media users (often
sharing their location, or activities); users of technology for
both practical and entertainment reasons; participating in the
cultivation of allotment gardens (or house-adjacent gardens).
The sample was balanced in terms of gender.
Regarding Social Gardening results can be summarized as:
• the service very well addresses the need for quick and
easy access to information about the condition of the
plants grown by the user;
• it makes it possible to better organize one’s free time
(easier decision about the need to go to the garden) or to
decide to ask a friend to take care of the plants grown
by the user;
• users are worried about the cost of sensors and the risk
of them being stolen from the area of an unmonitored
garden.
Regarding Personal Information Management can be sum-
marized as:
• for the first group, the service seemed not to evoke major
interest, mostly because of limited awareness on privacy
issues; they maintained that they did not need a service to
manage the sharing of their information; however, after
additional questions it turned out that in some situations
it was an important aspect for them (e.g. sharing the
pictures of their children, HR checking information about
them, sharing sensitive pictures via Snapchat;
• the second group of people perceived Personal Informa-
tion Management quite positively and confirmed interest
in this kind of service (offering adjustment of customer
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settings with a dedicated interface to Personal Informa-
tion Management); it must be noted that PIM version
presented during this iteration was more mature;
• interviewers noted that while presenting the idea of the
service, special attention needs to be paid and emphasis
needs to be put on the customers’ ability to manage those
privacy aspects which are the most sensitive to them.
Interestingly, the results of the user studies about PIM
reveal that several respondents seem not too excited about
the possibility of managing and having control on their data.
Digging deeper into the interviews, though, it becomes evident
that the great majority of our respondents were not aware of
the reasons why they should care: in fact, as interviewers
exposed exemplar situations in which personal data might
be misused, they appeared to realize the importance of the
problem of privacy and data control. These results seem to
point at a lack of information and awareness, rather than a
lack of interest.
To summarize, platforms like PIM can only be adopted
once at least two conditions are met: 1) users are aware of
privacy and data control issues; 2) the platform should provide
a streamlined and smart data management solution.
V. INSIGHTS TO POTENTIAL BUSINESS MODELS
Taking into account all the elements presented, in this
section we evaluate the business alternative for the introduction
of the proposed paradigm into the market: how to monetize
the possibility given to people to manage their personal data?
The first possibility, the most classical and obvious that
we can call “the Telco option”, is to introduce it as a com-
plementary service side-linked with the access subscription.
Telcos are already selling access to data networks, hence
we can easily imagine that they could introduce additional
options to present and secure the personal data. Nonetheless,
apart from the feasibility of introducing such a service into
the provisioning/billing information system, the Telco will
bear the full cost and generate no obvious new value. The
willingness to accept an increase by X percent of the price of
subscription by the customers is quite uncertain. It can also be
assumed that not all the Telcos will deploy the solution without
some specific incentive to do it. Such incentives could come
in form of pressure from the regulators and policy makers,
but this remains to be seen. Moreover, specific applications
justifying such a new investment should devised.
Conversely, the second possibility that we can call “the
Startup option” consists into growing a specific service that
will build a dedicated infrastructure and sell it at a certain
price with the promise of simplicity of usage and safety of
the data. Once again, the customer is expected to pay some
specific cost in exchange for proper and substantial services.
In this case, the key success factor from the customer point of
view should be further evaluated. From the network side, i.e.
Telcos and OTTs, the solution must be seamless and provided
through public APIs in order to get a universal impact. We
may assume that if any possibility to do it appears, the market
will provide many different solutions.
Several other possibilities exist between these two extreme
ones. For instance, we could discuss a mixed model, that could
be labeled as “the Vertical option”. In this model, a specific
solution dedicated to one specific activity or interest, such
as Health, Books or Banks is developed and provided by a
startup, and syndicated by a professional organization, leading
to a mixed model:
• a specific offer with a price paid by the final customer;
• a cost shared by the professional using the solution and
more or less visible on their invoices to the final customer.
These three examples show that the business model spec-
trum for PIM is wide and open. We may hence conclude
that it provides an incentive to the authors to propose a
truly cooperative approach to set up the technical solution,
its evaluation, and explore the value created for the different
potential stakeholders.
VI. LIMITATIONS AND FUTURE DEVELOPMENTS
The PIM platform presented in this paper aims at providing
a technological facility to break the data silos, i.e. to allow
the emergence of novel services in a horizontal fashion while
establishing the customers’ rights of ownership and control
over the data they produce. In the current and preliminary
implementation, data encryption is managed by the Telco oper-
ator – hence, the goal of providing customers with full control
over their data is only partially met. Several solutions, such
as the aforementioned Enigma [26], are in active development
and may be considered for integration into the platform to
fully achieve this goal.
Future developments of this work will focus on the exten-
sion of current functionalities in accordance to the insights
derived from the user studies presented. In particular, much
attention will be devoted to devise strategies for raising aware-
ness of customers, and to the development and integration of
machine learning capabilities needed to ease the burden of
managing data access for the end users. Further user studies
will adopt a mixed (quantitative and qualitative) methodology
to investigate customers’ acceptance of the alternative solu-
tions proposed.
VII. CONCLUSION
In this paper, we described a first implementation of the
Personal Information Management platform and discussed its
motivations; we reported on a first sample service built on top
of it, leveraging connected sensors jointly with mobile phone
data, and discussed potential business plans centered on PIM
as well as its limitations and further development.
The PIM aims at effectively breaking the data silos currently
present in the Telco industry, allowing the deployment of
novel services of societal and business value while providing
customers with full control over the usage of their data. The
presented solution, hence, represents a first step moving from
vertical to horizontal solutions within a Telco operator, while
granting its customers with rights and power on the data
they produce. One goal of this paper is also to start a wider
discussion between Telco operators on the possibilities opened
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by allowing customers to manage their own data: indeed,
a solution like PIM can have a great impact in the Telco
ecosystem if this vision is shared among operators. To this
end, we plan to put efforts into establishing cooperation with
other interested operators, in order to produce a first reference
implementation to be adopted by more than one operator. In
case of success, Emma, Charles and Léon (in the sample
use case above) will be able to use and leverage the same
service even in the case they are customers of different Telco
companies.
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and A. Pentland, “Moves on the Street: Classifying Crime Hotspots
Using Aggregated Anonymized Data on People Dynamics,” Big Data,
vol. 3, no. 3, pp. 148–158, 2015.
[23] J. P. Carrascal, C. Riederer, V. Erramilli, M. Cherubini, and
R. de Oliveira, “Your browsing behavior for a big mac: Economics of
personal information online,” in Proceedings of the 22nd international
conference on World Wide Web. International World Wide Web
Conferences Steering Committee, 2013, pp. 189–200.
[24] J. Staiano, N. Oliver, B. Lepri, R. de Oliveira, M. Caraviello, and
N. Sebe, “Money Walks: A Human-centric Study on the Economics of
Personal Mobile Data,” in Proceedings of the 2014 ACM International
Joint Conference on Pervasive and Ubiquitous Computing, ser.
UbiComp ’14. New York, NY, USA: ACM, 2014, pp. 583–594.
[Online]. Available: http://doi.acm.org/10.1145/2632048.2632074
[25] Y.-A. de Montjoye, E. Shmueli, S. S. Wang, and A. S. Pentland,
“openPDS: Protecting the Privacy of Metadata through SafeAnswers.”
PLoS ONE, vol. 9, no. 7, 2014.
[26] G. Zyskind, O. Nathan, and A. Pentland, “Decentralizing Privacy: Using
Blockchain to Protect Personal Data,” in Security and Privacy Workshops
(SPW), 2015 IEEE. IEEE, 2015, pp. 180–184.
[27] R. Boutaba, “What’s next on online social networking?” in Intelligence
in Next Generation Networks (ICIN), 2015 18th International Confer-
ence on. IEEE, 2015.
[28] A. Filipowska, M. Mucha, and B. Perkowski, “Towards social telco
applications based on the user behaviour and relations between users,”
in Intelligence in Next Generation Networks (ICIN), 2015 18th Interna-
tional Conference on. IEEE, 2015, pp. 95–102.
[29] D. Estrin, “Small data, where n = me,” Commun. ACM, vol. 57, no. 4,
pp. 32–34, Apr. 2014. [Online]. Available: http://doi.acm.org/10.1145/
2580944
[30] J. Iglesias, P. Angelov, A. Ledezma, and A. Sanchis, “Creating Evolving
User Behavior Profiles Automatically,” Knowledge and Data Engineer-
ing, IEEE Transactions on, vol. 24, no. 5, pp. 854–867, May 2012.
[31] M. De Nadai, J. Staiano, R. Larcher, N. Sebe, D. Quercia, and B. Lepri,
“The death and life of great italian cities: A mobile phone data
perspective,” in Proceedings of the 25th International Conference on
World Wide Web. International World Wide Web Conferences Steering
Committee, 2016.
19th International ICIN Conference - Innovations in Clouds, Internet and Networks - March 1-3, 2016, Paris.
119
182
5.3 Towards Social Telco Applications Based on the User Be-
haviour and Relations Between Users
The goal of the section and the paper is to propose an approach beneting from Call Detail
Records to enable creation of socially-empowered and personalised applications. The applications
should benet from detailed user proles, including behavioural proles, to enrich user experience
and sustain privacy policies. Such understanding of proling and personalisation is in line with
the restrictive law on telecommunication as well as recent General Data Protection Regulation
[28]. The section contributes to the second of the detailed goals of the chapter: Proposing
methods enabling for user proling based on Call Detail Records data.
The paper was accepted to 18th Conference on Innovations in Clouds, Internet and Networks,
ICIN 2015, Paris, 17-19.02.2015 and published in the conference proceedings. The detailed bibli-
ographic reference is as follows: Filipowska, A., Mucha, M., Perkowski, B., Szczekocka, E., Gro-
mada, J., Konarski, A., 2015, Towards Social Telco Applications Based on the User Behaviour
and Relations Between Users in: ICIN 2015: 18th International Conference on Intelligence in
Next Generation Networks, IEEE, pp. 95-102.
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Abstract—The paper presents an approach for creation 
of social and personalised applications that benefit from the Call 
Detail Records (CDR) data stream. These applications analysing 
the user-behaviour based on CDRs propose functionalities that 
enrich the user experience at the same time sustaining the 
privacy policies. The paper introduces My Social Connector 
application developed at Orange that applies the proposed 
paradigm. 
Keywords—user profiling, personalisation, Call Detail Records, 
behavioural modelling, Telco Social Graph 
I. INTRODUCTION 
Nowadays, a number of solutions, not only in the Telco 
industry, address challenges such as Big Data processing or 
personalisation of services to satisfy the needs of users and the 
individual user in particular.  
It is important to differentiate between analytical solutions 
that use Big Data and the solutions that make the Big Data 
small, changing the perspective towards the single user’s point 
of view. In this paper we focus on the second kind of systems. 
Our goal is to re-interpret the data in a way meaningful for a 
single user, extract its social dimensions and use it to supply 
socially-enriched applications. These applications may become 
personal assistants of a user e.g. supporting his social actions, 
recommending, searching, inviting, and sharing data etc. with a 
circle of his contacts and contacts of their contacts. 
The challenge that appears in this case is a full privacy 
protection and data anonymisation (to a certain extent 
depending on the application scenario and privacy settings). 
The privacy is an important aspect of using the personal data. 
Different systems take care of a user consent at the same time 
processing the data to the full extent possible. And as it is 
concerned with Internet and mobile applications, users may 
know what can happen to their data by reading the privacy 
policy. After users agree to make their data available, they 
however may not be aware how and which data is used and 
where this data is processed. It is even difficult to control 
deleting the data from the system of the application provider.  
The goal of this paper is to propose an approach benefiting 
from the Call Detail Records (CDR) data stream that enables 
creation of social and personalised applications. These 
applications analysing the user-behaviour based on CDRs 
propose functionalities that enrich the user experience at the 
same time sustaining the privacy policies. 
The paper is structured as follows: the next section is 
devoted to the related work in modelling user relations, user 
profiles and privacy in information systems dealing with user 
data. It is followed by a description of approaches considered 
in the process of building evolving user profiles. After that, the 
concept of contextual services based on weak ties and rich 
access to user information is introduced. Finally, an example 
implementation is described, along with discussion on the 
privacy of user data in such systems. 
II. RELATED WORK 
A. Modelling relations between users 
Many different disciplines of science define the notion of a 
relation (or a tie) between two objects. This applies also to the 
social networking (also computationally supported), where a tie 
is understood as a kind of interaction schema between two or 
more people. This relation may be tangible or intangible or 
may relate to a specific situation. Nowadays, one may obtain 
these relations inter alia based on the CDRs.  
[1] defines the notion of a tie strength defining it as a 
combination of the amount of time, the emotional intensity, the 
intimacy (mutual confiding) and the reciprocal services [1]. A 
tie between two individuals may be strong, weak or absent 
(even when two individuals know each other). The strength of 
a tie has various implications e.g. the stronger the tie, the more 
time these individuals spend together; the stronger the tie, the 
more similar the individuals are. The strong ties also support 
diffusion of information as close people tend to communicate 
more, however paradoxically weak ties may lead to integration 
into communities (strong ties lead to fragmentation) [1]. [2] 
confirm this assumption showing that people tend to disclose 
more personal information to someone in a strong relationship. 
[3] presents other implications showing that with individuals 
connected by strong ties we share our values, tastes and 
interests (this may be different for people living in the cities). 
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The weak ties, on the contrary, provide access to new 
information. 
There are numerous approaches to quantify the strength of 
a relation, even for a graph retrieved from CDRs. The basic 
approaches encompass: sum of contacts, average of all contacts 
of an individual, weighted average of sum of all of mutual 
contact, etc. These measures take into account the data that is 
available. [2] proposed two other metrics (in this case for a 
Twitter-derived social network): the chain frequency 
(measuring the number of conversational chains between the 
dyad averaged per month) and the chain length (measuring the 
length of conversational chains averaged per month). The 
higher the values for both these metrics, the stronger the 
relationship is. [4] present other dimensions that need to be 
taken into account while quantifying the strength: intimacy, 
intensity, duration, social distance, services, emotional support 
and structure of a relation. The method that will be applied in a 
certain scenario depends on the application problem as well as 
the underlying data model. 
B. Modelling user behaviour based on CDRs  
Modelling the user behaviour is a vast field of research, 
increasing in complexity with the development of Big Data 
storage and processing capabilities. A great framework for 
modelling behaviour is provided in [5]. The paper is a result of 
a profound work on behaviour modelling, providing a structure 
for both the process of handling behaviour in informatics, as 
well as for modelling behaviour. A more specific path is taken 
in [6], where the authors show that Call Detail Records can be 
successfully used to infer personality traits. 
In [7], the social network data is used to determine "activity 
centres" of users, which turn out to indicate where a user works 
and lives. Moreover, through semantic categorization of visited 
places, user profiles are enhanced with rule-based types. [8] 
propose a useful method for extracting mobility patterns from a 
perspective of an individual. The patterns of routine travels are 
a part of the profile and serve to match users with each other. 
The authors of [9] approach the problem of dynamic 
computer user behaviour modelling. Behaviour is represented 
as sequences of actions, in a constantly Evolving Fuzzy Model 
suitable for Big Data applications. Merging CDR and Social 
Network data sets is explored in [10], with promising results. 
[11] describe finding strongly related communities in data 
scrapped from the early-day Facebook database. The groups 
are then used to infer user profile attributes, based on 
homophily. A similar pursuit in [12] uses homophily-based 
inference to validate user-provided profile attributes, with good 
results. 
Additionally, less related to the scope of research of our 
team, works such as [13]–[15] show the possibilities of 
content-based modelling of user tendencies and behaviour. 
The important task of modelling the user behaviour can be 
accomplished with CDR datasets. Moreover, the relations 
between users also appear in such datasets. Together, these two 
form a foundation of our work. 
III. TOWARDS PERSONALIZED AND CONTEXT-AWARE SERVICES 
An unavoidable consequence of the widespread adaptation 
of “smart” devices, as well as routine use of digital services, is 
the ubiquity of data traces that are left by users and consumers. 
The data traces take many forms – clicks, shares, likes, calls 
[10], messages, check-ins [7], transactions, etc. 
Consumer choices show that in most cases convenience is 
valued higher than privacy. The development of the Internet 
infrastructure, advances in processing power and improvement 
of data storage capacity facilitated a race to create systems that 
allow the most efficient personalized marketing strategies [14]. 
The recent revelations about the size of a cyber-espionage 
inclined many to care about privacy. In that light, a new vision 
of utilizing personal data becomes relevant. Viewing consumer 
data as the property of individual consumers, business 
companies can extend tools that allow consumers to receive 
beneficial information from their own data. 
For that purpose, extensive user behaviour models can be 
built with the consent of users. The models do not need to 
consider any limits, because the end user will determine what 
data she wants to supply. 
The richer the profile, the more accurate is the information 
about the user’s context. With more information, more 
possibilities to offer beneficial services arise [11]. 
User profiles are understood here as sets of attributes. The 
attributes are variables retrieved from mining data traces for 
information and patterns. The variables can be structured into 
five groups: 
1. Statistical. Considering the example of Call Detail 
Records, such variables may range from the average 
call duration for a certain day, to the breakdown of 
how many times were certain Base Transceiver 
Stations used during a certain period. A wide variety 
of such measures can be calculated [6], meaning that 
particular applications of profiles determine the choice 
of variables. 
2. Graph-based. Representing social networks as graphs 
turned out to provide valuable insight, through more 
complex measures such as betweenness centrality, to 
the simple ones such as a node degree [6]. To view the 
user in a social context, these variables are very 
important. 
3. Sequential. Behaviour, seen as actions, is naturally 
forming sequences [5]. Noticing patterns in the 
sequences has shown to be a way of discerning among 
groups of users. Examples are sequences of calls and 
messages, visits at locations, etc. 
4. Location-based. The physical presence of a user is one 
of the strongest and most important parts of what can 
be understood as a context. The variables could range 
from “activity areas”, through distance between users, 
to routine paths [7]. 
5. Content-based. This is the most prevalent form of 
profiling variables in networks such as Twitter, where 
the greatest amount of data is in the content of 
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Fig. 1. Factors influencing strength of relationships between Orange 
customers in the TSG. Source: own study 
messages. The variables can be sets of terms used, 
along with the frequency of usage, etc. [13] 
The variables belonging to the listed categories may be 
used to build models that evaluate a vast variety of insights 
about the users. From judging psychological traits to 
determining types of relations, the pool of available 
applications is really broad. 
When profiles are considered as part of an automated 
system that provides useful information to users who decide to 
allow access to their data, the question of maintenance appears. 
Since everything is continuously changing, the models need to 
evolve as well in accordance with new data. The information 
system running a model that regularly evaluates user profiles 
needs be able to update the values of variables, and reflect the 
changes in the context of applications and solutions [9]. 
User profiles that are possible to build in the described 
manner can serve as a component of a greater solution. For 
example, mixed with insights coming from a graph of social 
relations that allows the discovery of weak ties, this component 
forms a foundation for context-oriented services. 
IV. TAKING ADVANTAGE OF THE SOCIAL RELATIONS  
EMERGING FROM CDRS 
One of the main features that social networks are based on 
is the strength of relationships between particular people, 
which describes how strongly people are connected with each 
other. Having that knowledge, a rich API can be provided to 
creators of social applications, recommendations algorithms, 
etc. 
Telco Social Graph (TSG) is a component of Orange 
Ecosystem that connects Orange customers in a social network 
based on the data they introduce in the network through their 
mutual communications. The role of the TSG is to: 
• collect data describing Orange clients and their 
behaviour from various sources of the Orange 
ecosystem, 
• transform this data into ordered and connected 
information about users and their environment, and 
discover the social information (about Orange 
customers) such as: 
o How strongly are people connected with 
each other? 
o What kind of subgraphs/ subgroups do 
people create? 
o How can a particular person be described? 
o How do the relations change in time? 
• Provide social information to social communication 
services and in this way enrich the Orange ecosystem 
with additional data. 
TSG is not in disposal of an explicit declaration of 
relationships between people in contrary to e.g. Facebook. This 
knowledge needs to be measured based on the raw data 
gathered. According to [1], the relationships between Orange 
customers are divided into three types: absent ties, weak ties 
(acquaintances), strong ties (family & close friends). 
Granovetter pointed out the following factors that should be 
taken into account when calculating strength of ties: 
• amount of time spent in relationship, 
• the emotional intensity, 
• the intimacy, 
• the reciprocal services which characterize each tie. 
When applying the above parameters to the data gathered 
and processed by the TSG, the following information has been 
identified to be used for relationships strength calculation: 
• the amount of time that two Orange customers spend 
on communication with each other, 
• communication channels used for this communication: 
calls, SMS, MMS, emails, other services. Some 
communication channels indicate more emotional 
intensity and intimacy than others (e.g. calls), 
• a direction of the communication, 
• similarities that can be found between particular users, 
e.g. the applications, services that they both use, places 
they visit, etc., 
• a duration of relationships – it is more probable that 
long lasting relationship is intimate and emotional, 
• a way in which the relationship evolves in time – some 
deviations in strong and long lasting relationships do 
not affect the relationship but can ruin a weak 
relationship. 
The TSG currently implements a simplified version of an 
algorithm for calculating the strength of relationships between 
particular Orange customers. A complex solution taking into 
account all presented factors is under development. The API 
provided to social services creators, is mostly based on this 
calculated value. The API is parameterized, so that the 
developers decide what relationships do they want to be 
retrieved from TSG. In many cases, strong relationships are 
interesting from their point of view, but according to [1], weak 
ties are the ones that are potentially the most meaningful.  
In case of services built on the foundation of TSG, the 
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following scenario is an example of the advantage that can be 
reaped from utilizing a method based on weak ties coupled 
together with a rich profile and contextual information: 
• An Orange customer Bob communicates a lot via calls, 
SMS, MMS and emails. 
• The TSG analyses Bob’s data and divides people he 
contacts with into three categories: strong, weak and 
some contacts are not important at all so there is no tie 
marked here. Most of his business contacts are marked 
as weak. 
• Bob goes far away from his usual place, like abroad for 
business affairs, e.g. to some local unit in big multi-
country enterprise. He has some business relations with 
people right there while he contacts them on an every 
day basis (weak ties).  
• Being abroad, Bob should contact local managers or 
people cooperating with his “business friends” from 
this location. For instance to receive additional 
opportunities of cooperation or explanation of local 
specifics that influences former results of  cooperation 
and that will help him to better adjust his solution to a 
local environment, etc.  
• A personalized address book (a social service built on 
the TSG foundation) helps Bob to reach people he does 
not know yet. It displays his strong contacts but also 
weak contacts from the present location (current 
context) and contacts of these weak contacts when their 
profiles indicate that contacting them might be useful 
in this situation. Thanks to that, Bob can automatically 
see e.g. his local managers (he may already know 
them) but also e.g. local legal unit or people working 
on specific project locally, that he wants to cooperate 
with in his premises.  
The TSG provides various APIs based on relationships 
strength that can be used by services developers. It is presented 
in more details in the next section. 
V. TELCO SOCIAL GRAPH: APPLICATIONS MAKING USE OF THE 
TELCO DATA 
A. Algorithms and methods 
Many real-world data, e.g. telecommunication networks or 
social networks, can be represented as graphs that can be 
analyzed further to explore the properties of said networks. 
These properties are mostly a statistical evaluation of 
characteristics that many networks have in common. One of 
such properties is related to the presence of communities [16]. 
A community is defined as a subset of nodes within the graph, 
such that connections between these nodes are denser than 
connections with the rest of the network [17]. The communities 
can be identified by graph-based clustering methods. The two 
most popular approaches for identifying communities within a 
network are: graph partitioning and modularity scoring. Graph 
partitioning approach uses methods that partition different 
nodes into groups that share common features, however it 
produces communities that do not overlap. On the other hand, 
modularity-based algorithms propose a cluster derived from the 
topological structure of the network and finally use a 
modularity score optimization to produce high quality 
communities. 
One of the most popular approaches that uses modularity to 
measure the quality of the network is implemented by Newman 
and Girvan. The CNM algorithm is a bottom-up agglomerative 
clustering which continuously finds and merges pairs of 
clusters trying to maximize the modularity score [18]. The 
method focuses not on removing the edges between the pairs of 
nodes with the lower similarity, but on finding edges with the 
highest betweenness. Betweenness can be described as a 
measure that favours edges that lie between communities and 
disfavours those that lie inside communities. For example, if 
two communities are connected by only a few edges, then all 
paths between the nodes from one community to the other must 
pass through one of those edges. Authors distinguish few types 
of betweenness measures, which can be useful in defining the 
strong and week ties between nodes. The first one, shortest-
path betweenness, is based on the number of all shortest paths 
that lie between each pair of nodes. In other words, we can 
think of signals that travel through the network from the source 
to the destination. However, the authors assumed that the 
signal does not have to travel along geodesic paths, but can 
perform a random walk. For this purpose, the random-walk 
betweenness measure was described, which calculates the 
expected number of times that a random walk between 
particular pair of nodes will pass down a particular edge and 
sums over all pairs of nodes. Once the edges with the highest 
values of betweeness are identified, the proposed method 
removes these edges and recalculates betweenness in order to 
form new communities. When the communities are identified, 
it is important to know which of these divisions the best for a 
given network are. This is where the modularity measure is 
used, which measures the internal connectivity of the 
community. 
Betweenness measure is also used in splitting communities 
through the graph theory approach. It is one of the algorithms 
implemented to identify articulation points in the graph, which 
are crucial to communication. We define an articulation point 
when all paths between certain nodes pass through this point. 
Removal of this point causes an increase in a number of 
biconnected components [19]. 
Described methods are applied to single-labelled and 
unweighted social networking datasets. In case of an 
overlapping structure of the network, the fuzzy clustering over 
the weighted undirected graph can be implemented. This 
technique leverages the weights on the edges and tries to 
validate bridgeness by using multi-labelled data. For the 
optimal fuzzy clusters for the given graph, the bridgeness 
measure quantifies the degree to which a given vertex is shared 
among different clusters. However, in order to identify the true 
bridges in a network, this measure has to be paired with the 
degree measure [16]. 
The identification of communities in graphs creates a 
challenge of how to evaluate the intensity of relations that bind 
users, and how they facilitate communication and the spread of 
information. These aspects have been extensively studied in 
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Fig. 3. My Social Connector – user’s profile. Source: screenshot 
	  
Fig. 2. My Social Connector - the graph of user's contacts. Source: 
screenshot 
social sciences, under the framework of the strength of weak 
ties theory [1]. This theory can be extended to online social 
networks, suggesting the use of information on user 
interactions for the purpose of predicting the tie strength. This 
requires the knowledge about the topology of a social network. 
In [20] authors describe few methods for the identification of 
weak ties. A shortcut bridge can be defined as a link that 
connects a pair of nodes, whose deletion would cause an 
increase of the distance between them. The method of 
identifying shortcut bridges uses the shortest-path betweenness 
described earlier. However, to avoid the computational 
challenges, to each edge of the network a value of strength is 
assigned, strength that defines the distance between two nodes 
not in the number of hops required to connect these nodes, but 
as the cost of the lightest path connecting them. Weak ties can 
also be defined as links that connect pairs of nodes belonging 
to different communities. The important characteristic of weak 
ties is that bridges create more, and shorter, paths. As described 
earlier, an articulation point was the key player in the graph 
that connects many users, however, from a community 
structure perspective, the deletion of a weak tie would be more 
disruptive. For this reason weak ties are proven to be very 
effective in the diffusion of information.  
B. My Social Connector  
The methods and algorithms used to describe structural 
properties of the networks, users and their relations are 
important not only for statistical purposes, but also helpful in 
providing a tool to support users' calls management. The results 
can be adapted to present to the user call's log in a legible and 
understandable manner. Telco operators try to satisfy their 
subscribers’ needs with online and mobile applications that 
simplify the management of their data, especially related to the 
service usage, connections, billing data and personal data. The 
proposed solution called My Social Connector is a responsive 
Web application developed to visualize data about user's 
connections and support social activities. With a constantly 
growing popularity of mobile devices, the application has to 
support various screen resolutions and provide a unified layout 
on any Web browser. The user's data is visualized in the 
application in the form of charts and graphs. To supply these 
forms of visualization, we use an API that returns (from a 
neo4j database) the user's data packed in JSON objects. In 
order to fulfil these requirements, an application was created 
based on HTML5 and JavaScript. The decision was made 
based on the popularity of HTML5 (with CSS3), which 
supports many visual effects and allows to personalize the 
appearance of each element on the website. The selection of 
JavaScript was dictated by the need of parsing data returned 
from neo4j and libraries used to generate graphs and charts in 
the application, that are basically written in JavaScript. 
 The application consists of four tabs: profile, calls, contacts 
and privacy. The last one is strictly related to the privacy 
settings required for the personal data processing. In Fig. 3 the 
user is presented with general statistics about his usage of 
services divided monthly. The main screen is divided into two 
parts, with the selection of month on the left, for which we 
want do display the statistics. As a result, a chart of services 
used is shown, which are aggregated by the type of a service 
and distinguished between incoming and outgoing.  
The second module, named “calls”, provides the 
visualization of the most popular user contacts. The user can 
manage his/her relations with each contact based on the type of 
services used for communication.  
The relations with all contacts are visualized in the form a 
graph as it is shown in Fig. 2. 
 In order to build a dynamically changing graph of user 
contacts, the application has to be supplied with specific data 
aggregates. Each contact stores the information about the 
quantity of phone calls and short text messages, the average 
duration of phone calls and the percentage of connections with 
a certain user in relation to all connections. Having such data 
prepared, we can apply various modifications to the graph 
based on this data, e.g. we can change the structure of the graph 
based on the service type used. Once we select a service type, 
the graph is generated and displayed with some specific 
characteristics. The size of each contact and the distance 
between that contact and the user is calculated based on the 
percentage of connections. The higher percentage of 
connections, the larger is the image of a contact, and the 
smaller the distance. Other attributes of contacts are related 
with the thickness of each connection, e.g. the higher number 
of phone calls, the thickest stroke that connects the two nodes. 
In order to ensure the readability of the graph, each value in the 
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Fig. 4. My Social Connector - overall statistics of all user contacts. Source: 
screenshot 
Fig. 5. My Social Connector – the privacy panel. Source: screenshot 
graph is normalized through calculating the logarithm of the 
value. For all types of services, the user can analyze his 
relations based on three periods of time: last day, last week and 
last month. For each, the graph dynamically changes the whole 
structure by adding more contacts (if occurred) and by 
redrawing the thickness of the edges. Finally, the user can 
display the detailed information for a specific contact just by 
clicking on the image.  
 The third module – contacts - displays the summary of 
all contacts and provides the possibility to compare all contacts 
with just one click. The module is split into two parts as shown 
in Fig. 4. The bottom part stores charts that allow a quick 
comparison of services used for connecting with each contact. 
The data can be dynamically changed according to the time 
period selected. The top part of the module consists of all user 
contacts and their online statuses. When the contact is online, 
the user can open a chat box and send a message through the 
application. 
 The application shows the potential in providing users 
with their personal data in a graphic form. The user can 
manage contacts by himself, and gather information about the 
most popular contacts and services used. Moreover, as it is 
developed with a responsive layout, it can be launched not only 
on a desktop browser, but also on a tablet or a smartphone. The 
visualizations and the usage of mobile devices bring the user 
account management to a higher level and provide users with a 
sense of greater possibilities and confidence in contacts and 
relations management. 
C. Privacy of My Social Connector 
Main assumptions for the opt-in privacy management 
system for My Social Connector relate to the four levels of 
access to private data that are proposed: 
Level 1 - User does not allow using information on his 
communication activities. In this case, his data will not be 
processed and presented in form of a graph of his connections. 
Level 2 - User allows using information on his 
communication activities and contacts, but anonymously, i.e. 
with hiding his identity. It implies for instance in case of an 
application supporting a personalised search taking into 
account relations of a user in the social network that his 
connection to a certain person performing the search will be 
taken into account while delivering search results, but his 
identity will not be returned from the graph and will not be 
available for a person performing the search. 
Level 3 - User allows the use of his communication data by 
the application, as well as showing his identity to close 
contacts. 
Level 4 - User allows the use of his communication data by 
the application and full public access to his identity. 
Furthermore, it is possible to define access level 1, 2 or 3 
for groups (defined by the user), and separately for every 
application. 
In My Social Connector, the user can click the checkboxes 
with different access levels. My Social Connector can therefore 
serve as an interface for the personal data management system. 
In different applications accessed by the user, during the 
installation, there will be a notice about the utilization of the 
user’s data, together with request to express consent before 
installing the app. 
Fig. 5 presents the screen that allows the user to express his 
consent and mark one of the four possible levels of privacy 
VI. DISCUSSION ON PRIVACY 
One of the goals of our work is to enable the users to 
benefit from their personal data. However, we need to 
remember that dealing with personal data brings a lot of 
challenges. 
One challenge is that people lose their trust and are not 
willing anymore to allow companies to use their data. There is 
a challenge in convincing users that in fact they are the persons 
who have the power over their data and to make them willing 
to share their data. Secondly, we need to ensure people that 
their data is well protected. We also have to attract people by 
showing them what they can earn by giving some of their 
personal data to be processed (in a secure and trusted manner) 
by an operator like Orange.  
A major step to solve these challenges is to provide a 
system that includes the personal data management (on a 
physical level) and personal information management (on a 
logical level). In order to reach this goal and build personal 
data management and personal information management 
systems, we defined several requirements: 
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1. Mandatory: we should use opt-in choice to allow users 
to maintain their data, i.e. perform different actions 
registered by the system with visible results for the 
user, like accept data, display data, modify data, delete 
data. A user should be aware how his/her data will be 
used. 
2. Mandatory: a user should have the possibility to 
maintain different levels of privacy for the data – i.e. 
depending on his/her circles of communication 
(different groups of persons he/she is related with) e.g. 
different for family, friends, work-/classmates, 
colleagues, known people, unknown people etc. 
3. Mandatory: for communication purposes the Webcom 
(Orange proposal) framework should be used opt-in 
could be introduced through additional libraries made 
available to any third-party services. 
4. Optional: personal data management system can 
involve user profiles in order to enable identifying 
circles of communication, and automatic identification 
of affiliation of a user (to a particular group). 
It is an initial set of requirements that is going to be further 
detailed. 
We also plan to extend the application and TSG methods 
towards a social context management system driven by users’ 
profiles.  The aim of this profiling is not segmenting customers 
(for instance for marketing offers), but rather to allow users to 
build their own personal social profiles, which are going to 
help them by their social activities. Moreover, these profiles 
should be dynamic (based on changing user behaviour and 
customs) not static, i.e. declared ones. Only with such profiles 
we will be able to deliver appropriate information, at the right 
time and the right place. 
We envision the following phases of building a Personal 
Data Management system: 
1. Simple functionality (screen) for confirming an 
agreement of a user that his/her data can be used 
for improving the service with a feature of 
displaying own data of a user: 
a. Screen for confirmation of data 
allowance, 
b. Feature of displaying data, 
c. Information how the data will be used 
(purpose). 
2. Providing elementary functionalities like building 
a user profile. 
3. Providing specific functionalities of Personal 
Data Management module. 
4. Providing Personal Data Management operational 
system – advanced maintenance of user data in 
real time. 
Our next step is to enhance the personal data management 
and personal information management systems. Then, an 
extensive customer social profile will be modelled, in order to 
be used dynamically in a specific social context. Basic 
examples of usage of a social profile addressing the user needs 
will be provided as well, as we are convinced that a real value 
can be delivered to the customer. 
VII. CONCLUSIONS 
This paper presented an approach for processing the data 
concerning user activities performed using the mobile phone 
and available in CDRs. This data is processed bearing in mind 
all privacy aspects that have to be applied by each Telco 
provider.  
The challenges that relate to the development of similar 
applications are diverse. Technical ones relate to processing the 
data stream, integrating the data with the data that may be 
found on the Web and analysing the data to provide an added 
value for a single user. Business issues concern finding a 
proper business model that may make the application survive 
in a very competitive environment. 
The research presented in this paper concerned the Telco 
Social Graph (TSG) - a component of the Orange ecosystem 
that connects Orange customers in a social network based on 
the data they introduce in the network through their mutual 
communications.  
The paper also presented an overview of the My Social 
Connector application showing how the data may be applied to 
enrich the user experience. The application will now be tested 
with users who may influence the interfaces and methods. 
However, the current version of the application shows the 
directions one may use the data and therefore provides 
inspirations for users. 
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This chapter contributes to the part of the thesis aiming at showing benets from application
of proling in vertical domains, with a focus on public utility companies. The goal of the chap-
ter was to develop a prole of a customer/subscriber to telecommunication services, enabling
for personalisation and taking into account issues of privacy and trust. This goal was further
translated into two secondary goals addressed by specic sections of this chapter, namely:
G4.1 Dening a solution that enables to manage personal information in telecommunication
(targeted in Section 5.2).
G4.2 Proposing methods enabling for user proling based on Call Detail Records data (covered
by Section 5.3).
To address the goal G4.1, the paper dealt with the following challenge: proposing a set of
methods for managing personal information to enable new application scenarios. The supple-
mentary goal was to empower the user to update and manage his/her personal data. The paper
included in Section 5.2 provides a description of the Personal Information Management platform
and depicts methods, algorithms and tools allowing dierent usages based on a social context of a
user. The Social Gardening application is presented to demonstrate a potential application of the
developed concept. The research goal targeted in the paper was similar to the one addressed by
the EGO - Virtual Identity project, however the focus was on proposing new services beneting
from a user prole, taking into account the aspects of privacy and trust.
The goal G4.2 was further translated into proposing an approach beneting from Call Detail
Records to enable creation of socially-empowered and personalised applications. The applications
should benet from detailed user proles, including behavioural proles, to enrich user experience
and sustain privacy policies.
The paper presented in Section 5.3 presents insights to what extent CDR data may be useful to
derive proles of users, including relations these users have with their community. The statistics
that may describe users based on CDR data are studied. The paper proposes also a concept of
the Social Connector application that focuses on presenting the history of contacts of a subscriber
(to propose actions or understand the relations with other users). An important part of the paper
is devoted to the privacy issues. The privacy levels regarding the telecommunication data are
proposed and discussed (from no data sharing towards all data sharing approach).
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This chapter concludes the part on utilisation of proling for public utilities. Chapters 6 and






Proling has a great potential not only for a specic domain, but also in cross-domain scenarios
e.g. for authentication. Especially, when research results show that at least 30% (on average
about 50%) of devices are unprotected by any means of security (no PIN or password set) [42,
60, 162], proling might provide a solution. The lack of protection is usually due to the following
issues: user needs to remember many passwords, methods require user interaction and traditional
biometrical sensors are uncommon and inaccurate. On top of that we should remember that
current systems allow only for the binary authorization and don't allow setting privileges when
sharing a device.
In this research we would like to exploit the fact that a user may be distinguished and
authorised based not only on a password, but also based on his/her behaviour that greatly
diers. We addressed the issue of authentication by indicating how much data on user behaviour
is needed to properly prole a user for the needs of authentication.
The goal of the chapter is to develop a method enabling for authentication of a user based
on Call Detail Record data. Call Detail Records concern billing data of a telecommunication
provider that covers every action a user made using his mobile phone.
To achieve this goal, the following secondary goals were dened:
 Verifying, if the Call Detail Record data is sucient for detecting anomalies in the be-
havioural user prole and therefore enable for applying the CDR-based prole in authenti-
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cation scenarios.
 Researching how much data describing a user is needed to provide an ecient authentication
solution.
 Developing and validating a method for description of a user for the needs of authentica-
tion. The supplementary goal is to develop a methodology for testing the behaviour-based
approaches based on the Call Detail Records data.
6.1.2 Structure of the Chapter
The chapter consists of four sections including an introduction presenting relation to goals of the
thesis and a summary that presents results that were achieved in relation to these goals. Section
6.2 refers to rst of the goals mentioned, as well as proves how much data describing a user is
needed to provide an ecient authentication solution. Section 6.3 focuses on development of a
prole sucient for the needs of authentication.
6.2 Application of Trajectory Based Models for Continuous Be-
havioural User Authentication through Anomaly Detection
The goals of the section are twofold: on one hand it is to prove that it is possible to develop an
authentication solution based on CDR data, and on the other to provide a method based on user
mobility patterns for the needs of anomaly detection and authentication using the Call Detail
Records. This paper researches therefore two issues: suciency of Call Detail Record data for
the needs of anomaly detection and amount of data needed to provide an ecient authentication
solution.
The paper was presented and published at the Conference on the Scientic Anal-
ysis of Mobile Phone Datasets, 5-7.04.2017 Vodafone Theatre, Milan, Italy. Detailed
bibliographic reference is as follows: Kaªu»ny, P., Jankowiak, P., Filipowska, A., Abramowicz,
W., 2017, Application of trajectory based models for continuous behavioural user authentication
through anomaly detection, NetMob 2017: Book of Abstracts. Oral., pp. 92-94.
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Abstract—This paper describes how mobility patterns under-
stood as trajectory based models can be applied for an anomaly
detection and authentication using telecommunication data. The
trajectory based mobility model utilizing stay-point extraction
suited for the sparse CDR data is used to describe mobility
patterns of a user. In this model, the observed activities are
assigned with anomaly scores in three distinctive areas including:
geographical, sequential and temporal dimensions. Activities
with threat values exceeding the user confidence threshold are
identified as anomalies. The model is tested on the sample of
Poznan inhabitants. Evaluation of the model performance is
based on the similarity classes and the results are presented
within the paper.
I. INTRODUCTION
In recent years, due to the ubiquity of cell phones and raise
in their penetration rates, mobile phones became not only a
basic tool for everyday use, but also a valuable source of
information about their users. The value of data generated by
those devices has risen significantly over the years [6].
Regardless of value of this data as perceived by a user,
mobile devices suffer from a lack of proper protection against
unwanted access to this data in case of a theft (of both the de-
vice or user identity). Proper authentication techniques and au-
tomatic systems are needed to ensure those devices are secure
from theft and an unintended use. The traditional methods have
their drawbacks caused mostly by users’ negligence resulting
in 40% of the phones not secured by any means [7]. Due to that
fact and drawbacks of point-of-entry traditional approaches,
currently existing methods are not enough [1]: sometimes lack-
ing the required security, availability or usability. As a possible
answer to this problem a new family of methods is introduced,
named behavioural biometry. These methods address unique,
non transferable, difficult to reproduce and hard to forget or
loose characteristics derived from user behaviour rather than
physical traits. The methods can rely on various factors and
focus on different aspects of behaviour to find unique patterns
of e.g. gait, signature or keystroke dynamics. Those patterns,
created while the device is running, can be used to secure it.
This allows the authentication process to work continuously
and transparently without the user interaction needed. The
use of those methods can provide an additional layer of
security on top of existing methods without diminishing the
usability, e.g. PIN or password would be used only when the
behaviour analysis system is not sure about the user’s identity.
Within those methods there exists a subgroup, referred to
as behavioural profiling, which: identifies people based upon
the way in which they interact with services of their mobile
device [13]. The user’s identity is determined based upon the
comparison of a sample of activities with his profile. If the
sample matches the profile, the user will be granted with an
access, otherwise he will be refused [17] or an additional proof
of identity will have to be brought (e.g. PIN).
Studying behavioural patterns and especially the user mobil-
ity had proven to be quite successful in differentiating between
users and identifying deviations from a user profile. This is
possible due to the fact that cell phone traces closely resemble
user trajectories, regardless of the mobility data source being
CDR or phone-collected data. Also observations of the human
movement conducted by the researchers confirmed the stability
of those patterns [9]. The predictability of mobility patterns
was proven to be high and stable given historical behaviour
of a user [15], [18], [19] regardless of the daily distance
travelled [3]. The proxy of BTS (Base Transceiver Station)
labelled geographical information, derived mostly from CDR,
was proven to be precise enough to study human mobility.
Its applications included identifying patterns on a large scale
confirming correlation with e.g. population density [2] or
transport networks. Those traces also remained precise enough
to capture mobility patterns to allow for an individual user
analysis based on visited locations and travel models [4], [5],
[14], also introducing methods for a better cell dwell time
prediction [16], [21]. The users’ profiles mostly utilized the
semi-structured patterns that can be observed when analysing
mobility in a weekly manner in hourly bins [8] even in more
frequently generated phone data [12]. Such models can be a
source of features for behavioural profiling approach for the
anomaly detection model that utilizes multiple methods based
on: probability of visiting a location at a given time [22] or
sequential characteristics [20] of movement. Those methods
gave highly satisfying results on frequent, phone generated
data [7].
II. DATASET AND APPROACH
Our dataset is the database of Orange covering about 4
million of anonymized users over six months (from February
to July) in the 2013. For each record we are given the follow-
ing information: an anonymized user identification number, a
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BTS id which are grouped to obtain locations covering distinct
geographical areas, and a timestamp at the initial moment of
the phone activity.
The mobility model that we propose utilizes the user fo-
cused stay point extraction model mentioned above, with a
few assumptions:
• Activities in the same location separated by less than an
hour are considered to contain enough information to
assume that a user has been in the location during the
period.
• Activities which have a stay time1 larger than 30 minutes
or are separated by more than 4 hours of inactivity2
are labeled as stays. Stay locations are the places where
users engage in some activity (contrary to the ”pass-by”
locations).
• All this information is kept in a weekly calendar of a user
- a structure divided into hourly bins (timeframes).
The model outcome - profile is treated as a pattern, which
is a base for comparison of the activities loaded to detect
potential anomalies and frauds. As a result of that comparison,
threat scores (which are measures between 0 and 1) are
assigned to each activity in three dimensions. They define
how much each tested activity varies from a user pattern in the
following areas: geography - each activity is tested against the
user geographical profile where the geography of a location
is compared with a distance to the closest location from a
set of important locations3 compared to the user daily travel
range4. Time - each activity is assigned a threat metric based
on the distance in (hourly) timeframes, when a user is present
at a given location and the usual time he is at the location
divided by 24 hours5. Sequence - by using the trajectories built
upon the extracted stays, all of the passed-by BTS are used to
construct a mobility trie (TrieRoute) that contains information
about frequencies of stations visited by a user when travelling
between point A and B on the learning data along with the
order. Each activity is assigned a sequence threat depending
on the probability of a given point appearing in a sequence.
After defining those measures we conducted an experiment
choosing the inhabitants of a Poznan area which is shown in
the Figure 1. Home locations were extracted from our model
as the longest stay between 7 p.m. and 7 a.m.6.
The following approach was applied on the data: firstly, the
mobility model was built on 24 days of data from March 2013,
then 7 day verification period was used to generate a typical
threat level for a user. This was used to test how consistent the
users are with their patterns, generating threats in three above
mentioned perspectives. 90th percentile of those threat values
was used to create user confidence interval for each of the
target threats. Each tested activity having its threat level above
1The difference between a departure and an arrival time from a location
based on actions.
2To avoid very long movement sequences spanning over multiple days due
to the sparse activity data and the uncertainty period of this sparsity [16].
3Places that a user visits that comprise at least 5% of the model extracted
stay time in any hourly bin during the period of comparison.
4The approach is based on [10].
5Which is a max. time distance at which threat equals one.
6Described in [11].
Figure 1. Poznan area - visualization made in Javascript (Mapbox, D3.js,
jQuery) to showcase Voronoi cells of BTSs from the chosen area.
the threshold value of the confidence interval is classified as
an anomaly in this dimension. Next, based on those upper
thresholds for every user, test data from 14 days of April was
loaded to test how the model performed in the authentication
scenario, evaluating whether the threats generated by other
users’ data can be used to differentiate between the profiled
user and an impostor.
Due to the fact that for the evaluation of mobility au-
thentication models, a random user case is not a valid use
case scenario7, we introduce a class based verification model
that utilizes similarity classes. This idea can be compared to
simulation of an uninformed and informed attacker case from
the security domain (seen also in behavioural biometry cases
e.g. [12]). Therefore, the test data is divided into five classes,
listed considering the expected raising similarity to the base
user and difficulty of the model adjustment: random user, user
living in the same town, user having home in the same BTS,
user having same home and work locations in respective BTS
and finally the same user - with the data loaded from the
testing period. Based on this comparison a model is run on
the user base, without any prior filtering besides two aspects:
all users from respective classes need to be found for the base
user and each of the test class users needs to have at least 5
activities in the testing period.
III. RESULTS
The experiment was run on a sample of 1000 users, for
which we were able to find corresponding users in all of test
classes. We excluded users with unstable mobility patterns
or sparsity of the data within CDRs. This fraction accounted
for about 0.8% of the sample. The average level of threat
generated was highly dependent on the test class as it is shown
7Model detecting anomalies for a random user appearing in a different part
of country may achieve high accuracy but be practically unusable.
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in the Figure 2. This proved that such division is useful in
evaluating method accuracy.
Next, an anomaly/impostor scenario was prepared. Each
loaded set of consecutive activities (an activity window of 3 ac-
tivities was used8) was classified as an anomaly or normal user
behavior. The anomaly was detected when the activities threat
values exceeded the user confidence threshold in at least two
dimensions (as it was tested to have the best anomaly detection
accuracy). Additionally, an algorithm iteratively decreasing the
threat percentile to achieve best results was used to improve
the accuracy of the method. The average fractions of properly
detected anomalies over the sample were as follows:
• 98,97% for a random test user class,
• 91,1% for a test user living in the same town as a base
user class,
• 53,32% for a test user having the same home location as
a base user class,
• 31,84% for a test user having the same home and work
location as a base user class.
Figure 2. The distribution of average threat levels (considering three threats
mentioned in the model) for all of the users.
The false rejection rate, interpreted as a portion of situations
where valid user data from the test period was classified as
an anomaly (compared to a profile), averaged to 13,71% over
our sample. Presented results show that our model has a very
high accuracy when applying a testing methodology used in
the literature (random user) - about 99%. This showcases
the usability of the model performance even on a sparse
dataset like the event based CDR logs. However, we found
that when comparing a user with another user having a
very similar profile (living or working in similar areas), the
accuracy is much lower. This indicates that a potential theft
of a mobile phone by a thief, who has a similar mobility
behaviour profile as the victim may be significantly harder
to detect. The division in testing classes also introduces a
new methodology for evaluation of methods’ performance
8Meaning an average threat value for three activities was used for classi-
fying whether the data belongs to a user or an impostor.
in both the authentication scenario (e.g. phone theft) and
user pattern differentiation (distinguishing between patterns of
similar users like e.g. family members).
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6.3 Large Scale Mobility-based Behavioural Biometrics on the
Example of the Trajectory-based Model for Anomaly Detec-
tion
The most signicant of the secondary goals to be addressed in this chapter aims at developing
and validating a method for description of a user (proling) for the needs of authentication. In
line with the secondary goal, the goal of the paper is to propose a working model of a behaviour
based authentication applying anomaly detection performed over the user's mobility patterns.
The supplementary goal, a side eect as dened by [57], is to create a methodology for testing
similar, behaviour-based authentication approaches.
The paper was published in the Journal of Universal Computer Science1. Detailed biblio-
graphic reference is as follows: Kaªu»ny, P., Filipowska, A., 2018, Large Scale Mobility-based
Behavioral Biometrics on the Example of the Trajectory-based Model for Anomaly Detection,
Journal of Universal Computer Science, 24 (4), pp. 417-443.
1http://www.jucs.org/
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Abstract: The paper describes an implementation of a behavioral authentication sys-
tem, working on sparse geographical data generated by mobile devices in the form of
CDR logs. While providing a review of state of the art w.r.t. sensors and measures that
can be used when creating a system detecting anomalies in the user behavior, it also
describes domain specific authorization methods focusing on the user mobility.
Thew trajectory based stay-extraction model is utilized to build user mobility pat-
terns, upon which the anomaly detection model measures the repeatability of human
behavior in dimensions of: geography, time and sequentiality. The goal is to measure
the extent to which the geographical aspect of the human mobility can be used in
behavioral biometrics systems i.e. in which scenarios geography may enable to describe
(and differentiate between) user patterns – based on anomaly detection in cases resem-
bling real life scenarios (phone theft or sharing between users). The research methods
developed may be implemented on mobile devices to benefit from multiple sensors data
in the authentication processes.
The model is evaluated on a large telecom dataset, with the use of similarity classes,
what allows measuring the accuracy of the model in real-life scenarios and provides
benchmarking guidelines for the future work on the topic.
1 Introduction
Nowadays mobile devices have become truly ubiquitous. Due to this fact, they
became both a valuable source of information [16] and a concern to assure privacy
of their owner’s data. Due to reasons connected with a user’s negligence, possibly
caused by the usability barrier of the currently used authentication approaches
[2], about 40% of mobile phones remain unprotected by any means [17]. The
ease of use seems to be a significant factor in the adoption of new authentication
methods [2, 39]. This enables behavioral biometrics to improve this process by
utilizing multi-factor authentication and cover the drawbacks of the traditional
authentication methods.
The goal of this paper is to propose a working model for behav-
ior based authentication applying anomaly detection performed over
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the user’s mobility pattern. The issue was researched by application of the
methodology described by Öesterle [28].
The structure of the paper is as follows. The description of the research
problem is given in the introduction, analyzing issues of current authentication
approaches and behavioral biometrics as a possible solution. Second chapter
defines concepts used and provides an analysis of the literature - focusing on
mobility as a base for behavioral authentication. The chapter also describes the
advantages of the proposed approach over state of the art. In a third chapter
a trajectory based model is described, and the anomaly detection method is
presented along with a division of anomalies into dimensions of: geography, time,
sequence and predictability. In the fourth chapter the model is evaluated on a
large real world dataset. In the last chapter, the discussion on the comparability
of the existing mobility-based behavioral authentication approaches is brought
up along with some practical remarks. The future work is also discussed.
2 Related work
2.1 Traditional means of authentication
Traditional authentication factors have a few drawbacks. Among these draw-
backs we may distinguish:
– knowledge factors represented by passwords, work as a point of entry
mechanism which frustrates users [2] mostly due to the requirement of a
user interaction and the issue of ”stacking up” [45, 8]. They are also often
simple and easy to break.
– possession factors connected with token devices are a good choice for high
security situations. Nonetheless, they are rarely used due to economical and
usability reasons1.
– inherence factors connected with traditional biometry, offer a family of
high accuracy methods including fingerprint recognition or new examples of
facial features biometrics. The main issue with these methods is that they are
not available for all devices. Biometry adoption among the produced mobile
phones achieved about 40%, but its penetration rates among companies and
users are worse [1, 3]. These methods also can’t work continuously due to
the battery drain and/or characteristics of the methods used.
The family of traditional methods can be extended with the concept of be-
havioral biometrics. Behavioral biometrics includes a variety of methods, con-
sisting of: gait [14], keystroke dynamics [40], voice recognition [27] and many
1 Users are required to carry an additional device and interact with it to gain access.
They also need not to lose or forget to take the device.
201
more. One of its fields covers the behavioral profiling, which tries to derive pat-
terns from the user’s behavior and interaction with a device, which are closely
resembled by the data that is produced by the devices [4]. Behavioral profile
model can consist of many aspects with a capture-able (quantifiable) regularity,
where deviations from the observed behavior can lead to uncovering anomalies
connected with a potential threat to user’s data [10]. In some of those cases, do-
main specific algorithms can be used for capturing and comparing the patterns
(e.g. voice recognition [31]).
This multi-aspect characteristics2 allows for an easy application of be-
havioral biometry models in multi-layer authentication, widely adopted
in tech companies [2]. Due to the fact, that those methods can be applied for a
constant user authentication, they do not hinder the usability, while adding an
additional layer of security. This makes the use of the behavioral system a good
compliment to the password based or traditional biometric solutions (which do
not work well in a multi-layer authentication [39]). These facts confirm a signif-
icant demand for the services among companies, as seen in Figure 1. Deriving
insight from the behavioral patterns provides also information about the current
context of the user behavior, which is important in domains where observation
of a user is crucial e.g. patients, elderly people [15] in case of health care appli-
cations.
Figure 1: Findings of a report on a potential adoption of the behavioral biomet-
rics. Source: [2]
2.2 Behavioral profiling on mobile devices
The behavior (or behavioral) profiling is defined as it: ”identifies people based
upon the way in which they interact with the services of their mobile device.
2 Meaning there can be multiple aspects of a behavioral profile which can be modeled
with different methods and work in various scenarios.
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In a behavior profiling system, user’s current activities (e.g. dialing a telephone
number) are compared with an existing profile (which is obtained from histori-
cal usage) by using a classification method (e.g. a Neural Network). The users
identity is determined based upon the comparison result.” [23]. The user’s profile
can include multiple aspects of his behavior [27]. Each of these aspects can be
described by one or many measures (characteristics) that can be used for the
pattern creation (presented in Figure 2). It is clearly visible, that multitude of
these factors point to a non trivial tasks of pattern recognition. An exemplary
aspect is mobility. Considering a range of user travels (geographical area) along
with the sequence of visited cells (routes taken) and information connected with
the repeatable nature of human behavior [19, 24], identifying patterns is not
an easy task. Domain specific algorithms are required to create user’s mobility
behavioral profile and measure potential anomalies and deviations from these
patterns.
2.3 Mobility models
Use of data from various sensors connected with mobility and available on a
device (GPS data, WiFi networks available or even IP address) is a broad field
of study. In addition, the research around the usage of call logs (locally) or Call
Detail Records (CDR) (on a server of a telco provider) is one of the most inter-
esting areas due to the availability of this data on each phone. It was proven that
geographical aspects of user whereabouts derived from CDR can be successfully
used in modeling human mobility [21, 7].
Humans have stable mobility patterns and a significant tendency to return to
a few often visited locations3 [13, 19]. Despite the uncertainties, human mobility
is predictable based on the historical behavior [34, 35, 25] regardless of the
distance traveled [6]. Due to this fact, even using sparse data like CDRs we are
able to get a good approximation of user movement patterns.
In case of using Call Detail Logs for the analysis of user mobility, only very
brief moments of his whereabouts are known. They are related to calls or other
services used by a user that were handled by BTS4. This estimation of a user’s
location is not ideal, but its accuracy can be measured based on the density of
the towers. It proven to be sufficient to perform analysis of a human mobility on
a small scale focusing on estimating temporal patterns of locations visited by a
user and building a user’s mobility profile [24, 12, 11]. This task can be performed
by a family of trajectory-based methods (often relying on a stay-extraction) to
estimate the dwell time in each place the user visits [43, 20, 42, 26]. The user’s
profile built mostly utilizes the semi-structured patterns that can be observed
when analyzing the mobility in a weekly manner in hourly bins [29, 18, 5]. The
3 Mostly identified as their home and workplace or their equivalents, like e.g. school.
4 Base transceiver station.
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Figure 2: List of distinctive measures proposed by Mazhelis et al. for mobile
masquerader detection. Source: [27]
trajectory-based models have the advantage of being an understandable rep-
resentation of an approximated user mobility pattern and can have multiple
uses in the analysis and uncovering human behavior patterns, in contrary to
the often classification-heavy purpose of Machine Learning Algorithms (MLA).
Nonetheless, due to some unpredictability of the human behavior mobility, pat-
tern models require different learning periods depending on the data density and
the task. They are also rather parameter heavy due to the fuzzy patterns users
have - even having the perfectly sampled data, the upper threshold w.r.t. quality
of prediction of user behavior is about 87% [33].
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2.4 Anomaly detection in mobility
To detect anomalies in the user mobility patterns, a wide variety of methods can
be applied. The basic methods are based on the Bayesian decision rule system to
classify the conditional probabilities of visiting BTS stations and mean residence
times [9]. Another family of methods focuses on the sequence of visited locations.
An approach proposed by Sun et al. [36] built a Markov model, utilizing EWMA
(Exponentially Weighted Moving Average) mobility tries, based on cells visited
by the user. By building a probability-based model of the routes user followed,
the model was able to detect anomalies in new sequences of locations that were
unlikely - had a lower probability of the user’s appearance than a design threshold
(Pth). In this case also oscillations and errors in classification of locations should
be considered [38]. A few recent methods described in Table 1 provide extensions
of these basic approaches. These examples provide interesting insights and give a
rough approximation on the expected accuracy of the model. Nonetheless, they
work on well sampled and small datasets - their use on a large scale, real world
and sparse datasets was not tested.
2.5 Advantage over state of the art
The approach proposed in the paper benefits from the findings on human mo-
bility. The proposed model describing patterns of the user’s mobility is created
using trajectory based methods [43, 24, 20, 42, 26] and by clustering activities in
weekly patterns with 1h discrete time windows [29, 18, 5]. The model considers
characteristics of the sparse data and possible errors in the observed movement
[38, 32]. The user’s mobility profile is then used as a pattern for behavioral
authentication based on anomaly detection, which utilizes a threshold method
[37] based on 90th percentile of the normal behavior threat readings [46]. The
model includes a novel approach based on the division of the mobility anomalies
into different dimensions including: time, sequence (partially based on [36]) and
a geographical area, along with the probability of a user visiting a given loca-
tion. The proposed model is proved to be able to differentiate between the user
patterns in a long term.
The paper, to the best of our knowledge, also presents the first large scale
application of the mobility-based behavioral biometrics on sparse data (in this
case CDR). The previous approaches focused on samples of: 76 [23], 100 [44]
or 178 users [46]. This model was tested for 1000 users based on CDR logs.






Table 1: Review of approaches for differentiation of user patterns, anomaly detection
and authorization.









A simulated dataset show-
casing a graph resembling
the cellular mobile network.
Call durations are the same
for all users and expo-
nentially distributed with
a mean value of 3 min-
utes. The higher the mobil-
ity level, the more cells tra-
versed with a given speed
- set between 20 and 60
miles/hour for testing pur-
poses.
High order Markov Model Ex-
ponentially Weighted Moving
Average used for creating a
profile - the probability of
each route the user took. The
design parameter ∆ is based
on the entropy of a current
trace and is used for chang-
ing the detection threshold.
Anomaly detection based on
calculating the distance be-












Reality mining dataset5 ac-
tivities labeled with BTS
cell id from 100 users, sam-
pled every 30 minutes to
showcase CDR granularity
level. 30 days used to train
the model and 30 to test the
model performance.
HHMM (Hierarchical Hidden
Markov Model). Decision is
made after τ (design param-
eter) consecutive activities
have been found anomalous
(parameter in the model).
Working authentication soft-
ware raising alerts by request-
ing the device holder to re-
authenticate himself when an
observed mobility trace sig-



















Geolife dataset6 - GPS tra-
jectories from 178 users with
about 5 second sampling.
Reality mining dataset - 68
users chosen with an aver-
age of 2.5 min sampling. 100
sample batches of x (5, 15,
30, 60 minutes) used for test-
ing.
Trajectory based mobility
model on frequently visited
locations with 30 mins stay
time and a confidence interval
of 90% for anomaly detection
(accepting 90% of the user’s
normal behavior based on
the trace samples). Zero
















Reality mining dataset7 - 76
users chosen. RBF tested on
20 users with the dataset di-
vided in two halves.
Differentiating between user
patterns (is this a user who he
appears to be, based on other
users’ data). 7/10/14 used for
learning, smoothing function
applied to the tested activities
for anomaly detection - up to
6 activities.
Best results: 9.8%












174 inhabitants of Poznan area appointed by the home location detection algo-
rithm. Also, a novel division of geographical similarity classes was introduced,
transforming the approach described in the literature [22].
3 Trajectory-based model for the behavioral authentication
scenario
3.1 Description of the dataset
The mobile phone data used for this work consists of more than 7 billion of anon-
imized records describing the activity of Orange SA clients in Poland for over 6
months between February and July 2013. This data is typical for publications
dealing with the CDR processing [12, 33]. Each data record used in this work
consisted of:
– anonymized id of a user initiating the call, being the client of Orange and a
receiver of the service,
– type of a service (call, sms, Internet use) used along with associated mea-
sure e.g. duration in seconds,
– accurate time stamp with a date together with a BTS station data and
location id connected with it8.
3.2 Trajectory-based model of the mobility
To be able to detect anomalies in the user’s behavior, the mobility patterns need
to be created to compare new activities against them. Our approach was to use
the trajectory-based mobility model and evaluate it in a task of the constant
event-based anomaly detection. The process of creation of the mobility profile
consists of the following steps:
– extracting activity data,
– applying ABA method,
– creating movement blocks i.e. calculating stay time in a location,
– identifying important locations, passages and routes,
– creating dictionary of user’s habits (user’s mobility profile).
The process is depicted in the Figure 3. The details of our approach are presented
in the following sections.
8 Meaning a set of BTSs sharing the same coordinates to ease the geographical analysis.
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Figure 3: The process of creation of the mobility profile model used in this work.
Source: own work
3.2.1 ABA method
Oscillations and quick location changes that appear between successive activities
are often a case of the false displacement of a user [24, 38], caused by the traffic
balancing or user position between the signal range of two or more stations. To
address these problems, a method based on an approach used to clear shifting
locations observed in transportation travel proposed by Schlaich is utilized [32].
Therefore, to eliminate these errors, events meeting the following pattern are
corrected:
1. First, there is an activity from a location A.
2. Next activity is observed within the next x (10 is chosen based on the liter-
ature [20]) minutes from the location B.
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3. Third subsequent activity within x minutes from the second activity is la-
beled with location A.
If errors like that are observed, they are fixed and the sequence of visited locations
becomes AAA.
3.2.2 Consecutive activities and stay time
Based on the previous work in the field, considering consecutive activities from
the same location that are temporally close to each other can lead to a mostly
true assumption that a user stayed in a target location during the time of his
activities. The probability of a user staying in a location declines together with
the time passing and an upper threshold needs to be introduced. For this work 1h
was chosen based on the previous research [20, 41, 26]. If activities are separated
by a time less than 1hour, we consider that the user had a constant stay time
in a location.
Moreover, in contrary to the previous approaches, which consider single or
temporally distant activities to have no influence on the pattern, different ap-
proach is proposed in this work. Due to the fact, that a user activity in a given
BTS is considered as a certain information about his whereabouts in this period,
we can assume he was there for at least a short period of time. This approach can
be called ”weighted” activity labeling. This method is similar to the time
discretization mentioned in the recent literature [42] and based on our tests on
the whole database, its use doesn’t influence the structure of visited locations.
The findings show that sparse activities that are separated by more than an hour
are weighted and become at least 15 minutes long.
3.2.3 Identification of passages
With identification of locations with a significant stay time (derived from con-
secutive activities in a location), BTSs connected to the user movement need to
be identified. Approach to distinguishing the ”passed-by” locations, is as follows:
1. If a stay time in a location is longer than 30 minutes [24], it is a location
where a user had some activity – it is a significant location and therefore a
”non passed-by” location.
2. If the period between two consecutive activities is longer than 4 hours [30],
the first activity is also labeled as a non ”passed-by”, to derive any trajec-
tories from the sparse data and avoiding trajectories spanning for multiple
days in case of rare activities.
From these trajectories, paths and routes are created that aggregate the user
movement. A path is a vector of the user’s movement with its start and end in
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locations with a significant stay time. The path may contain passed-by BTSs
that a user moved through to get from the start to the end location, if any were
identified. Each path is a trajectory of a user. The routes on the other hand
aggregate all paths between points A and B. They are structures that describe
the possible passed-by BTSs, when users moved from a point A to B giving
probability values to a given sequence of passed-by BTSs. They will be referred
to as probability tries later in this work.
3.2.4 Important locations - home/work
Based on the time a user spent in a given BTS station, the most visited, im-
portant locations can be distinguished. The home location is the BTS where a
user spends most of his time between 19 and 7 in a week. The work location
label is assigned to the location with the most time spent between 10 and 18 on
weekdays, excluding the home location. To address an additional time spent in
neighboring BTSs, the joining algorithm is used to negate the effects of possible
hand-off errors in the data.
3.2.5 Data structure of the profile - the dictionary of habits
By identifying locations visited by a user along with the time he visits these
locations, a user’s mobility profile can be built. A model containing regularly
visited locations and user movements between these locations, kept in a weekly-
calendar data structure is called user habits’ dictionary9. Each timeframe (1
hour is used in this work) is assigned with locations and routes a user took in
the observed period along with their accuracy levels.
3.2.6 Accuracy of the model
Our model calculates the approximated user dwell time for each visited location.
A ratio of the time spent in each cell of the habits dict (distinct pair of a day
and an hour) compared to the sum or all locations in this timeframe can be
calculated. This measure is independent of how active the user was10, but rather
indicates how much time a user spends in a given place during the time period
in comparison to other locations that appear during this time. This structure
becomes closer to the ground truth for active users11. The accuracy values split
among locations in a timeframe tell us how predictable the user was in a given
period.
9 Also referred to as dict due to its programming dictionary-like structure.
10 Very sparse activity with only one location in a timeframe gives it an accuracy of 1.
11 Meaning the structure of visited locations is really close to the true time spent in
these locations.
210
3.3 Anomaly detection model
In our model we define anomalies in mobility as situations where a user
appears (has an activity) in a location that is not present in his regu-
lar movements or the current movement varies significantly from his
typical pattern (considering time, geographical area or sequence of
places visited and probability of user being in a given location). Due
to this fact, a model that includes these multiple dimensions of mobility needs
to be introduced.
3.3.1 Time
To consider and study the time aspect of a user movement, a simple approach
based on the fact that users tend to have distinct daily patterns is used. Each
activity threat measure is equal to a number of time frames between observed
and behaviors present in patterns in comparison to a max distance (achieving its
max at 24h difference between the activities). Given the activity x in a timeframe
t (xt) and the maximal allowed difference in timeframes dtmax, considering the
distance d in timeframes dt(xt, T ) between the activity xt and all of the visits







Due to the fact that users tend to spend most of their time in already visited
locations and their movement is highly predictable, the geographical aspect of
a user movement plays an important role in the anomaly detection. Users also
tend to move only within a small area of few kilometers around their habitat [6].
When a user is present at one of his ”important”12 locations, the geographical
threat measure equals 0.
The geographical threat for a test activity x, equals 1 minus the distance in
meters to a closest location from a set of important locations L, compared to





12 Regularly visited with more than 5% accuracy.
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3.3.3 Sequence
With the added layer of the mobility information about user routes13 a proba-
bility based model of the user movement can be built. It can utilize the built trie
routes’ model. By updating the routes and paths with counters that assign prob-
abilities to certain trajectories the user took (based on the probability tries), we
can extend the probability over the basic ”stationary” model of accuracy. The
model considers the weighted probabilities of a user following a given trajectory
(ordered set of locations). This translates to utilizing an Markov Chain model
on the sequence of n visited locations between the stay points extracted.
Reading a test activity x on a level i, means it is an i-long sequence14. Let
X = (X1, X2, ..., Xi) be a sequence of locations visited by a user, with a length
( |X| ) being equal to i, where the first place visited in the observed sequence is
X1 and the last is Xi. Then we define the set A that includes all sequences of
length i.
∧
X, if |X| = i, then X ∈ A (3)
Based on this definition, a given test sequence Xt which is of length i and Xt ∈ A,
we can define the threat as:
Threat(x) = 1− P (Xt) (4)
The probability P (Xt) is calculated by comparing the number of times (C) this
sequence appeared compared to the number of all sequences of this length.
P (Xt) =
C(Xi|X1, X2, ..., Xi−1)|X=Xt∑
X|A
C(Xi|X1, X2, ..., Xi−1)
(5)
3.3.4 Probability of visiting a location
Considering the mobility patterns of a user, we can focus on the probability of
vising a place and distribution of the time spent there. The proposed approach
involves creating a structure in which every location is assigned a probability
of user’s appearance based on the training data set. This probability gives a
rough approximation of the time spent in this location as compared to the other
locations in this period. It gives a rough approximation of user’s movement
pattern in a given time-frame and in our case is showcased by the accuracy
parameter.
The interpretation of this measure is as follows: ”How probable it is that
a user is in this location in this timeframe (exact hour and day) compared to
13 And the predicted accuracy of the BTS appearing in comparison to the routes in the
pattern.
14 E.g. for i=3 we consider all sequences that are of length 3, like: ABD, ABC, ACE.
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the other places he visits”. If a user visits a location that is present in the
timeframe15, including passed-by locations that match his currently traveled
route, the uncertainty measure is calculated as follows. For a location l in a
timeframe t, where the accuracy of an activity x in a location l and a timeframe
t is denoted as a(l, t):
Threat(x) = 1− a(l, t) (6)
The following sections will present the evaluation of the proposed method.
4 Evaluation of the method: using mobility in the behavioral
authentication scenario
In order to verify the usability of the user’s profile in the authentication and
non binary authorization scenario, its outputs - namely threat levels, need to
be tested to better describe everyday mobility behavior and differences between
users.
4.1 Preparation of data
First a sample, consisting of users that shared a similarity in a geographical
profile (being from Poznan area), was chosen to test the model in a scenario
that would be close to real life applications of the model16. This also allowed
to build a ”hierarchy” of users based on the probable increase in similarity of
mobility profiles to test model for different cases.
Based on the requirements of the model, home and work locations for all
users that appeared in the Poznan area in March 2013 were calculated. The
area was chosen based on the TERYT17 mapping. This returned 173 distinct
location id’s that were considered being in Poznan area as shown in Figure 4.
4.2 Division of users into classes
The studies mentioned in the literature did not set a stable testing environment,
therefore a definition of such a testing approach was needed. This approach to
testing methods on anomaly detection is novel and may be applied by other
researchers in the field. Such an approach may enable future comparison of
results between various approaches. We propose to evaluate similar methods
addressing different levels of similarity to the tested user behavior, including:
15 In our CDR dataset case - an hour.
16 As it is obvious that selecting a random user for the anomaly detection will yield
positive results in the anomaly detection but is not the case for most of the real life
scenarios e.g. when the phone is stolen.
17 The Polish administrative areas’ territorial mapping.
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Figure 4: Visualization of Poznan administrative borders on a city level (on the
left) along with the BTS stations laying inside this area with their Voronois
colored (on the right). Source: own work
– the same user - choosing the unobserved new data of a user allows to test
the extent of predictability of human patterns and sensitivity of the threat
measures, while giving a clear answer about the false rejection rate for
anomaly detection cases.
– A random user - similarly to the most of the approaches in the literature, a
random user from the sample was chosen. This showcased how the trajectory
model compares to the approaches in the literature.
– A user from the same town - by choosing a user that has a home location
that falls into the same town, which more closely resembles a phone theft
than a random user choice does.
– A user with the same home location - potential success in differentiation
of these patterns would allow us to differentiate between e.g. family members
sharing a phone.
– A user with the same home and work location - in this scenario the
goal was to verify whether the characteristics of the mobility differs between
just visiting the same locations (in sequences taken, time of visits etc.).
4.3 Identifying deviations in the mobility by measuring the activity
threat levels
The evaluation of the model concerned checking, if the model is capable to
differentiate between user patterns using threat values for new activities of the
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same and other users (from the similarity classes). The tests were performed on
the sample of 1000 users from one month for whom corresponding samples in
all of the test classes could be found. The statistics of this sample are shown in
Table 2. The movement list is a structure that aggregates phone activities into
a stay time labeled parts of trajectories - effectively aggregating activities that
lengthen the stay in one location, meaning users have an average of 4 temporally
distant activities daily (139,2 monthly). The distribution of a distance showcased
a long tailed distribution, where a half of users has a daily distance shorter than
11.29 km. Home and work location accuracy levels state that users spend on
average 70% of their night time at a home location, and a little above 50% of
their work daytime at a work location.
Each user chosen for the test had his/her user profile built on the available
data from one month. For each of them first 40 activities from the following
month of their activity were tested against the profile.
Table 2: Monthly statistics describing users who were the reference users in the class-












Min 2 1 0,003 0,05 0
Max 680 340 295,06 1 1
Mean 139,2 26 22,03 0,70 0,57
1st Quartile 77 11 5,6 0,51 0,34
Median 120 18,5 11,29 0,75 0,57
3rd Quartile 175,2 32 22,35 0,91 0,80
Std dev 87,79 26,77 33,76 0,24 0,27
Skewness 1,83 3,92 3,91 -0,51 -0,07
Source: own work
The results of the experiment prove that in the long run (with the average
values for 40 activities) we can differentiate between user classes as shown in
the Table 3 and Figure 6. Given enough data, the distinction between a user
and someone very similar to him in terms of mobility is possible and the distinc-
tion is clearly visible in the average threat values. The distribution of average
threat levels observed during the testing for each similarity class shows that
classes influence the threat level distribution. High threat levels regarding the
same town scenario also show a possibility to evaluate methods regarding fraud
detection given much shorter timespan. The same user class threat distribution
presented in Figure 5 depicts to what extent the user pattern is consistent over
time on a sparse data (from CDR). On average, users show some level of unpre-
dictability visible in the average threats generated by users, but this measure is
not a normalized definition. No conclusions can be made just out of this fact,
215
without deeper analysis of the variables influencing repeatability level of mobil-
ity patterns. The higher the threat level presented in the table and in
the pictures, the more the pattern measured differs from the user’s
pattern (the lower is the uncertainty).
Table 3: Comparison of the average threat levels for user classes.












same user 0.06 0.26 0.32 0.69 0.33
home work 0.14 0.39 0.45 0.77 0.44
home 0.26 0.58 0.62 0.84 0.58
town 0.47 0.96 0.98 0.99 0.85
random 0.95 1.00 1.00 1.00 0.99
Source: own work based on CDR data
4.4 Anomaly detection on Poznan sample
Based on the findings of the above experiment, the structure of threat levels
was described depending on the similarity level to a user. These findings allow
for identification of anomalies based on the threat level measure observed. The
uncertainty measure was omitted in this classification due to the fact that
it provides high threat values and could not be used for the threat threshold
creation later. Nonetheless, it remains as an interesting characteristics of the
movement as the more dense is the data, the more useful it would be due to
the fact that with regularly sampled data (average sampling rate equal to time
frame length) it closely resembles the real mobility and time spent in a location
patterns of a user. The use of this measure for regularly sampled phone data
would make this measure directly applicable in the model.
Since users vary heavily, when it comes to their mobility profiles and habits,
the model which takes this phenomenon into consideration needs to be created.
The model should minimize the false rejection rate for users with highly vary-
ing profiles, while also minimizing the false acceptance rate for users with more
stable and predictable behavior. To address this challenge, an approach of cal-
culating confidence intervals for the three threats (time, geography, sequence)
is presented. For each of these threats, it is set as a 90th percentile of the cor-
responding threat values calculated on the validation data set of user activities
[46]. To check if the tested activity is an anomaly, we analyze all three threats
for this activity and if at least for one of them a confidence interval for the
target threat is exceeded, the model marks this activity as an anomaly in this
dimension. Whether one or more scores need to exceed the threshold to classify
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Figure 5: The histogram showcasing the values of the average user threat levels
(of 40 test activities) for ’the same user’ scenario, x axis indicates the threat
levels and y describes a number of occurrences. Source: own work based on CDR
data
an activity as an anomaly remains a matter of future work, and is a parameter
in the proposed model. Setting this value high can cause higher false acceptance
rate for tested activities, resulting in less anomalies detected. The approach that
is proposed for the model learning and anomaly detection is presented in Figure
7.
To create confidence intervals for all three measures:
– user’s mobility profile needs to be created from the learning data period,
– target threat values for all activities from the validation data set need to be
assigned,
– smoothing function is applied by using the moving average on the threat
values,
– 90th percentile of the above mentioned moving averages is defined as a target
threat threshold for each of the threats.
Smoothing function that treats a number of successive activities as one event
was introduced to deal with the mobile users inconsistent and variable usage
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Figure 6: The histogram showcasing values of the average user threat levels (of
40 test activities) in the test classes scenario, x axis indicates the threat levels
and y describes a number of occurrences. Source: own work based on CDR data
behavior. Therefore, a decision is made based upon the combined events rather
than a single occurrence [23]. In our approach an interval size equal to 3 is
used. The moving average is calculated in each respective threat value to smooth
it. This is a parameter in the method which can be adjusted e.g. based on how
active the user is to achieve the lowest number of false positives, while detecting
an anomaly for a user in an acceptable timespan.
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Figure 7: The approach used to define threat intervals and enable application of
a user’s profile for anomaly detection. Source: own work
4.5 Results
Based on the confidence intervals, an anomaly detection experiment was carried
out. Its results are shown in Table 4. By exclusion of users having all of the threat
intervals equaling 118, about 7% of the sample was removed. Each excluded user
had his/her threshold levels equaling 1 in all three dimensions. This group of
users did not have a stable pattern overall and could not be used for the model
based checking of anomalies in the behavior.
To increase the method’s performance, an improvement was tested that de-
creased the values of anomaly thresholds iteratively by one percentile below 90
for all users that had unpredictable patterns. This resulted in the reduction of
percentage of excluded users to 0.8% and improved the model accuracy.
The FRR in the scenario was equal to the fraction of situations, where the
valid user data from the test period was classified as an anomaly measure -
18 Meaning no anomaly could be ever be detected using this model.
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accuracy in same user class. On the other hand, the remaining accuracy values
indicated a number of situations, where activities of users from another class were
properly labeled as anomalies - this related to the effectiveness of the algorithm
in detecting a change of the user.
Table 4: The results of an anomaly detection method (FRR) with the use of 3 activities





% of users rejected due to the unstable pat-
tern
7% 0.8%
Number of measures needed to classify an
anomaly




(% of anomalies classified in)
random class 99,33% 85,16% 99,58% 99,57% 97,17%
same town class 88,50% 72,32% 96,65% 91,63% 70,84%
same home
location class
60,40% 44,18% 70,17% 53,64% 37,29%
same home and
work location class
43,80% 26,04 53,21% 32,03% 20,09%
same user class (FRR) 20,80% 8,83% 32,68% 13,79% 6,33%
The results of the method, while using 3 measures show that when we de-
fine anomalies as a travel beyond the user’s geographical area, we can achieve
authentication methods with an accuracy similar to the approaches in the liter-
ature (the proposed model achieved about 97% accuracy, with the FRR staying
close to 6% and FAR to 3% in the random class). This also clarifies why simple
probability based methods achieve good results based solely on coordinates, vis-
ited locations or area of movement. The best outcome of the model was achieved
using 2 measures for the anomaly classification19. The model proved to be effec-
tive in detecting anomalies in same town class scenario (an example of probable
theft), while still remaining to be quite effective in differentiating people living
in the same area (same home location class). The differentiation between sim-
ilar users still seems to be an issue based solely on mobility and maybe other
behavioral features would be the most successful when applied in these scenarios.
It is worth to underline, that the model achieved an accuracy similar to the
approaches presented in Table 1, while working on much more sparse and un-
evenly sampled dataset. This proves that CDR derived authentication methods
19 For clarification, this means that two distinctive measures out of three (geography,
sequence, time) needed to exceed their respective thresholds for the model to consider
an activity batch to be anomalous and and not belong to an original possessor of the
device.
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can achieve accuracy similar to the presented methods working on a device level
data. Due to the fact, that characteristics of the data and the parametrization of
the models (e.g. time window used for anomaly detection) plays a great role in
the accuracy of the model. Therefore, the methodology for future comparisons
of authentication methods needs to be discussed.
5 Discussion
The performance of the anomaly detection algorithms relies highly on the char-
acteristics of the dataset and the model. Due to this fact, comparing the results
of the methods working on different datasets may prove difficult - in our case we
were able to achieve the same accuracy with more sparse data, but the scenario
of the same town class is more useful to assess the quality of the model than
the random class used in the literature. This makes the detailed comparison of
result’s metrics a good area for further work, which would not fit into the scope
of the paper.
Based on the findings of this work, the requirements for benchmarks of algo-
rithms in the future should include:
– Spatial homogeneity of the dataset (proposed approach: describing the
area of study) – an area of the study should concern users of very similar
patterns (like students/employers of a university) what may prove to be
more challenging than just comparing random CDR users and influence the
results.
– Spatial homogeneity of a model compared to the test data (proposed
approach: division of the results in the comparison classes) – comparing a
test profile with a random user always produces a high accuracy, the task
becomes harder when comparing users that share locations visited with the
base user. This also allows for building pattern differentiating methods that
would be able to distinguish between family members sharing a phone and
could be applicable not only on mobility data.
– Sampling frequency (proposed approach: calculating inter-event time or
an average number of activities/day per user) – the activity based data like
CDR varies in its characteristics depending on the users and their inclina-
tions to more often phone activities. GPS frequently sampled data remains
at a very different resolution and may provide significantly better results
even with the use of naive methods.
– Learning period length (propose approach: stating the length of time
period used for the model learning) – due to the fact that human mobility
differentiates between days of the week, and pattern stabilizes only about
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after two weeks, the length of the dataset remains important. Also very
lengthy learning period may require model updates or recent data weighting.
– Approach requirements (proposed approach: stating number of activities
(or time) needed for classification) – especially important in case of identifi-
cation approach, where data from all users is compared to ensure uniqueness
of the pattern. In case of anomaly detection, only extensive data on the user
is needed. While pattern identification requires data for all (or many) of
users to learn a model, an authentication approach uses only the user data
as a one-class classifier.
– Accuracy and type of the geographical label used (proposed approach:
stating or calculating geographical bias of used sensor, or providing density
and average BTS area) – the average size of BTS area can be a good measure
of accuracy for the CDR data. This also allows data to be comparable e.g.
by introducing artificial bias when comparing results with more dense areas.
– Other data used included in the model besides of the tested aspect
(proposed approach: measure the influence of other variables e.g. accelerom-
eter readings on the performance of the model) - any other feature used
besides the one tested (in this example geography) should be excluded from
the base model to remain comparable to the current approaches.
6 Summary
In this paper we described advantages of using the behavioral authentication on
mobile devices, along with the possible measures and methods that can be used.
A trajectory based model was introduced along with the defined measures and
definitions of anomalies in the dimensions of: geography, time, sequentiality and
predictability. The model was tested on a large sample of CDR data and pro-
vided to be effective in dealing with sparse datasets. The results of the anomaly
detection were satisfying in differentiating between the users and the model was
proven to be effective in detecting the possible theft scenarios. What is worth to
note, is that the modular design of the proposed solution allows for an ensemble
of machine learning (or other domain based) methods to be easily utilized in the
model. Nonetheless, the additional insight and findings concerning the repeata-
bility of paths users traveled would not have been possible, if machine learning
methods or probability based naive classifiers were used to detect anomalies.
The unpredictability of the user movement - captured by the FRR (6%) was
similar to the studies in the literature and the accuracy of the model was also
similar (97%). The model proved valuable in detecting a simulated theft scenario
and provided insight into causes of good results of other methods. Differentiating
between similar users proved to be difficult with the CDR data. Utilizing only
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mobility in this scenario may not be enough to differentiate between users living
in a close proximity. Nonetheless, the mobility pattern may be of use in a more
complicated system utilizing more behavioral factors.
The division on anomaly classes allowed to create a benchmark for the mobil-
ity based anomaly detection models considering the similarity of users. However,
parameters used in the model (such as the length of the activity batch) and the
dataset characteristics can also influence the outcomes.
6.1 Future work
The influence of the time and the number of activities needed for classification is
one of the main areas for further testing of the model, along with the comparison
on various datasets (including the whole CDR database). As the model was
tested on a sparse dataset, considering the influence of this characteristics on the
output of the presented methods, and testing the model on the phone generated
data could provide accuracy scores more comparable to the other algorithms.
For directly improving the accuracy, developing methods that would calculate
the similarity of trajectories and including less rigorous thresholds on the
time aspect would definitely improve the performance of the model. Adding a
semantic aspect on the visited places20 could also improve the model but would
significantly increase the complexity. Exchanging the methods used for the threat
definition with machine learning algorithms that would be tailored and suitable
for a given aspect of human mobility e.g. RNN (Recursive Neural Networks)
would probably cope well with learning sequential patterns. Similarly SVM or
density based methods would work well on estimating the geographical area that
a user travels through based on the coordinates. The use of those methods could
potentially help in achieving a higher accuracy (after the initial insight provided
by this model has shown their potential areas of application). Nonetheless, it
would greatly influence the computational complexity of the model and would
require an ensemble of methods to utilize all dimensions.
After focusing mainly on one aspect of a behavioral biometry - mobility, the
model could be also extended over different behavioral aspects like analysis of
touchscreen interaction to better distinguish between users in high similarity
classes.
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The chapter aimed at describing a horizontal application for proling techniques, proposing the
proling-based authentication method. The goal of the chapter was to develop a method enabling
for authentication of a user based on the Call Detail Record data. This goal was further translated
into three secondary goals addressed by specic sections of this chapter. First two, concerned
amount of data needed to assure building a precise user prole, in particular:
 to verify, if the Call Detail Record data is sucient for detecting anomalies in the be-
havioural user prole and therefore enable for applying the CDR-based prole in authenti-
cation scenarios,
 to research how much data describing a user is needed to provide an ecient authentication
solution.
In relation to these goals, the goal of the presented paper was to detect user mobility patterns
for the needs of anomaly detection and authentication using the Call Detail Records, and check
what would be the quality of such a model. The paper included in Section 6.2 proposes a model
describing user's mobility that may be used for anomaly detection. The activities from Call Detail
Records (taking into account all available data describing a single activity) were translated into
a mobility dictionary for a user e.g. stay times at locations were quantied. The prole of a
user was specied as: locations visited by a user, time that a user spends at a given location
(probability that at a specic hour, a user is present at a specic place), sequence of BTS station
visited (identication of routes of a user). Then evaluation of the approach was performed to
prove accuracy of the approach (99% of model's accuracy for a so-called random user scenario).
This proved that it is possible to build authentication method based on Call Detail Records, even
taking into account sparsity of this data.
The third detailed goal addressed in this chapter concerned development and validation of a
method for description of a user for the needs of authentication. The supplementary goal was
to develop a methodology for testing behaviour-based approaches based on Call Detail Records
data. The goal of the paper addressing this issue was therefore to propose a working model of a
behaviour based authentication applying anomaly detection performed over the user's mobility
patterns. The supplementary goal was to create a methodology for testing similar, behaviour-
based approaches. The paper included in Section 6.3 presents a method (together with its val-
idation) that enables development and verication of a mobility prole of a user and may be
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used for authentication. The method identies and exploits anomalies in the user behaviour.
These anomalies include e.g. checking how movements of a user dier from his typical behaviour
(considering time, geographical areas, sequence of places visited or probability of a user being at
a specic time, in a specic location). This approach is validated in the paper to prove its use-
fulness. In addition, the methodology of testing behaviour-based anomaly detection approaches
is proposed. It is discussed why a random user comparison method does not make sense while





7.1 Introduction to Personalisation
7.1.1 Motivation
Nowadays, proling is often applied for the needs of personalisation of products and services. This
is because the people's perspective within the Marketing Mix underlines the need for a detailed
understanding of who is our customer and react accordingly [39]. Figure 7.1 presents data that
should be collected on a customer, together with methods and applications targeting generation
of business value. The data that a company would like to have about its customer includes (but
is not limited to):
 demographic data of a customer and his location,
 socio-economic data of the client and his ecosystem,
 data on preferences,
 data on purchase history,
 trend analysis in the above data,
 payment behaviour.
The more data is acquired, the more detailed the prole and the better the recommendations
of products and services for the customer. Better recommendations usually are directly related
with an increase in sales. An example of the advanced recommendation may be found on Netix1,




Figure 7.1: Motivation for proling clients and products. Source: [39]
(Netix distinguishes about 80,000 micro-genres), applies the customer-centric approach. Netix
builds a customer prole from the very beginning  while registering to Netix, a customer is
asked about his/her preferences based on three simple movie choices. Then, he/she is assigned
to a certain group with similar preferences, but what is important to note, he/she may belong to
more than one group. Based on his/her interactions with the service (his/her behaviour), a user
prole is detailed (based on micro-genres), and future recommendations are based on a result of
a forecast of the lm's rating by a user.
Other data important for proling a customer may include2:
 day of the month of the transactions of a customer e.g. customers can shop in the rst
week of the month, because they have just received their salaries,
 day of the week: analysis of the customer's purchase history by examining days in which the
customer made purchases. If we know that a customer usually buys on Sundays, we should
send him a reminder about products he was looking for on Sunday, instead of bombarding
him with notications on other days.
 time of day: if a customer usually visits the site late in the evening, it can be assumed that
a client is a working specialist. If we are to reach him/her, we should try to reach him/her
during the late evening hours, because then the chance of customer interest increases.
 discount eect: understanding which customers respond positively to discounts, and what
is the right percentage discount, helps us in positioning our products and at the same time
balancing prot margins.
Though, proling is important not only for the marketing and product placement. It may
2http://www.data-mania.com/blog/customer-profiling-and-segmentation-in-ecommerce/
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Figure 7.2: User proling and behavioural adaptation. Source: [137]
be crucial also for acceptance of products in the eld of robotics [137], especially in case of
robots interacting or supporting people. Figure 7.2 presents aspects of proling and respective
adaptations that a robot should apply based on proling results.
This chapter is to cover two elds for horizontal personalisation: personalisation for the need
of content adaptation and understanding who is a customer of a shopping centre.
7.1.2 Goals
The goal of the chapter is to propose proling methods that enable to describe a user in a way
supporting personalisation of content or a service. The secondary goals that enable achieving the
main goal are as follows:
 Proposing a personalisation method that improves the user experience of a solution, but
does not impact the eciency of the solution.
 Providing a method for user proling that allows obtaining valuable insights from data that
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was not collected for a specic purpose.
7.1.3 Structure of the Chapter
The chapter consists of four sections including an introduction presenting relation to goals of the
thesis and a summary that presents results that were achieved in relation to these goals. Section
7.2 presents solution improving user experience applying personalisation and studies eciency of
proposed approaches. Section 7.3 describes a method for proling a user that enables to obtain
valuable insights from data that was not collected for a specic purpose.
7.2 Scalable Adaptation of Web Applications to Users' Behaviour
The goal of the paper is to propose and evaluate the eciency of a method enabling a client-side
adaptation of a Web interface. This goal contributes to achieving one of the secondary goals of
the thesis, namely proposing a personalisation method that improves the user experience of a
solution, but does not impact the eciency of the solution.
The paper was published in Lecture Notes in Articial Intelligence from 4th International Con-
ference, ICCCI 2012, Ho Chi Minh City, Vietnam, November 28-30, 2012. Detailed bibliographic
reference is as follows: W¦cel, K., Kaczmarek, T., Filipowska, A., 2012, Scalable Adaptation of
Web Applications to Users' Behaviour, Lecture Notes in Articial Intelligence, 7654, pp. 79-88.
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Abstract. In this paper we present a comparative study of performance of an
adaptive web application supporting personalization either on a client or on a
server side. Currently, modern applications being developed support various kinds
of personalization. One of its types is changing behavior and appearance in a re-
sponse to actions taken by a user. Not only existing rules should be applied but
also new patterns discovered online and for different levels of events. Scaling
such applications to a large number of users is challenging. First, the stream of
events generated by users’ actions may be huge, and second, processing of the
adaptation rules per single user requires computing resources that multiply with
the number of users.
This paper reports on the efficiency of the method enabling a client-side adapta-
tion after moving adaptation logics from a server to a client.
1 Introduction
The adaptability and in particular development of adaptable user interface pose a num-
ber of challenges for application developers [7, 4] including, among the others, the issue
of scalability.
The core of every adaptable system is the user model describing user preferences
expressed explicitly or implicitly, derived from her behavior. This model should be
updated, when new information is delivered, which is of particular importance when the
user behavior is being traced. The user behavior patterns should be further transformed
into adaptation rules. These rules have to be evaluated on the constant basis, as new
events are caused by the user interacting with the application.
It is a challenge for most of the Web applications to provide many users with a
personalization result instantly, because all processing is traditionally conducted on the
server side, and the client (browser) is only responsible for rendering the final result.
For large-scale applications, it is not feasible to evaluate dozens of rules for each user
on the server side, even if efficient algorithms are applied. Therefore, the main problem
is scalability of an adaptable Web application, which, as we are to show is achievable,
if rule processing is moved entirely to the client side.
The example application on which we conducted our research is a modern e-banking
application implemented in the Google Web Toolkit framework, with adaptability en-
hancements. We conducted several experiments that confirm the efficiency of rule based
approach to adaptability on the client side and show the scalability of our solution to
the rule execution problem.
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2 Related Research
The problem of adaptability and in particular adaptable user interface (or intelligent
user interface) has been studied for years in the context of regular applications ([7]) as
well as hypertext ([4]). A goal of an adaptable system is to deliver content and experi-
ence that match best user’s preferences, knowledge and experience level. The user may
express the preferences regarding the look and behavior of the interface explicitly or
implicitly (through interaction with the system and the events that the users generate).
These preferences are used in the adaptation process, which may take a form of person-
alization or customization [1, 8]. Thanks to the development of Web technologies, the
client-side scripting in particular, it is possible to capture detailed events generated by
the user in the browser (such as mouse movement and individual keystrokes) [3]. This
however, makes the stream of events denser and exerts greater pressure on the server to
process it.
In order to mine the patterns of user behavior, it is necessary to apply the classic
data mining methods (for example association rules [2]). The mined patterns are then
converted to rules: this is the prevalent approach to date [10]. Depending on the ap-
proach, these rules may be event-based (series of events matching the rule head result
in an action being executed) or state-based (rules are sensitive to the state change of the
application) with several variants of how expressive the rule formalism is adopted ([5,
9]. More expressive formalisms, which are able to express sequences of events are said
to handle a wider range of user requested adaptations [6]. Recently, semantic techniques
are being adopted to modeling user preferences and adaptations [11].
3 Personalisation in the Web application
In this section we shortly describe main assumptions and ideas behind our personalisa-
tion method as well as solutions that were tested in the experiments. The e-banking
Web application that we conducted our experiments on allows to conduct standard
tasks (checking accounts balances, history of transactions, place money transfer orders
and standing orders) and is implemented using Google Web Toolkit (GWT) framework
which uses AJAX technology for asynchronous communication with server side of the
application and allows for relatively easy and powerful scripting on the client side.
3.1 Personalisation types
The system supports two kinds of personalization, technical and semantic, that incur dif-
ferent changes within the system. Technical personalisation addresses issue of changing
the graphical interface, e.g. adjusting placement of controls, changing their color, the
font being displayed, adding the bounding or changing the size. The semantic analy-
sis of user behavior on the other hand allows to suggest actions to the user, which are
involved with application purpose rather than its technical side. The first group of se-
mantic adaptations concerns providing content suggestions, which works like extended
version of autocompletion. After entering data in one field other fields are filled in with
appropriate (related) data, which is determined based on past behavior. For example,
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after a user provided a name of an organization that she would like to transfer money to
the application may fill in other fields such as amount, address of this organization or
transaction description.
We also adapt the functionality of application, i.e. user receives alerts and sugges-
tions about potential actions. Alerts remind about actions that the user might be in-
terested to perform, e.g. transferring money to a certain institution on a given day of
the month, if the system discovered such a custom in the past. Suggestions propose
to perform actions that are associated with other just performed action based on their
co-occurrence in the past.
Guidelines regarding the adaptation of a user interface are expressed in a form of
rules. The structure of a rule is independent from the type of personalization being
performed. A rule consists of a body (antecedent) and a head (consequent). The body
defines conditions required to fire an action defined in the head. The condition may be:
a sequence of particular events (possibly interrupted by other events), a set of events
(occurring without particular order) or a time-related event. The action may cause one
of the effects (i.e. adaptations) in an application: filling given control with data, change
of a style of a given control, display of tool tip for a given control, suggestion or alert
for action, change of order of controls.
3.2 Rules Form and Lifecycle
Adaptation can take place in response to an event. Event is understood as an elementary
manifestation of user behavior in the system. We distinguish three kinds of events,
occurring on different levels: program events (fine grained mouse or keyboard events),
logical events (change of contents in controls, e.g. typing in account number), semantic
events (high level operations triggered by filling in forms, e.g. placing a transfer order).
The program and logical events are generated in the browser, while semantic events
occur on the server. Program and logical events have to be transferred to the server for
data mining purposes. As written previously, event stream is mined for patterns of user
behaviour. However, as we learned, applying raw data mining algorithms bring a lot of
noise and does not render useful user behaviour patterns. For example the most frequent
associations between events are the following: “when the user opens transfer page, he
clicks «send» button”. Such associations are the side-effect of technical organization
of the application and have to be filtered out to find the actual user behaviour patterns.
The behaviour pattern are transformed into adaptation rules, which are recorded in the
user’s profile and updated with every run of the data mining subsystem. We were able
to find from dozen to almost hundred such rules for a single user based on the exemplar
data gathered from test user interaction with the e-banking application.
Since the rules are sensitive to program and logical events, which origin at the client,
it is possible to move its enactment also to the client. The semantic events are also taken
into account because they are associated with logical events that precede them (for
example sending a transfer - a semantic event - is not possible without opening a transfer
page - a logical event). The rules are transferred to the client upon application loading,
where they can be enacted thanks to the scripting capabilities of modern browsers, as
described in the next section.
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3.3 Client-side Rule Evaluation
We implemented an efficient rule execution environment in the browser, which can be
nowadays done conveniently thanks to modern application Web frameworks like GWT.
The implementation is based on non-deterministic finite state automaton, which is a
very efficient device for capturing multiple patterns at once, via a single pass over a
stream of symbols (events in our case).
Each head of the rule passed to the client was added as a pattern to be recognized by
the automaton. If the rule expected a sequence of particular events, possibly interleaved
with other events, it was added as a sequential pattern. If the rule expected a set of
events to occur, all the possible permutations of the event sequences were calculated on
the client, and added as sequences with interleaving events to the automaton. Though
it might seem inefficient, the system actually did not suffer from the explosion of per-
mutations, since the maximal number of events in the rule body was 6, which gives 120
permutations of sequences only.
After creating the automaton, it was run over the stream of events, as they occurred.
To handle the non-determinism of the automaton, a standard approach was taken, where
the automaton was allowed to have several active states at once, corresponding to par-
tially matched rules. Each of these active states was tracked independently, and new
were activated as needed. Such approach proved to be efficient as expected with respect
to computational time, and moderately heavy with respect to memory consumption.
Total consumption of memory by the browser process did not exceed 500 MB, which
was shared between all the components of the application and is comparable to opening
several tabs with fairly standard Web pages.
4 Tests on Efficiency of Personalization
4.1 Research Methodology
In order to check the efficiency of methods we have prepared the scenario for navi-
gating through the application and performing simple e-banking task. The scenario was
scripted using iMacros tool, that automates execution of tasks in the client browser - this
ensures repetitiveness of the experiment. To simulate the static Web pages we used Htm-
lUnit. The scenario was executed in several variants on a typical workstation supplied
with Inter Core2 Duo, T8300 @ 2.4GHz and 3.5GB of physical memory. For remote
tests, 100Mbit LAN was used. Our application implemented in Google Web Toolkit
(GWT) ver. 2.0.3 was deployed on Glassfish server (v 3.0.1). As a database we used
Postgresql ver. 8.4; application server used the following database library postgresql-
8.4-701.jdbc3.jar. Test were executed in Mozilla Firefox.
4.2 Centralized Execution of Personalization
In this variant of the scenario the personalization is prepared on server. We employ
HtmlUnit to simulate execution of the business logics on server, while typically it is
run on client. The goal of the test was to estimate the mean time necessary to prepare
a personalized view of the application on server side as a function of a number of
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concurrent users. HtmlUnit browser simulator was run on server in several threads;
each thread simulated the behavior of one client.
Results. Each thread generated an independent instance of HtmlUnit and it influ-
enced amount of required memory (up to 600MB for 15 concurrent threads). Time
necessary to prepare the visualization increased as the number of threads grew. Table 1
presents detailed timing.
Table 1. Duration of scenario depending on the number of concurrent threads.




























Number of threads 
Fig. 1. Mean duration of scenario execution with HtmlUnit depending on the number of concur-
rent local threads.
Based on the figure we validated the hypothesis that the dependency is linear. Anal-
ysis of regression confirmed high dependence between variables. The coefficient of
determination R2, which measures proportion of variability in a data set that is ac-
counted for by the statistical model, was 97,4%. We checked statistical significance of
the regression using Fisher-Snedecor (F-test). On the test machine it took 19.51 sec. to
prepare one personalized visualization from the scenario, and we need 7.97 sec. more
for each additional client. Each test run resulted in almost 100% CPU utilization.
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4.3 Distributed Execution of Personalization
In this variant of the scenario the personalization is prepared on clients. We employ
web browser with appropriate scripting engine installed, so that execution can be started
remotely and server load is investigated. The goal of the test was again to estimate the
mean time necessary to prepare a personalized view of the application, but this time on
the client side, when several clients connect at the same time. To preserve comparability
of the results we again used HtmlUnit to simulate a web browser, but this time it was
run on several machines connected in a local 100Mbit network at the same time, and
each client executed the same scenario.
Results. Tests were run 8 times (8 sessions), using the following number of clients
in respective sessions: 10, 10, 10, 5, 5, 5, 10, and 5. Mean execution times are within a
narrow range (86 - 88 sec.), except for the first session (95 sec.) which can be attributed
to necessary caching of files. Therefore, in further analysis we distinguish execution
with first session (A) and without it (B). Client applications were run on identical ma-
chines, nevertheless, we have verified statistically that there is no statistically signifi-
cant difference between duration of scenarios on different clients. We used univariate
ANOVA analysis. For the first option (A) we have: F=0.45, p-value = 0.9 > 0.05; for
the second option (B): F=1.19, p-value = 0.33 > 0.05. As p-value is substantially higher
than 0.05, there is no ground to reject the hypothesis saying that all durations are equal.
The first step in analysis is the comparison of execution times depending on number
of clients: 5 or 10 (two groups). Summary results are in table .
Group Count Sum Avg Var
‘5’ 20 1726.2 86.309 0.451
‘10’ 40 3559.2 88.980 14.775
Average execution times on both groups are similar. Analysis of variance, however,
proofs that they cannot be assumed equal.
Source of variance SS df MS F p-value Test F
between groups 95.084 1 95.084 9.431 0.0032 4.007
within groups 584.780 58 10.082
Total 679.864 59
The F statistics equals Fobs=9.431 and is higher than a critical value F=4.007. The
p-value = 0.0032 < 0.05, therefore at 95% significance level the null hypothesis saying
that average duration times in both groups are identical should be rejected.
To make sure that results were not biased by caching, we verified also the set with
7 sessions (option B).
Group Count Sum Avg Var
‘5’ 20 1726.186 86.309 0.451
‘10’ 30 2606.834 86.894 0.385
Paradoxically, although average times do not differ much, ANOVA again pointed
out that samples could have not been obtained from the same population. This is because
of the small variances, where the tolerance margin is really small.
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Source of variance SS df MS F p-value Test F
between groups 4.109 1 4.109 10.001 0.0027 4.043
within groups 19.721 48 0.411
Total 23.830 49
The F statistics equals Fobs=10.001 and is higher than a critical value F=4.007. The
p-value = 0.0027 < 0.05, therefore at 95% significance level the null hypothesis saying
that average duration times in both groups are identical should be rejected.
We therefore conducted analysis of regression in order to quantify dependency be-
tween number of machines and execution time of scenario.
The following equation was assumed:
y2 = ax + b (1)
where: y2 – duration of the scenario in seconds (the dependent variable), x – number of
clients (the independent variable).
The coefficient of determination R2 shows that just a fraction of variability of
dependent variable was explained by independent variable - only 14%. Nevertheless,
the regression is statistically significant (Fisher-Snedecor test Fobs=9.43). Values of t-
Student statistics confirms that estimation of parameters a and b is also statistically
significant. Therefore, we have:
y2 = 0.534 ∗ x + 83.639 (2)
It should be compared to the parameters obtained in the previous experiment which
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Fig. 2. Comparison of average execution times of scenario using HtmlUnit in local (y1) and re-
mote (y2) setting.
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An important benefit of distributed variant, where visualization is prepared on client
side, over a centralized solution is just slight increase in processing time with increas-
ing number of clients. For hypothetical number of 10,000 clients, which is an expected
number of clients using a production grade e-banking system, the execution of the sce-
nario on current hardware configuration would take respectively: 22 hours and 9 min-
utes for a centralized version and 1 hour and 30 minutes for the distributed version.
Conclusion: for the small number of clients the centralized solution is more effi-
cient. With increasing number of clients a distributed approach is preferred, where the
threshold in our experiment was estimated at 10 clients.
4.4 Execution of Personalization in Web Browsers
In the second experiment we used a browser which is not efficient. In this experiment
we will focus on real efficiency of the system using a typical web browser instead
of artificial interpreter like HtmlUnit. The goal of the test was to estimate the mean
time necessary to prepare a personalized view of the application in web browser, when
several clients connect to application server at the same time. We used Mozilla Firefox
with iMacros to execute the scenario. The clients were run on twenty machines on a
local 100Mbit network.
Results. Conducted experiments confirmed the efficiency of JavaScript engines
built into web browsers. Execution times of scenario were significantly reduced: av-
erage time for a sample of size 72 was 3.66 sec. Shorter times can partly be attributed
to more efficient caching mechanism of web browsers than of HtmlUnit. In order to
measure the influence of parallelization on duration of scenarios, measurements were
done in two variants:
– parallel – all clients connect to server at the same time
– sequential – clients connect independently, with some delays between connections.
The null hypothesis is that execution times in these two variants do not differ. Again,
ANOVA analysis was used to verify hypothesis.
Group Count Sum Avg Var
‘parallel’ 17 61.22 3.601 0.547
‘sequential’ 55 202.11 3.675 5.376
Average times seem to be identical.
Source of variance SS df MS F p-value Test F
between groups 0.0705 1 0.0705 0.0165 0.8981 3.9778
within groups 299.0323 70 4.2719
Total 299.1029 71
The observed statistics Fobs=0.0165 is smaller than critical value F=3.9778 and
at the same time p-value=0.898 > 0.05, therefore there is no reason to reject the null
hypothesis.
The conclusion of this experiment is as follows: when using web browsers to con-
nect simultaneously many clients in an experiment environment consisting of 20 ma-
chines, the concurrency (parallel vs. sequential) of connections does not affect the exe-
cution time of the scenario.
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5 Conclusions and Discussion
For the implementation of the web application we used a very efficient Google Web
Toolkit engine. As a way to optimize personalization method we proposed moving
preparation place of the visualization to clients. This, however, implicated moving infor-
mation usually available on server (e.g. business logics) to clients as well. Thus, server
is not responsible for tasks related to graphical user interface, and merely provides the
clients with the data necessary to prepare visualizations locally.
In this paper we verified to which extent the distributed solution excels centralized
system. In the first variant, individual forms of corporate banking application and their
adaptations were prepared in their entirety on the server. We utilized HtmlUnit, one of
few possibilities to generate HTML pages on the server without modification of the
web application. In the second variant, the GUI was generated on the client side. We
observed certain overheads attributed to the transfer over the network and just when
a number of clients exceeded ten, the distributed solution was more efficient than the
centralized one. In the third variant, the web browsers were used as a client to generate
the visualization and this solution was efficient as expected. The average time to execute
the scenario was 3.6 sec. and was not significantly higher when 20 machines connected
at the same time. The estimated time to execute the same scenario for 20 clients in the
first variant is 171 sec. (47.5 times worst), and in the second variant – 94 sec. (26 times
worst).
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7.3 Proling Visitors of Shopping Malls: the Meaning of Paths.
Analyzing Mobility Patterns Based on CDR Data
7.3.1 Introduction
Nowadays, companies try to learn who are their customers to better suit their needs. These
companies use diverse methods to collect data on customers including surveys, responses to
direct marketing, loyalty programmes, etc. Data obtained these ways needs to be analysed to
have value for a business entity. Such analysis may concern customer proling and segmentation,
prediction of the next best oer or a product for cross-selling. This section covers the rst type
of the analysis, namely proling and segmentation.
A user prole is a set of characteristics of a user, including user related rules, settings, needs,
interests, behaviours and preferences [30]. This information may be static e.g. native country
or dynamic e.g. needs or preferences that change in time. Proling of customers targets both
of these groups of characteristics. It is important to know gender, home location or age of a
customer. However, more important is to know his/her behaviour i.e. the dynamic prole. This
research focuses on a dynamism (customer journeys) of a customer and his/her needs.
Understanding customer journeys has become one of the most important topics in the recent
marketing literature [136]. It is undoubtedly crucial for companies to build informative insight
about their customers and understand their holistic experience. In fact, Lemon and Verhoef
conceptualized customer experience as a customer's journey with a rm over time during the
purchase cycle across multiple touchpoints [97, p. 6]. Better understanding of customers can help
companies to improve eectiveness of marketing through better design of customer touchpoints
[136] and increase their behavioural response to promotional messages [176]. Up to date most
research concerning customer journeys was done in a closed environment, i.e. with respect to a
single brand or a single place (e.g. shopping mall). Recently many authors called for enhancing
the perspective of customer experience and encouraged using larger scope for customer journey
mapping [111, 121, 166]. We answer this call by modelling customer journey in between dierent
shopping malls within one city (Pozna«) in Poland.
The research goal is to prole customers of shopping malls based on Call Detail Records
to learn customer preferences and improve marketing campaigns. The proposed method which
utilizes mobility proling to enable such an analysis is presented. The secondary research goal is to
demonstrate that using data collected for a dierent purpose (billing of users of telecommunication
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services), it is possible to derive conclusions valuable for companies and various scenarios. This
in turn would provide an example of directly utilizing proling methods for building new services
and extending the companies insight about their customers.
The section is structured as follows: subsection 7.3.2 presents related work regarding both
proling of customer journeys and Call Detail Record analysis. Following section presents the
concept of the method for describing customer journey using CDR data. Then, the dataset is
introduced and briey discussed. Section 7.3.5 presents results achieved applying the method on
the dataset. The section is summarised in conclusions3.
7.3.2 Related Work
Mapping a Customer Journey
Customer journey mapping based on shopping trips is a known method that was utilized by
companies to provide them with an insight on the localisation of their retail outlets. The rst
models of shopping trips were based on a gravity model. The assumption of the gravity model is
that the probability to choose a certain destination for shopping decreases with a distance to the
destination and increases with the size (attraction) of the shopping centre [77]. Since that time,
shopping malls changed their meaning from a place where people buy goods towards a meeting
or leisure place.
[124] dened shopping malls as closed, climate-controlled, lighted shopping centres with retail
stores on one or both sides of an enclosed walkway. Apart from utilitarian benets (e.g. parking),
the atmosphere (or ambience) and other elements of customer experience, impact the choice of
the shopping mall and the subsequent consumer behaviour. In contemporary retail, the overall
experience generated out of tenant mix, facilities and atmosphere, stands for the competitive
advantage.
Therefore, if a shopping centre is of diverse nature, it becomes more important to learn what
makes a customer travel between dierent shopping malls. Introduction of further travel utility
[92] led to development of a multi-purpose shopping trip model [9]. Hu and Jasper investi-
gated consumer experiences on shopping malls and found convenience, choice, crowds, ambiance,
3Results described in this section are joint work with Piotr Kaªu»ny (Poznan University of Economics and
Business), Piotr Jankowiak (Poznan University of Economics and Business) and Piotr Kwiatek (American Uni-
versity of Middle East, Kuwait). The paper describing these results is currently being prepared as a journal
submission.
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parking and hedonic shopping orientation to be the most impactful [74]. In contrast, shopping
mall choice studied by [174] uncovered assortment, atmosphere, convenience and quality to have
the most impact. Other models were developed based on utility maximizing behaviour, choice
heuristics and Markov chains, cellular automata and complexity theory [158, p.142-143].
This research focuses on loyalty of customers and their behaviour derived based on Call Detail
Records.
Using CDR Data to Describe a Customer Journey
Nowadays, telecommunication service providers consider monetization of the big data their net-
works provide. As an example for this, ATT has plans to gain prot from selling aggregated
user data to advertisers and marketing companies [13]. Similarly, Orange is participating in the
Trac Zen experiment to create trac forecasts. Telefonica's Brazilian subsidiary Vivo is using
cell data, demographics and predictive modelling to provide customers with services tailored for
them  created to match their needs and taking into consideration their lifestyle [79].
A detailed source of data on users of telecommunication services are Call Detail Records
(CDRs). CDRs contain details of every billable action made using a phone. Actions included
in CDRs concern calls, text messages, data transfer or usage of a specic service. Each action
is described by s set of data i.e. date when an action took place, its duration, location of a
BTS service, an initiator/target of an action, etc. Companies are obliged by law to keep their
record (with the period depending on the country). There are many potential uses for CDRs.
Previously preprocessed data can have an impact on various areas and can be used in multiple
scenarios [19], including: urban planning [86, 171], tourism [4, 44], epidemiology, measuring
carbon dioxide emission and trac volume [15, 70].
Among multiple models of large and small scale proling using CDRs, the literature provides
only a few examples connected with uncovering physical customer paths. [16] used CDR data from
Telefonica to model visiting patterns of mall visitors in Santiago de Chile. Their study targeted
16 shopping malls and over 1 million of unique devices that appeared in a neighbourhood of these
malls. Visitors of the malls were assigned the Human Development Index of areas of their home
locations. The authors proved that the choice of the mall is determined by two main factors:
distance and the socio-economic level e.g. people from peripheral, poor areas tend to visit their
local malls and do not travel much. The authors however did not perform analysis on ow of
people between two or more malls, rather focusing on a single-mall analysis.
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[91] researched daily lives of over a hundred thousand people in and around Los Angeles,
using data from WeFI application monitoring location, data connections, application usage, etc.
The data produced by the application is more dense, richer and of dierent nature than data
contained in CDRs. Authors also augmented the data with census data based on home location
of mobile phone users. Analysing the collected data they proved inter alia that female shoppers
are seen at malls almost three times per week, while the males appear there less than twice a
week. However, still no behaviour regarding customer journey was reported.
[26] studied how Call Detail Record (CDR) can be used to better understand the travel
patterns of visitors. They developed Origin Destination Interactive Maps to map transportation
information of tourists contained in CDRs. The goal of this study, carried out for Andorra, was
to understand how tourists moved through the country to determine how connected cities were to
one another in various months and holidays (and for dierent groups of tourists). They studied
behaviour and paths, however using dierent tools and on a dierent level of granularity regarding
visited locations.
This research uses Call Detail Records for studying behaviour of shopping malls' customers
understood as customer journeys. The research targets citizens of a big Polish city (Pozna«) and
describes patterns on how malls within and outside the city are visited by customers.
7.3.3 Method of Analysing Customer Journeys
Analysis of Mobility using Call Detail Records
Geospatial information within CDRs can help uncovering previously unknown behaviour and
meaningful patterns of user activity for a single user and on more aggregated level. CDR data
includes information regarding locations in a form of the nearest BTS station (Base Transceiver
Station) a user was connecting to while using telecommunication services. The accuracy of this
information is limited due to technical issues to an average radius of 3 square kilometres, but
considering urbanized areas (cities) a few hundred meters accuracy is possible [5, 70]. Based on
CDR data e.g. home and work locations may be calculated with a precision of a district [19].
More complex is the analysis of user's mobility. Based on CDR data, daily travel paths of
people may be identied [53], including travel on small distances (about 5 to 10 kilometres) on
a daily basis [147]. Based in these paths, it is possible to build a user's mobility prole working
in a small scale, focused on estimating user's visited locations and use it eectively [100]. This
prole can be an understandable representation of a typical user movement usable in inferring
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commuting/movement statistics over the large area [44]. When using logs for the analysis of user
mobility only very brief moments of his whereabouts are known (connected to the calls or other
services performed that were handled by BTS). This estimation of location is not ideal, but its
accuracy can be measured based on the density of cell towers.
7.3.4 Description of the Dataset
The CDR data used for this work consists of more than 7 billion records describing activities
of Orange clients in Poland for over 6 months between February and July 2013. Each record
consists of:
 an anonymised identier of a user initiating the call (being the client of Orange),
 a type of a service (call, SMS, Internet use) along with its duration in seconds,
 a time stamp,
 a BTS station (location where the action was initiated),
 a location_id (grouping of a set of BTS stations that share the same coordinates).
From about 10 million of users represented in the dataset, a sample of about 100 thousand of
people was created. The sampling procedure was as follows:
1. Firstly, all users who appeared in one of 173 location_ids in Poznan were selected. These
location_ids were chosen based on their coordinates compared with GEO JSON from the
Open Street Map indicating the boundaries of the city of Pozna«. This way the data was
limited to 766 948 690 events from 408 058 users.
2. Then, 408 058 users were assigned with their home and work locations:
 home location is a place, where a user spends most of his nights and the time after
work (in this case between 7PM and 8 AM),
 work location is a place which a user tends to visit during the day, that is not his home
location. To conduct the labelling, locations a user visited on working days (Monday
to Friday) between 8AM and 6 PM were identied, and as a work location the one
with the most stay time spent was selected.
104 890 users had their home location in Poznan. Figure 7.3 presents home locations for
all users who had at least one action assigned to one of BTS located in Poznan.
3. In the next step, call centers were excluded from the analysis. A call center was dened as a
user having more than 24 hours of a daily activity (what is impossible for a single person).
Such assumption resulted in a set of 123 'machines' that were excluded from the set of 104
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Figure 7.3: Distribution of home locations for a sample of all users that passed by Poznan area
during the extent of the study. Source: own study
890 users.
4. Finally, 12 196 users, who had a home or work location in a spot (Voronoi cell4) assigned
to one of the analysed shopping centres, were identied and excluded from the analysis
regarding the number of visits and journeys between shopping centres. This was done in
order not to skew the customer visits' results distribution for the users that spend most
of their time close to the shopping malls (the section presents also some insights into the
distribution of users before this step was applied on the data).
Details of the dataset are presented in Tables 7.1 and 7.2. Home accuracy (Table 7.2) is
understood as the ratio of the amount of time spent at home during home hours (7PM - 8AM)
relative to other locations in this time range. Similarly, work accuracy is the ratio of the amount
of time spent at work during work hours (8AM - 6PM) relative to other locations in this time
range).
4Based on BTS locations, a Voronoi diagram was created that divided the area of Pozna« into rectangles.
Please see Figure 7.3.
248









1st Quartile 118,0 446 1,381 14,0
Median 158,0 963 1,866 31,0
Mean 138,9 1547 2,181 43,29
3rd Quartile 173,0 1966 2,616 57,0
Source: own study
Table 7.2: Statistics of the dataset after processing of CDRs (Part 2).
Statistics Average max.
daily distance
Home accuracy Work accuracy
1st Quartile 1,623 0,42711 0,2530
Median 6,090 0,60090 0,4325
Mean 15,218 0,61586 0,4620
3rd Quartile 16,051 0,80966 0,6642
Source: own study
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Figure 7.4: A number of activities of users from the sample (logarithmic scale - data is long
tailed). Source: own study
Figure 7.4 presents distribution of the number of activities for people having a home location
in Poznan. It is worth to mention, that the more activities, the better as it is possible to precisely
describe customer paths (journeys).
Figure 7.5 presents a histogram showcasing the average daily distance travelled by users
represented in the sample. Most of users do not commute on long distances and rather travel
work/home within the city.
Figure 7.6 presents a histogram showcasing an average number of locations visited daily by
users from the sample. It can be observed that the sample travels not only short distances, but
also visits not more than 5 distinct locations daily.
This data was subject to analysis of customer journeys between shopping centres. Shopping










Figure 7.5: Users and their average travel daily distance (104k users from the sample of Poznan
inhabitants). Source: own study
Figure 7.6: Users and their average number of locations visited daily (104k users from the
sample of Poznan inhabitants). Source: own study
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Figure 7.7: Locations of the shopping malls subject to analysis of customer paths. Source: own
study
 Pasaz Rozowy,
 Pasa» Tesco os. Batorego,
 Plaza and Pestka (as these two shopping centres are situated one next to another and are
covered by the same BTS stations),
 Stary Browar.
Figure 7.7 presents locations of these shopping centres in Pozna«. It may be easily noticed
that shopping malls are spread around Pozna« city and if a customer visits two dierent shopping
centres, he will be identied in two dierent locations.
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7.3.5 Research Results
Firstly, in our research we aggregated data of users to see what shopping malls they visit and on
which days. Figure 7.8 presents a number of visitors of chosen shopping centres. These numbers
dier from a real number of visitors as not all people perform an action (phone call, sms) while
being in the shopping mall and also we observe only the population of Orange subscribers5. It
may be noticed that the number of visits of customers in shopping malls is stable during the
weekdays and dropping on weekends (by a visit we dene a stay at a shopping centre longer
than 15 minutes). It should be highlighted that in our approach the estimated stay time from the
trajectory model plays a big role. Due to the model assumptions, ltering visits with a signicant
stay time (> 15 minutes) changes the structure of visits to the one more closely resembling real
patterns. Based on multiple uses of the model in the literature, ltering single - accidental or
insignicant activities (in the model being described by a low stay time estimated), leaves only
visits that were intentional. Filtering data further (with a minimal stay time of 30 minutes)
signicantly limits the size of the sample of users that were observed, but could indicate users
that spend considerably high portions of their time shopping. On the other hand utilizing all of
the activities (even with small stay time) gives us a possibility to uncover situations where users
also just passed by the location, which could be interesting for marketing purposes and indicate
users who had the possibility to visit a shopping centre (meaning they were in the vicinity).
Analysing Figure 7.8, it needs to be mentioned that Green Point includes both: a shopping
mall and company oces that do not open at weekends. This observation made us also to exclude
people having home and work location in the same location as the shopping mall.
After excluding from the sample inhabitants having home or work location in the same location
as the shopping mall, some changes in the numbers of visitors may be noticed (please see Figure
7.9). The number of visitors in Green Point decreases (as people having work location there are
excluded from the sample), but popular shopping malls such as Plaza, Stary Browar and Malta
seem to have a signicantly bigger group of visitors than other shopping centres.
Figure 7.10 presents hourly distribution of visits in each shopping centre. It may be observed
that malls in suburbs have dierent hours of activity than the ones situated in the city centre.
The total number of users from the sample who visited each of the researched shopping malls
at least once is presented in Table 7.3.
Before discussing customer journeys between shopping malls, we may study from which area
5Orange SA in Poland has about 30% of all subscriptions.
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Figure 7.8: Average number of users per day in chosen shopping malls (104k of users). Source:
own study
Figure 7.9: Average number of users per day in chosen shopping malls (92.5k of users). Source:
own study
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Figure 7.10: Average number of users per hour for each day (104k of users). Source: own study
Table 7.3: Unique users visiting shopping malls between February and July 2013.
No. Shopping center Number of visits
1 Plaza (+ Pestka) 27204
2 Stary Browar 23464
3 Galeria Malta 22323
4 Green Point 20952
5 Ikea Franowo 18808
6 Panorama 15508
7 King Cross 11136
8 Kupiec Poznanski 8929
9 M1 5321
10 Galeria MM 5210
11 Pasaz Rozowy 3054
Source: own study
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Figure 7.11: Home location of customers visiting Plaza shopping mall. Source: own study
the customers come. Figure 7.11 shows where do people visiting Plaza shopping centre live (the
darker the colour, the more visitors from the spot). It should be noticed that the mall is mostly
visited by the people living in a close distance, however also people from the north of Poznan
(suburbs) come to visit the place. Plaza is however rarely visited by people from the south of
Poznan, where other shopping centres are present. This may be due to the fact that there is no
speciality of the shopping mall, and customers may nd similar goods also in other malls. Similar
analysis is possible for every other location.
The main goal of this paper was to study customer journeys between dierent shopping malls,
so we studied how many of other shopping centres were visited by a customer of a given mall.
Table 7.4 presents statistics on loyalty of customers of a given shopping centre. It may be noticed
that the most loyal are the customers of Pestka and Plaza (who visit only about 2 other shopping
malls), and the least loyal are people visiting M1.
Finally, we studied customer journeys (migrations) between dierent shopping centres and
we gured out that there are two types of customers. One group includes visitors travelling from
one mall to the other e.g. searching for a certain product, looking for occasions, etc. Second
group concerns people being more loyal and visiting usually only one shopping centre (also these
visits are more frequent, with a short average duration and small variation of duration). We
visualised these migrations on chord diagrams (Figures 7.12 and 7.13). These diagrams show
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Table 7.4: Average number of other shopping malls a visitor of a particular shopping centre
visits.
Shopping centre Number of other shopping















Figure 7.12: Chord diagram for customers visiting King Cross. Source: own study
what percentage of customers migrates between shopping centres.
Figure 7.12 presents ow of King Cross shopping centre customers. The colour is derived from
the relation between incoming and outgoing customers. In case of King Cross, many customers
tend to visit also other malls. What is worrying is that the percentage of customers coming from
other shopping malls to King Cross is smaller than the percentage of King Cross customers who
visit also other shopping malls.
Figure 7.13 shows the same analysis for Plaza. However, in case of Plaza the analysis has
more colours and presents other situation. Simplifying, all other shopping centres share more
users with Plaza than Plaza malls is giving to them (percentage-wise). Moreover, a lot of users
visits only Plaza (gray area in the Figure).
This analysis may be further extended, however even the initial insights show us diversied
prole of customers of dierent shopping malls in Pozna« area.
7.3.6 Summary and Conclusions
In this section we presented an initial analysis of customer journeys between dierent shopping
malls for the city of Poznan, Poland. The analysis carried out was based on data that was not
collected for the needs of such analysis, but still enabled to draw some important conclusions,
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Figure 7.13: Migration for Plaza. Source: own study
namely:
1. It is possible to describe who are the customers of a shopping mall. In our case we were
able to identify home/work location of the customers, but this data could be associated
with census data for a given home/work area. Having more detailed proles of customers,
we may enrich segmentation and inuence pricing or marketing campaigns. Additionally,
utilizing mobility proling can give us information about the areas those customers are
travelling through daily. This may in turn prove valuable for marketing campaigns.
2. It is possible to dene the geographical coverage of a shopping mall. Having geographical
prole of a mall, we may target only selected group of customers (location-based) or focus
on inuencing customers also from other areas.
3. There are dierent loyalty levels concerning shopping malls. We identied shopping malls
visited frequently by the same group of people and shopping malls which are addressed by
customers as one of many spots.
4. We identied ows between shopping centres (which shopping malls share the same group
of customers and which have their own visitors). This research was carried out on data
covering all subscribers of Orange visible in shopping centres from the area of Poznan
within half a year (in 2013).
Our approach shows that some important insights may be drawn from data sources that are
not collected for a given purpose. Still, such results may have a signicant business value. In
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scenarios concerning customer journeys, the second phase would be to study the motivation of
customers to migrate between the shopping centres. Such analysis could be the future work in
this domain. It is important to note however, that we may learn who is our customer without
the need of surveying a customer in a traditional way.
7.4 Conclusions
The chapter aimed at development of a horizontal application scenario for proling, targeting
personalisation. Its goal was to propose proling methods that enable to describe a user in a
way enabling for personalisation of content or a service. This goal was further translated into
two secondary goals, namely:
G6.1 To propose a personalisation method that improves user experience of a solution, but does
not impact the eciency of the solution,
G6.2 To provide a user proling method that enables to obtain valuable insights from data that
was not collected for a specic purpose.
In relation to the goal G6.1, the goal of the paper was to propose and evaluate the eciency of
a method enabling a client-side adaptation of a Web interface. The paper included in Section 7.2
studies personalisation of Web interfaces including technical and semantic aspects (elements of
the interface as well as content). The scenario studied concerns a banking system available online.
The technical adaptations (personalisation) concern changing a graphical user interface, whereas
semantic personalisation concerns analysing user behaviour and history of his/her transactions
to suggest actions to the user. Ten, two approaches are studied (centralised and distributed
computing) to perform personalisation and check challenges and limitations. In the paper, it is
proved there is a threshold concerning the number of users below which the centralised approach
works more eective, however if a large number of users is expected, the distributed approach is
better for performing personalisation.
The G6.2 secondary goal was translated in the respective section as to: prole customers
of shopping malls based on Call Detail Records to learn customer preferences and improve mar-
keting campaigns. Section 7.3 concerns studying journeys of customers of shopping malls. The
experimental data concern city of Pozna« and is expressed in the form of Call Detail Records.
The loyalty of customers (and their preferences towards choosing a shopping center) is analysed.
The paper presents a method of analysis that oers more knowledge on a customer than tradi-
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tionally possessed by shopping malls. The results also enable to deliver new business models for
telecommunication companies as data used in analysis was collected for billing purposes, but still
has a huge value for other companies (it is worth to underline that this is aggregated data, so




This chapter is to summarise the thesis and indicate what are the results achieved in relation
to state of the art and goals envisioned. It needs to be underlined that research described in
this document has been carried out for the last 8 years and therefore some of these results may
not appear to be novel from today's perspective, but still remain signicant. Personalisation and
proling are continuously a subject of numerous research projects and are of interest of many
researchers and practitioners from multiple domains (including horizontal and vertical application
scenarios).
The remainder of this chapter is structured as follows. Firstly goals of the thesis are reminded.
Then, the section on contribution to state of the art follows. The contribution discusses results
in relation to the goals stated and also shows which sections especially focus on achieving these
goals. Finally, some insights into the future work are presented.
8.1 Goals
The research described in the thesis concerns proling of people and things. The domain targeted
is very broad and may be perceived from various perspectives. We tried to address only three of
them, namely:
 Background and denition: the document presents denitions of prole and proling as
well as provides insights into methods that may be used while proling people and things.
When discussing approaches, also diverse data sources that may be used for proling are
studied e.g. regarding emotions or colour preferences (chapter 2 and 3).
 Vertical applications: chapters 4 and 5 present applications of proling for public utilities
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represented by domains of smart grid and telecommunication. Both of these domains dene
their own challenges for proling, but it is demonstrated that they may benet from similar
methods. Nowadays, business utilises only some basic quantitative approaches to proling,
however enabling reasoning on relations between features as well as between entities may
enable addressing new business challenges.
 Horizontal applications: proling may be successfully used also for a broadly understood
personalisation and authentication of users. The more specic the prole, the more aligned
the recommendation, and this may directly inuence e.g. sales. On the other hand, detailed
prole enables quick identication of anomalies and therefore may be used for authentication
purposes. Chapters 6 and 7 concern these issues and present how proling may be used
across domains, proving its usefulness.
The goals that were to be achieved within this thesis are summarised in Table 8.1.




The goal is to dene a prole of a person or a thing and
identify features of a person or a thing that may be rep-
resented in a prole and are usable for diverse application
scenarios.
B1
The goal is to analyse proling methods that enable for




The goal is to create a prole of a user or a thing that
will be applicable for solutions enabling management of
production and consumption of the electric energy in the
smart grid.
V1
The goal is to develop a prole of a customer/subscriber
to telecommunication services, enabling for personalisa-








The goal is to develop a method allowing authentication
of a user based on Call Detail Record data.
H1
The goal is to propose proling methods that enable to
describe a user in a way supporting personalisation of
content or a service.
H2
Source: own study
8.2 Contribution over State of the Art
This section is to demonstrate advantage over state of the art of research described within this
document. As prevailing part of sections of this thesis includes publications published in journals
or at international conferences after a peer review process, the quality of specic chapters has
already been conrmed by a signicant group of reviewers. However, it is still worth to show
the results and their importance for the domain, especially in relation to the previously stated
goals. Table 8.2 presents contribution of the publications included in this thesis in relation to the
previously presented goals.
Table 8.2: Research contribution.
Reference Contribution
B1 The outcomes concern: analysis of the related work in the area of managing user
data e.g. identities, proles, etc.; proposing identity lifecycle (starting from cre-
ation, enabling its updates, merging dierent proles, update by a user, querying,
controlling access by dierent services, etc.) and proposal of an architecture of
a system that enables providing a user with an invisible personalisation support
while browsing the content (the system is to be working in the background). The
system delivered was developed within the EGO - Virtual Identity project and is
a working solution.
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B1 The results concern a detailed review of state of the art in the domain of identity
management. The notion of a digital identity was analysed from dierent per-
spectives and various denitions were provided. The paper also proposes a set
of use cases for identity management systems. The use cases focus on improving
user experience while utilising data included in the virtual identity. Then, a com-
parison of selected identity protocols, projects and initiatives taking into account
the proposed use cases follows. This issue is further addressed in the Bachelor
thesis of Adam Ma¢kowiak, which Agata Filipowska supervised, that concerned
utilisation of a virtual identity based on previous activities of a user on the Web
or his proles on social media, in the process of advising nancial instruments.
B1 The paper provides a method for building a prole (identity) of a user based on his
activities on the Web. The prole is described using categories from Wikipedia.
A method that was presented in the paper is developed for the Polish language
and is based on keywords derived from papers mapped on Wikipedia categories
that may be included in the prole/identity. The paper presents also a potential
extension to DBpedia showing potential of proling using Linked Open Data.
B2 The results described are based on data from a survey carried out among 144
respondents. Proling concerned both: modelling personality traits of respon-
dents and their colour preferences. Using regression and Apriori methods, links
between BFI-44 personality and colours were identied. Relations between re-
sults achieved using two dierent methods were presented and analysed (there
are colours important for a given personality type identied by two methods, but
there are also some dierences between outcomes received by application of these
methods). This research shows also that given the same set of data, outcomes
received by two proling algorithms may signicantly dier.
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B2 The paper, addressing the goal, provides analysis of the related work in the area of
modelling relations between users. Dierent types of relations are presented and
typical approaches on describing these relations in social networks are discussed.
Then, based on a survey carried out among 306 respondents, it was conrmed
what features emerging from call logs should be taken into account while working
on a description of a relation. The goal was not only to model strength of a rela-
tion, but to make this feature reecting the real relation between two individuals.
V1 The paper studied challenges for the microgrid and proposed requirements for
a system addressing these challenges. Following, a concept and an architecture
of a system, enabling not only management, but also forecasting of production
and usage of electric energy, was proposed (that supports also acquisition of data
from the Web to enable for improved reasoning). The system was developed and
is currently in operation.
V1 The paper explains denition of a prole and a stereotype in the microgrid. Then,
a method for demand estimation taking into account features of a prosumer,
including appliances used (proles of things), is proposed. The application of
the method in the smart grid management software is also demonstrated. The
method was also implemented in the Future Energy Management System.
V2 The paper provides description of the Personal Information Management platform
and depicts methods, algorithms and tools allowing dierent usages based on
a social context of a user. The Social Gardening application is presented to
demonstrate a potential application of the developed concept. The research goal
was similar to the one addressed by the EGO - Virtual Identity project, however
the focus was on proposing new services beneting from a user prole, taking into
account the aspects of privacy and trust.
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V2 The paper presents insights to what extent CDR data may be useful to derive
proles of users, including relations these users have with their community. The
statistics that may describe users based on CDR data are studied. The paper
proposes also a concept of the Social Connector application that focuses on pre-
senting the history of contacts of a subscriber (to propose user with actions or
make him/her understand the relations with other users). An important part of
the paper is devoted to the privacy issues. The privacy levels for the telecommu-
nication data are proposed and discussed (from no data sharing towards all data
sharing approach).
H1 The paper proposes a model describing user's mobility that may be used for
anomaly detection in the process of authentication. The activities from Call
Detail Records (taking into account all available data describing a single activity)
were translated into a mobility dictionary for a user e.g. stay times at locations
were quantied. The prole of a user was specied as: locations visited by a
user, time that a user spends at a given location (probability that at a specic
hour, a user will be present at a specic place), sequence of BTS station visited
(identication of routes of a user). Then evaluation of the approach was performed
to prove accuracy of the approach (99% of model's accuracy for a random user
scenario).
H1 The paper that addresses the goal, presents a method (together with its vali-
dation) that enables for development and verication of a mobility prole of a
user and may be used for authentication. Here, anomalies in user behaviour are
identied and analysed. These anomalies include e.g. checking how movements
of a user dier from his typical behaviour (considering time, geographical areas,
sequence of places visited or probability of a user being at a specic time, in a
specic location). This approach is validated in the paper to prove its usefulness.
In addition, the methodology of testing behaviour-based anomaly detection ap-
proaches is proposed. It is discussed why a random user comparison method does
not make sense while researching authentication scenarios.
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H2 The paper in line with the goal studies personalisation of Web interfaces including
technical and semantic aspects (elements of the interface as well as its content).
The scenario studied concerns a banking system available online. The techni-
cal adaptations (personalisation) concern changing graphical interface, whereas
semantic personalisation concerns analysing user behaviour and history of trans-
actions to suggest actions to the user. Ten, two approaches are researched (cen-
tralised and distributed computing) to personalise and check challenges and lim-
itations. It is proved, that there is a threshold concerning the number of users
below which the centralised approach works more eective, however if a large
number of users is expected, the distributed approach is better while delivering
personalisation.
H2 The chapter concerns studying customer journeys of customers of shopping malls.
The experimental data concern city of Pozna« and is expressed in the form of Call
Detail Records. The loyalty of customers (and their preferences towards choosing
a shopping centre) is analysed. The paper presents a method of analysis that oers
more knowledge on a customer than traditionally possessed by shopping malls.
The results also enable to deliver a new business models for telecommunication
companies.
Source: own study
All goals dened in the introduction were successfully realised and therefore the research
questions stated were answered.
8.3 Future Work
In the upcoming era of the personalised healthcare, the health proling is getting on importance
[66]. A health prole may describe health of a specic population (group of people) and include
important factors that inuence health of individuals, such as environment, deprivation or edu-
cational attainment [66]. Applying terminology used in this thesis, we would dene such a prole
as a stereotype. In our understanding, a health prole would be dened as a set of features
describing a specic person.
The purpose of health stereotypes is generation of high-quality indicators grouped into various
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health domains with a special geographical focus, and their presentation in a way that allows users
to see the extent to which each indicator varies from the average. The criteria for the selection of
indicators have been described in [66] and focus on: demonstration of an important impact on the
health of population, providing support for the information needs of various healthcare entities,
a comparison over time and between places, etc. Some results of health proling are already
provided e.g. by the European project I2SARE1. The project produces health stereotypes for
each region of the EU to assist European, national, regional and local authorities in developing
health policies.
Another example of the personalised healthcare and proling is related with pharmaceutical
companies, and refers to advances in diagnostics and pharmaceuticals aimed at tailoring medicine
patients' needs2. This research focuses on the study of the eects of genetic dierences between
patients and their response to medicines.
In medicine four dierent meanings of personalisation and proling are distinguished [69]:
 Delivery of highly individualised health management in a sense of prediction, prevention and
treatment. Activities should be more tailored to the needs of a specic patient, regarding
genetic, physiological or psychological characteristics, provided by personalised technologies
applied in a person-specic way.
 Treating each individual separately and being respectful of his/her particular wishes, lifestyle
and health status.
 Personalised treatment or management that aims to provide healthcare as a good in ways
not dissimilar to other traded products or services that are oered in response to consumer
demand.
 Personalisation that can arise from policies of 'responsibilisation', from individuals' choices
to manage their healthcare. It means that more responsibility for health management arises
from individuals or their carer rather than medical professionals.
Until now, the use of proling in hospitals and healthcare has been limited. The patient
proling is useful in a variety of situations such as providing a personalised service based on a
patient himself [140]. Identifying services that a patient requires allows to speed up patient's
recovery progress. Disambiguating patient's diagnostic data based on patient's prole assists




patient on continuous basis for the doctors, so that tailored and appropriate care can be provided.
The information about a patient, presented on continuous basis to the medical sta, satises the
need of up to date information [153]. Therefore, a patient's prole can be described as a collection
of data that can be used in a decision analysis situation. It can be divided into a static prole,
when all information is kept in pre-xed data elds, where the period between data eld updates is
very long, and a dynamic prole, which is constantly updated as per evaluation of the situation
and the updates can be performed manually or in an automated manner [140]. An example of
data in a static prole of a patient includes: rst name and last name, address, contact data, but
also, blood type, allergies, chronic diseases, medicines taken, smoking, etc. On the other hand,
dynamic patient prole should store all data that changes over time, e.g. weight, blood pressure,
body temperature, GFR, dietary protein restrictions, lipid metabolism, etc. In any case, it is
necessary to have both, static and dynamic patient prole, to have a full view on the status
of patient's health and the course of treatment and reaction of the organism to the procedures
carried out.
The recent work of the author concerns collaboration with immunologists and nephrologists
from the Pomeranian University in Szczecin and regards care over a patient with kidney-related
issues. Regarding personalised healthcare, proling and data science methods may provide a
signicant change while diagnosing and treatment of e.g.:
 ESKD (end stage kidney disease)  GFR (gromerular ltration rate) is an indication
of the kidney's condition and describes the ow rate of ltered uid through the kidney
[72]. The problem to be targeted is the unknown origin of chronic kidney disease and the
medium-term challenge is to predict the GFR loss [52, 141].
 Haemodialysis is a process of purifying the blood of a person whose kidneys are not
working normally. When a kidney is in a state of failure, haemodialysis achieves the extra-
corporeal removal of waste products such as creatinine, urea and free water from blood. As
a short-term challenge, two research challenges were identied: anaemia management opti-
misation [51, 61, 107] and an improvement of arterial-venous stula management [73, 157].
For the middle-term research issues, mortality risk prediction including novel biomarkers
is a desirable topic [7, 115, 160, 164] as well as research on hyoresponsiveness to HBV vac-
cination [144]. Moreover, also a long-term challenge can be specied and described as life
quality improvement including mental well-being [43, 109].
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 Haemodialysis (qualied for transplantation)  the organ transplant of a kidney into
a patient with end stage kidney disease, that can be typically classied as deceased-donor or
living-donor transplantation depending on the source of the donor organ. Based on this, a
short-term challenge with prevalence of anti-HLA antibodies pre-transplant [127, 130] and
a long-term challenge for living donation [29, 45, 82] can be identied.
 Post-transplant  the long-term success of a kidney transplant depends on regular ex-
amination and parameter monitoring, taking anti-rejection medications in a proper dose
and at the right time, following the schedule for lab tests and clinic visits and following
a healthy lifestyle including proper diet, exercise and weight loss, if needed. In this case,
the short-term research challenge concerns studying pharmacogenomic approach towards
immunosuppressants dosage optimisation [8, 37, 106]. For the medium-term challenges two
were identied: long term renal allograft survival prediction [52, 168, 172] and donor specic
antibodies (DSA) post-transplant prevalence with the precise allograft rejection diagnostics
[59]. Also one long-term research challenge was specied as an allograft management for
validated and applied biomarkers [32, 113].
 Repeated transplantation  each transplanted kidney has a limited lifetime, so after a
certain period of time the patient has to undergo transplantation again. Based on litera-
ture a long-term challenge can be specied, regarding repeated transplantation in a highly
immunised patient [95, 175].
These research challenges demand inter alia diverse proling approaches to be put in place
and are already tackled by the author. First publications showing importance of proling for
the needs of personalised treatment of patients with kidney problems that may inuence the
treatment are to be published this year.
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