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Abstract
This thesis proposes a computational framework for understanding human Theory of Mind (ToM):
our conception of others' mental states, how they relate to the world, and how they cause behavior.
Humans use ToM to predict others' actions, given their mental states, but also to do the reverse:
attribute mental states - beliefs, desires, intentions, knowledge, goals, preferences, emotions, and
other thoughts - to explain others' behavior. The goal of this thesis is to provide a formal account
of the knowledge and mechanisms that support these judgments.
The thesis will argue for three central claims about human ToM. First, ToM is constructed
around probabilistic, causal models of how agents' beliefs, desires and goals interact with their
situation and perspective (which can differ from our own) to produce behavior. Second, the core
content of ToM can be formalized using context-specific models of approximately rational plan-
ning, such as Markov decision processes (MDPs), partially observable MDPs (POMDPs), and
Markov games. ToM reasoning will be formalized as rational probabilistic inference over these
models of intentional (inter)action, termed Bayesian Theory of Mind (BToM).
Third, hypotheses about the structure and content of ToM can be tested through a combination
of computational modeling and behavioral experiments. An experimental paradigm for eliciting
fine-grained ToM judgments will be proposed, based on comparing human inferences about the
mental states and behavior of agents moving within simple two-dimensional scenarios with the
inferences predicted by computational models.
Three sets of experiments will be presented, investigating models of human goal inference
(Chapter 2), joint belief-desire inference (Chapter 3), and inference of interactively-defined goals,
such as chasing and fleeing (Chapter 4). BToM, as well as a selection of prominent alternative pro-
posals from the social perception literature will be evaluated by their quantitative fit to behavioral
data. Across the present experiments, the high accuracy of BToM, and its performance relative to
alternative models, will demonstrate the difficulty of capturing human social judgments, and the
success of BToM in meeting this challenge.
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Chapter 1
Introduction
"If we removed all knowledge of scientific psychology from our world, problems in
interpersonal relations might easily be coped with and solved much as before. Man
would still 'know' how to avoid doing something asked of him, and how to get some-
one to agree with him; he would still 'know' when someone was angry and when
someone was pleased. He could even offer sensible explanations for the 'whys' of
much of his behavior and feelings. In other words, the ordinary person has a great
and profound understanding of himself and of other people which, though unformu-
lated and only vaguely conceived, enables him to interact with others in more or less
adaptive ways."
- Fritz Heider, The Psychology of Interpersonal Relations (1958)
Making sense of everyday social situations requires us to think about the thoughts that cause
others' behavior-what beliefs, desires, goals, or feelings make people act the way they do?
Though such questions confound scientific psychologists, for ordinary humans they are merely
academic-as intuitive psychologists, we understand the answers with ease. Despite the notorious
difficulty of knowing what someone else is thinking, adults (and even infants) are experts at it-we
make complex social inferences rapidly, often unconsciously, and with impressive accuracy. How
do we do it?
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The classical response (e.g., Premack & Woodruff, 1978; Wimmer & Perner, 1983; Wellman,
1990; Gopnik & Meltzoff, 1997) is that humans use a Theory of Mind (ToM): an abstract, coherent
body of knowledge about other people's (and our own) minds-how they are structured, how they
relate to the world, and how they cause behavior. We know that others have beliefs about the world,
which depend on their subjective interpretation of the information available; that they have desires
for contingent circumstances; and that these mental states guide their actions in predictable ways,
favoring the means most likely to achieve their desires, according to their beliefs.
Though fundamental, the insights provided by traditional accounts of ToM are restricted to
qualitative phenomena-they do not explain quantitative variation in human reasoning as a func-
tion of actions, situations, or prior expectations of plausible mental states. Furthermore, generating
empirical predictions from non-formal accounts involves introspecting on our own intuitive psy-
chological knowledge - a circular reliance on the very intuitions theories of ToM must ultimately
explain. How can we go beyond these limitations to develop quantitatively testable theories which
express the structure and content of ToM in explicit, formal terms?
The purpose of this thesis is to define a computational framework for understanding the central
concepts of human ToM, and to rigorously test its capacity to capture human judgments across
a range of social situations. The thesis will argue for three primary claims-two theoretical,
one methodological. First, ToM is constructed around probabilistic, generative, causal models
of agents' mental states and behavior, which express how actions are caused by beliefs and de-
sires1 , and how beliefs about the world are caused by perceptual access to the present situation.
These models support prediction of agents' behavior, given their beliefs and desires, but also the
reverse - causal inference of beliefs and desires, given observed behavior - through mechanisms
of Bayesian reasoning.
Second, the content of ToM can be understood in terms of models of approximately rational
belief-, desire-, and goal-dependent planning, formalized as maximization of expected gains and
minimization of expected losses. This frames ToM as a kind of "intuitive economics" - a folk
'These are the so-called "propositional attitudes", central to classical discussions of ToM and "folk-psychology"
(e.g., Wimmer & Perner, 1983; Dennett, 1987; Churchland, 1981). This thesis focuses on beliefs and desires; in
general, ToM may encompass a broader class of mental states, e.g., including emotions (although the extent to which
the propositional content of these may be reducible to beliefs and desires is debatable (e.g., Searle, 1983)).
16
analog of expected utility theory used for understanding everyday behavior. Importantly, this does
not assume that humans necessarily plan or act rationally in all circumstances. Rather, we tac-
itly expect others to behave rationally (or approximately so) in particular situations, and perform
"explanation by rationalization" by attributing the mental states which make their behavior appear
most rational within the present context.
The Bayesian Theory of Mind (BToM) framework combines these principles governing the
structure and content of ToM, inverting models of planning and reasoning using Bayesian infer-
ence to yield quantitative predictions of human judgments. The third claim of this thesis is that
different hypotheses about the structure and content of human ToM can be tested by combining
computational modeling with behavioral experiments. This thesis proposes a paradigm for large-
scale measurement and modeling of quantitative psychophysical data, based on comparing human
inferences about the mental states of agents moving within simple two-dimensional scenarios with
the inferences predicted by computational models. Quantitative comparison of human judgments
with computational models defined over different knowledge representations - different priors over
kinds of mental states and relations among them - provides a basis for exposing the structured
knowledge comprising human ToM.
BToM will be applied in three experimental scenarios. In each scenario, BToM uses an account
of rational agency (adapted from Economics and Computer Science) to capture people's context-
sensitive knowledge and reasoning. First, human goal attribution will be formalized as Bayesian
inference over Markov decision process (MDP) models of goal-directed action. Second, joint
belief-desire attribution will be formalized as Bayesian inference over partially observable MDP
(POMDP) models of belief- and desire-dependent planning. Third, attribution of social goals to
interacting agents, such as chasing and fleeing, will be modeled as Bayesian inference over Markov
game models of multiagent interaction. The performance of BToM will be compared to a class of
discriminative behavioral classifiers based on low-level motion cues, demonstrating the advantage
of the BToM account.
This chapter will begin by sketching the history of research on ToM and social reasoning,
focusing on attempts at a formal characterization. Next, the proposed computational framework
17
will be sketched at a high level, in order to convey the general modeling approach. Lastly, an
experimental paradigm for studying ToM will be described.
1.1 Literature Survey
The study of the human conception of other minds is as old as psychology itself; consider William
James' (1890) famous declaration in The Principles of Psychology: "Everyone knows what atten-
tion is"-or Gilbert Ryle: "We possess already a wealth of information about minds, information
which is neither derived from, nor upset by, the arguments of philosophers" (1949). Indeed, ev-
eryone knows what minds are like, through introspective access to our own mental states, and
reasoning about others' thoughts and feelings during everyday social interaction. On this view,
early philosophical, psychological, and economic theories can be regarded as codifying our com-
mon knowledge and intuition about the mind in earnest detail (e.g., Descartes, 1641; Hume, 1739;
Mill, 1874; James, 1890; Pareto, 1906).
Fritz Heider termed this knowledge "common-sense or naive psychology", defined as our lay
understanding of other people, their thoughts, their actions, and how these depend on their per-
ceived situation (1958)2. Similar to object perception, social perception often involves sophisti-
cated inferences which go far beyond the data observed, explaining a person's behavior in terms
of causal factors, such as their beliefs, desires, intentions, emotions, dispositions, perceptions, ex-
periences, expectations, and subjective conception of the environment. Heider proposed various
principles for performing these attributions, the most well-known being the schema of equifinality:
"the invariance of the end and variability of the means" as a distinguishing feature of intentional
causality (1958). Heider's explicit framing of social reasoning as a problem of causal understand-
ing was a seminal contribution to the field of social psychology. However, critical challenges arise
from this perspective. First, how can we build on Heider's insights about the structure, content
and function of social knowledge? Second, how can we go beyond limited principles such as
equifinality to give a more general account of social reasoning and inference?
2Heider argued that although naive psychology may be incorrect (cf. Churchland, 1981), it is nevertheless a funda-
mental part of our human cognitive endowment that determines how we reason about and interact with others.
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A fresh approach to these problems emerged with a classic paper by Premack and Woodruff
(1978) on Chimpanzees' ability to reason about others' behavior and mental states. This paper
was the first to characterize the core representations of commonsense psychology as a "Theory
of Mind" (ToM): structured knowledge about mental states (such as "purpose or intention, as
well as knowledge, belief, thinking, doubt, guessing, pretending, liking, and so forth" (Premack
& Woodruff, 1978)) that are inferred to explain and predict behavior. The ensuing commentary
by several philosophers (Dennett, 1978; Bennett, 1978; Harman, 1978), who had explored related
ideas around this time (Churchland, 1970; Dennett, 1971; D. Lewis, 1972; Dennett, 1987, chap.
3) under the term "folk psychology", inspired a stronger criterion for the possession of ToM, less
sensitive to non-mentalistic interpretations, known as the "Sally-Anne" false-belief task (Wimmer
& Perner, 1983). In this task, children are told a story in which Sally leaves her marble in a
box, then goes outside; while she is away, Anne moves Sally's marble to a basket. Children are
then asked to predict where Sally will look for her marble when she returns. Wimmer and Perner
(1983) found that 3 year-old children overwhelmingly gave the incorrect, reality-centric response
(basket), only responding correctly based on Sally's putative belief (box) around age 4 or 5. Cru-
cially, answering correctly requires representing Sally's belief, considered a sufficient condition
for possessing a ToM; the correct answer cannot be determined on the basis of the participant's
own knowledge about the location of the marble. A huge body of subsequent research has studied
false-belief understanding in the Sally-Anne and other false-belief tasks (e.g., Flavell, Flavell, and
Green (1983); Perner and Wimmer (1985); Hogrefe, Wimmer, and Perner (1986); Perner, Leekan,
and Wimmer (1987); Gopnik and Astington (1988); Perner, Frith, Leslie, and Leekman (1989)).
By all of these measures, children's ability to represent false beliefs develops around the fourth year
of life (Wellman, Cross, & Watson, 2001); autistic children's much later (Baron-Cohen, Leslie, &
Frith, 1985); and great apes' perhaps never (Call & Tomasello, 1999).
1.1.1 Comparative and Developmental Perspectives
As suggested by the preceding discussion, a powerful way to elucidate the knowledge and rea-
soning mechanisms underlying social intelligence is by studying their development and evolution.
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Social development is both a constructive and destructive process, building on top of, modifying,
and replacing earlier representations and mechanisms (Piaget, 1936, 1937; Siegler, 1996; Carey,
1985; Wellman & Gelman, 1992; Gopnik & Meltzoff, 1997). As Piaget argued, by careful study
of continuities and discontinuities throughout development, the ontogenesis and structure of hu-
man knowledge can be ascertained3 . In the social domain, Piaget argued that young children are
fundamentally "egocentric", hallmarked by their inability to take another person's perspective. For
example, when four year-old children performing the "three mountains task" selected from a set
of pictures to describe how another person would see a 3D mountain display from various differ-
ent viewpoints, they usually chose the picture taken from their own viewpoint (Piaget & Inhelder,
1948). Six year-olds often chose pictures of different viewpoints, but rarely the correct one. Only
at ages 7-8 could children reliably succeed at the task. Piaget interpreted these results in terms of
the transition from the "pre-operational" stage to the "concrete-operational" stage (Piaget, 1937).
Since Piaget, developmental psychologists have discovered that infants are innately predis-
posed toward social interaction, learning and understanding. Using clever new experimental meth-
ods matched to younger children's comprehension and response capabilities, sophisticated knowl-
edge and capacities have been shown to develop dramatically earlier than Piaget claimed across a
range of cognitive domains (e.g., Kellman and Spelke (1983); Baillargeon, Spelke, and Wasserman
(1985); Luo and Johnson (2009)). For social cognition, evidence is rapidly accumulating for the
emergence of fundamental mentalistic concepts and reasoning within the first year of life. Cur-
rently the specific ages at which these essential capacities develop, and the precise order in which
they do so, are moving targets (downward). We may eventually know the true developmental pic-
ture, but the outlines are already becoming increasingly clear: an amazingly coherent network of
social concepts is within present in humans within the first year of life, and provides a foundation
for social cognition throughout the lifespan.
A primary goal of this thesis is to provide an account of the nonverbal social knowledge and
reasoning that emerges within infants' first year of life. This section reviews the development of
3Lev Vygotsky, another pioneering developmental psychologist, argued for a somewhat different perspective,
essentially that children's knowledge develops through mechanisms of internalization and appropriation of social-
interactive behavior and skills (Vygotsky, 1934).
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three central ToM capacities: reasoning about motivation, such as desires, intentions and goals;
reasoning about epistemic mental states, such as belief and knowledge; and reasoning about inter-
actively defined mental states - social goals like "to help" or "to hinder". First, by 6 months old,
infants already use simple representations of agents, actions and goals to process observations of
behavior. A classic experiment by Woodward (1998) habituated 5- and 6-month-old infants to an
arm reaching from behind a curtain to grasp one of two objects. The objects were always in the
same locations on each trial, and the arm always grasped the same object. In a testing phase, the
objects' locations were swapped, and infants' looking time was measured in response to either the
arm to grasping for the same object in its new location, or the other object which was now in the lo-
cation of the previously grasped object. Infants expected the arm to grasp the same object, looking
longer when the other object was grasped, consistent with the attribution of an object-directed goal
toward a specific object that was invariant to its location. In several control conditions, when in-
fants were habituated to the same movements being made by various non-human appendages (e.g.,
an arm-shaped pole), they looked the same amount of time in both testing conditions, showing that
they genuinely attributed a goal to the human agent, and were not simply forming an association
between movements and objects4 . Infants' own grasping ability typically develops only slightly
before 5 months. In an ingenious study, by first training younger infants to grasp objects using
special "sticky mittens", Sommerville, Woodward, and Needham (2005) showed that infants could
then use this knowledge to infer the goals of others' grasping actions at just 3 months old.
Before their first birthday, infants' perception of intentional action increases swiftly in rep-
resentational and inferential power, allowing them to reconstruct mental states from incomplete
observations. For example, Hamlin, Hallinan, and Woodward (2008) showed that 7-month-old
infants imitate both successful and unsuccessful object-directed grasps, suggesting that they can
infer the goals of actions even without observing the intended outcome directly. In a control exper-
iment, infants did not reliably imitate the selection when instead of a grasp, contact with the object
was made with the back of the hand, indicating their sensitivity to the appropriateness of the action
4Under certain circumstances, 3-month-olds (Luo, 2011), 5-month-olds (Luo & Baillargeon, 2005) and 6.5-
month-olds (Csibra, 2008) have been shown to attribute goals to non-human agents; this tendency increases with
age (e.g., Gergely and Csibra (2003); Heider and Simmel (1944)).
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being performed. In a series of studies, Gergely, Csibra and colleagues showed that 9- (Csibra,
Gergely, Bir6, Ko6s, & Brockbank, 1999) and 12-month-old (Gergely, Nidasdy, Csibra, & Bird,
1995; Csibra, Bird, Ko6s, & Gergely, 2003) infants apply an intuitive schema relating actions,
goals, and the environment to interpret non-human agents' motion in 2-dimensional animated dis-
plays. 12-month-olds were shown to use this schema productively: given observations of any two
of an agent's actions, goal, or environment, infants can infer the third (Csibra et al., 2003; Wagner
& Carey, 2005).
Second, 6-month-old infants are sensitive to the way that knowledge depends on perceptual
access to the environment, and integrate this information with goal or preference attributions to
form expectations about behavior. For example, Luo and Johnson (2009) created a variant of the
task of Woodward (1998) (described above) that included a condition in which one of the objects
could be occluded from the human actor during the habituation phase. In the testing phase, the
objects' locations were swapped, and now both objects were visible to the actor. Infants' looking
times suggested that they only attributed a goal to the actor when both objects had been visible
during the habituation phase, looking longer when the other object was chosen in this condition
(replicating the corresponding condition of Woodward (1998)). In the condition where the other
object was occluded during the habituation phase, infants did not infer a goal (more accurately a
preference) for either object, consistent with the understanding that the previous choice did not
reflect a preference because the actor didn't know the occluded object was there. Recent evidence
has indicated that false-belief understanding is present as early as 10 months of age (Luo, 2011); it
is almost certainly in place by the beginning of the first year (Onishi & Baillargeon, 2005; Surian,
Caldi, & Sperber, 2007; Luo & Baillargeon, 2007).
Third, infants attribute "social goals" to interacting agents by 6 months old, for instance,
whether one agent is helping or hindering another. In several experiments, Hamlin and colleagues
have shown that 5- (Hamlin & Wynn, 2011), 6-, and 10-month-old (Hamlin, Wynn, & Bloom,
2007) infants form preferences based on their evaluation of an agent's prosociality, neutrality, or
antisociality toward other agents, choosing helpers over neutral agents and hinderers, and neutral
agents over hinderers. This pattern was also partially evident in a follow-up study with 3-month-
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olds (Hamlin, Wynn, & Bloom, 2010), in which infants looked longer at helpers than hinderers
(consistent with prior results showing that infants look longer at agents for whom they have a
social preference (Kuhlmeier, Wynn, & Bloom, 2003)). However, a control experiment showed
that while infants looked longer at neutral agents than hinderers, they looked the same amount at
helpers versus neutral agents. These results suggest a "negativity bias" in 3-month-olds' evalua-
tions or preferences-although they evaluated the hinderer negatively, and were averse to looking
at antisocial agents, they either did not evaluate helpers positively, or did not form a consistent
preference between helpers and neutral agents at such a young age (Hamlin et al., 2010).
Based on these phenomena, Spelke and Kinzler (2007) and Carey (2011) propose that reason-
ing about agents and actions is the function of a "core system" in human cognition. An influential
view among developmental psychologists and philosophers is that ToM consists of an intuitive
causal schema (Fig. 1-1) in which beliefs, desires, and intentions generate actions via abstract
causal laws (Gopnik & Meltzoff, 1997; Wellman & Bartsch, 1988; Wellman & Gelman, 1992; Luo
& Baillargeon, 2010). On this view, social attribution involves causal inference, working backward
from observed effects (actions) to underlying causes (mental states). Young children's social infer-
ences reflect the development of this schema, which is initially defined over non-representational
content (actions, goals, environment), and later extended to representational content such as be-
liefs, desires and intentions (Wellman & Bartsch, 1988; Perner, 1991; Leslie, 1995; Bartsch &
Wellman, 1995; Csibra et al., 1999; Scott & Baillargeon, 2009). Dennett (1987) argues that the
content of ToM can be expressed in terms of the intentional stance: the assumption that agents
will have sensible beliefs about the world and their situation, and will act rationally to achieve
their desires, given their beliefs. In Fig. 1-1, the intentional stance is expressed in terms of the
Principle of rational belief, relating the Situation, Observation and Belief nodes, and the Principle
of rational action, relating Belief, Desire and Action. The teleological stance proposed by Gergely
et al. (1995) is a non-representational version of the intentional stance, which posits shared causal
principles between young infants' non-representational reasoning about agents and actions, and
older children and adults' representational ToM.
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World 
Agent
State State
Observation
Principle of Agent
rational belief
Belief Desire
................. .  ..... . . Desir
Principle of
rational action
Action - -
Figure 1-1: Causal schema for social reasoning, illustrating an observer's representation of an
agent's mind, situation and behavior. Throughout the proposal, the terms "agent" and "observer"
will be used to refer to these respective roles. Versions of this picture have been suggested by
many authors (e.g., Wellman and Bartsch (1988); Baron-Cohen (1995); Brafman and Tennenholtz
(1997); Csibra et al. (2003); Nichols and Stich (2003); A. I. Goldman (2006); Goodman et al.
(2006)). Although though these accounts assume similar structural principles, the content of the
knowledge they posit can be very different, e.g., "intuitive theory" (Wellman & Bartsch, 1988)
versus "mental simulation" (A. I. Goldman, 2006).
1.1.2 Computational Perspectives
Computational modeling of commonsense psychology has a long history in the behavioral sci-
ences. Key dimensions of variation among different approaches have been (1) whether they repre-
sent a concept of intentional agency, (2) the degree to which they support flexible, inductive infer-
ence and learning of unobserved mental states, and (3) the richness of the intuitive psychological
theory they express. Table 1.1 summarizes these features for the selection of relevant literatures
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and approaches discussed in this section.
Heider's followers in social psychology formulated statistical models of causal attribution: de-
termining which of multiple potential causes (usually divided into "personal" and "impersonal"
categories) produced an observed behavior. Harold Kelley proposed that causation can be at-
tributed to the person or situation with which an effect covaries over time, and that naive observers
apply the covariation principle using qualitative versions of the "analysis of variance" (ANOVA)
procedure used in scientific data analysis (Kelley, 1972a, 1973). When an effect is observed only
once, covariation cannot be assessed. In this situation, Kelley proposed that attributions can be
performed using causal schemata (Kelley, 1972b, 1973). A causal schema determines which
configurations of causes are a priori assumed capable of producing an effect. The discounting
principle decreases the perceived responsibility of individual causes when other sufficient causes
are present, while the augmentation principle increases the perceived responsibility if inhibitory
causes are present. These principles allow observers to infer the presence or absence of unobserved
causes, for example the skill level of a person who succeeds at a difficult task.
Kelley's formulation of social attribution as an inductive, statistical inference was an impor-
tant advance toward understanding possible psychological mechanisms of social reasoning. Early
attempts were made toward a general Bayesian formulation of these principles (Ajzen & Fish-
bein, 1975); these ideas have been recently revisited by Griffiths and Tenenbaum (2009); Kemp,
Goodman, and Tenenbaum (2007), who provide powerful methods for learning causal theories
and causal schemata. However, in focusing on elementary relations between causes and effects,
attribution theory neglects the core representation of intentional agency at the heart of theory of
mind (Malle, 2004).
Classical philosophical discussions of commonsense psychological knowledge were more mind-
ful of the rich semantics of mental representation, typically expressed in terms of "propositional
attitudes" (Russell, 1956; Quine, 1956). Major advances in the theory of modal logics for ex-
pressing propositional attitudes were made by C. I. Lewis and Langford (1932); Carnap (1942);
Kripke (1959), and applied to representing knowledge and belief by Hintikka (1962). Logicians
and artificial intelligence researchers following this tradition (Cohen & Levesque, 1990; Fagin,
25
Halpern, Moses, & Vardi, 1995; Milch & Koller, 2000; van Benthem, 2001; van Ditmarsch, van
der Hoek, & Kooi, 2006) have developed formal theories of rational agency using modal logics of
knowledge, belief, desire and intention, which can be used to express and reason about complex
mental states and actions.
Philosophical accounts of intentionality have been influential in research on pragmatics and
discourse understanding in Linguistics (e.g, Cohen, Morgan, and Pollack (1990)). Inspired by
speech act theory (Austin, 1962; Searle, 1969) and Gricean pragmatics (Grice, 1989), these ap-
proaches assume that speakers have a representation of listeners' knowledge, beliefs, desires and
intentions (expressed in modal logic), and use these representations to plan utterances to influence
interlocutors' mental states (Cohen & Perrault, 1979). The listener's interpretation of an utterance's
meaning involves heuristic, rule-based reasoning about the speaker's beliefs, desires, intentions and
planning process (Schank & Abelson, 1977; Perrault & Allen, 1980; Allen & Perrault, 1980; Grosz
& Sidner, 1986; Litman & Allen, 1987)5. Connections of these ideas to commonsense psychology
were explored under the term "plan recognition" (Schank & Abelson, 1977; Schmidt, Sridharan, &
Goodson, 1978; Whiten, 1991), for which a general algorithmic approach was developed by Kautz
and Allen (1986). In addition, the well-known "Belief-Desire-Intention" architecture for resource-
bounded planning was an attempt to capture commonsense intuitions about intelligent agency (and
to justify their rationality) (Bratman, 1987; Bratman, Israel, & Pollack, 1988); this framework was
formalized by Cohen and Levesque (1990). However, a major drawback of all of these models
was their inability to represent and manage uncertainty, which limited their capacity to capture the
flexible inductive learning and reasoning found in human plan recognition and communication6.
A new generation of models formulated plan recognition as a problem of probabilistic infer-
ence over context-dependent, generative models of actions (Charniak & Goldman, 1993; Albrecht,
Zukerman, & Nicholson, 1998; R. P. Goldman, Geib, & Miller, 1999; Pynadath & Wellman, 2000;
Bui, Venkatesh, & West, 2002; Geib & Goldman, 2009). Unlike the previous generation of heuris-
5Analyses based on sophisticated notions of common knowledge (D. Lewis, 1969; Fagin et al., 1995) and joint
intention (Searle, 1990; Grosz & Sidner, 1990), are outside of the scope of this survey, but will be revisited in the
Discussion chapter of the dissertation.
6Recent research has begun to formulate probabilistic versions of these ideas from pragmatics and discourse un-
derstanding (e.g. Frank, Goodman, Lai, and Tenenbaum (2009)).
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tic approaches to plan recognition, these models did not assume that agents' actions were generated
by planning. Instead, they either assumed that probability distributions over intention- (or goal-)
dependent actions were specified a priori (Charniak & Goldman, 1993; R. P. Goldman et al., 1999;
Pynadath & Wellman, 2000; Bui et al., 2002; Geib & Goldman, 2009), or that they were learned
from a corpus of previously observed behavior (Albrecht et al., 1998). Given observed actions,
the plan, goal, or intention most likely to have generated them was inferred using Bayes' rule.
Recent research has applied probabilistic discriminative models to activity recognition (Liao, Fox,
& Kautz, 2004; Vail, Veloso, & Lafferty, 2007), learning the structure and parameters of activities
directly from behavioral data (Liao et al., 2004). However, neither generative nor discriminative
probabilistic plan recognition models contain a representation of intent- or goal-directed planning,
limiting their effectiveness in explaining purposeful, adaptive behavior, particularly in novel con-
texts.
A natural approach for integrating intentionality and probability is provided by utility theoretic
definitions of rationality. Within the field of Economics, the seminal "Bayesian games" frame-
work (Harsanyi, 1967, 1968a, 1968b) and research in behavioral economics and behavioral game
theory (e.g., Stahl and Wilson (1995); Ho, Camerer, and Weigelt (1998); Camerer (2003); Camerer,
Ho, and Chong (2004)) have modeled the degree to which people represent and reason about other
players' types, preferences, and strategic reasoning processes. Research in the fields of multiagent
systems and human-computer interaction has also explored these issues (Gmytrasiewicz & Dur-
fee, 1995; Milch & Koller, 2000; Gal & Pfeffer, 2004; Gmytrasiewicz & Doshi, 2005; Pynadath &
Marsella, 2005; Gal & Pfeffer, 2008; Doshi, Qu, Goodie, & Young, 2010).
Within the field of Machine Learning, the problem of inferring an agent's utility function to
explain its behavior was formulated in terms of "inverse reinforcement learning" (IRL) by Ng
and Russell (2000) (see also Chajewska and Koller (2000)). Reinforcement learning describes
the problem facing an agent figuring out how to act to maximize reward in an unknown environ-
ment (Sutton & Barto, 1998). Inverse reinforcement learning is the opposite problem: given data
on how an agent behaves, determine the unknown reward function it is maximizing. In recent years,
IRL (a.k.a. "inverse optimal control") has seen increasing interest in machine learning (Chajewska,
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Koller, & Ormoneit, 2001; Abbeel & Ng, 2004; Ramachandran & Amir, 2007; Neu & Szepesvi.ri,
2007; Dvijotham & Todorov, 2010; Ziebart, Bagnell, & Dey, 2010; Waugh, Ziebart, & Bagnell,
2011; Choi & Kim,
section.
2011); its burgeoning influence in Cognitive Science is described in the next
Probabilistic
inference
Common-sense Heider (1958) 1940s- Yes No Yes
Psychology 1950s
Causal Attribution Kelley (1973) 1960s- No Yes Yes
1970s
Epistemic logic Hintikka (1962) 1960s- Yes No Yes
2000s
Bayesian games Harsanyi (1967) 1960s- Yes Yes No
Script recognition Schank and Abel- 1970s Yes No Yes
son (1977)
Classical plan Kautz and Allen 1980s Yes No No
recognition (1986)
Probabilistic plan Charniak and 1990s- No Yes No
recognition Goldman (1993) 2000s
Inverse reinforce- Ng and Russell 2000s Yes Yes No
ment learning (2000)
Behavioral game Camerer et al. 2000s Yes Yes No
theory (2004)
Bayesian theory of
mind
Baker (2012) Yes Yes
Table 1.1: Computational perspectives on social
and theory of mind.
reasoning relating to commonsense psychology
1.1.3 Cognitive Science Perspectives
An array of computational approaches to action understanding have been explored in the field of
Cognitive Science."Rule-based" analyses of false-belief reasoning were proposed by Schmidt and
Marsella (1991); T. R. Schultz (1991); Wahl and Spada (2000); Bello and Cassimatis (2006a,
2006b); Bello, Bignoli, and Cassimatis (2007); Bello (2011), and connectionist models were pro-
posed by Berthiaume, Onishi, and Shultz (2008); Van Overwalle (2010). Models of discriminative
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Perspective Selected
Reference
I Period Intentional
agency
Mentalistic
representation
2000s-
2010s
Yes
action categorization based on the analysis of low-level motion cues were proposed by Blythe,
Todd, and Miller (1999); Barrett, Todd, Miller, and Blythe (2005); Zacks (2004). These approaches
will be contrasted with the proposed framework throughout the dissertation. Most closely related to
the present thesis, models of motor control have been applied to capture "simulation theoretic" ap-
proaches to understanding and imitation of physical movement (Wolpert, Doya, & Kawato, 2003;
Oztop, Wolpert, & Kawato, 2005; Rao, Shon, & Meltzoff, 2007).
In recent years, a rapidly growing body of research has suggested that human judgments about
intentional agents' mental states (goals, intentions, preferences, desires, knowledge, beliefs) can
be modeled as probabilistic inverse planning, or inverse decision-making: Bayesian inferences
over predictive models of rational, intentional behavior (Baker, Tenenbaum, & Saxe, 2006; Verma
& Rao, 2006; Goodman et al., 2006; Baker, Tenenbaum, & Saxe, 2007; Baker, Goodman, &
Tenenbaum, 2008; Yoshida, Dolan, & Friston, 2008; Baker, Saxe, & Tenenbaum, 2009; Goodman,
Baker, & Tenenbaum, 2009; Lucas, Griffiths, Xu, & Fawcett, 2009; Ullman et al., 2009; Bergen,
Evans, & Tenenbaum, 2010; Yoshida, Seymour, Friston, & Dolan, 2010; Tauber & Steyvers, 2011;
Jern & Kemp, 2011; Jern, Lucas, & Kemp, 2011). In these models, "planning" captures an intu-
itive, probabilistic version of the classical rational agent who updates their beliefs to conform with
their observations and chooses sequences of actions expected to achieve their desires. This is the
approach that the present thesis will adopt; its properties are described below.
1.2 Computational Framework
This thesis presents Bayesian theory of mind (BToM): a theory-based Bayesian framework (Tenenbaum,
Griffiths, & Kemp, 2006) for social reasoning. At the highest level of abstraction, the framework
defines context-dependent structural and functional principles, which generate causal models ap-
propriate to the given social context. Three schemata for social inference are shown in Fig. 1-2;
these schema will correspond to thesis chapters on goal inference (Chapter 2), joint belief-desire
inference (Chapter 3), and social goal inference (Chapter 4), respectively. Each schema defines
a fixed causal structure, but the content of the nodes in the network, and the probabilistic rela-
tions between the nodes vary depending on the context-specific functional form. These functional
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forms correspond to models of intentional agency, indicated by the boxes marked "MDP Planning",
"POMDP Planning" and "Bayesian belief updating" in Fig. 1-2.
Within their specified context, each of these models can be used to probabilistically generate
(sample) sequences of mental states and behavior. Given knowledge of agents' mental states and
situation, this allows those agents' actions to be predicted. These models also support Bayesian
inference of agents' mental states, given observations of their actions in some situation. Action
prediction and mental state inference are both fundamental capacities of ToM, and both will be
tested in this thesis.
(a) (b)
Agent
(c)
Figure 1-2: Schemata for social inference in theory of mind. For simplicity, all schema shown
assume a static World State; agents' actions are assumed to only change their own state (e.g.,
location in the environment). (a) Goal inference schema. (b) Belief and desire inference schema.
(c) Social goal inference schema.
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1.3 Experimental Paradigm
All experiments described in this thesis collected participants' inferences about agents' mental
states in response to animations of agents moving in 2D grid-worlds and (example stimuli are
shown in Fig. 1-3). Three sets of experiments will be described. The first set of experiments
measured human inferences about agents' goals from observing their movements in simple spatial
contexts (Fig. 1-3(a)). The second set of experiments elicited joint inferences of beliefs and desires
in environments where agents could be uncertain about the state of the world, and gain information
through line-of-sight visual access (Fig. 1-3(b)). The third set of experiments presented animations
of multiple agents interacting, and collected inferences about agents' intentions toward one another
(Fig. 1-3(c)). For each experiment, the raw stimulus time series was given as input to the model,
and model predictions were compared with human judgments. This measured how closely human
social inferences approach the ideal limit prescribed by a Bayesian observer. In addition, alter-
native models intended to capture competing theoretical accounts were formulated and tested as
well. This determined whether the mentalistic reasoning captured by BToM is necessary to explain
people's social inferences, or whether they can be accounted for by alternative theories.
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Figure 1-3: Stimuli from three different experimental scenarios. Experimental stimuli vary in
complexity and fictional setting, but all include one or more agents moving in a 2D world among
obstacles and sometimes goal objects. (a) Goal inference stimulus. Subjects judged whether an
animated agent's goal was "A", "B", or "C" based on its trajectory. (b) Joint belief-desire inference
stimulus. Subjects inferred agents' degree of desire for different trucks, and degrees of belief about
different trucks' locations based on their movements. (c) Social goal inference stimulus. Subjects
judged whether each agent was "chasing" or "fleeing" the other.
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Chapter 2
Action Understanding as Inverse Planning
Abstract
Humans are adept at inferring the mental states underlying other agents' actions, such as goals,
beliefs, desires, emotions and other thoughts. We propose a computational framework based on
Bayesian inverse planning for modeling human action understanding. The framework represents an
intuitive theory of intentional agents' behavior based on the principle of rationality: the expectation
that agents will plan approximately rationally to achieve their goals, given their beliefs about the
world. The mental states that caused an agent's behavior are inferred by inverting this model of
rational planning using Bayesian inference, integrating the likelihood of the observed actions with
the prior over mental states. This approach formalizes in precise probabilistic terms the essence of
previous qualitative approaches to action understanding based on an "intentional stance" (Dennett,
1987) or a "teleological stance" (Gergely et al., 1995). In three psychophysical experiments using
animated stimuli of agents moving in simple mazes, we assess how well different inverse planning
models based on different goal priors can predict human goal inferences. The results provide
quantitative evidence for an approximately rational inference mechanism in human goal inference
within our simplified stimulus paradigm, and for the flexible nature of goal representations that
human observers can adopt. We discuss the implications of our experimental results for human
action understanding in real-world contexts, and suggest how our framework might be extended
to capture other kinds of mental state inferences, such as inferences about beliefs, or inferring
whether an entity is an intentional agent.
2.1 Introduction
A woman is walking down the street, when suddenly she pauses, turns, and begins running in
the opposite direction. Why? Is she just acting erratically on the way to her eventual goal? Did
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she change her mind about where she was going? Or did she complete an errand unknown to us
(perhaps dropping off a letter in a mailbox) and rush off to her next goal? These inferences, despite
their ordinariness, reveal a remarkable aspect of human cognition: our ability to infer the complex,
richly-structured mental states that underlie others' actions, given only sparse observations of their
behavior.
Human social interaction depends on our ability to understand and predict other people's ac-
tions in terms of the psychological states that produce behavior: chiefly, beliefs and desires. Much
like visual perception, action understanding proceeds unconsciously and effortlessly but is the re-
sult of sophisticated computations that effectively solve an ill-posed, inductive problem, working
backwards from sparse data to rich representations of the underlying causes. Our goal in this paper
is to elucidate the computations involved in human action understanding through a combination of
computational modeling and behavioral experiments. We will describe some of the first models
that can explain how people perform these inferences so successfully, and that can also predict
with surprising quantitative accuracy the judgments that people make.
Vision is often said to be a kind of "inverse graphics", where graphics describes the causal
physical process by which images are formed from scenes. Similarly, action understanding can be
characterized as a kind of "inverse planning" or "inverse reinforcement learning" (Ng & Russell,
2000). Just as computer graphics is based on mathematical models of image formation, math-
ematical accounts of planning and reinforcement learning have been developed by economists,
computer scientists, psychologists and neuroscientists (Bellman, 1957; Watkins, 1989; Sutton &
Barto, 1998; W. Schultz, Dayan, & Montague, 1997), which provide rational models of how agents
should choose sequences of actions, given their goals, their prior experience, and their model of
the world. Explaining an agent's actions in terms of mental states requires inverting a model of
its planning process, or inverse planning: working backwards to infer the desires and beliefs that
caused the agent's behavior.
Formalisms for solving the forward problems of planning and reinforcement learning are often
divided into model-based and model-free approaches (Sutton & Barto, 1998; Doya, 1999; Daw,
Niv, & Dayan, 2005), and there is evidence that the brain has systems corresponding to both
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(W. Schultz et al., 1997; Dickinson, 1985). We propose that the same kinds of cognitive machinery
that support learning goal-directed action in the model-based approach - the ability to build models
of the world and plan reward-maximizing sequences of actions over them - can be used in an
inverse direction to infer the goals behind other agents' observed behavior.
Philosophers and psychologists have long considered non-formal versions of this proposal in
discussions about "belief-desire psychology". Fig. 2-1(a) illustrates a typical example: a folk the-
ory that specifies intentional agents' beliefs and desires as the causes of their behavior (cf. Dennett,
1987; Wellman, 1990; Perner, 1991; Gopnik & Meltzoff, 1997). Dennett, 1987 argues that this
causal relation is governed by the principle of rationality: the expectation that intentional agents
will tend to choose actions that achieve their desires most efficiently, given their beliefs about
the world. At a qualitative level, inverse planning is simply running the principle of rationality
in reverse. Considered as a formal computation, however, inverse planning is significantly more
difficult than forward planning. Just as in vision (Barrow & Tenenbaum, 1981; Richards, Jepson,
& Feldman, 1996), the inverse problem is ill-posed. Its solution requires strong prior knowledge
of the structure and content of agents' mental states, and the ability to search over and evaluate a
potentially very large space of possible mental state interpretations. Implementing a formal ver-
sion of this account, and quantitatively evaluating it with human behavioral judgments is the main
contribution of our work here.
Previous experimental evidence suggests that even preverbal infants' interpretations of behav-
ior are qualitatively consistent with the inverse planning view (Meltzoff, 1995; Gergely et al., 1995;
Meltzoff, 1988; Gergely, Bekkering, & Kirily, 2002; Csibra et al., 2003; Sodian, Schoeppner, &
Metz, 2004; Phillips & Wellman, 2005). Six-month-old infants interpret simple human motions as
goal-directed actions, and expect that subsequent behavior will be consistent with these inferred
goals (Woodward, 1998). That is, when actions could be interpreted as a rational or efficient means
to achieve a concrete goal, infants expect the actor to continue to use the most efficient means to
achieve the same goal, even when the environment changes. Gergely, Csibra and colleagues found
that six- to twelve-month old infants extend the same expectations to the novel (and relatively
impoverished) movements of two-dimensional shapes (Gergely et al., 1995; Csibra et al., 1999,
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Figure 2-1: Modeling intuitive theories of intentional action. Diagrams use causal graph notation.
Shaded nodes represent observed variables; unshaded nodes represent latent variables whose val-
ues must be inferred. Dotted boxes indicate the causal relation between variables. In this example,
the observations are an agent's Action in some Environment and the agent's Perceptual Access
to the value of the Environment. Given this evidence, the agent's Belief and Goal must be in-
ferred. (a) Non-formal "belief-desire psychology" account of folk theories of intentional action.
Non-formal accounts of human action understanding typically assume some version of this causal
structure, and define the causal relation between beliefs, desires and actions in terms of qualita-
tive, context-specific commonsense rules (e.g., Wellman & Bartsch, 1988; Fodor, 1992). (b) A
simplified version of (a) proposed by Gergely et al., 1995 and Csibra & Gergely, 1997 as a model
of infants' early-developing action understanding competency. We formalize this intuitive theory
as Bayesian inverse planning. The functional form of the causal relation between Environment,
Goal and Action is given by rational probabilistic planning in Markov decision problems, and goal
inference is performed by Bayesian inversion of this model of planning. (c) A generalized frame-
work for human action understanding. This relates the non-formal account in (a) to the formal
model in (b) by sketching how agents' Beliefs and Desires (or Goals) depend on their Percep-
tual Access to the Environment, mediated by their General World Knowledge and General
Preferences. The model in (b) is a limiting case of (c), in which agents are assumed to have
complete Perceptual Access to the Environment, constraining their Beliefs to be equal to the
Environment.
2003). In this context, infants' inferences were flexible and productive: given information about
any two of the environment, the action and the goal, infants could infer the likely value of the third.
To account for these findings, Gergely et al., 1995 proposed an early-developing, non-mentalistic
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version of Fig. 2-1(a), shown in Fig. 2-1(b). On their account, the Environment represents con-
crete situational constraints on the agent's available actions, such as the agent's own location and
the location of other agents, objects, or obstacles, and the Goal is some point or entity in the En-
vironment. Together, the Environment and Goal provide a basis for the agent's Action under a
simple version of the rationality principle known as the teleological stance. Gergely et al., 1995 ar-
gue that this simplified schema forms the core of a more sophisticated, later-developing mentalistic
theory of intentional action.
This research, along with the essential computational difficulty of action understanding, raises
several open questions about how action understanding works in the mind. Can human action un-
derstanding competency be described by formal models, or is our intuitive psychological knowl-
edge vague and heterogeneous? If action understanding can be formalized, can people's judgments
be explained by models of inverse planning? Does inverse planning explain people's judgments
better than simple heuristic alternatives? If human judgments are best explained by inverse plan-
ning, what is the form and content of our representations of agents' mental states and actions - the
priors that make inductive mental state inferences possible?
To address these questions, we formalize action understanding as a Bayesian inference prob-
lem. We model the intuitive causal relation between beliefs, goals and actions as rational proba-
bilistic planning in Markov decision problems (MDPs), and invert this relation using Bayes' rule
to infer agents' beliefs and goals from their actions. We test our framework with psychophysical
experiments in a simple setting that allows us to collect a large amount of fine-grained human
judgments to compare with the strong quantitative predictions of our models.
Specifically, we use the tools of Bayesian inverse planning to formalize the action understand-
ing schema shown in Fig. 2-1(b). Inspired by Gergely et al., 1995, we assume that the agent's
Action depends directly on the Environment and the Goal, without requiring a separate represen-
tation of the agent's beliefs. To specify the agent's likely Actions as a function of the constraints of
the Environment and the agent's Goal, these variables are encoded within an MDP, and the causal
relation between them is computed by a mechanism for rational planning in MDPs. We assume
that the planning relation is probabilistic, tolerating a certain amount of noise or variability in how
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agents can execute their plans.
Fig. 2-1(c) sketches a more general intuitive theory of rational action, intended to capture vari-
ous qualitative proposals in the theory of mind literature (e.g., Wellman & Bartsch, 1988; Wellman,
1990; Bartsch & Wellman, 1995; see also Goodman et al., 2006 for a related formal account). This
schema extends Fig. 2-1(a) by describing how beliefs depend on perceptual access to the environ-
ment, mediated by general world knowledge, and how goals depend on general preferences over
states of the world. General world knowledge and preferences are high-level variables that apply
across situations, while new beliefs and goals are generated specifically for each situation. The
specific models we work with in this paper (Fig. 2-1(b)) correspond to the special case in which
agents are assumed to have full perceptual access to the environment, thereby constraining the
contents of their beliefs to be equal to the environment. A formal implementation of the more gen-
eral framework in Fig. 2-1(c) is beyond our scope here, but in the General Discussion we consider
the additional computational assumptions needed to extend our work in that direction, to allow
reasoning about the unknown contents and origins of agents' beliefs.
The Bayesian inversion of MDP models of behavior requires strong priors over the space of
agents' goals. In our framework, the most basic concept of a goal corresponds to the objective
to bring about a particular state of the environment. However, this is clearly too inflexible to
describe the sophisticated kinds of goals that humans can attribute to other agents, and there are
many ways that the basic goal concept can be extended. As a first step, in this paper we consider
two extensions to the most basic goal concept, which roughly correspond to the explanations of
the woman's behavior in the introductory vignette: goals that can change over time and goals
with more complex content, such as subgoals along the way to a final goal. We also formulate a
simple heuristic alternative based on low-level motion cues as a limiting case of the changing-goal
prior. We describe Bayesian inverse planning models based on these different goal priors in the
Computational Framework section, and compare how accurately they predict people's judgments
in our experiments.
Our experiments use a stimulus paradigm of animated displays of agents moving in simple
maze-like environments to reach goal objects, inspired by stimuli from many previous studies
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with children and adults (e.g., Heider & Simmel, 1944; Gergely et al., 1995; R. Gelman, Dur-
gin, & Kaufman, 1995; Scholl & Tremoulet, 2000; Tremoulet & Feldman, 2000; Zacks, 2004;
R. T. Schultz et al., 2003; J. Schultz, Friston, Wolpert, & Frith, 2005; Tremoulet & Feldman,
2006). This paradigm allows fine-grained experimental control of agents' actions, environment
and plausible goals, and is ideal for both psychophysical experiments and computational model-
ing. Although this methodology greatly simplifies real-world action understanding, these kinds of
stimuli evoke a strong sense of agency and the impression of mental states to adults (Heider &
Simmel, 1944; Tremoulet & Feldman, 2000, 2006) (even when adult subjects are instructed not
to make mentalistic interpretations (Heberlein & Adolphs, 2004)), and can lead to the formation
of expectations consistent with goal-directed reasoning in infants (Gergely et al., 1995; Csibra et
al., 1999, 2003). There is evidence that these kinds of stimuli recruit brain regions associated
with action perception in adults (Castelli, Happe, Frith, & Frith, 2000; R. T. Schultz et al., 2003;
J. Schultz et al., 2005), suggesting a common mechanism with real-world action understanding.
Further, these stimuli can represent quite complex situations and events (Heider & Simmel, 1944),
with similar abstract structure to more naturalistic contexts. Similarly, our computational models
can be extended to much more general contexts than the simple scenarios in our experiments, as
we will show with several examples in the Computational Framework section.
We present three experiments, which measure people's online goal inferences, retrospective
goal inferences, and prediction of future actions based on previous goal inferences, respectively.
Taken together, our experiments test whether human action understanding in our experimental
domain can be explained by inverse planning. Individually, our experiments probe the space of
representations that people apply in action understanding. Each experiment includes special con-
ditions to distinguish the predictions of inverse planning models based on different goal priors. By
comparing which of these models produces inferences that match people's judgments most accu-
rately in each experimental context, we show how our approach can be used to elucidate the prior
knowledge applied in human action understanding.
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2.2 Computational Framework
Our computational framework formalizes action understanding as Bayesian inverse planning: the
Bayesian inversion of models of probabilistic planning in Markov decision problems (MDPs).
This section will provide an overview of our framework and its application to our experimental
stimuli. First, we will describe the encoding of the maze-world scenarios of our experiments into
MDPs. We will also sketch the MDP encoding of several more realistic environments and contexts
than those of our experiments to emphasize the generality of Bayesian inverse planning principles.
Next, we will describe the computations underlying the mechanism for planning in MDPs. We
will then sketch the Bayesian computations involved in inverting MDP models of planning, and
give examples of the kinds of structured goal priors that are required to perform these computa-
tions. Finally, we will compare our framework with previous models of action understanding. Our
overview in this section will be fairly high-level, with the formal details provided in a separate
appendix.
Our framework uses MDPs to capture observers' mental models of intentional agents' goal- and
environment-based planning. MDPs are a normative framework for modeling sequential decision
making under uncertainty, widely used in rational models of human planning and reinforcement
learning (Dayan & Daw, 2008), and in real-world applications in operations research and other
fields (Feinberg & Shwartz, 2002; Puterman, 2005). An MDP represents an agent's model of its
interaction with its environment. MDPs encode all relevant information about the configuration
of the world and the agent with the state variable. MDPs also represent the affordances of the
environment: what actions the agent can take and a causal model of how these actions change the
state of the world. Finally, MDPs represent the subjective rewards or costs caused by the agent's
actions in each state.
In our maze-world scenarios, the state includes the location of all obstacles, potential goals
and other objects, and the location of the agent. Agents can take 9 different actions: Stay, North,
South, East, West, NorthEast, NorthWest, SouthEast and SouthWest, except when these actions
are blocked by obstacles. For simplicity, we assume that actions always lead to their intended
movements. The agent's goal is to achieve a particular state of the world, and each action is
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assumed to produce a small cost to the agent until this goal is reached. Once the agent reaches its
goal it is satisfied, and these costs cease. We define costs to be proportional to the negative distance
of the intended movement: actions North, South, East, and West have costs proportional to -1,
and actions NorthEast, NorthWest, SouthEast and SouthWest have costs proportional to -v/2. We
also define the cost of the Stay action to be proportional to -1 to capture the desire for continual
progress toward the goal. Formally, these assumptions induce a class of stochastic shortest path
problems (Bertsekas, 2001), implying that rational agents should plan to reach their goal as quickly
and efficiently as possible.
To illustrate the application of MDPs to another domain, consider the game of golf. In golf,
the state is comprised by the current hole, the current score, the current stroke number, and the
position of the ball. Actions must specify club selection and the type of shot to be attempted. The
causal model of the effect of actions reflects the inherent uncertainty about where a shot ends up,
with the outcome of difficult shots being more uncertain than others. In golf, each shot has a cost
of 1, and rational players try to minimize their score. In addition to golf, many other games can
be modeled as MDPs, such as blackjack (Sutton & Barto, 1998), backgammon (Tesauro, 1994),
Tetris (Bertsekas & Tsitsiklis, 1996), and football (Bertsekas & Tsitsiklis, 1996).
As another example, consider the job of the head chef of a restaurant. Given a menu, the chef's
goal is to prepare each dish as well and as quickly as possible to maximize customer satisfaction
and restaurant capacity. The state consists of the number of kitchen staff and the available ingre-
dients, burners, ovens, cooking implements, counter space, et cetera. Actions include delegation
of tasks to kitchen staff, the allocation of cooking resources to different dishes, and the chef's own
hands-on preparation of dishes. As in golf, the causal model reflects the uncertainty in preparation
time and the performance of staff members. Relative to golf, cooking has rich logical and hierar-
chical structure, where every step has a large number of pre- and post-conditions, and individual
actions may enable multiple subsequent steps. For instance, sending a line cook after two raw eggs
furthers both the goal to cook a frittata as well the goal to prepare a souffle.
Planning formally describes the way that intentional agents choose actions to achieve their
goals in an MDP. An optimal plan is one that provides the minimum-expected-cost course of ac-
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tion to the goal from every state. Our models assume that agents choose the optimal action only
probabilistically. This yields a probability distribution over Actions, given a Goal and the En-
vironment, denoted P(Actions|Goal, Environment), which provides the functional form of the
probabilistic planning relation in Fig. 2-1(b). We assume that an agent's actions are distributed in
proportion to the softmax function of the expected value (negative expected cost) of each avail-
able action. The level of determinism in the agent's actions is represented by the parameter #:
higher # values yield greater determinism (less noise), and lower 3 values yield less determinism
(more noise). We describe an algorithm for probabilistic planning based on dynamic programming
(Bellman, 1957) in the appendix.
Given an MDP model of goal-directed planning, Bayesian inverse planning computes the pos-
terior probability of a Goal, conditioned on observed Actions and the Environment, using Bayes'
rule:
P(GoallActions, Environment) oc P(Actions|Goal, Environment)P(GoaI Environment).
(2.1)
In this equation, P(Actions|Goal, Environment) is the likelihood of the Goal given observed Ac-
tions and the Environment, defined above as probabilistic planning in an MDP. P(GoalI Environment)
is the prior probability of the Goal given the Environment, which sets up a hypothesis space of
goals that are realizable in the environment. Inverse planning integrates bottom-up information
from observed actions and top-down constraints from the prior to infer the Goal, given observed
Actions and the Environment. We describe inverse planning models based on several different
goal priors below.
Inverse planning also enables goal-based prediction of future actions in novel situations, given
prior observations of behavior in similar situations. For simplicity, in this paper, our goal-based
prediction experiment presents scenarios where agents' environments and goals remain constant
across observations (although our framework handles cases where the environment changes as well
(Baker et al., 2006)). Action prediction averages over the probability of possible future Actions',
given a Goal and the Environment, weighted by the posterior over the Goal given previously
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observed Actions and the Environment from Equation 2.1. This is just the posterior predictive
distribution over future Actions' given previous Actions and the Environment:
P(Actions'l Actions, Environment) =
S P(Actions'l Goal, Environ ment)P(GoaI Actions, Environment). (2.2)
Goal
We use Equations 2.1 and 2.2 to model people's judgments in our experimental tasks. In
Experiment 1, we model people's online goal inferences using an online version of Equation 2.1.
In Experiment 2, we model people's retrospective goal inferences using a smoothed version of
Equation 2.1. In Experiment 3, we model people's predictions of agents' future actions, given
observations of their past behavior of varying complexity, using Equation 2.2.
We formulate several inverse planning models, based on different forms of the prior over goals,
which we refer to as Ml, M2 and M3. Each model specifies a family of goal priors depending on
one or a few continuous parameters. These models are surely much too simple to capture the full
range of goals that people can attribute to an intentional agent, and they simplify in different ways.
Each model should be thought of as just a first approximation to some aspects of people's goal
priors, embodying certain abstract principles that could be important (along with many others) in
structuring our expectations about intentional action. By comparing the predictions of these models
to people's judgments from our experiments, we test the extent to which they capture significant
dimensions of people's prior knowledge, and in what contexts. We sketch the goal priors used
by Ml, M2 and M3 below. The formal details of these goal priors are provided in the appendix,
including derivations of Equations 2.1 and 2.2 specific to each model.
The first inverse planning model we consider (Ml) assumes that a goal refers to a single state
of the environment that an agent pursues until it is achieved. Given a goal, probabilistic planning
produces actions that tend to move the agent closer to the goal state, but depending on #, the level
of determinism, planning can sometimes yield unexpected actions such as changes in direction
or detours. Higher /3 values will fit actions that follow the shortest path very well, but will fit
noisy action sequences very poorly. Lower 3 values will fit most action sequences moderately
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well, but will not fit any action sequence particularly closely. For example, in the introductory
vignette the best explanation of the woman's erratic behavior in terms of M1 is that she tends to
pursue her goals in a particularly noisy manner, or has a low # value. Moreover, the assumption
of a noisy (low #) agent is the only way that Ml can explain paths that deviate from the simplest
notion of rational action, described by a shortest path to a single, fixed goal. Our other models also
support such explanations; formally, they have the same # parameter representing the agent's level
of determinism. They differ in allowing a broader range of alternative explanations based on richer
representations of agents' possible goals.
The second inverse planning model we consider (M2) is an extension of Ml that assumes
that agents' goals can change over the course of an action sequence. This allows M2 to explain
changes in direction or indirect paths to eventual goals, as in the attribution that the woman in the
introductory vignette had changed her mind about where she was headed. M2 represents the prior
probability that an agent will change its goal after an action with the parameter 7. With y = 0,
goal changing is prohibited, and M2 is equivalent to Ml. With y close to 0, the model rarely
infers goal changes, implying that all past and recent actions are weighted nearly equally in the
model's goal inferences. With -y close to 1, the model infers goal changes frequently, and only
the most recent actions factor into the model's goal inferences. Intermediate values of -y between
0 and 1 interpolate between these extremes, adaptively integrating or forgetting past information
depending on the degree of evidence for subsequent goal changes.
The third inverse planning model we consider (M3) is an extension of Ml that assumes that
agents can have subgoals along the way to their final goal. For example, M3 can capture the
inference that the woman in the introductory vignette wanted to first complete a task (such as
dropping off a letter) before pursuing her next goal. M3 represents the prior probability of a
subgoal with the parameter r,. With , = 0, subgoals are prohibited, and M3 is equivalent to M1.
With , > 0, M3 can infer a sequence of subgoals to explain more complex behaviors, such as
paths with large detours from the shortest path to a final goal.
Finally, we consider a simple alternative heuristic (H) based on low-level motion cues, inspired
by Blythe et al., 1999, Zacks, 2004 and Barrett et al., 2005. H looks only at an agent's most recent
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action, rather than a whole sequence of actions, assuming that at any given time, the agent's goal
is probably the object toward which it had most recently moved. Including H in our comparisons
allows us to test whether the full machinery of inverse planning is needed to explain human goal
inferences, and in particular, the extent to which temporal integration over agents' entire paths
is an essential feature of these inferences. For the sake of comparison with our inverse planning
models, we formulate H as a special case of M2 in which agents' goals can change arbitrarily
after every action, i.e. 7y is set to its extreme value of 1. For many action sequences, both in
our maze-world settings and in everyday situations, H makes similar predictions to the inverse
planning models. These are cases that support a single unambiguous goal interpretation through
the action sequence. However, our experiments are designed to include a subset of conditions with
more complex trajectories that can distinguish between H and inverse planning models.
2.2.1 Related Work
Previous computational models of action understanding differ from our framework along several
dimensions. Much of the classic work on action understanding relies on logical representations
of the domain and the agent's planning process (Schank & Abelson, 1977; Kautz & Allen, 1986).
These approaches use sophisticated, hierarchical representations of goals and subtasks, such as
scripts and event hierarchies, to model the structure of agents' behavior, and model goal inference
in terms of logical sufficiency or necessity of the observed behavior for achieving a particular goal.
Probabilistic versions of these ideas have also been proposed, which allow inductive, graded infer-
ences of structured goals and plans from observations of behavior (Chamiak & Goldman, 1991;
Bui et al., 2002; Liao et al., 2004). However, these approaches assume that the distribution over
actions, conditioned on goals, is either available a priori (Chamiak & Goldman, 1991; Bui et al.,
2002), or must be estimated from a large dataset of observed actions (Liao et al., 2004). An al-
ternative is to model the abstract principles underlying intentional action, which can be used to
generate action predictions in novel situations, without requiring a large dataset of prior observa-
tions. Various forms of the rationality assumption have been used to achieve this in both logical
and probabilistic models of action understanding (Kautz & Allen, 1986; Ng & Russell, 2000;
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Verma & Rao, 2006). However, these models have not compared against human judgments, and
have not explored the kinds of structured goal representations necessary to explain human action
understanding. In this paper, we integrate probabilistic models of rational planning with simple
structured representations of agents' goals to model human action understanding. Although we do
not directly test any of the models described above, we test whether their computational principles
can account for human goal inferences in our experiments.
2.3 Experiment 1
Our first experiment measured people's online goal inferences in response to animated stimuli
of agents moving to reach goal objects in simple maze-like environments. Our stimuli varied
the environmental context, including the configuration of marked goals and obstacles, and varied
agents' paths and the point at which participants' judgments were collected. This yielded fine-
grained temporal measurements of human goal inferences and their sensitivity to various actions
and contexts. We addressed the motivating questions from the Introduction by comparing how
accurately Ml, M2, M3 and H predicted participants' judgments. Comparing models based on
different goal priors revealed aspects of the form and content of the prior knowledge underlying
human goal inferences. Comparing the accuracy of these models with H tested whether people's
judgments in our experimental domain were best explained as a process of inverse planning or the
application of a simple heuristic.
2.3.1 Method
Participants
Participants were 16 members of the MIT subject pool, 9 female, 7 male.
Stimuli
Subjects viewed short animations of agents moving in simple mazes. Agents were represented
by small moving circles, and as they moved through the environment, traces of their trajectories
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trailed behind them to record their entire movement history as a memory aid. Each displayed
movement sequence paused at a judgment point: a point in the middle of the agent's trajectory
before a particular goal was achieved, where subjects reported their online goal inferences. The
environment was a discrete grid of squares that agents could occupy, with dimensions of 17 squares
wide by 9 squares high. Agents' movements were restricted to adjacent squares, with directions
{N,S,E,W,NE,NWSE,SW}. Known goals were displayed as capital letters "A", "B" and "C", and
walls were displayed as solid black barriers. Animations were shown from an overhead perspective
(i.e. looking down on a room with a wall in the middle). Example stimuli from Experiment 1 are
shown in Fig. 2-2(a).
(a) Experiment 1 (b) Experiment 2
C A C A
Judgment Judgment
point: .... point:
C A C A
Judgment Judgment
point: ... '""""""""Bpoint:
11 _ _ _ _ _ _ _ ..
Figure 2-2: Stimulus paradigm for Experiments 1 and 2. Each stimulus presented an animation of
an agent's path (marked by a dashed line) ending at a judgment point: a pause in the animation
that allowed participants to report their online inferences of the agent's goal at that point. (a)
Experiment 1: online goal inference task. Subjects rated how likely each marked goal was at the
judgment point. (b) Experiment 2: retrospective goal inference task. Subjects rated how likely
each marked goal was at an earlier judgment point, given by the "+" along the dashed line.
Design
All 36 conditions of Experiment 1 are shown in Fig. 2-3. Our experimental design varied three
factors: goal configuration, obstacle shape and agent path. There were four different goal con-
figurations, displayed in columns 1-4 of Fig. 2-3. Only the location of goal C changed across
conditions; goals A and B were always in the upper and lower right corners, respectively. There
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were two different obstacle shapes: "Solid" and "Gap". Every environment shown had a wall-
like obstacle extending up from the bottom edge. In the Solid conditions this wall was unbroken,
while in the Gap conditions it had a hole in the middle through which the agent could pass. The
first, fourth, and seventh rows of Fig. 2-3 represent the Solid conditions, while the remaining rows
represent the Gap conditions.
Based on the goal configuration and obstacle shape, the agent's path was generated by making
two choices: first, which goal (A, B or C) the agent was heading toward, and second, whether
the agent went around the obstacle or through it. The second choice only applied in the Gap
conditions; in the Solid conditions the agent could only move around the obstacle. In Fig. 2-3,
paths are grouped as "A' paths, "B" paths and "C" paths, respectively. Because of C's varying
location, there were 8 unique C paths, while there were just two unique A paths and two unique B
paths because the locations of A and B were fixed. All paths started from the same point, marked
with an "x" in Fig. 2-3.
Each condition included a number of trials, which varied the length of the path shown before a
judgment was required. Different conditions queried subjects at different judgment points, selected
at informative points along the paths. Fig. 2-2(a) displays two stimuli with judgment points of 7
and 11, respectively, as they were plotted for our subjects. In Fig. 2-3, many of the initial trials are
identical, and only differ in their eventual destination (e.g. corresponding trials in rows 1 and 4 of
Fig. 2-3 are identical up to judgment point 10). Subjects were only shown unique stimuli, and after
all redundant conditions were removed, there were 99 stimuli in total, all represented in Fig. 2-3.
Procedure
Participants were given a cover story to establish assumptions about our experimental scenarios,
including the assumption of intentional agency, a model of agents' environments, and a hypothesis
space of agents' goals. Participants were told they would be viewing videos of members of an
intelligent alien species collected by scientists, and that each video displayed a different alien
moving toward a different goal in the environment. They were instructed that aliens could not pass
through walls, but that they could pass through gaps in walls. They were told that after each video,
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Figure 2-3: All stimuli from Experiment 1. We varied three factors: goal configuration, obsta-
cle shape and agent path. There were four goal configurations, displayed in columns 1-4. Path
conditions are grouped as "A" paths, "B" paths and "C" paths. There were two obstacle shape
conditions: "Solid" and "Gap". There were 36 conditions, and 99 unique stimuli in total.
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they would rate which goal the alien was pursuing.
Stimulus trials were ordered with the earliest judgment points presented first to prevent hystere-
sis effects from showing longer trials before their shorter segments. Trials with the same judgment
points were shown in random order. On each trial, the animation paused at a judgment point, al-
lowing participants to report their online inferences of the agent's goal at that point. Subjects first
chose which goal they thought was most likely (or if two or more were equally likely, one of the
most likely). After this choice, subjects were asked to rate the likelihood of the other goals relative
to the most likely goal, on a 9-point scale from "Equally likely", to "Half as likely", to "Extremely
unlikely".
Modeling
Model predictions take the form of probability distributions over agents' goals, given by Equa-
tion 2.1 (specific versions for Ml, M2, M3 and H are provided in the appendix). Our models as-
sumed that all goals were visible, given by the three marked locations in our stimuli. M3 assumed
there were either 0 or 1 subgoals, which could correspond to any location in the environment. To
put people's goal inferences on the same scale as model predictions, subjects' ratings were normal-
ized to sum to 1 for each stimulus, then averaged across all subjects and renormalized to sum to 1.
The within-subjects normalization guaranteed that all subjects' ratings were given equal weighting
in the normalized between-subjects average.
2.3.2 Results
We present several analyses of how accurately MI, M2, M3 and H predicted people's online goal
inferences from Experiment 1. We begin with a qualitative analysis, which compares subjects' data
and model predictions from several conditions of Experiment 1 to illustrate the kinds of behavior
that people are sensitive to in action understanding, and to show how closely inverse planning
models captured people's judgments. We then turn to several quantitative analyses which rigor-
ously support our previous qualitative observations and address the motivating questions from the
Introduction.
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Fig. 2-4 shows examples of our qualitative comparisons between participants' goal inferences
and the predictions of M2. As we will argue quantitatively below, M2 was the model that best
explained people's judgments in Experiment 1. The conditions in Fig. 2-4(a) were selected to
highlight the temporal dynamics of subjects' ratings and model predictions in response to different
observed actions and environments. Each condition in Fig. 2-4(a) differs from adjacent conditions
by one stimulus feature, which illustrates the main effects of changing the goal configuration, the
obstacle shape and the agent's path.
(a) Example conditions
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(c) Model
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Figure 2-4: Example conditions, data and model predictions from Experiment 1. (a) Stimuli illus-
trating a range of conditions from the experiment. Each condition differs from adjacent conditions
by one feature-either the agent's path, the obstacle, or the goal locations. (b) Average subject
ratings with standard error bars for the above stimuli. (c) Predictions of inverse planning model
M2 with parameters # = 2.0, -y = 0.25.
Participants' average ratings with standard error bars from these conditions are shown in Fig. 2-
4(b). These examples illustrate several general patterns of reasoning predicted by our models. At
the beginning of each trajectory, people tended to be uncertain about the agent's goal. As more of
the trajectory was observed, their judgments grew more confident (e.g. compare conditions 1 and 2
of Fig. 2-4(b)). A comparison of adjacent conditions in Fig. 2-4(b) shows how changing stimulus
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features had specific effects on people's goal inferences - some subtle, others more dramatic.
Predictions of M2 using the best-fitting parameters are shown in Fig. 2-4(c). The model pre-
dicted people's judgments with high accuracy across all conditions, including the effects of varying
key stimulus features of the agent's environment or path. M2 can be used to explain why partic-
ipants' judgments varied as they did across these conditions, based on the general expectations
about rational action that M2 embodies: agents will tend to move along the most efficient paths
toward their goal, and goals tend to stay constant over time but occasionally can change.
Conditions 1 and 2 in Fig. 2-4 differed only at the end of the path, after the agent had passed
the obstacle. Before this point people assigned similar probabilities to goals A and B, because the
trajectory observed was essentially the shortest path toward both goals. Beyond the obstacle the
agent took a step in the direction of goal A (Condition 1) or goal B (Condition 2) and people's
uncertainty resolved, because the trajectory was now consistent with the shortest path to only one
goal and departed significantly from the shortest path to the other.
Condition 3 in Fig. 2-4 differed from Condition 2 only in the presence of a gap in the obstacle.
Relative to Condition 2, this resulted in a significantly lower probability assigned to goal B early
on, as the agent went around the obstacle (see step 7 in particular). This can be thought of as a
counterfactual inference: if the agent had been heading toward B originally, it would have gone
straight through the gap rather than around the obstacle; this alternative shortcut path was not
available in Condition 2. Once the agent had passed the obstacle and turned toward B, people
were very quick to change their judgment to B. The model explained this as the inference that the
agent's goal, while initially probably A or C, had now switched to B.
Condition 4 in Fig. 2-4 reversed the pattern of Condition 3: the agent initially went through
(rather than around) the obstacle and then turned toward A (rather than B). Before the obstacle,
people rated goal B most likely and A about half as likely, because the agent's trajectory was along
the shortest path to B and followed a less efficient path to A. Once the agent passed the obstacle
and turned toward A, people changed their judgment to B, which the model explained as a change
in the agent's goal from B to A (or, less likely, the choice of an inefficient path to reach A).
Conditions 5 and 6 in Fig. 2-4 changed the position of C. Before the agent passed through the
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obstacle, the agent's trajectory was now along the shortest path to B and C, which increased the
relative probability assigned to C and decreased the probability of A and B. After the obstacle,
the agent either turned toward A (Condition 5) or B (Condition 6). In Condition 5, this conflicted
with previous evidence, and people quickly changed their goal inference to A, which the model
explained as a change in goals (or the choice of a less efficient path). In Condition 6, the movement
after the obstacle was consistent with B, the previously inferred goal, and the probability assigned
to B continued to increase.
The basic logic of our quantitative analyses was to compare how accurately different mod-
els predicted people's judgments using measures of correlation. Our overall quantitative analysis
computed the correlation of each model class with people's data and assessed the statistical sig-
nificance of the differences between these correlations using bootstrap cross-validation (Cohen,
1995). Bootstrap cross-validation (BSCV) is a technique for model selection, which measures the
goodness-of-fit of models to data while preventing overfitting and controlling for model complex-
ity. We describe the details of our BSCV analysis further in the appendix. The average correlations
for each model from our analysis are shown in Table 2.1. M2 performed best, correlating signifi-
cantly higher with people's judgments than Ml (PBSCV < 0.0001), M3 (pBSCV < 0.0001) and H
(PBSCV = 0.032). H performed second best, correlating significantly higher with people's judg-
ments than Ml (pBSCV < 0.0001) and M3 (PBSCV < 0.0001). M3 correlated significantly higher
with people's judgments than M1 (PBSCV = 0.0004), and Ml performed worst.
M1 M2 M3 H
(r) 0.82 (0.017) 0.97 (0.0046) 0.93 (0.012) 0.96 (0.0027)
Table 2.1: Bootstrap cross-validated correlation of inverse planning models and a simple heuris-
tic alternative with people's data from Experiment 1. Numbers in parentheses indicate standard
deviation.
To illustrate the pattern of errors for each model, Fig. 2-5 shows scatter plots of the correspon-
dence between participants' judgments and Ml, M2, M3 and H using their best-fitting parameter
values. In Fig. 2-5, M2 has the fewest outliers. Ml has the most outliers, and M3 and H have a
significant number of outliers as well.
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Figure 2-5: Scatter plots of model predictions using best-fitting parameter settings (X-axes) versus
people's online goal inferences (Y-axes) for all Experiment 1 stimuli. Points from the Gap obstacle
condition at judgment points 10 and 11 are plotted in black. These trials account for most of the
outliers of Ml, M3 and H.
These results raised several questions. First, how sensitive was the degree of fit of each model
to the values of the parameters? We compared participants' goal inferences to model predictions
under a range of different parameter settings. Plots of the correlation of M1, M2, M3 and H with
participants' data across all tested values of 3, -y and , are shown in the appendix. These plots
show that a robust range of parameters around the best-fitting values yielded correlations that were
close to the optimum for each model.
Second, what do the best-fitting parameter values tell us about how each model, with its specific
goal representations, explains the range of observed actions? Ml correlated best with people's data
at low values of 3. In trials where the agent did not follow the shortest path to a single goal, but
instead made detours around or through the obstacle, M1 could only explain these actions as noise,
and low # values allowed Ml to filter out this noise by integrating information more slowly over
time. Our other models performed best with higher # values than Ml, because representing more
sophisticated goals allowed them to assume fewer noisy actions. M2 correlated most highly with
people's data at relatively low values of -y. This allowed M2 to integrate evidence for goals from
past actions, inferring goal changes only rarely, when there was sufficiently strong support for
them. M3 correlated most highly with people's data at intermediate r, values. This allowed M3 to
infer subgoals when necessary to explain large deviations from the shortest path to the final goal,
but to avoid positing them unnecessarily for paths that had a simpler explanation.
Third, was the pattern of errors of each model class informative? Did any particular class of
trials drive the differences in correlation between models? Given that some of the differences be-
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tween models, while statistically significant, were small, do the differences in model fits reflect
genuine differences in the ability of these models to capture people's mental representations of
agents' goals? To address these questions, we performed a targeted analysis of a class of experi-
mental trials that exposed key differences in how the predictions of Ml, M2, M3 and H depended
on recent and past information from agents' paths. The targeted analysis focused on data from all
of the Gap obstacle conditions, at judgment points 10 and 11. Example conditions are shown in
Fig. 2-6(a), with judgment points 10 and 11 circled. In Fig. 2-5, the black points represent ratings
from the targeted analysis conditions, which account for all of the outliers of H and most of the
outliers of Ml and M3.
In the targeted conditions, the agent's recent actions at judgment point 10 were always am-
biguous between goals A and B. However, the entire path provided evidence for either A or B
depending on whether it went around or through the obstacle. In conditions 1 and 2 of Fig. 2-6,
participants used the information from the agent's early movements, rating A nearly twice as likely
as B because the agent had gone around, not through the obstacle. Ml, M2 and M3 captured this
pattern by integrating evidence over the entire path, while H did not, rating A and B nearly equally
because the most recent movements were ambiguous between the two goals. At judgment point
11, the agent either took a further step that remained ambiguous between goals A and B, or moved
unambiguously toward a particular goal. In condition 1 of Fig. 2-6, the agent's action at judgment
point 11 remained ambiguous between A and B, but participants continued to favor A due to the
path history. Again, Ml, M2 and M3 predicted this pattern, while H did not. In condition 2 of
Fig. 2-6, the agent's action at judgment point 11 strongly supported B - a complete reversal from
previous evidence. Now, participants inferred that B was the goal, weighing the strong recent ev-
idence over the accumulated past evidence for A. M2 and H matched this pattern, M3 captured it
only weakly, and Ml did not, still favoring A based on all the past evidence against B.
2.3.3 Discussion
Experiment 1 showed that inverse planning models based on simple structured goal priors can pre-
dict people's online goal inferences very accurately in the maze-world domain. M2 predicted par-
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Figure 2-6: Targeted analysis of Experiment 1. (a) Example conditions from our targeted analysis.
(b) Participants' ratings from the above conditions. (c) Predictions of M2 (0 = 2.0,-y = 0.25). (d)
Predictions of H (0 = 2.5). (e) Predictions of Ml (# = 0.5). (f) Predictions of M3 (# 2.0, K =
0.5).
ticipants' judgments most accurately overall, correlating significantly higher with people's judg-
ments than the alternative models we considered. Although M2 is a more complex model than
Ml or H, with an additional parameter representing the probability of goal switching, our analysis
accounted for this, using model selection techniques to measure the generalization performance of
each model while preventing overfitting and controlling for model complexity.
We probed people's assumptions about goal switching with two additional analyses. First,
in a targeted analysis of trials where the agent's recent actions were locally ambiguous between
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goals, but globally unambiguous, M2 predicted the pattern of subjects' judgments more accurately
than alternative models. These targeted trials comprised nearly all of the largest outliers for the
alternative models, which suggested that M2's representation of the probability of goal switching
was necessary to explain people's goal inferences in this context. Second, we found that the best-
fitting parameters values for the goal switching prior for M2 were low, but nonzero, consistent with
the notion that the goals of an intentional agent may switch, but tend to persist across time.
In sum, M2 accounted best for participants' data from Experiment 1. However, the lower corre-
lations of M3 and H were mainly driven by a small number of experimental trials; for the majority
of trials, M1, M2, M3 and H all made similar predictions, belying the essential differences in the
way these models parsed actions. Our next experiment looked for more qualitative differences
between these models in a new task, where models that assumed an agent's goal could change over
time (M2 and H) made qualitatively different predictions from models that were constrained to
infer a single goal (Ml and M3).
2.4 Experiment 2
Experiment 2 presented a new task based on retrospective goal inference. Using stimuli derived
from Experiment 1, we showed subjects only paths ending at the longest judgment points from
Experiment 1 and asked them to make retrospective inferences about agents' goals at earlier judg-
ment points in the action sequence. Models based on static goals (Ml and M3) and models based
on changing goals (M2 and H) made qualitatively different predictions in this task. Ml and M3
were constrained to parse an agent's actions in terms of a constant, global goal (consisting of a
single goal for Ml, and possibly containing a subgoal for M3). This meant that the goal infer-
ences made by Ml and M3 did not change between judgment points within a particular condition,
because the same full path was displayed in each trial. M2 and H parsed actions in terms of a
sequence of goals. M2 was biased to infer goals that changed infrequently, while H assumed no
dependence or consistency between an agent's goals at each step. Comparing how accurately Ml
and M3 predicted people's retrospective goal inferences with the accuracy of M2 and H provided
further evidence for the concept of changing goals in human action understanding.
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2.4.1 Method
Participants
Participants were 16 members of the MIT subject pool, 10 female, 6 male.
Stimuli
Stimuli for Experiment 2 were derived from Experiment 1 stimuli as follows. For each trial of
Experiment 1, an Experiment 2 trial first displayed an animation of an agent's entire path, up to the
longest judgment point from that condition. Then, an intermediate judgment point along the path,
taken from that condition of Experiment 1, was marked with a red "+". Subjects then reported
their retrospective goal inferences: how likely each goal was when the agent was at the marked
judgment point. Fig. 2-2(b) shows the appearance of Experiment 2 stimuli alongside corresponding
Experiment 1 stimuli.
Design
Experiment 2 used the same set of conditions as Experiment 1, all represented in Fig. 2-3. Because
of this, subjects' ratings could be compared between experiments to assess the different effects of
online and retrospective goal inference tasks. In each condition, all but the longest judgment point
trials (which provided the endpoint for each displayed path) and judgment points of 10 (excluded to
reduce the total number of stimuli) were taken from Experiment 1. In Experiment 2, each condition
displayed a unique combination of goal configuration, obstacle shape and complete path, so there
was no overlap between judgment point trials of different conditions as there was in Experiment 1.
Experiment 2 had 95 stimuli in total.
Procedure
Subjects were given a modified version of the cover story from Experiment 1. In Experiment 2,
subjects were again told that they would view videos of members of an intelligent alien species
collected by scientists, but this time, they were told: "the scientists are not sure how the aliens
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decide where to go, but the aliens generally move toward goals in the environment that are labeled
for you with capital letters." They were then told that after the video of each alien's movement,
a point along the path would be marked, and they would rate which goal the alien "had in mind"
at that marked point. The stimulus ordering and rating procedure was similar to Experiment 1,
except that now subjects rated the likelihood of different goals at earlier points in agents' action
sequences, rather than at the end of their action sequences as in Experiment 1.
Modeling
We modeled Experiment 2 in the same manner as Experiment 1, except now model predictions
were given by retrospective versions of Equation 2.1 (specific versions for Ml, M2, M3 and H are
provided in the appendix).
2.4.2 Results
Our analysis of Experiment 2 paralleled our analysis of Experiment 1, combining qualitative and
quantitative comparisons of how accurately Ml, M2, M3 and H predicted people's retrospective
goal inferences. As we will argue below, models that allow goal changes, such as M2, best ex-
plained people's judgments in Experiment 2. Fig. 2-7 shows qualitative comparisons between
participants' goal inferences and the predictions of M2. There is a direct correspondence between
the conditions shown in Fig. 2-7 and the conditions in Fig. 2-4 from Experiment 1, which allows
the effects of the online task of Experiment 1 versus the retrospective task of Experiment 2 to
be assessed directly. Fig. 2-7(a) shows retrospective versions of the corresponding conditions in
Fig. 2-4(a). Each condition in Fig. 2-7(a) differs from adjacent conditions by one stimulus feature,
providing examples of the effect of changing the goal configuration, the obstacle shape and the
agent's path.
Fig. 2-7(b) shows participants' average ratings with standard error bars for each of these condi-
tions. Many of the same patterns of reasoning occurred in our Experiment 2 data as in Experiment
1. Participants' inferences again tended to become more certain at judgment points closer to the
end of each path. In general, however, people's ratings from Experiment 2 reflected greater uncer-
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tainty than in Experiment 1. In the task of Experiment 2, people's inferences eventually approached
the goal that was suggested at the end of the path. These trends were predicted by M2 and H, but
not M1 or M3, which were constrained to make the same goal inference at each judgment point
within a particular condition.
Fig. 2-7(c) shows the predictions of M2 with the best-fitting parameter values. Comparing
Fig. 2-7(b) and (c), the model predicted people's judgments very accurately for the examples
shown. M2 explained people's retrospective judgments based on inferring the sequence of goals
that best explained the agent's path. The agent's actions near the end of each path always strongly
suggested a particular goal, but earlier actions could be ambiguous, or indicate a different goal.
M2 integrated this past and future information to infer the goal at each judgment point that was
most consistent with an agent that took approximately rational paths toward its current goal, but
could occasionally change its goal.
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We quantitatively compared how accurately Ml, M2, M3 and H predicted participants' judg-
ments with a bootstrap cross-validated (BSCV) correlational analysis. The average correlations
of each model with people's data are shown in Table 2.2. M2 predicted people's judgments most
accurately, correlating significantly higher than Ml (PBSCV < 0.0001), M3 (PBSCV < 0.0001)
and H (pBsCv = 0.0168). H performed second best, correlating significantly higher than Ml
(PBSCV < 0.0001) and M3 (pBscv < 0.0001). Finally, Ml and M3 both performed poorly, and
the slightly higher correlation of M3 than Ml was not significant (PBscv = 0.44).
Ml M2 M3 H
(r) 0.57 (0.016) 0.95 (0.0077) 0.58 (0.019) 0.91 (0.0069)
Table 2.2: Bootstrap cross-validated correlation of inverse planning models and a simple heuris-
tic alternative with people's data from Experiment 2. Numbers in parentheses indicate standard
deviation.
Scatter plots of the correspondence between participants' judgments and Ml, M2, M3 and
H using the best-fitting parameter values are shown in Fig. 2-8 to illustrate the pattern of errors
for each model. M2 predicted people's judgments most accurately, and in Fig. 2-8, has no clear
outliers from the line-of-best-fit. H predicted people's judgments less accurately than M2, and M1
and M3 performed worst and have the most outliers in Fig. 2-8.
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Figure 2-8: Scatter plots of model predictions using best-fitting parameter values (X-axes) versus
people's retrospective goal inferences (Y-axes) for all Experiment 2 stimuli.
To assess the dependence of these results on the parameter values, we tested how accurately
M1, M2, M3 and H predicted people's goal inferences under a range of parameter settings. Plots of
the correlation of Ml, M2, M3 and H with participants' data across all tested values of 0, y and r,
are shown in the appendix. In Experiment 2, all models fit subjects' data best with lower # values
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than in Experiment 1, indicating that subjects assumed a noisier agent in Experiment 2. For M2,
relatively high -y values yielded the best correlation, suggesting that subjects were more willing
to infer goal changes in Experiment 2 than in Experiment 1. At high -/ values, M2 predicted that
people's ratings would depend strongly on the information provided by agents' movements close
to the retrospective judgment point. H correlated best with people's judgments with slightly higher
# values than M2, because of the additional flexibility provided by assuming that the agent's goal
could change arbitrarily at each timestep. Both M1 and M3 performed poorly because they made
the same predictions at all judgment point trials within each condition, while participants' goal
inferences clearly varied at different steps of agents' paths.
2.4.3 Discussion
Experiment 2 showed that inverse planning models based on priors that allow changing goals
can predict people's retrospective goal inferences very accurately in the maze-world domain. In
an analysis that controlled for model complexity using bootstrap cross-validation, M2 correlated
significantly higher with participants' judgments than models that assumed static goals (e.g. M1
and M3). Although the predictions of M2 and H were qualitatively similar, M2 also correlated
significantly higher with participants' judgments than H.
A further analysis probed the parameter values for each model that best explained participants'
data. In Experiment 2, the highest correlations for all models occurred at lower # values than in
Experiment 1, indicating that people assumed "noisier" agents in Experiment 2. This may have
been due to several factors. First, our instructions told subjects that "the scientists are not sure
how the aliens decide where to go", which may have led them to assume noisier agents. Second,
the retrospective task of Experiment 2 may have been more challenging than the online task of
Experiment 1, making subjects less sure of their judgments. The practical consequence of this was
that evidence from agents' movements affected subjects' inferences less strongly in Experiment 2
than in Experiment 1. Higher values of -y also yielded better correlations with subjects' judgments
in Experiment 2 (higher r values technically yielded better correlations as well, but this difference
was negligible). Because the retrospective goal inference task presented a context where people
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inferred changing goals, it may have also biased subjects toward responses consistent with higher
values of -.
The results of Experiment 2 suggested that the concept of changing goals is crucial for retro-
spective goal inferences. Representing goal changes allows inferences of past goals and current
goals to differ with sufficient evidence, providing an adaptive forgetting factor that can weigh re-
cent evidence more strongly than past evidence. Goal switching is just one way to extend the
concept of a single, static goal, but by no means the only way. The representation of complex
goals in M3 is surely also important in some contexts. Experiment 3 explored such a context.
2.5 Experiment 3
Experiment 3 probed how a range of different behaviors and situations might lead people to infer
subgoals. Any observed behavior can be explained by an infinite number of goals, and more
complex goals can always fit an observed behavior better than simpler goals, by positing a sequence
of subgoals that follows the observed path arbitrarily closely. For example, if a person usually takes
a fairly direct route home from work, with only occasional small deviations or apparent detours,
they probably have a simple, constant goal: to get home. However, they could also sometimes
have subgoals that cause the deviations: maybe one day they wanted to stop off at the market on
the way home, on another day they wanted to stop off at the post office, and so on. There is a
danger of "overfitting" in positing these subgoals, as any random deviation could in principle be
explained this way. Stronger evidence that an agent truly has one or more subgoals would come
from observing consistent deviations from the shortest path home: if a person regularly appears to
go a few blocks out of their way at the same spot and time of day, it suggests an intentional action,
such as stopping for groceries on the way home from work. Even greater evidence for subgoals can
come from observing consistent action sequences under different starting conditions, particularly
when they lead to large apparent detours from the shortest path to the final goal. For instance, if
a person occasionally heads home not from work but from different points (a doctor's office, an
offsite meeting), and still passes through the same apparent subgoal locations no matter how far
away, it is a strong sign that they specifically intend to visit those locations.
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These patterns of evidence are related to the notion of equifinality (Heider, 1958), a classic cue
for intentional attribution from social psychology, based on identifying invariant effects of actions
across multiple situations. Our framework explains inferences about whether an agent is pursuing
a simple goal or a complex goal with subgoals through a version of the Bayesian Occam's razor
(Jefferys & Berger, 1992). In general, Bayesian inference naturally trades off simplicity and fit
to the data in evaluating hypotheses. In the context of action understanding with probabilistic
planning models, Bayesian inference weighs the greater likelihood that comes from explaining
more detailed variation in an observed trajectory against the lower prior probability that is assigned
to more complex goals, with more subgoals.
To test whether people's judgments were consistent with these principles, Experiment 3 used
a new task involving prediction of an agent's future behavior, given examples of its behavior in
the past. This experiment used simple maze-world versions of the scenarios described above.
Our stimuli presented one or more trajectories in which the agent seemed to change direction at
a single midpoint location along the way to a final goal, suggesting the possibility of a complex
goal with a subgoal. We assessed whether subjects inferred a subgoal by asking them to predict the
agent's hypothetical trajectory starting from a different initial location; if they inferred a subgoal,
they would predict a different, more indirect path than if they inferred only a simple final goal.
Different conditions varied the amount of evidence for complex goals. In some cases, intended
to suggest a simple goal to observers, the change in direction could be naturally explained by
environmental factors (avoiding an obstacle) or as a correction from a small random path deviation.
In other cases, observers saw multiple trajectories starting from different initial positions, all with
the same intermediate switch point, which should strongly suggest a subgoal at that location. We
compared people's judgments in these different conditions with those of our Bayesian inverse
planning models, using the models' ability to predict future action sequences consistent with the
goals inferred from earlier observed action sequences (Equation 2.2).
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2.5.1 Method
Participants
Participants were 23 members of the MIT subject pool, 14 female, 9 male.
Stimuli
Experiment 3 used a maze-world stimulus paradigm similar to Experiments 1 and 2. Fig. 2-9
shows all stimuli from Experiment 3. Each stimulus displayed a complete action sequence, ending
with the agent achieving its goal. The environment had only one visible goal, marked by a small
orange triangle, and the size of the environment was 17 squares wide by 8 squares high.
Design
Experiment 3 used a 2 x 2 x 2 factorial design. Each row of Fig. 2-9 shows a different condition
of Experiment 3, and conditions are divided into groups A, B, C, and D. The first factor varied the
directness of the agent's paths to the goal. Conditions A and C displayed direct example paths to
the goal, while conditions B and D displayed indirect example paths. The second factor varied the
presence or absence of an obstacle in the environment. Conditions A and B displayed environments
with a wall-like obstacle extending up from the bottom edge, and conditions C and D displayed
environments without the obstacle. The third factor varied the location of the subgoal relative to
the location of the marked goal, which affected the length of the deviation from the direct path
when the agent went through the subgoal. In the "Far" subgoal conditions, the subgoal was farther
from the marked goal, given by the grid square directly above the obstacle, resulting in a larger
deviation from the most direct path. In the "Near" subgoal conditions, the subgoal was nearer to
the marked goal, corresponding to a point between the obstacle and the marked goal, resulting in a
smaller deviation from the most direct path.
Each condition presented 4 trials, which varied the number of paths subjects saw before pre-
dicting the agent's action in a new situation. Each trial had two phases. In the example phase of
each trial, a new, animated example path was presented to subjects, following the order shown in
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Figure 2-9: All stimuli from Experiment 3. The experiment followed a 2 x 2 x 2 design, which
varied the directness of the agent's path, the presence or absence of an obstacle, and the location
of potential subgoals. Each condition had 4 trials, which each presented a different example path,
and then asked subjects to predict which of 2 response paths was more likely given all previously
displayed example paths from that condition.
Fig. 2-9. The example paths varied the agent's starting point in the environment, but always ended
with the agent reaching the same final point. The example paths in each condition had additional
structure beyond the factorial design: conditions A, B and D displayed example paths consistent
with a complex goal, while condition C displayed paths that were not consistent with any single
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complex goal (i.e. there was no common subgoal that all example paths passed through). Example
paths from corresponding trials of conditions A, C and D all started from the same point, while
paths from corresponding trials of condition B started from these points reflected to the opposite
side of the obstacle.
Next, in the response phase, two different hypothetical paths that the agent could take if starting
from a different location in the environment were displayed. All response paths started and ended
at the same point, and used the same environments and goal locations as the example paths in their
respective conditions. Each pair of response paths featured one direct path to the goal and one
indirect path to the goal, with the indirect path passing through the subgoal from its condition.
Conditions with the same subgoal location all used the same response paths.
Procedure
Before each condition, subjects were told verbally that they would be watching a series of videos
of intelligent aliens moving in their natural environment, and that each video would show the same
alien moving in the same environment, with walls through which aliens could not move. They
were told that after each video, they would see two possible movements the alien might take when
starting from a different location, and that they would rate how likely each movement would be
given their observations of previous movements.
The first trial of each condition presented an animation of the first example path. Subjects then
rated the relative likelihood of the two response paths on a 9-point scale from 1: "Definitely path
1", to 5: "Paths 1 and 2 are equally likely", to 9: "Definitely path 2". In subsequent trials of each
condition, animations of the next example path were presented, and all previous example paths
remained onscreen to aid recall. Subjects were instructed to base their judgments on the evidence
from all the agent's example paths in that condition.
Stimuli were shown from an overhead perspective, with an animated schematic trace of the
agent's path as it moved through the environment. After each example path was displayed, re-
sponse paths were presented simultaneously, and the side of the screen on which each response
path was displayed was randomized in different conditions. Stimulus conditions were presented to
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subjects in pseudo-random order. To minimize presentation order effects, environments and paths
were reflected and rotated in randomized increments of 180 degrees between conditions to reduce
the impression of repeated paths. To further minimize order effects between conditions, after each
condition, subjects were told verbally that they would observe a new alien, of a different color than
the previous alien(s). They were told that this alien might be different than the previous alien(s),
so they should not use information about the previous alien(s) when making judgments about the
new alien.
Modeling
Model predictions take the form of probability distributions over agents' future actions, condi-
tioned on their previously observed actions, given by Equation 2.2. To compare model predictions
with subjects' judgments, we computed the log posterior odds ratio of the two response paths in
each condition, conditioned on the previously observed example paths. We then mapped the z-
scores of the log posterior odds ratio through the sigmoidal standard normal cumulative density
function, and computed correlation coefficients between these values and participants' average rat-
ings. We discuss this analysis further in the appendix. M3 assumed that the agent had either a
simple goal or a complex goal with one subgoal, and that both goals and subgoals could be visible
or invisible, and could correspond to any grid square in the environment.
2.5.2 Results and Discussion
Our analysis of Experiment 3 compared subjects' judgments with the predictions of our models to
test whether people's goal-based generalization could be explained by Bayesian inverse planning.
We will focus on the predictions of M3, because it was the only model that could represent and infer
the kinds of complex goals presented in Experiment 3. Ml performed poorly in this task, with a
bootstrap cross-validated correlation coefficient of (r) = -0.03. M2 and H did not naturally allow
goal-based generalization, and an extension of them to do so performed poorly as well, with a
bootstrap cross-validated correlation coefficient of (r) = 0.54 for both models. We analyze these
models further in the appendix, but it is easy to characterize their problems in intuitive terms. Ml
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is too inflexible, always predicting that an agent will take the most direct path to its final goal.
M2 and H, in contrast, are too flexible. They explain apparent subgoals as arbitrary changes in
the agent's final goal, which leads to predictions of future arbitrary goal changes that cause noisy,
unstable behavior.
Fig. 2-10 compares participants' average ratings from all conditions of Experiment 3 with the
predictions of M3 using the best-fitting parameter values. M3 predicted people's judgments very
accurately overall, and also predicted the qualitative effects of varying each stimulus factor. M3
correctly predicted that subjects would infer a subgoal in conditions B and D, but not in conditions
A and C. M3 also captured the rate at which evidence accumulated for or against the subgoal in
each condition, fitting each of the learning curves across trials very closely.
Two intuitive principles underlie these predictions. First, a sequence of actions provides more
evidence for a subgoal interpretation to the extent that it embodies a larger deviation from the
shortest path linking the agent's starting point to the final goal. The larger the deviation, the more
of the agent's actions would have to be attributed arbitrarily to chance under a simple goal inter-
pretation - lowering the probability of that interpretation and raising the probability of a subgoal.
This explains why the paths in conditions B and D suggested a subgoal while the condition A paths
did not. It also explains why condition B provided stronger evidence for a subgoal than condition
D, and why the "Far" subgoal conditions provided stronger evidence than the "Near" subgoal con-
ditions. Second, because the agent's goal was assumed to be constant across trajectories within a
single condition, evidence for a subgoal accumulated when the same midpoint location appeared
to be a subgoal in multiple trajectories starting from different initial conditions. This explains
why subgoal inferences became stronger with more evidence in conditions B and D, and why they
were even weaker in condition C than condition A - because A paths were consistent with a single
candidate subgoal while C paths did not even pass through a common midpoint location.
The quantitative fit of M3 to subjects' data was also very accurate. The bootstrap cross-
validated correlation coefficient of M3 with subjects' judgments was (r) = 0.96, which was
significantly higher than the correlation of the other models (PBSCV < 0.0001). To assess the
dependence of the model predictions on the parameter values, we compared subjects' judgments
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Figure 2-10: Subjects versus M3 with the best-fitting parameters
3. Ratings correspond directly to conditions from Fig. 2-9.
for all stimuli from Experiment
to model predictions under a range of different parameter settings. Plots of the correlation of our
models with participants' data across all tested parameter values are shown in the appendix. M3
correlated very highly with subjects' judgments for a wide range of parameter values, with 0 > 2.0
and K < 0.95. The best-fitting correlation for M3 occurred with # = 5.0 and K = 0.6, with a cor-
relation coefficient of r = 0.97. The best-fitting # value was higher than in previous experiments
because the paths in Experiment 3 were less noisy, and M3 could assume a more deterministic
agent.
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In sum, Experiment 3 showed how inverse planning models that represent subgoals can cap-
ture human action understanding in the maze-world domain, and can generalize from previous
observations to predict novel action sequences by inferring invariant goals. Our subgoal model M3
predicted people's judgments with high accuracy, explaining the strength of subgoal inferences
based on two intuitive stimulus factors: the number of independent action sequences consistent
with a putative subgoal, and the length of the deviation in these paths relative to the shortest paths
from each initial state to the final goal.
2.6 General Discussion
We presented a computational framework for modeling human action understanding, and some
of the first combined experimental and computational studies of adult goal inference and action
prediction. Our studies made three main contributions. First, we presented strong evidence that
human action understanding can be formalized as Bayesian inverse planning in Markov decision
problems. In quantitative terms, our models correlated highly with people's judgments across mul-
tiple conditions and experiments. They also provided insights into several qualitative phenomena
of goal inference, such as the effect of alternative available routes in Experiments 1 and 2, or the
dependence of subgoal inferences on the length of deviations from shortest paths in Experiment 3.
Our experiments examined only one domain of spatial navigation in simple mazes, but this task
shares deep similarities with more complex, naturalistic tasks. Likewise, our framework of inverse
planning in Markov decision problems extends to much richer settings. MDPs can be generalized
to partially observable environments (Kaelbling, Littman, & Cassandra, 1998) and multi-agent sit-
uations (Littman, 1994; Filar & Vrieze, 1997), and these generalizations can model domains and
tasks that go well beyond a single agent moving in a simple two-dimensional maze, such as mo-
tor action (Todorov, 2004; K6rding, 1997), games and other strategic interactions (Littman, 1994;
Filar & Vrieze, 1997), and a range of cooperative or communicative activities (Littman, 1994). In
recent work, we have used these ideas to build inverse planning models of how people infer "social
goals" in multi-agent interactions, such as whether one agent is chasing or fleeing from another
(Baker et al., 2008); see Yoshida et al., 2008 for a similar approach.
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Second, our experiments provided evidence that inverse planning models can predict people's
judgments about an agent's goals more accurately than a simple heuristic alternative that looks
only at the agent's current heading. Similar heuristics have been proposed to explain how people
categorize movement as intentional or animate in stimuli similar to our own (Blythe et al., 1999;
Zacks, 2004; Barrett et al., 2005). We showed how to formulate this heuristic as a limiting case
of inverse planning, providing insight into the situations under which it approximates our ideal
observer models of inverse planning. In these cases, in particular where an agent appears to follow
a single shortest path to a fixed goal, the heuristic indeed predicted people's judgments accurately.
However, in cases where the approximation breaks down and the heuristic's predictions diverge
from our more general inverse planning models, the latter gave a much better fit to people's goal
inferences.
Third, we showed how our framework can be used to distinguish different hypotheses about
the contents of people's mental representations of agents' goals, and provided evidence for the im-
portance of different kinds of goal representations in different contexts. Experiment 1 showed that
in online goal inference, goal representations must be more flexible than just single fixed locations
(Ml); representations based on changing goals (M2) or subgoals (M3) fit people's judgments sig-
nificantly better, with a small advantage for the former. Experiment 2 provided definitive evidence
for the use of representations of changing goals (M2) in a retrospective judgment task. Experiment
3 showed that given sufficient evidence - multiple trajectories starting from different positions but
consistent with the same final goal and subgoal locations - people would engage more complex
subgoal-based representations.
Our models rest on a number of general assumptions about the background knowledge under-
lying human action understanding, as well as specific assumptions about how subjects approach
our laboratory tasks. The rest of this discussion attempts to lay out these assumptions and sketches
some of our ongoing work aimed at relaxing them or explaining them in a more satisfying way.
On each individual trial of the experiments, our subjects and our models observed the same
data, but the models were also given certain basic aspects of the MDP setup, such as the agent's
cost function and the probabilistic dynamics by which the agent moves through the environment.
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Since subjects were not explicitly told this information, how is it reasonable to model their judg-
ments as if they knew it? People certainly come to our tasks - and any action understanding task
- with rich background knowledge about intentional action that goes far beyond what we have as-
sumed here. This background knowledge plausibly includes the assumptions made by our models:
(1) that the agent's cost function depends on distance traveled to the ultimate goal, (2) that the
agent probabilistically selects actions as a function of their expected value, and (3) that the agent's
actions yield the intended state transitions. Indeed, these assumptions are at the heart of previous
qualitative descriptions of human action understanding, like the "teleological stance" (Gergely et
al., 1995) and simple versions of the "intentional stance" (Dennett, 1987). Nevertheless, future
research should explicitly test these assumptions.
Another crucial piece of background knowledge assumed by our models, and conveyed to our
participants in the instructions, is that the entity under observation should be treated as a intentional
agent. In some real world contexts, by contrast, people must infer whether an observed entity is
in fact a rational or intentional agent. These inferences are likely a function of both the entity's
observed actions in the context, and the observer's prior expectations based on how the entity
appears or is described. Even young infants can apply a teleological stance to a novel entity,
without being explicitly told it is appropriate, based either on the agents' actions (Csibra et al.,
1999) or its appearance (Johnson, Slaughter, & Carey, 1998; Guajardo & Woodward, 2004; Saxe,
Tenenbaum, & Carey, 2005).
In ongoing work, we are modeling the inference that an entity observed in motion is an inten-
tional agent, using a hierarchical Bayesian model (HBM) (Good, 1980; A. Gelman, Carlin, Stem,
& Rubin, 2003; Tenenbaum et al., 2006; Kemp, Perfors, & Tenenbaum, 2007). An HBM repre-
sents data at multiple levels of abstraction. It allows us to consider probabilistic models of both
intentional action and other kinds of motion, due to inanimate objects or artifacts, or animate but
non-intentional beings. Classifying an agent as an intentional actor can be captured by an HBM
with two levels, with the higher level selecting among alternative models that could explain some
observed motion (intentional, inanimate, animate), and the lower level selecting among specific
explanations generated by these models (e.g., a specific goal interpretation that explains the partic-
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ular trajectory that a putatively intentional agent appears to follow). Given observations of how an
entity moves in some context, these models can simultaneously make inferences over a hypothesis
space of both intentional and non-intentional models, evaluating each model, as well as the spe-
cific hypothesis within the classes generated by these models, based on how well they explain the
observed motion.
Hierarchical Bayesian models may also provide the solution to a puzzle in our current data. In
our experiments, two different models of goal-directed action provided the best fit to participants'
judgments: in Experiments 1 and 2, M2 (which allowed for agents to change their goals) provided
the best fit, while in Experiment 3, the best fit was with M3 (allowing subgoals within a single
action sequence). Did our participants choose different kinds of goal representations for the actions
presented in these experiments, and if so, how did they make this choice? We hypothesized that
participants actually made a rational inference based on the stimuli they observed, selecting not
only the specific goal that best explained the agent's action on any one trial, but also selecting the
class of goal representations that best explained all of the agents' actions observed across multiple
trials. Selecting which class of goal representations to use in a particular context can also be
captured by an HBM with two levels, with the higher level selecting a hypothesis space of goals
(Ml, M2, M3 or H), and the lower level selecting a specific goal from the hypothesis space given
by the higher level. This goal then generates a sequence of actions, conditioned on the agent's
environment.
We make this HBM analysis precise in the appendix. For each model (Ml, M2, M3 or H)
and each experiment (1, 2 or 3), we compute log P(StimulilModel), a measure of how well that
model explains all the stimuli observed in that experiment as a whole. The results of this analysis
are shown in Table 2.3. In each case, the model with the highest marginal likelihood (shown in
bold) is the model that correlated most highly with people's judgments in that experiment. Thus,
the goal representation that people appear to use in each experiment is also the one that an ideal
learner would see as the best explanation for agents' observed behavior in that experiment.
The content of people's representations of agents' mental states is surely much more complex
than the models we consider here. Important directions for future research are to apply our models
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log P(Stimuli IModel)
M1 M2 M3 H
Experiment 1 -773.6 -641.9 -651.6 -778.5
Experiment 2 -1118.5 -832.4 -860.1 -1068.1
Experiment 3 -457.2 -294.3 -236.5 -391.5
Table 2.3: Log marginal likelihood of models and heuristic given all Experimental stimuli. Higher
log-likelihood indicates a better fit, and the highest value for each experiment is shown in bold.
in more complex environments, and to continue exploring the space of complex goal structures.
A potential framework for extending our models to structured, probabilistic environments is given
by factored MDPs (Guestrin, Koller, Parr, & Venkataraman, 2003). This framework represents
the environment as a dynamic Bayesian network, and allows efficient algorithms for planning over
much larger and more complex state spaces than those feasible in standard MDPs. A possible rep-
resentation language for hierarchical goal structures is provided by hierarchical MDPs (Dietterich,
2000; Parr & Russell, 1998), which provide a natural hypothesis space for more complex goals,
and can represent the space of goals we consider here. With an appropriate prior on the space of
models of goals, it should be possible to learn new goal structures from data using hierarchical
Bayesian models like those we sketched above.
Another important direction for future research will be to extend our framework to modeling
people's reasoning about agent's beliefs. This can be formulated as inverse planning using partially
observable MDPs (POMDPs) (Kaelbling et al., 1998) to handle joint inferences about agents'
beliefs and goals. A sketch of this extension was described in Fig. 2-1(c). Here we focused on the
special case of Fig. 2-1(b) because it has been the target of extensive empirical work with infants
and adults, and also because it is computationally much simpler to implement. Optimal planning
in POMDPs is computationally intractable, so we would require some approximate algorithm to
generate expectations about agents' beliefs and goal-dependent behaviors. In ongoing work we
are beginning to explore the more general POMDP case, along with various approximate inference
schemes based on cognitively plausible approximations to ideal optimal planning.
Do people really interpret others' actions using a causal model structured around an explicit
assumption of rationality, as our models do, or do they instead simulate others' planning processes
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using their own planning mechanisms - in effect building in an implicit assumption of rationality
to the extent that their own planning mechanisms are rational? The debate between "theory-based"
and "simulation-based" accounts of action understanding has generated much attention in the re-
cent literature (Gopnik & Meltzoff, 1997; A. I. Goldman, 2006) and on first glance our work ap-
pears most consistent with the "theory-based" approach. Formalizing an intuitive theory of mind
was in fact one of our original motivations, and elsewhere one of us has argued for theory-based
accounts against simulation accounts (Saxe, 2005). However, the models we propose here could
be sensibly interpreted under either account. On a theory-based interpretation, inverse planning
consists of inverting a causal theory of rational action to arrive at a set of goals that could have
generated the observed behavior, and inferring individual goals based on prior knowledge of the
kinds of goals the observed agent prefers. On a simulation account, goal inference is performed by
inverting one's own planning process - the planning mechanism used in model-based reinforce-
ment learning - to infer the goals most likely to have generated another agent's observed behavior.
In future work, we hope to be able to distinguish these accounts by testing whether observers' in-
terpretations of other agents' behavior in a particular context can be predicted by inverting policies
measured from how the observers themselves plan actions in the same context.
2.7 Conclusion
Formal models of "ideal observers" or "ideal inference agents" have long played an important role
in the study of core cognitive capacities, such as visual perception, memory retrieval, or language
processing and acquisition (Liu, Knill, & Kersten, 1995; Weiss, Simoncelli, & Adelson, 2002;
Shiffrin & Steyvers, 1997; Anderson, 1990; Hale, 2001; Gold, 1967). These models allow us
to assess how well and in what ways people's mental representations of the world correspond to
reality, by seeing how close people's inferences come to the best possible inferences under different
assumptions about how the relevant stimuli might be represented and processed. Human percepts
or inferences in some domains, particularly lower-level functions such as visual motion or surface
perception, often come remarkably close to the ideal limit.
Here we have taken a first step toward extending the ideal-observer approach to a higher-level
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perceptual task of action understanding, specifically goal inference. Human action is notoriously
complex and difficult to predict, perhaps even irrational in many situations (Kahneman, Slovic, &
Tversky, 1982; Hernstein & Prelec, 1991); it is certainly more complex than the moving-dot or
slanted-surface stimuli for which ideal observer analyses are better known in vision. It is perhaps
surprising then that people's judgments about agents' goals appear so consistent with an ideal ob-
server based on inverting a simple rational model of action. However, in some domains, human
action planning may be quite rational, and our inferences may be based on inverting near-ideal
models of behavior. Two-dimensional navigation tasks, such as our maze-world stimuli, are a
good candidate for a domain in which humans have evolved to act and interpret others' actions
near-optimally (Barrett et al., 2005). Or maybe in some cases, as in intuitive physics (McCloskey,
Caramazza, & Green, 1980), our mental models of the world are simpler than the world itself; if
so, a probabilistic rational-actor model seems to be a reasonable first approximation for the mind
to adopt in interpreting other people's behavior. Future work should further explore the corre-
spondence between people's intuitive models of goal-directed action and the actual mechanisms
by which humans produce action.
By applying our framework across different tasks and contexts, and exploring different models
of people's goal representations, we found evidence for flexible use of different goal represen-
tations depending on what the task and context suggests. It is not yet clear whether the mental
representations uncovered by our inverse planning models will generalize to explain human action
understanding outside of these laboratory tasks. More work here is certainly needed. Our expec-
tation, however, is that many areas of intuitive psychology will be usefully illuminated by ideal
inference models that combine a probabilistic principle of rationality with increasingly powerful
representations of intentional mental states.
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Chapter 3
Bayesian Theory of Mind
Abstract
We present a computational framework for understanding Theory of Mind (ToM): the human ca-
pacity for reasoning about agents' mental states such as beliefs and desires. Our Bayesian model of
ToM (or BToM) expresses the predictive model of belief- and desire-dependent action at the heart
of ToM as a partially observable Markov decision process (POMDP), and reconstructs an agent's
joint belief state and reward function using Bayesian inference, conditioned on observations of the
agent's behavior in some environmental context. We test BToM by showing participants sequences
of agents moving in simple spatial scenarios and asking for joint inferences about the agents' de-
sires and beliefs about unobserved aspects of the environment. BToM performs substantially better
than two simpler variants: one in which desires are inferred without reference to an agent's beliefs,
and another in which beliefs are inferred without reference to the agent's dynamic observations in
the environment.
3.1 Introduction
Central to human social behavior is a theory of mind (ToM), the capacity to explain and predict
people's observable actions in terms of unobservable mental states such as beliefs and desires.
Consider the case of Harold, who leaves his dorm room one Sunday morning for the campus
library. When he reaches to open the library's front door he will find that it is locked - closed on
Sunday. How can we explain his behavior? It seems plausible that he wants to get a book, that he
believes the book he wants is at the library, and that he also believes (falsely, it turns out) that the
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library is open on Sunday.
Such mental state explanations for behavior go well beyond the observable data, leading to
an inference problem that is fundamentally ill-posed. Many different combinations of beliefs and
desires could explain the same behavior, with inferences about the strengths of beliefs and desires
trading off against each other, and relative probabilities modulated heavily by context. Perhaps
Harold is almost positive that the library will be closed, but he needs a certain book so badly
that he still is willing to go all the way across campus on the off chance it will be open. This
explanation seems more probable if Harold shows up to find the library locked on Saturday at
midnight, as opposed to noon on Tuesday. If he arrives after hours already holding a book with a
due date of tomorrow, it is plausible that he knows the library is closed and is seeking not to get a
new book, but merely to return a book checked out previously to the night drop box.
Several authors have recently proposed models for how people infer others' goals or prefer-
ences as a kind of Bayesian inverse planning or inverse decision theory (Baker et al., 2009; Feld-
man & Tremoulet, 2008; Lucas et al., 2009; Bergen et al., 2010; Yoshida et al., 2008; Ullman et
al., 2009). These models adapt tools from control theory, econometrics and game theory to for-
malize the principle of rational action at the heart of children and adults' concept of intentional
agency (Gergely et al., 1995; Dennett, 1987): all else being equal, agents are expected to choose
actions that achieve their desires as effectively and efficiently as possible, i.e., to maximize their
expected utility. Goals or preferences are then inferred based on which objective or utility function
the observed actions maximize most directly.
ToM transcends knowledge of intentional agents' goals and preferences by incorporating rep-
resentational mental states such as subjective beliefs about the world (Perner, 1991). In particular,
the ability to reason aboutfalse beliefs has been used to distinguish ToM from non-representational
theories of intentional action (Wimmer & Perner, 1983; Onishi & Baillargeon, 2005). Our goal
in this paper is to model human ToM within a Bayesian framework. Inspired by models of in-
verse planning, we cast Bayesian ToM (BToM) as a problem of inverse planning and inference,
representing an agent's planning and inference about the world as a partially observable Markov
decision process (POMDP), and inverting this forward model using Bayesian inference. Criti-
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cally, this model includes representations of both the agent's desires (as a utility function), and the
agent's own subjective beliefs about the environment (as a probability distribution), which may
be uncertain and may differ from reality. We test the predictions of this model quantitatively in
an experiment where people must simultaneously judge beliefs and desires for agents moving in
simple spatial environments under incomplete or imperfect knowledge.
Important precursors to our work are several computational models (Goodman et al., 2006;
Bello & Cassimatis, 2006a; Goodman et al., 2009) and informal theoretical proposals by devel-
opmental psychologists (Wellman, 1990; Gopnik & Meltzoff, 1997; Gergely & Csibra, 2003).
Goodman et al. (2006) model how belief and desire inferences interact in the classic "false belief"
task used to assess ToM reasoning in children (Wimmer & Perner, 1983). This model instanti-
ates the schema shown in Fig. 3-1(a) as a causal Bayesian network with several psychologically
interpretable, but task-dependent parameters. Goodman et al. (2009) model adult inferences of an
agent's knowledge of the causal structure of a simple device ("Bob's box") based on observing the
agent interacting with the device. To our knowledge, our work here is the first attempt to explain
people's joint inferences about agents' beliefs and desires by explicitly inverting POMDPs - and
the first model capable of reasoning about the graded strengths and interactions between agents'
beliefs and desires, along with the origins of agents' beliefs via environmentally constrained per-
ceptual observations.
3.2 Computational Framework
This section describes Bayesian Theory of Mind (BToM): a theory-based Bayesian framework (Tenenbaum
et al., 2006) that characterizes ToM in terms of Bayesian inference over a formal, probabilistic ver-
sion of the schema in Fig. 3-1(a). BToM represents an ideal observer using a theory of mind
to understand the actions of an individual agent within some environmental context. This ideal-
observer analysis of ToM asks how closely human judgments approach the ideal limit, but also
what mental representations are necessary to explain human judgments under hypothetically un-
bounded computational resources. We will first describe BToM in general, but informal terms
before progressing to the mathematical details involved in modeling our experimental domain.
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Figure 3-1: Causal structure of theory of mind. Grey shaded nodes are assumed to be observed
(for the observer; not necessarily for the agent, as described in the main text). (a) Schematic model
of theory of mind. Traditional accounts of ToM (e.g. Dennett, 1987; Wellman, 1990; Gopnik &
Meltzoff, 1997) have proposed informal versions of this schema, characterizing the content and
causal relations of ToM in commonsense terms, e.g., "seeing is believing" for the principle of
rational belief. (b) Observer's grounding of the theory as a dynamic Bayes net (DBN). The DBN
encodes the observer's joint distribution over an agent's beliefs B1:T and desires R over time, given
the agent's physical state sequence X1:T in environment y.
3.2.1 Informal sketch
For concreteness, we use as a running example a simple spatial context (such as a college campus
or urban landscape) defined by buildings and perceptually distinct objects, with agents' actions
corresponding to movement, although in general BToM can be defined over arbitrary state and
action spaces (for example, a card game where the state describes players' hands and actions
include draw or fold). The observer's representation of the world is composed of the environment
state and the agent state (Fig. 3-1(a)). In a spatial context, the state of the environment represents
its physical configuration, e.g., the location of buildings and objects, and the state of the agent
specifies its objective, external properties, such as its physical location in space.
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Figure 3-2: Example experimental stimulus. The small blue sprite represents the location of the
agent, and the black trail with arrows superimposed records the agent's movement history. The
two yellow cells in opposite corners of the environment represent spots where trucks can park,
and each contains a different truck. The shaded grey area of each frame represents the area that is
outside of the agent's current view.
The observer's theory of the agent's mind includes representations of the agent's subjective
desires and beliefs, and the principles by which desires and beliefs are related to actions and the
environment. Similar to previous models, the content of the agent's desire consists of objects or
events in the world. The agent's degree of desire is represented in terms of the subjective reward
received for taking actions in certain states, e.g., acting to attain a goal while in close proximity to
the goal object. The agent can also act to change its own state or the environment state at a certain
cost, e.g., navigating to reach a goal may incur a small cost at each step.
The main novel component of the current model is the inclusion of a representation of beliefs.
Like desires, beliefs are defined by both their content and the strength or degree with which they are
held. The content of a belief is a representation corresponding to a possible world. For instance, if
the agent is unsure about the location of a particular object, its belief contents are worlds in which
the object is in different locations. The agent's degree of belief reflects the subjective probability
it assigns to each possible world.
The principles governing the relation between the world and the agent's beliefs, desires and ac-
tions can be naturally expressed within partially observable Markov decision processes (POMDPs).
POMDPs capture the causal relation between beliefs and the world via the principle of rational be-
lief, which formalizes how the agent's belief is affected by observations in terms of Bayesian belief
updating. Given an observation, the agent updates its degree of belief in a particular world based
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on the likelihood of receiving that observation in that world. In a spatial setting, observations de-
pend on the agent's line-of-sight visual access to features of the environment. POMDPs represent
how beliefs and desires cause actions via the principle of rational action, or rational planning. Intu-
itively, rational POMDP planning provides a predictive model of an agent optimizing the tradeoff
between exploring the environment to discover the greatest rewards, and exploiting known rewards
to minimize costs incurred.
On observing an agent's behavior within an environment, the beliefs and desires that caused
the agent to generate this behavior are inferred using Bayesian inference. The observer maintains
a hypothesis space of joint beliefs and desires, which represent the agent's initial beliefs about
the environment state and the agent's static desires for different goals. For each hypothesis, the
observer evaluates the likelihood of generating the observed behavior given the hypothesized belief
and desire. The observer integrates this likelihood with the prior over mental states to infer the
agent's joint belief and desire.
As an example of how this works, consider Fig. 3-2. The "college campus" environment is
characterized by the campus size, the location and size of buildings, and the location of several
different goal objects, here "food trucks". The agent is a hungry graduate student, leaving his
office and walking around campus in search of satisfying lunch food. There are three trucks that
visit campus: Korean (K), Lebanese (L) and Mexican (M), but only two parking spots where trucks
are allowed to park, highlighted with a yellow background in Fig. 3-2. The student's field of view
is represented by the unshaded region of the environment.
In Fig. 3-2, the student can initially only see where K (but not L) is parked. Because the student
can see K, they know that the spot behind the building either holds L, M, or is empty. By frame 10,
the student has passed K, indicating that they either want L or M (or both), and believe that their
desired truck is likely to be behind the building (or else they would have gone straight to K under
the principle of rational action). After frame 10, the agent discovers that L is behind the building
and turns back to K. Obviously, the agent prefers K to L, but more subtly, it also seems likely that
the agent wants M more than either K or L, despite M being absent from the scene! BToM captures
this inference by resolving the desire for L or M over K in favor of M after the agent rejects L.
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In other words, BToM infers the best explanation for the observed behavior - the only consistent
desire that could lead the agent to act the way it did.
3.2.2 Formal modeling
In the food-truck domain, the agent occupies a discrete state space X of points in a 2D grid. The
environment state Y is the set of possible assignments of the K, L and M trucks to parking spots.
Possible actions include North, South, East, West, Stay, and Eat. Valid actions yield the intended
transition with probability 1 -E and do nothing otherwise; invalid actions (e.g., moving into walls)
have no effect on the state.
The agent's visual observations are represented by the isovist from the agent's location: a
polygonal region containing all points of the environment within a 360-degree field of view (Davis
& Benedikt, 1979; Morariu, Prasad, & Davis, 2007). Example isovists from different locations
in one environment are shown in Fig. 3-2. The observation distribution P(olx, y) encodes which
environments in Y are consistent with the contents of the isovist from location x. We model obser-
vation noise with the simple assumption that ambiguous observations can occur with probability
v, as if the agent failed to notice something that should otherwise be visible.
The observer represents the agent's belief as a probability distribution over Y; for y E Y,
b(y) denotes the agent's degree of belief that y is the true state of the environment. Bayesian
belief updating at time t is a deterministic function of the prior belief bt- 1, the observation ot, and
the world state (xt, y). The agent's updated degree of belief in environment y satisfies bt(y) oc
P (ot I t, y) bt_1I(y).
The agent's reward function R(x, y, a) encodes the subjective utility the agent derives from
taking action a from the state (xt, y). Each action is assumed to incur a cost of 1. Rewards result
from taking the "Eat" action while at a food truck; the magnitude of the reward depends on the
strength of the agent's desire to eat at that particular truck. Once the student has eaten, all rewards
and costs cease, implying that rational agents should optimize the tradeoff between the number of
actions taken and the reward obtained.
The agent's POMDP is defined by the state space, the action space, the world dynamics, the
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observation model, and the reward function. We approximate the optimal value function of the
POMDP for each hypothesized reward function using a point-based value iteration algorithm
over a uniform discretization of the belief space. The agent's policy is stochastic, given by the
softmax of the lookahead state-action value function QLA (Hauskrecht, 2000): P(a b, x, y) oc
exp(#QLA(b, x, y, a)). The # parameter establishes the degree of determinism with which the
agent executes its policy, capturing the intuition that agents tend to, but do not always follow the
optimal policy.
Our approach to joint belief and desire inference is closely related the model of belief filtering
in Zettlemoyer, Milch, and Kaelbling (2009), restricted to the case of one agent reasoning about
the beliefs of another. Fig. 3-1(b) shows the observer's dynamic Bayes net (DBN) model of an
agent's desires, states, observations, beliefs and actions over time. The observer's belief and re-
ward inferences are given by the joint posterior marginal over the agent's beliefs and rewards at
time t, given the state sequence up until T > t: P(bt, rXr:T, y). This computation is analogous
to the forward-backward algorithm in hidden Markov models, and provides the basis for model
predictions of people's joint belief and desire inferences in our experiment.
To perform inference over the multidimensional, continuous space of beliefs and rewards, we
uniformly discretize the hypothesis spaces of beliefs and reward functions with grid resolutions
of 7. The range of reward values was calibrated to the spatial scale of our environments, taking
values -20, 0, ... , 100 for each truck. Model predictions were based on the student's expected
reward value for each truck (K, L, M) and the expected degree-of-belief in each possible world for
each trial.
3.2.3 Alternative models
To test whether the full representational capacity of our model is necessary to understand people's
mental state attributions, we formulate two alternative models as special cases of ourjoint inference
model. Each alternative model "lesions" a central component of the full model's representation of
beliefs, and tests whether it is possible to explain people's inferences about agents' desires in our
experiment without appeal to a full-fledged theory of mind.
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Our first alternative model is called TrueBel. This model assumes that the state is fully observ-
able to the agent, i.e., that the agent knows the location of every truck, and plans to go directly
to the truck that will provide the maximal reward while incurring the least cost. We hypothesized
that this model would correlate moderately well with people's desire judgments, because of the
statistical association between desired objects and actions.
Our second alternative model is called NoObs. In this model, the agent has an initial belief
about the state of the environment, but there is no belief updating - the initially sampled belief
remains fixed throughout the trial. We hypothesized that this model might fit people's belief and
desire inferences in situations where the agent appeared to move toward the same truck through-
out the entire trial, but that for actions that required belief updating or exploration to explain,
for instance, when the agent began by exploring the world, then changed direction based on its
observation of the world state, NoObs would fit poorly.
3.3 Experiment
Fig. 3-4 illustrates our experimental design. Truck labels were randomized in each trial of the
experiment, but we will describe the experiment and results using the canonical, unscrambled
ordering Korean (K), Lebanese (L), Mexican (M).
The experiment followed a 3 x 5 x 2 x 3 x 2 design. These factors can be divided into 30 (3 x
5 x 2) unique paths and 6 (3 x 2) unique environmental contexts. There were 3 different starting
points in the environment: "Left", "Middle", or "Right"; all shown in Fig. 3-4. These starting
points were crossed with 5 different trajectories: "Check-Left, go to K"; "Check-Left, go to L/M";
"Check-Right, go to K"; "Check-Right, go to L/M"; and "No-check, go straight to K". Four of
these trajectories are shown in Fig. 3-4. Each path was shown with 2 different judgment points, or
frames at which the animation paused and subjects gave ratings based on the information shown
so far. Judgment points were either at the moment the student became able to see the parking spot
that was initially occluded ("Middle"; e.g., frame 10 in Fig. 3-2), or at the end of the path once the
student had eaten ("Ending"; e.g., frame 15 in Fig. 3-2). All potential paths were crossed with 6
environmental contexts, generated by combining 3 different building configurations: "0", "C" and
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"backwards C", (all shown in Fig. 3-4) with 2 different goal configurations: "One truck" or "Two
trucks" present; both shown in Fig. 3-4.
After all possible trials from this design were generated, all invalid trials (in which the student's
path intersected with a building), and all "Ending" trials in which the path did not finish at a truck
were removed. This left 78 total trials. Of these, 5 trials had a special status. These were trials
in the "0" environment with paths in which the student began at the Right starting point, and
then followed a Check-Left trajectory. These paths had no rational interpretation under the BToM
model, because the Check-Right trajectory was always a more efficient choice, no matter what the
student's initial belief or desire. These "irrational" trials are analyzed separately in the Results
section.
Several factors were counterbalanced or randomized. Stimulus trials were presented in pseudo-
random order. Each trial randomly scrambled the truck labels, and randomly reflected the display
vertically and horizontally so that subjects would remain engaged with the task and not lapse into
a repetitive strategy. Each trial randomly displayed the agent in 1 of 10 colors, and sampled a
random male or female name without replacement. This ensured that subjects did not generalize
information about one student's beliefs or desires to students in subsequent trials.
The experimental task involved rating the student's degree of belief in each possible world
(Lebanese truck behind the building (L); Mexican truck behind the building (M); or nothing behind
the building (N)), and rating how much the student liked each truck. All ratings were on a 7-point
scale. Belief ratings were made retrospectively, meaning that subjects were asked to rate what the
student thought was in the occluded parking spot before they set off along their path, basing their
inference on the information from the rest of the student's path. The rating task counterbalanced
the side of the monitor on which the "likes" and "believes" questions were displayed.
Subjects first completed a familiarization stage that explained all details of our displays and the
scenarios they depicted. To ensure that subjects understood what the students could and couldn't
see, the familiarization explained the visualization of the student's isovist, which was updated
along each step of the student's path. The isovist was displayed during the testing stage of the
experiment as well (Fig. 3-2).
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Participants were 17 members of the MIT subject pool, 6 female, and 11 male. One male
subject did not understand the instructions and was excluded from the analysis.
3.3.1 Results & Discussion
Debriefing of subjects suggested that many were confused by the "Middle" judgment point trials;
this was also reflected by greater variability in people's judgments within these trials. Because of
this, our analyses only include trials from the "Ending" judgment point condition, which accounted
for 54 out of the 78 total trials.
We begin by analyzing the overall fit between people's judgments and our three models, and
then turn to a more detailed look at several representative scenarios. Two parameters # and v were
fit for the BToM model; only the determinism parameter # is relevant for the TrueBel and NoObs
models. Parameter fits are not meant to be precise; we report the best values found among several
drawn from a coarse grid.
BToM predicts people's judgments about agents' desires relatively well, and less well but still
reasonably for judgments about agents' initial beliefs (Fig. 3-3). In Fig. 3-3, data from the "irra-
tional" trials are plotted with magenta circles, and account for most of the largest outliers. TrueBel
and NoObs fit significantly worse for desire judgments and provide no reasonable account of belief
judgments. TrueBel's belief predictions are based on the actual state of the world in each trial; the
poor correlation with people's judgments demonstrates that people did not simply refer to the true
world state in their belief attributions. The NoObs model in principle can infer agents' beliefs,
but without a theory of how beliefs are updated from observations it must posit highly implausible
initial beliefs that correlate poorly with subjects' judgments over the whole set of experimental
conditions.
Fig. 3-4 shows several revealing comparisons of human judgments and model predictions in
specific cases. When the agent follows a long path to an unseen goal (Al) it is suggestive of
a strong initial belief that a more desirable truck is present behind the wall. In contrast, going
straight to a nearby observed truck says only that this truck is likely to be desired more than the
others (A2). When the agent goes out of its way to check an unseen parking spot, sees the second
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Figure 3-3: Scatter plots show overall correlations between BToM model predictions and human
judgments about desires and beliefs in our experiment. Each dot corresponds to the mean judgment
of subjects in one experimental condition. Magenta circles correspond to trials which had no
rational interpretation in terms of POMDP planning. The table shows correlations with human
judgments for BToM and two simpler variants, which do not represent beliefs (TrueBel) or do not
update beliefs based on observations (NoObs).
truck there, and returns to the previously seen truck, it suggests a strong desire for the one truck
not present (compare B 1 to B2). Finally, the relative strengths of inferences about desires and
initial beliefs are modulated by how far the agent must travel to observe the unseen parking spot
(compare C1 to C2, and C3 to C4). In each of these cases people reflect the same qualitative trends
predicted by the model.
The finding that people's inferences about agents' desires are more robust than inferences about
beliefs, and more consistent with the model's predictions, is intriguingly consistent with classic
asymmetries between these two kinds of mental state attributions in the ToM literature. Intentional
actions are the joint consequence of an agent's beliefs and desires, but inferences from actions
back to beliefs will frequently be more difficult and indirect than inferences about desires. Actions
often point with salient perceptual cues directly toward an agent's goal or desired state. When a
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Figure 3-4: Eight representative scenarios from the experiment, showing the agent's path, BToM
model predictions for the agent's desires (for trucks K, L or M, on a scale of 1 to 7) and beliefs
about the unseen parking spot (for trucks L, M or no truck (N), normalized to a probability scale
from 0 to 1), and mean human judgments for these same mental states. Error bars show standard
error (n= 16).
person wants to take a drink, her hand moves clearly toward the glass on the table. In contrast,
no motion so directly indicates what she believes to be inside the glass. Infants as young as five
months can infer agents' goals from their actions (Gergely & Csibra, 2003), while inferences about
representational beliefs seem to be present only in rudimentary forms by age one and a half, and
in more robust forms only by age 4 (Onishi & Baillargeon, 2005).
3.4 Conclusion & Future Work
Our experiment showed that human ToM inferences come surprisingly close to those of an ideal
rational model, performing Bayesian inference over beliefs and desires simultaneously. By com-
paring with two alternative models we showed that it was necessary to perform joint inference
about agents' beliefs and desires, and to explicitly model the agent's observational process, as part
of modeling people's theory of mind judgments. Crucially, it was also necessary to represent initial
uncertainty over both the agent's beliefs and desires.
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We have not attempted to distinguish here between agents' general desires and their specific
goals or intentions at particular moments of action. In previous work we showed that inferences
about which object is most likely to be an agent's instantaneous goal were well explained using a
similar Bayesian inverse planning framework (Baker et al., 2009). However, goals are not always
about objects. In the present experiments, it feels intuitive to describe agents as attempting to
maximize their overall expected utility by adopting a combination of object- and information-
seeking goals (or goals intended to update the agent's beliefs). For instance, in Fig. 3-4, B1 it
looks as if the agent initially had a goal of finding out which truck was parked on the other side
of the wall, and then after failing to find their preferred truck (M) there, set a goal of returning
to the previously observed second-favorite truck (K). Our model can produce and interpret such
behavior, but it does so without positing these explicit subgoals or the corresponding parse of the
agent's motion into subsequences, each aimed to achieve a specific goal. Extending our model
to incorporate a useful intermediate representation of goal sequences is an important direction for
future work. Even without these complexities, however, we find it encouraging to see how well we
can capture people's joint attributions of beliefs and desires as Bayesian inferences over a simple
model of rational agents' planning and belief updating processes.
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Chapter 4
Theory-based Social Goal Inference
Abstract
Everyday human interaction relies on making inferences about social goals: goals that an inten-
tional agent adopts in relation to another agent, such as "approaching" or "avoiding". We present
a computational model of social goal inference that takes as input observations of multiple agents
moving in some environmental context. The model infers a social goal for each agent that is
most likely to have given rise to that agent's observed actions, under an intuitive theory that ex-
pects agents to act approximately rationally. We compare this theory-based approach to a simpler
bottom-up cue-based approach in a behavioral experiment designed to distinguish these accounts.
Finally, we consider the need to incorporate second-order reasoning in our approach, to model
people's reasoning about agents reasoning about other agents' goals in formulating their action
plans.
4.1 Introduction
Even the simplest everyday social interactions are supported by complex mental representations
and processes. Contingent on the environment, our prior knowledge and our desires, we form
goals, beliefs, intentions and other mental states with rich representational content. When we
observe or participate in social interactions, we make joint inferences about the mental states of
multiple interacting agents. For instance, watching a short film of two people moving inside a
house, we might interpret it as follows: "X is trying to catch Y, and Y is trying to escape. X is
sneaking up on Y in the bedroom but doesn't realize that Y has already seen him and is preparing
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to escape out the back." Inferring such intentional descriptions of social interactions is compu-
tationally challenging. Other agents' mental states are not directly observable, and the space of
possible beliefs and goals that one agent could have with respect to another is effectively infinite.
Yet these inferences are remarkably quick and robust. Adults (Heider & Simmel, 1944) and even
infants (Kuhlmeier et al., 2003; Gergely et al., 1995) can infer relational goals such as "chasing",
"helping", and "harming" from brief animations of simple shapes moving in a two-dimensional
environment.
To account for inferences like these, it has been proposed that people draw on an intuitive
theory of psychology, which may already be present in infancy in some simpler form as a ratio-
nal agent schema (Gopnik & Wellman, 1992; Gopnik & Meltzoff, 1997; Gergely et al., 1995;
R. Gelman et al., 1995). This approach casts the interpretation of intentional action as a top-down
process, drawing on a causal model of how agents' beliefs, intentions and environmental and social
context jointly influence their behavior. Agents' mental states are inferred from observed social
interactions through a process of "inference to the best explanation", positing the goals and beliefs
under which their observed actions are most plausible in the observed context.
A key challenge for theory-based accounts of action understanding is precisely specifying the
nature of the causal relation between intentions, context and behavior. Several authors (Dennett,
1987; Gergely et al., 1995) have argued that this relation embodies the principle of rationality:
the assumption that intentional agents should act to achieve their goals as efficiently as possible,
given their beliefs about the world. The principle of rationality is appealing because it applies
very generally across agents, intentions, and contexts, providing a way to dynamically build causal
models of agents' behavior in novel situations. However, the sense of rationality that people apply
can be nuanced, particularly in the case of social interaction, where the rational strategy of an
agent might depend on its expectations of others' behavior, whose rational strategies depend on
expectations of its behavior, and so on ad infinitum.
An alternative approach (Blythe et al., 1999; Barrett et al., 2005; Zacks, 2004) to specifying
the relation between mental states, context and behavior emphasizes simple visual cues that can be
computed through bottom-up perceptual processes. Movements with a particular social intention,
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such as "chasing" or "fleeing", are perceived as instances of categories defined by prototypical
motion patterns. For example, by measuring the relative directions and velocities of two agents'
motions, we might be able to identify if one is trying to catch the other. A simple cue-based
approach appeals in part because it seems to be the kind of computation that can be done rapidly,
robustly and in young infants without sophisticated cognitive capacities. It can also be formalized
precisely in computational models (Blythe et al., 1999). However, it is unlikely to be sufficient to
explain human social inference. The inferences of both adults and infants are highly sensitive to
the environmental and task contexts in which actions take place, in ways that are hard to explain
by a bottom-up motion analysis but suggest a deeper causal basis. For instance, there are situations
in which Y may be trying to avoid X, but Y's most likely path of motion is to head toward X rather
than away from X; Y may be trapped in a corner with only route of escape that runs directly past
X.
Theory-based approaches seem to offer a deeper account of social goal inference, but unlike
bottom-up cue-based models, they have not been worked out computationally or tested rigorously.
These are the goals our present paper. We give a Bayesian formulation of the theory-based ap-
proach to inferring social goals from observed action sequences. Our framework can capture a
range of theory-based models, differing in how richly they model agents' mental states. We show
how different theory-based approaches can be tested against each other and against simpler motion
cue-based approaches.
Previously (Baker et al., 2006, 2007) we showed how to model action understanding based
on the rationality principle as a Bayesian inference about the structure of a goal-based Markov
Decision Problem (MDP), a rational model for probabilistic planning. Here, we extend this work
to model people's inferences about social goals, such as approaching and avoiding, from obser-
vations of multiple agents interacting in simple environments. People's representations of other
minds might include not just first-order content, such as agents' intentions or beliefs about the
state of the world, but also second-order content: representing agent's intentions, contingent on
their representation of other agents. Second-order mentalizing is particularly important in social
interaction, where understanding social relations between agents such as helping, loving, loathing,
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and empathizing require the ability to represent a mind representing a mind.
The plan of the paper is as follows. We first introduce the computational framework, and then
describe a quantitative behavioral experiment and several qualitative phenomena of social goal
inference that can be used to distinguish alternative models. We compare the accuracy of both
cue-based models and theory-based models in predicting how people categorize and extrapolate
the interactions of pairs of agents moving in simple environments. We close by discussing the
insights gained into the representations and principles underlying people's mental state inferences.
4.2 Computational framework
Most abstractly, our framework represents the structure of the causal relation between agents' en-
vironmental and social context, their mental states, and their behavior. Fig. 4-1 illustrates how
models of rational planning allow observers to dynamically generate a conditional probability dis-
tribution over agents' actions (A), given their goals (Gi), their beliefs about other agents' goals
(Bi(Gj); "social context") and the state of the world (W). For simplicity, we consider situations
with two agents, who both have complete knowledge of the world state W = (Si, S2, E), which
includes both agent states S1, S2 and the environment E. The environment is assumed to be static,
while agent states are dynamic. In Fig. 4-1, agents choose their actions independently of each
other, so the conditional joint probability over both actions factors into the product of the condi-
tional probability of each agent's action:
P(A1,I A2|JG1, G2, B1(G2), B2(G1),I W) = P(A1|G1, IB1 (G2), W)P(A2|JG2, B2(G1), W). (4.1)
Inferring mental states given observed actions and the world state is done by inverting this
model using Bayes' rule:
P(G1 , G2, B 1 (G 2 ), B2 (G1 ) A1 , A2 , W) c
P(A1|IG1 , (G2), W)P(A2|IG2, B2(G1),I W) P(G1 , (G2))P(G2, B2(G1)). (4.2)
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Equation 4.2 describes a kind of "action parse", assigning social goals and beliefs about others'
social goals to all agents by integrating bottom-up information from the observed actions with
top-down information from the prior over agents' mental states, P(Gi, Bi(Gj)).
World
State
Beliefi(Goal 2) Goal, Belief 2(Goal1) Goal2
Rational planning Rational planning
(MDP) (MDP)
Action1  Action 2
Figure 4-1: Causal schema for an intuitive theory of social interaction (for two agents).
We consider two types of agents: Level 1 (LI) and Level 2 (L2). Agents of both types have
social goals, but only L2 agents represent other agents' goals (Bi(Gj)). Without representing oth-
ers' goals, Ll agents cannot anticipate the actions of other agents, and we model their predictions
as being maximally uncertain, predicting a random walk for other agents. By representing other
agents' social goals, L2 agents can predict agents' future behavior to pursue their own goals more
efficiently.
For concreteness, we consider two social goals for Ll and L2 agents: Approach and Avoid.
The meaning of these goals roughly corresponds to the meaning of their words in English; however,
their precise semantics is defined by their role in our theory-based models of social interaction. We
assume a uniform prior over goals, so that cooperation and competition are equally likely. Next,
we describe how Equation 4.1 is computed for these social goals.
4.2.1 (Inverse) planning with social goals
The principle of rationality states that agents will take efficient means to achieve their goals, given
their beliefs about the world. We assume that agents receive rewards that depend on their goals,
their own states and the states of their conspecifics, and that agents plan to maximize their expected
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future rewards minus the costs they incur, potentially using a predictive model of the other agent's
behavior.
Let R(W, Gj) be an agent's real-valued reward function, defined over the state of the world and
the agent's social goal. We assume the reward function for each goal is given by a linear function
of the geodesic (shortest-path) distance geo-dist(i, j) between agent i and agent j:
R(W, Approach) = -a -geo-dist(i,j), (4.3)
R(W, Avoid) = a -geo_dist(ij). (4.4)
Let C(Si, Sj+', E) be the cost of moving from state Si to Sj+1 in environment E, assumed to
be proportional to the Euclidean distance of the movement. The rational behavior for an agent is
defined as the sequence of actions that maximizes the expected sum of future rewards, while min-
imizing the sum of incurred costs. This is given by the value function, defined over the complete
state of the world, i's goal, and i's belief about j's goal:
V(W Gj, Bi(Gj)) = E y' (R (W', G) - C(Sj-1, S, E)) W = WI. (4.5)
-t=0
The discount rate -y determines how much more the agent values immediate rewards than future
rewards.
Computing the expectation involved in Equation 4.5 requires averaging over all future state
sequences, conditioned on Wt, Gi, and i's expectation of j's behavior. Because LI agents do
not represent other agents' social goals (for LI agents, Bi(Gj) = Null), their model of other
agents is given by a uniform distribution over available actions, yielding a random walk through
the state space. For L2 agents, representing other agents' goals allows anticipation of their likely
future actions. We assume that L2 agents represent others as Li agents, and first compute others'
likely Li plans, then plan their own actions contingent on other agents' predicted behavior. For
both LI and L2 agents, Equation 4.5 can be efficiently approximated using dynamic programming
algorithms (Bertsekas, 2001).
To maximize their expected rewards, agents must choose valuable actions that incur low cost
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and lead to states with high value. The value of an action is given by the expected discounted
future rewards after action a', minus the expected cost of the action:
Q(W', aj, Gi, Bi(Gj)) = EP(Ww+1jWtai) - V(W t+1 , G, Bi(Gj)) - C(Si, Sj+1, E)] . (4.6)
We assume that agents maximize rewards probabilistically, and sometimes only approximate
the optimal sequence of actions. The probability that agent i will take action a' from world state
W, is:
P(at| G, Bi(Gj), W t ) cx exp(0 - Q(Wt, a', G2, Bi(Gj))). (4.7)
Given equation 4.7, Equation 4.1 is computed as the product of the probability of each agent's
actions over all time steps.
4.2.2 Cue-based models
In addition to the theory-based models Li and L2, we consider two cue-based models inspired by
a "simple heuristics" account of human social goal inference (Blythe et al., 1999; Zacks, 2004).
The computational models proposed by Blythe et al., 1999 and Zacks, 2004 both rely on features
of agents' movements that can be computed efficiently from local information, such as the gradient
of the distance between agents. We assume a slightly more sophisticated approach in which agents
follow the gradient of a linear function of the geodesic distance to the other agent, minus a "cost"
given by the step size.
We denote our cue-based alternatives HI and H2. We assume that HI agents do not take the
environment E into account when computing the geodesic distance to the other agent. H2 does
consider the environmental constraints when computing geodesic distance, and offers a quick-and-
dirty alternative to a planning-based approach to incorporating the environment into predicting
goal-directed behavior.
Let R(Wt, Gj) and C(S4 1 , Sj, E) be defined as above. Then the probability of action aj, given
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the world state and goal Gi for an HI- or H2-agent is:
P(at|Gi, Bi(Gj), Wt) oc exp(# -Ep(Wt+1|Wt,a)[R(Wt+1, Gi) - C(S, Sj+1 E)]. (4.8)
This model may seem similar to our theory-based models, but there is a crucial difference: it does
not require a rational planning-based model of agents' decision making process, but instead regards
actions as a function of the goal and the environment alone.
4.3 Experiment
Our experiment collected human judgments in a task of categorizing agents as "approaching" or
"avoiding" one another given short observations of their interactions in a simple, two-dimensional
maze-like environment. The experiment was designed to distinguish the predictions of cue-based
models H1 and H2 and theory-based models Li and L2 by simultaneously varying local motion
cues and the global environmental context to determine whether either class of models could ac-
count for the dependence of people's judgments on these factors. We hypothesized that only the
theory-based account would be able to explain the interaction between people's sensitivity to subtle
environmental changes and the highly salient cues provided by agents' action sequences.
4.3.1 Method
Participants
Participants were 20 members of the MIT subject pool, 13 female and 7 male.
Stimuli
Our stimuli were designed following previous research showing that simple two-dimensional ani-
mations of moving shapes evoke strong impressions of animacy and inferences of mental states (Tremoulet
& Feldman, 2000). Each stimulus displayed two agents, represented by red and green dots respec-
tively. As agents moved along their trajectories, smaller dots of the same color trailed behind
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them, recording their path history. Agents' paths were either 4 steps or 6 steps long. The en-
vironment was a discrete grid of 23 squares wide by 23 squares high, with walls represented
as solid black lines. Agents' movements were restricted to adjacent squares, with directions
{N,S,E,W,NE,NW,SE,SW}. All experimental stimuli are shown in Fig. 4-2.
Our stimulus design combined four different conditions of agents' movement with 7 different
environmental and social contexts. The four joint movement conditions were: both agents moving
toward each other (-+<-), both agents moving to the right (-+-+), both agents moving to the left
(<-), and both agents moving away from each other (+---+). These movement conditions are
shown across the rows of Fig. 4-2.
H
H1
2
HJHHJ
*
4
Context
H
H
H
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HoHJ
Figure 4-2: Experiment 1 stimuli.
The 7 different contextual conditions are shown across the columns of Fig. 4-2. Conditions
2-6 vary the environmental context by modifying the pattern of gaps in the wall of the maze.
Conditions 1 and 7 modify the length of the agents' paths, displaying two more steps than the
other conditions. Up-down orientation of the display was counterbalanced within subjects, yield-
ing 56 stimuli in total. The side on which red and green agents appeared, and the order of the
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"Avoiding/Approaching" options were randomized between subjects (but constant throughout
the experiment for individual subjects). Stimuli were presented in random order.
Procedure
Subjects were first presented with a cover story about intelligent aliens interacting in their natural
environment. They were told that the aliens could not move through walls but that they could
move through gaps in walls, and that they could see past walls and knew the complete state of
the world at all times. Lastly, they were told that they would be watching videos of the aliens'
movements and that they would rate whether each alien was trying to approach the other trying
to avoid the other, or whether they couldn't tell. During the experiment, subjects viewed short
animations of agents interactions and made ternary forced-choice decisions between the options
"Approaching", "Avoiding" and "Can't tell" for both agents in each stimulus.
Modeling
We applied Equation 4.2 to model people's judgments in our experimental task. However, for L2,
because this equation specifies a joint probability distribution over both agents' goals and their
beliefs about each other's goals, we marginalized over each L2 agent's beliefs about the other
agent's goal.
For each stimulus, the model provided the probability that each agent had goal Approaching
(the probability that each agent had goal Avoiding was just the complement of this). To compare
people's judgments to these model predictions, we first coded the Approaching rating as 1, the
Avoiding rating as 0, and the "Can't tell" rating as 0.5. We then averaged over the counterbalanced
orientation conditions within subjects, and averaged over ratings between subjects and computed
the standard error values of these averages.
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4.3.2 Results
Results of the experiment are shown in Fig. 4-3. People's judgments are shown in column 1,
and demonstrate strong sensitivity to environmental factors. For instance, in condition -<-, in
contexts 3 and 4 people rated the Red agent's movements as ambiguous, despite the fact that it
was moving directly toward the Green agent in these conditions. Likewise for contexts 4 and 5 for
the Green agent. Column 2 shows that the theory-based model L2 predicted this inference, but in
column 3, the cue-based model did not.
In addition to predicting the overall trend of people's inferences in condition -<-, the L2
model also provides a plausible explanation for why people made these inferences. For instance, in
context 3, Red's action appears to be an equally sensible option when it is chasing or fleeing, which
the model confirms. In constrast, because H2 does not incorporate planning into its predictions, it
assumes that agents with the goal to avoid will head directly away from the other agent, and that
agents with the approach goal with head directly for the other agent. Because of this, H2 makes
the same predictions in every context for the -+<- condition, and indeed, follows this pattern for
the other movement conditions as well.
4.4 Conclusion
How can we reason about the social goals of other people, effortlessly inferring that "she's chasing
him" and "he wants her to notice him"? On one side, bottom-up approaches focus on simple,
easily computed cues such as the relative motion between two agents. On the other side, theory-
based approaches cast these inferences as top-down processes drawing on abstract knowledge and
sensitive to context and background knowledge. The theory-based approach is attractive for its
promise of capturing more realistic interactions, but can be quite difficult to interpret in a precise,
computational way.
This paper presented a family of theory-based models of social goal inference. These models
all embody the principle of rationality and use inverse planning as their core inferential engine,
but vary in the sophistication of representations required. At one end, the simplest of these models
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Figure 4-3: Experiment 1 results. Average subject ratings and model predictions. The labels in
this figure directly correspond to the stimulus numbers in Fig. 4-2.
allows agents to represent only the properties of other agents (such as location), but not their goals.
The most sophisticated of these models realizes second-order social goal inference: reasoning
about agents' representations of other agents' goals. We distinguished simple cue-based models
from our theory-based models using an experiment based on simple motion patterns of pairs of
agents. We further argued that the simplest level of representation is inadequate to account for
human social goal inferences-second-order content is necessary to capture such thoughts as "he
wants me to believe him".
Further work is needed to better distinguish between first- and second-order content in social
goal inference, and to understand the factors that affect people's use of these various representa-
tional abilities. More generally, the inverse planning approach can be applied to a much wider
range of social goals than we have considered here. We are particularly interested to model goals
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such as "helping" or "hindering", in which agents take as their reward function some function of
another agent's reward. Inference to these goals is more computationally challenging but still falls
under the scope of our inverse planning framework, and has also recently been shown to be within
the reach of human infants.
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Chapter 5
Conclusion
This thesis gave a computational account of aspects of the form, content, and function of human
Theory of Mind (ToM). It was argued that at the heart of ToM is a family of probabilistic, causal
models of intentional agency, which support joint behavior prediction and mental state inference.
Intuitive principles govern the structure and content of these models in a context-sensitive manner,
generating theories of intentional agents' mental states, their relation to the subjective situation,
and their effect on behavior. Specifically, these principles were provided by versions of formalisms
for belief-, utility-, and goal-dependent planning or decision-making, originally developed as nor-
mative models of rationality by economists and computer scientists, and adapted here to capture
people's conception of intentional agency.
In an array of experiments, versions of the Bayesian ToM (BToM) framework provided precise,
accurate predictions of human judgments, at both the group and individual levels. In each case, the
relative performance of alternative models, each inspired by prominent proposals from the social
perception literature, was assessed. Overall, the alternative models performed poorly compared
with BToM, demonstrating the difficulty of capturing human social judgments, and the success of
BToM in meeting this challenge.
These results suggest that BToM provides the "right" or at least "best" account of human social
reasoning within the present experiments, but in what precise sense could this be (or not be) the
case in general? From the perspective of ideal-observer analysis (Geisler, 1989; Knill & Richards,
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1996) or rational analysis (Anderson, 1990; Chater & Oaksford, 1999), the question hinges on
whether economic models of expected utility-maximization are actually the correct models of nat-
uralistic behavior within the current settings. If the probabilistic generative models posited by
BToM match the statistics of the natural phenomena, then Bayesian inference is the optimal solu-
tion to the problem the observer faces, and human subjects perform impressively close to the ideal
limit in the experimental settings presented in this thesis.
But are economic models of rational decision-making - e.g., MDPs, POMDPs and Markov
games - really the correct generative models for behavior? Does BToM really provide an ideal-
observer analysis? In the present experimental settings, perhaps. Goal-directed navigation (Chap-
ter 2), foraging (Chapter 3), and pursuit/evasion (Chapter 4) are very natural tasks, even for infants.
They are evolutionarily ancient and necessary for the survival of our species (Cosmides & Tooby,
1992; Bogdan, 1997; Barrett et al., 2005; Krasnow et al., 2011), and we gain volumes of expe-
rience performing and observing others perform them throughout the lifespan. Therefore, it is
plausible that humans both behave near-optimally, and have finely-tuned expectations that others
will behave near-optimally in these key contexts. This thesis has provided evidence for the latter
claim, but it will be important to test the former empirically.
Although this thesis has argued for a particular form for the forward model of ToM in terms
of approximately rational planning, two other potential mechanisms are consistent with the results
presented here: statistical estimation of behavior patterns, and simulation. Like planning-based
models, these alternatives are consistent with an accordance between actual and expected behav-
ior within naturalistic contexts, and make similar inferences in the present experiments. The first
alternative, based on statistical estimation of the mental-state contingent distribution of behavior di-
rectly from data, will be most effective in domains where behavioral observations are readily avail-
able. This approach could achieve limited generalization to novel domains via state-abstraction -
clustering similar states together based on their perceptual features (or their affordances) to extend
behaviors observed in one state to predict behavior in unobserved states. On this account, people's
expectations about the experimental contexts presented in this thesis derive from their extensive
experience observing intentional action in spatial contexts, which is extended to 2D animated sce-
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narios using spatial similarity. A particular challenge for the statistical account is explaining how a
volume of information about others' mental states and actions sufficient to reliably estimate these
patterns is obtained. For simple, object-directed goals, there is often a directly observable associ-
ation between action and outcome, perhaps providing a sufficient cue for learning. For complex
arrangements of beliefs, desires and intentions, joint estimation of statistical dependencies is a hard
inference problem, requiring substantial computational power and access to vast stores of data.
The second alternative relates to the simulation theory (A. I. Goldman, 2006) of mental state
attribution. A version of simulation theory consistent with approximately Bayesian reasoning
could posit that the predictive model of others' actions results from simulating one's own decision-
making within an agent's perceived situational context. Inference could then be performed using
a "generate and test" procedure - generating hypothetical mental states, simulating the resulting
action, and testing against the actual observed actions of the agent, with mental states which best
match the observed actions considered the most likely.
Under the proposition that humans behave near-optimally in the contexts considered in this
thesis, both alternative mechanisms - statistical estimation and simulation - will produce similar
action predictions in the forward direction and mental state inferences in the inverse direction. This
suggests a way to distinguish the three possibilities: identifying contexts in which there is a dis-
sociation between people's expectations of behavior and the behavior they produce. Indeed, this
analysis was proposed by Saxe (2005), whose "argument from error" (against simulation theory)
cites a body of evidence showing that human action predictions often diverge from well-known be-
havioral phenomena. In these contexts, people's expectations exhibit systematic "over-attribution"
of rationality, supporting the role of a rationality-based intuitive theory, rather than a simulation-
based mechanism, which is inconsistent with such differences between actions and expectations.
A similar argument can be mounted against the statistical estimation alternative; its errors will tend
toward weak, uncertain predictions in unfamiliar domains.
Although over-attribution of rationality constitutes a departure from ideal-observer or rational
inference in the sense defined above, an advantage of predictive models of rational planning is
their ability to generalize to novel contexts, allowing behavior to be understood far outside of the
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familiar situations encountered in everyday life. Furthermore, the rationality assumption may pro-
vide a general space of prior models which is refined as more data from others' or even one's own
behavior are observed. Additional data could even be "simulated" offline using neural mechanisms
for decision-making; these possibilities highlight the prospect of a hybrid account combining the
strengths of planning-, statistics- and simulation-based mechanisms within the BToM framework.
Elucidating the role of these and other mechanisms within a range of contexts by comparing actual
behavior, predicted behavior, and interpreted behavior is a promising next step within the BToM
research program defined in this thesis.
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Appendix A
Formal details of goal inference modeling
A.1 Markov decision problems
This section formalizes the encoding of an agent's environment and goal into a Markov decision
problem (MDP), and describes how this MDP can be solved efficiently by algorithms for rational
planning. Let 7r be an agent's plan, referred to here (and in the MDP literature) as a policy, such that
P, (at Ist, g, w) is a probability distribution over actions at at time t, given the agent's state st at time
t, the agent's goal g and world state w. This distribution formalizes P(Actions Goal, Environment),
the expression for probabilistic planning sketched in the main text. The policy 7r encodes all goal-
dependent plans the agent could make in a given environment.
We assume that agents' policies follow the principle of rationality. Within a goal-based MDP,
this means that agents choose action sequences that minimize the expected cost to achieve their
goals, given their beliefs about the environment. Let Cg,w (a, s) be the environment- and goal-
dependent cost to an agent of taking action a in state s. The expected cost to an agent of executing
policy r starting from state s is given by the agent's valuefunction, which sums the costs the agent
is expected to incur over an infinite horizon:
Vg", (s) = E, :1 P,(at Ist, g, w) Cg,. (at, st) si1 = s .(A. 1)
t=1 at
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In general, cost functions may differ between agents and environments. For the environments
we consider, action costs are assumed to be proportional to the negative length of the resulting
movement, and the Stay action incurs a small cost as well. We assume that agents stop incurring
costs once they reach their goals, implying that rational agents will try to reach their goals as
quickly as possible.
The state-action value function, or Q, defines the expected cost of taking action at from state
st and executing policy 7r afterwards by averaging possible outcomes st+1 caused by at:
"s at) = SP(st+1 |st, at, w)Vg,(st+1 ) + Cgw(at, st). (A.2)
St+1
Here, P(st+1|st, at, w) is the state transition distribution, which specifies the probability of moving
to state st+1 from state st, as a result of action at, in world w. For simplicity, we assume state
transitions are deterministic in our experiments.
The optimal action from any state is computed by greedily choosing the action that maximizes
the Q-function. However, instead of this deterministic policy, we assume that agents have a prob-
ability distribution over actions associated with policy 7r:
Pr(atIst, g, w) c exp (#Q,w(st, at)). (A.3)
This type of policy is called a Boltzmann policy, which takes the "soft-max" of the Q-function,
yielding an approximate principle of rationality, where # controls the amount of noise in the agent's
actions.
The optimal Boltzmann policy 7r* and the value function of r* satisfy the Bellman equa-
tion (Bellman, 1957) for all states:
V," (s = ,-(atjst, g, w)Q'",W(st, at). (A.4)
at
These equations can be solved efficiently using the value iteration algorithm (Bertsekas, 2001),
which iteratively updates the left- and right-hand sides of Equation A.4 for all states until conver-
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gence to a unique fixed point.
Given an agent's situation-specific policy, goal inferences and goal-based action predictions
depend crucially on the prior over goals, corresponding to P(GoaII Environment) in the main text.
This prior is instantiated by different models within the inverse planning framework. In the next
section, we describe three inverse planning models based on different hypotheses about people's
prior knowledge about goals, denoted Ml(), M2(#,-y), and M3(#,rK), which roughly correspond
to the three kinds of explanations we offered for the woman's anomalous behavior in the intro-
ductory vignette in the main text. In addition to these models, we also consider a simple heuristic
alternative, denoted H(#), that people might apply in action understanding. For each model, we
will describe the computations involved in each of our three key tasks: online goal inference,
retrospective goal inference and goal-based action prediction.
These three kinds of inferences all depend on applying Bayes' rule, in which we compare all
possible goal hypotheses against each other, in terms of how well they explain an observed action
sequence. Each goal hypothesis yields a different MDP that must be solved. In this paper, we
exhaustively enumerate the full hypothesis space of goals under each model, solving the corre-
sponding MDP for each one. This is computationally feasible for the simple environments and the
restricted hypothesis spaces of goals that we consider here. Real world settings will likely require
more complex goal priors which allow goals to be selected from a very large or infinite hypothesis
space. In this case, full enumeration will not be possible, and efficient and accurate approxi-
mate inference schemes will be required (Ramachandran & Amir, 2007; Todorov, Under Review).
Likewise, in MDPs defined over complex environments with many state variables, the state space
quickly grows too large to solve the MDP exactly. In these cases, approximate rational planning
algorithms are necessary, and this is an active area of research (Ng & Jordan, 2000; Guestrin et al.,
2003; Wingate & Seppi, 2005; Todorov, 2006) within the field of artificial intelligence.
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A.2 Inverse planning models
A.2.1 Model 1: single underlying goal
Our first model, denoted Ml(#), is our most basic instantiation of inverse planning. M1 assumes
that agents have one underlying goal in each action sequence that must be inferred. A graphical
model of M1 is shown in Fig. A-l(a). Observations of agents are assumed to begin at time t = 1,
with the agent occupying state si in environment w. The agent is assumed to have an invariant goal
g, which generates actions ai through aT_1 according to the policy from Equation A.3, where the
parameter # determines the agent's level of determinism. At high values of #, agents rarely deviate
from the optimal path to their goals, but at low # values, agents' behavior is noisy, becoming a
random walk at 3 = 0. Agents' actions generate state transitions, producing the state sequence
Si, s 2 , ... , ST. The objective of inverse planning is to invert this model, yielding inferences of
agents' goals g, given observations of the state sequence si:T.
(a) (b) (C)
g
&
9t t+1 9t t+1
+1 St S+
at at+1 at at+1 at at+1
M1(p M2(p,-) M3(p,K)
Figure A-1: Graphical models of Ml, M2 and M3. All variables except /, y and K are implicitly
conditioned on the environment w.
Given an observed state sequence and the environment, the distribution over the agent's goal in
M1 is computed using Bayes' rule:
P(gsl:T, w) O P(8s2 :TSl, g, w)P(gjw), (A.5)
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where P(glw) is the prior over the agent's goal. There are many possible ways to treat P(gw),
but in our experiments, for simplicity, we will assume it is uniform over the set of goals that are
realizable in the environment w, i.e. each position in the grid not blocked by an obstacle. In Equa-
tion A.5, the probability of a state sequence given a goal and the environment, P(S2:TS1, g, w),
is computed as the product of the probabilities of the individual state transitions from st to st+1,
given the goal and the environment:
T-1
P(S2:T s1, 9, w) = J P(st+1 st, g, w). (A.6)
t=1
In Equation A.6, we marginalize over actions to compute the probability of the next state st+1,
given the current state st, the goal g, and the environment w:
P(st+1|st,9, w) = E P(st+1|stat, w)P,(atJst, g,*) (A.7)
at EA3 t
Equation A.5 corresponds directly to Equation 1 in the main text, and allows us to model people's
online and retrospective goal inferences in Experiments 1 and 2.
Prediction of future actions, given observations of previous actions, is done by computing the
probability of a novel state sequence S'1:T in the environment w, conditioned on a set of N observed
state sequences of length T sl:j in w. Assuming the agent's goal is unchanged, this is just an
average over the predicted actions for each possible goal g, weighted by the posterior probability
of g given the observed sequences:
P(s'2:rls', Sl|T, W)= P(S'2-rls'1, g, 1:gsTf, ) (A.8)
9
Equation A.8 corresponds directly to Equation 2 in the main text, and allows us to model people's
action predictions in Experiment 3.
Unlike the more complex models presented below, M1 explains agents' actions in terms of a
single underlying goal, and accounts for all unexplained deviations from the shortest path to the
goal in terms of random departures from optimality. However, there is often not a single invariant
115
goal that fully explains an agent's actions. Instead, real-world agents typically pursue goals with
rich structure, such as subgoals, multiple objectives, and goal changes, as in the introductory ex-
ample. Next, we describe models M2 and M3, which assume more complex goal structures. These
models generalize Ml: M1(#) is a special case of both M2(,-y) and M3(#,r,), with -y or K equal to
0.
A.2.2 Model 2: changing goals
The next model we consider extends M1 by assuming that agents' goals can change over time. We
denote this model M2(3,y), where 7 is the probability that the agent will change its goal at each
time. The graphical model of M2, shown in Fig. A- 1(b), expands on the graphical model of Ml by
replacing the single node g with a Markov chain representing the probability distribution over the
sequence of goals gi, g2, ... , gr-1.
In M2, goals are indexed by time, and we modify Equation A.5 for M1 to represent P(g l si T, W),
the posterior probability of an agent's goals at each time, with t < T. In the online case, goal infer-
ences are provided by the posterior distribution over goals at time t, given a state sequence sl:t+1
and world w. To compute this, we recursively define theforward distribution:
P(gtlsi:t+1, w) CX P(st+1 gt, St, W) 1] P(gtigt_1, w)P(gtIsi:t, w), (A.9)
9t-1
where the recursion is initialized with P(gi 1w), the probability distribution over initial goals at
time t = 1, before any state transitions have been observed. P(gtIgt_1, w) is the conditional
distribution over changing to goal gt from _gt-. We assume that P(gi = i~w) = O6, and that
P(gt = ilgt-1 = j, w) = (1 - y) 3 j + 70i, where 6 is typically assumed to be uniform over the set
of goals1 .
Equation A.9 is an online version of Equation 1 in the main text, which allows us to model
people's online goal inferences in Experiment 1. When -Y = 0, M2 reduces to Ml, and goal
'Note that this implies that given a goal change, the agent sometimes chooses the same goal as before, and only
chooses a new goal with probability -((K - 1)/K. We choose this parameterization for clarity and consistency, but
M2 can easily be reparameterized by -' +- yK/(K - 1).
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changing is prohibited. When y = 1, the model is equivalent to randomly choosing new goal i
with probability O6 at each time step. Intermediate values of 7 between 0 and 1 interpolate between
these extremes.
The retrospective version of Equation A.5 for M2 is given by P(gt Isi:T, w), the marginal prob-
ability of a goal at time t given the entire state sequence si:T, with t < T - 1. To compute this,
we use a variant of the forward-backward algorithm (Rabiner, 1989). The forward distribution is
defined by Equation A.9 above. The backward distribution is recursively defined by:
P(St+2:T Igt, Si:t+1, W) = E P(gt+1|gt, W)P(st+2 |gt+1, St+1, w)P(St+3:TIgt+1, st+2, w). (A.10)
9t+1
The marginal probability of goal gt given the state sequence sl:T is the product of the forward and
backward distributions:
P (gt ISi:T, W) oc (gt ISi1:t+1 I )P (st+2:r Igt, i1:t+11, W). (A. 11)
Equation A. 11 is a smoothed version of Equation 1 in the main text, allowing us to model sub-
jects' retrospective goal inferences in Experiment 2. The parameter -y plays a key role in retrospec-
tive inferences, determining how information from past and future movements is integrated into
the distribution over current goals. When y = 0, M2 reduces to Ml: changing goals is prohibited,
and future information constrains the probability of all past goals to be equal to P(gT1 S1:T, w).
When -y = 1, only the movement from st to st+1 carries information about gt; all other past and
future movements carry no information about the current goal.
Prediction of agents' future actions in M2 differs from prediction in M1 because agents' goals
are no longer assumed constant across observation sequences. Rather than inferring an invariant
goal, in M2, prediction of agents' future actions, given their past actions, is done by inferring 0.
The posterior distribution over 0, given a set of N observed state sequences of length T sl1N in
environment w is computed by Bayes' rule:
P(|I|, w)ocP~s )O1s:, ,W)P(6|W). (A. 12)
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The probability of a novel state sequence S'T, given environment w and previously observed state
sequences s1:N in w is then:
P(31:|N P(4Tr|3, w, 1)P(O|sLN, w)dO. (A.13)
Equation A. 13 corresponds to Equation 2 in the main text. Because the integral in Equation A. 13
is intractable, we use a grid approximation to integrate over 0 to model people's judgments in
Experiment 32
A.2.3 Model 3: complex goals
Our final model extends M1 by assuming that agents' goals can be complex, and can include the
constraint that agents must pass through a sequence of "subgoals" along the way to their end goals.
We denote this model M3(#,r,). A graphical model of M3 is shown in Fig. A-1(c).
In M3, complex goals g are a list of states, instead of a single state g, as in M1. Let g be a
complex goal with 0 or more subgoals, represented as a list of length dim(g), where dim(g) > 1.
P(glw) is the prior over complex goals. The prior assumes that with probability r, agents pick a
subgoal uniformly from the state space, and with probability 1 - r, agents do not choose a subgoal.
Agents continue choosing additional subgoals with probability K until the sampling terminates with
probability 1 - K, implying that number of subgoals chosen is geometrically distributed. Then,
agents pick an end goal uniformly from the state space. M3 includes M1 as a special case with
K = 0, implying that the agent picks 0 subgoals.
The posterior probability of a complex goal under this model is computed identically to Ml,
except now g is a complex goal:
P(gs1 i:T, w) oc P(s2T lsi, g, w)P(g1w). (A.14)
The probability of an agent's state sequence, given a complex goal g and environment w, is com-
2Another possible approximation is to compute the maximum likelihood (ML) estimate ML, conditioned on state
sequences sij1 and environment w using the EM algorithm, and use this ML estimate to predict hypothetical actions.
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puted by segmenting the full state sequence into sequences in which the agent pursues particular
subgoals. Once a subgoal is reached, a new segment begins in which the agent pursues its next
subgoal. Formally,
dim(g) ki
P(s 2:Tsig,w) = 1.1 Jl P(st+1|st,gt=i,w), (A.15)
i=1 t=ki_1
where ko = 1 and ki = min({tlst = gi At > ki_ 1}), i > 0.
Inferences about an agent's end goal are obtained by marginalizing over goal types, and within
the complex goal type, marginalizing over possible subgoals. Let g = [gi:dim(g)-1 gdim(g)]. Then
P(9dim(g) ISl:T, W) OC 1: P(s2:r lsi,g, W)P(gJw) (A. 16)
91:dim(g)-1
is the marginal probability of an end goal, given a state sequence and the environment. Equa-
tion A. 16 corresponds to Equation 1 in the main text, and allows us to model people's online and
retrospective inferences in Experiments 1 and 2.
Prediction in M3 is similar to prediction in Ml, but instead of averaging over simple goals, we
average over complex goals:
P(s'ir s|:, w) = P(s':r S', g, w)P(g sI:N, w). (A.17)
g
Equation A. 17 corresponds directly to Equation 2 in the main text, and allows us to model people's
action predictions in Experiment 3.
A.2.4 Heuristic alternative H
The heuristic alternative we consider, denoted H(#), assumes that the probability of a goal is a
function of only the agent's last observed movement. H is inspired by heuristics that categorize
intentional movement based on temporally local motion cues, such as the rate of change of the
relative distance between two objects. For the sake of comparison with our other models, we
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formulate H as a limiting case of inverse planning. H is equivalent to a special case of M2, with
probability of changing goals at each timestep 7 = 1, implying that the agent chooses a new goal
at each timestep. This yields a version of Equation A. 11 that only depends on the agent's last
movement, regardless of the length of the agent's movement history:
P(g|Sit+1, w) 0C P(St+1 |St, gt, w)P(gt w). (A.18)
In contrast, Equation A.5 for M1, Equation A. 11 for M2, and Equation A. 16 for M3 infer a goal
based on how well it explains the agent's entire state sequence, rather than just the last movement.
A.3 Experiment 1
A.3.1 Bootstrap cross-validated correlational analyses
We assessed the statistical significance of the differences between Ml, M2, M3 and H with a boot-
strap cross-validated (Cohen, 1995) correlational analysis. Bootstrap cross-validation (BSCV) is
a non-parametric technique for model selection, which measures the goodness-of-fit of models to
data while preventing overfitting and controlling for model complexity. For a large number of iter-
ations N, our analysis selected random training subsets of size k of participants' data (by sampling
uniformly with replacement from all data points) and found the parameters of each model that
yielded the highest correlations with these training datasets. For each iteration, we then computed
the correlation of the model fit on that iteration with a testing dataset given by the complement
of the training dataset on that iteration. Across all iterations, we computed the average correla-
tion (r) of each model with the testing datasets, and we computed the proportion of iterations in
which the correlation of one model was greater than another model. This allowed us to estimate
the goodness-of-fit of each model class, and to compute p-values for significance tests of whether
one model class predicted people's data better than another. Our BSCV analyses of Experiment 1
(overall and targeted) used parameters N = 10000 and k = 50.
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A.3.2 Analysis of parameters
This analysis examined a grid of parameter values for each model. We tested each model using
10 evenly spaced # values from 0.5 to 5. For M2, for each value of # we tested 20 evenly spaced
y values between 0.05 and 1. For M3, for each value of # we tested 20 evenly spaced r, values
between 0.05 and 1. For each model, a grid of correlation coefficients with people's judgments
using these parameters is shown in Fig. A-2.
M1 (p)M(p3 () H(p3)
5 0.825 5 05 0.
94  5 0.965
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4 0.815 4 0.96 4 0.9 4
3 0805 3 0.95 3 0.88 3 095
2. 0.8 2.5 0.94 2.5 0.86 2.5 I
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1.5 5.7 1.5 1.5 0.82 1.5 0.941 0.785 1 0.92 1 102 1
0.5 0.78 0.5 0.5 08 0.5 0935
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Figure A-2: Correlation grids for Ml, M2, M3 and H for Experiment 1. These plots show the
correlation of each model with people's data for a grid of parameter values. M2, M3 and H all
correlated highly with people's ratings, with maximum correlations with people's data of r > 0.97,
r > 0.94 and r > 0.96, respectively, while Ml correlated less highly with people's judgments, with
a maximum correlation of r > 0.82.
For each model, a robust range of parameters yielded correlations that were close to the opti-
mum. For Ml, all parameter values yielded correlations that were low relative to M2, M3 and H.
Among the parameter settings we tested for M1, low # values yielded the highest correlations with
people's data, because Ml could only explain the indirect paths in our stimuli in terms of noisy
actions.
For M2, all parameter values that we tested yielded correlations above r = 0.9. The optimal
range for # was between 1.5 and 2.5, and the optimal range for -y was between 0.10 and 0.25. The
worst correlations were obtained at # values below 1.0, which yielded a uniform distribution over
actions in the limit at # = 0, and at -y values below 0.5, which yielded Ml in the limit at -y = 0. The
other limit, at y = 1, yielded H, for which the same range of # values yielded good performance
as for M2.
For M3, changing the parameter values resulted in a wider numerical range of correlations
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with subjects' data, from a minimum around r = 0.8, to a maximum near r = 0.94. M3 correlated
relatively highly with people's judgments at values of 0 above 1.0 and values of K below 0.8. The
optimal range for # was between 1.0 and 3.0, and the optimal range for K was between 0.2 and 0.7.
A.4 Experiment 2
A.4.1 Bootstrap cross-validated correlational analysis
Our BSCV analysis of Experiment 2 used parameters N = 10000 and k = 50.
A.4.2 Analysis of parameters
This analysis examined a grid of parameter values for each model, using the same values as our
analysis of the parameters for Experiment 1. A grid of the correlation coefficients of each model
with people's judgments using these parameters is shown in Fig. A-3.
M1 (p) 05M2,) 0.5M3(0,r) H(p)
5 0.95 5 0.585 5 0.9154.54 0.575 4.5 0.9 4.50 758 0.9
4 4 4 4 0.913.5 0.57 3.8 3.5 0.575 0.905
a 2.5 0.565 c 2.5 -2.5 0.565 2.5 0.92 2 0-8 2 0.56 2-
1.5 0.56 1.5 0 1.5 0.555 1.5 0.895
1 1 0.75 1 0.55 1
0.5 10.555 0.5P 0.5 10.545 0.5 0.89
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Figure A-3: Correlation grids for Ml, M2, M3 and H for Experiment 2. These plots show the
correlation of each model with people's data for a grid of parameter values. Models that could infer
changing goals (M2 and H) correlated highly with people's ratings, with maximum correlations of
r > 0.95 and r > 0.91, respectively. Models that could represent only static goals (Ml and M3)
correlated less highly with people's judgments, both with maximum correlations with people's data
of r > 0.58.
In Experiment 2, models based on changing goals (M2 and H) correlated highly with people's
data, while models based on static goals (Ml and M3) correlated relatively poorly with people's
data. For all the models we tested, 3 values below 1.0 yielded the best correlations with people's
judgments, which was lower than in Experiment 1. For M2, -y values above 0.2 yielded the highest
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correlations with people's data, and the optimal range was between 0.4 and 0.7. For M3, the
optimal range for r was from 0.7 to 1.0.
A.5 Experiment 3
A.5.1 Data processing and model fitting
We modeled people's judgments in Experiment 3 using the log posterior odds ratios between the
two hypothetical actions in the response phase. Because the log posterior odds ratios varied be-
tween -oc and oc, and mean subject ratings varied between 1 and 9, we first mapped the log
posterior odds ratios to the interval (0, 1), then rescaled these values to the interval (1, 9). Our
mapping was based on the assumption that the log posterior odds ratios were normally distributed,
and that subjects made their ratings by dividing the range of log posterior odds into 9 regions
of equal probability, corresponding to the 9 points on the rating scale. To map the log posterior
odds ratios to the interval (0, 1), we first computed the z-scores of all log posterior odds ratios,
then mapped these z-scores through the sigmoidal normal cumulative density function. We then
computed correlation coefficients between these values and people's ratings.
For Ml and M3, we assumed that the agent's goal could be visible or invisible, and that the
space of potential goals and subgoals was given by all grid squares in the environment. For M2, we
restricted the space of goals to just the marked end goal and the potential subgoal of the particular
condition. We modeled participants' learning over training trials as inferring the probability of
changing to either goal in M2. The probability of the agent choosing the end goal, given a goal
change, was represented by the parameter 6, and the probability of choosing the subgoal was given
by 1 -0. To compute the integral over 0 for posterior prediction of future actions, we approximated
the continuous range of 0 values from 0 to 1 using a discretization of 21 intervals.
A.5.2 Bootstrap cross-validated correlational analysis
Our BSCV analysis of Experiment 3 used parameters N = 10000 and k = 20.
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A.5.3 Analysis of parameters
This analysis examined a grid of parameter values for each model, using the same values as our
analyses of the parameters for Experiment 1 and Experiment 2. A grid of the correlation coeffi-
cients of each model with people's judgments using these parameters is shown in Fig. A-4.
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Figure A-4: Correlation grids for Ml, M2, M3 and H for Experiment 3. These plots show the
correlation of each model with people's data for a grid of parameter values. Only M3 correlated
highly with people's judgments (r > 0.96), while M2 and H correlated relatively poorly with
people's data (r > 0.5), and the predictions of Ml were uncorrelated with people's data (r >
-0.03).
For Experiment 3, the predictions of Ml were uncorrelated with people's judgments because
Ml made the same prediction in each trial: that the agent would take the direct path to its goal.
Ml made this prediction regardless of the value of #. For M2, M3 and H, higher # values yielded
a better fit to people's data than in the previous experiments, probably because the agents took
straighter, less noisy paths in these stimuli.
For M2 and H, all parameter values yielded a low correlation coefficient with people's judg-
ments. Although our simulation of M2 (and H) used an approximation (described in Appendix A.2.2)
this approximation faithfully captured the aspects of the stimuli that were most relevant for our
subjects. Our approximation first restricted the hypothesis space of goals to include just the sub-
goal and end goal from the stimuli, which was warranted by the fact that these goals explained
the full range of agents' actions in the stimuli. Second, our approximation of the integral from
Equation A. 13 was accurate, introducing a minimal amount of error into the model predictions.
For M2, high values of y, which included H as a special case, performed best. High -y values
allowed M2 to infer goal changes at every timestep, and to absorb the probability of switching
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to the subgoal versus the end goal into the stimulus-dependent 6 posterior. However, with this
parameterization, M2 was still a poor predictor of people's judgments. M2 could potentially predict
a sequence of goals that first pursued the subgoal, and then pursued the end goal, but M2 lacked a
strong inductive bias over the sequence of goals. Even if M2 learned from the training stimuli that
the agent pursued the subgoal half of the time, and the end goal half of the time, it had no way to
predict in what order the agent would pursue these goals in the test stimuli.
For M3, all values of i from .05 to .95 performed well for # above 1.5. Values of # below
1.5 performed worst because they tended to explain indirect paths as random "noise", rather than
inferring a subgoal, and thus did not generalize evidence for subgoals from the training stimuli
to the test stimuli. The correlation coefficient between M3 and people's ratings was relatively
insensitive to the value of K because ti had an approximately additive effect on the log posterior
odds ratio for moderate values, which did not affect the correlation.
A.6 General discussion
A.6.1 Hierarchical Bayesian analysis: model selection across experiments
Here we make precise the hierarchical Bayesian analysis laid out in the General Discussion of the
main text for explaining how participants inferred which model or goal prior was appropriate to
use in each experiment. Let D denote the ensemble of data that subjects saw during the course
of a particular experiment, consisting of a pair of Actions and Environment for each of N trials,
such that D = {(Actionsi, Environmenti)|i c 1, ... , N}. The probability of a particular model M
given D can then be computed using Bayes' rule:
P(MID) oc P(D|M)P(M), (A.19)
where P(M) is the prior probability of the model. The likelihood of the model P(DIM) is the
product of the marginal probability of the actions in each trial, conditioned on the environment
in that trial and the model. To compute the marginal probability for each trial, we sum over all
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possible goals because the agent's actions also depend on its goal:
N
P(D|M) = 1 P(Actionsil Goal, Environmenti, M)P(Goal|Environmenti, M).
i=1 Goals
The term inside the sum is just the probabilistic planning likelihood multiplied by the prior over
goals, taken directly from Equation 1 in the main text. Thus, the likelihood of a model depends on
how well it explains all the agents' actions across all trials.
To test whether people's inferences can be explained by rational inference in an HBM, we com-
pared the log-marginal likelihood of M1, M2, M3 and H for each experiment, log P(DIM) from
Equation A.19 (this is denoted log P(Stimuli Model) in the main text). This involves integrating
over all degrees of freedom in the HBM, including all possible goals and the parameters 3, -y and
n for each model, assuming a uniform prior.
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