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CURSUS WETENSCHAPPELIJK REKENAAR STER 
Numerieke Wis de Deel II 
6. Approximatie 
6 .1 Inleiding 
·:· door 
J.A 11 Zonneveld 
In dit hoofstuk zullen enkele methoden van approximatie 
van funct j.es door and ere func t ::.es behandeld warden. 
CR 1 
Dit is bexangrijk in het geval men een automat1sche reken-
machine dikwijls een ingewikkelde functie moet berekenen: men 
maakt dan een eenvoudig te berekenen approximatie. Naast deze 
approximaties komtveel voor dat een serie meetresultaten een 
functie van een bepaald type moet voorstellen. Het gaat er 
dan om de in die functie voorkomende parameters zo te bepalen., 
dat de aanpassing van functies aan meetresultaten in enig#nader 
aan te geven zin, zo goed mogelijk is. 
6.2. Methode van kleinste kwadraten 
• 
Bij deze methode wordt de som of integraal van het kwadraat 
van de afwijkingen geminimaliseerd. 




In een is de afwijking 





- L akxi 
0 
i 1 ••• men willen 
• 
n 
De som van de 
2 
Opdat F minimaal zij, moeten tenminste alle differentiaalquo- ·· 
tienten cJ F 
een minimum. 
O zijn. Dat is op zichzelf niet voldoende voor 
Het kan echter bewezen warden dat in dit geval aan 
• 
alle verdere eisen voldaan is als geldt: 
m n .. , oF k ,. J ., , 2 f O; • 0 1 X akxi .. xi J - . n - -i 
i- 1 0 
6.2.1 • 
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Hj.e~uit volgen voor 
~ -·. , ffi_ . k+ "' 
) ,r .. '~ 
.;\.. f, 
- -· -· ... -· . - ,,. .... ,. t j .... 0 1 n 6.2.2 
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van cle coeffici~nten-matrix 
bewezen warden dat de determinant l1et stelsel verge-
lijkingen kan d·us alti.jd opgelo3t word,~n, in theorie althans, 
want in dE?: praktijlc 1can de oplossing grote moeilijkheden 
op:Leveren .. I-Iierover later, 1neer. 
Hoeft n1en. 6 .. ?.2) opge~t.ost dan heeft ·r·nen d.us 11.e·t; poJ.ynoom 
11 
0 
func t ievvaarden -r -x ..... ' .. 
l. 
a.pproximeert. 
Bij het voorgaande is v·erondersteld da.t het aantal gegeven 
punten~ m gro·te~.r' j .. t1 dan h_(_:.:t aantal parameters, n+1. Is irnmers 
m ~ n + 1 dan kunnen wij de afwijkingen alle nul maken: wij 
hoeven dan slechts het interpo1.erc:nd pol~rnoom te b01;alen: • ' 
Is m ~ n + 1 dan l{unnen wij zelfs met een polynoom van de 
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a·LJprox imeren me Jc polynoom van de graad 2. 
•• 
v ·:Lnci.e~n 
•,-'"'' ' "' ... ) \ ., \ .. 
L_ x.i 
··~ 
,, .. ,., 1 
:x. 1 • 
•. -◄- • 
,. . J 




____ x 1 f xi 
. - 0; 
-·- 2 • 61 . 
Het stelsel vergelijkingen wordt dan: 
en 
7a + 0 
- .102 
a =:.: +. 806 
2 
+ 28a 2 2.19 
5.61 
. - 2. 61 
Hiermede volgen de opgegeven waarden p2 x 
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6.3 Bij approximatie van een functie 1.p.vl een rij functie-
waarden over een interval a -- b, stellen wij vanzelfsprekend 
de 
dan 






1ninin1aal is 6.3.1 
... 
XJ -- 0; j 6. 3 .2 
Voor 
a 
de verdere behandeling is het gemakkelijker om J_ .1J. v. voor l1e1 
interval a - b voor het i.nterval O - 1 de form1.1les af te leiden: 
door t b - a 
ons integratieinterval altijd O - 1 zijn. 
Om de oplossing van het stelsel 6.3.2 te vergemakkelijken 
ga2~n wij t1E::eJ_ anders tc-: werk .. Er worden ingevoerd polynomen 











1 is en verder geldt: 
0 
; 
s, ls 1n t-= n 
1 
'R-=------:.:-- al s m 















b o ..... 
J 
n 
- - X X - . 0., j 
0 
volgt hieruit onmiddellijk: 
1 
2j + 1 f x P .. x dx. 
J 
6.J.6. 





hetinvoeren van de functies is het oplossen van het 
stelsel lineaire vergelijkingen een zeer eenvoudige zaak gewor-. 
den! Alleen moet men achteraf nog de 
CR 5 
6.4. Polynorrenvan Legendre 
Wij voeren in polynon1enP x 
1 1n 
van de graad m die voldoen aan 
met 
Als 
P x x 8 dx -·- 0 voor s 
m 
-.. 1 0 
m 
-- 0 1 m- '1., 
k 
X dan moet gelden volgens 
-l- k + 
6.4.1 
1 . 4. '1 : 
6.4.2 
Brengen wij alle termen van het linkerlid van 6.4.2 onder 







s + 1 + s + 2 •• • l"'i I 0 ...,- -::..,-• -.. i.---,2_-_----- 1 _ _ • . • • s -t- m + · 
,1aarb i,j 
6.4~2 
schrijven met constan·te c 
t::) q 
'<'v U m 
A "I 
-· I ) 
of 
s s - 1 s • • • • • • • .. • 0 • • C 




-1- ' s s 
-· m + 
--1- .,+., f{l 
' 
111 
-'1 + + 2 
'1 
1 
-· ii NF# 
. . 
l~}: 8. 0,(i_ }11 
. . ·" 




~vermenig\rul.dig beide leden van 6.l!-.5 met s + 1 en stel daar-
na s - - 1. Men vindt: 
liUI 'llr I 
Dus c - m 
-m 
m 
-- a m 
0 
... 1 
Door 6.4.5 aan beide zijden te vermenigvuldigen mets+ k + 1 





m - k - 1 - k - 2 .... - k - m 
- k ..... -1 ..... m-






















P x Pm x dx -- 0 als . m 
0 
Als m .. . n - dan. weer vo ·1gene.~ 
1 '\ ...., l 
dx m; p md X X X ·x am 4m m 0 0 
voor de tweede in te graa 1 vir~cl t men 




















6 .. 4.7 
6.4.8 
het linkerlid van 
m! 
m+1 
1. De Pm x · 
vinden wij dus de 
D L' ·on .. L - - 1~ o me •· 1 D . ,:.,: f.. . ' - y .l. .L . • l . .i.. ·- ' rn x. met O~x,1 he ten po·.l;y-no:ne1--i van Legendre. 
e i gen 1 i j l< z i j n X + z 
de polynomen van Legendre . 
De eerste vier polynomen zijn: 
PO X ·- 1 ·-
p ~1 X 1 - 2x 
p2 1 6x + 6x 
2 
X. ·- --
2 1 12x + JOx X - •w 
,..., 
20xJ 
Eenvoudig is in te zien dat alle nulpunten reeel, enkelvoudig, 
posi.tief <1 zijn: Neem daartoe de reele nulpunten van oneven 
• iP D IP is. 
• • 
Het polynoom X - X r wisse 1 t niet van teken 







dx is dus ongelijk nul. 
,,,. \ 
I-., ; I ,1, 
'-._,l • ! • moet dEtn r m zijn; anders was de inte-
graal wel nul. Dus zijn re e e 1 , e nke 1-
voudig en positief <1. 
6.5 Kleinste kwadraten approximatie bij discrete equidistante 
punten. 
Zijn de x. ui.t S) 6.2 equidistant dan zal deze paragraaf een 
J_ '-
methode geven om het stelsel 6.2.2 op eenvoudige wijze op 
te lossen. Daartoe wordt gebruik gemaakt van factorpolynomen 
n - .-1 S - S S - I s - n -!- 1 
Voor de voorwaartse diffe:renti.e hiervan vindt men 
6s n or WI!_, s + 1 
- s s . ~ 1 _, I i 
n n) - s 
( s -
- ' - n + 2 -
• 
Yl + '1 ' . -~ ... ,. ' • r 
s - n -1- 2 s + 1 - s + n - 1 n-1 -- ns 
·n J.~ - .-1 
.. •• Ag · - I L\ =-= ns 6.5.2 




L\ f s ·- r· N -r-
"--. - t,i,•, 
S=lVl 
Nemen we nu 
N --'···•-·'-• n + 1 
6s 




'o f d 
s ., s n+-1 
N 
s 





Deze is het analogon voor .. J 
M 
Nu definieren wij polynomen 
I'''" 1 + : ....... , .. . " 
• 
met de eigenschap: 
•. ,, • - f M 







_Pm n x 
X=O , 
Wij zullen 
X + S s 0 als 
















Met 6.5.3 vinden wij: 
· s+1 
n+s+1 ~-- + 
s+1 
+ b m 
s+2 
s+m+1 
Wij vinden dan: 
s+1 n_ s+2 + b 2 '--- x+s 
0 




O voor s · 0 1 m 1 •• . ,., -
waarbij opgemerkt dient te worden dat de termen afkomstig van 
de ondergrens in 6.5.3 nul zijn wegens 
0 als n>S 
hetgeen direct uit 6.5.1 volgt. 





Stelt men nu 
2 

















m x k 
k 
Enkele van deze polynomen zijn: 
X 1 
X 2x - n 
6x + 6 X x-1 X - n n n-
p 1 12x + 30 
X x-1 
X -3 .,n n n n•- -















Om nu met deze een kleinste kWadraten oplossing te vin-, 
den, gaan wij als volgt te werk. Laten de equidistante basis 
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punten x .. 
l 
.. 
l 0 1 n verva.ngen warden door hun rangnummer i. 
Wij stellen onze approximatie voor door 
n 
C P i -- 6.5.10 

















Nu is natuurlijk = P i Pk i ,n 
i=O 








-- b .. s 
- -··• s l. 
s=O 
6.5.13 
Substitueert men 6.5.13 in het linkerlid van 6. 5 .12 dan 
6.5.12. vi.ndt men op grand van 6.5,5 d.E:: geldighe·ld van 
In het linkerlid van 6.5 .. ~- bJ.iji'")t dan alJ.een over 
n --
cl ~..-~_,. .... 
i 0 
l i . ., n en wi.j v:i.nden: 
-
'P " f " 1. ]_ ·· l .1 n ~-
i 0 6.5.14 C ]~ --. " n -
]_ ,n i 0 
0 1. 
Op deze wijze vinden wij dan zonder een lineair stelsel op 
te lessen de 
te schrijven vinden wij uit 
op l,os sing. 
6.5.10 de 
als polynomen in i 
gevraagde polynoom-
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-}- • 4 9 
Gevraagd was een 2e gr,aads approxi_matie te 
in een nieuwe onafhankelijke variabele s 
•e co~ffici~nten van de approximatie 
vinden wij volgens 
'" · #0 °'" w O a (5" . a '" o. I I~ I 
p 6 s 
o k., :, 
a 
contrueren. Wij 
x+3; wij hebb@n 
voeren 
n -- 6. 
' 

























































0806 + .200x - 2 .102x , 
hetgeen overeenstemt met het vroeger gevonden antwoord. 
Willen wij een 3e graads approximatie maken, dan behoeven wij 
slechts te bepalen 
1 - 2s + s s-'1 s s-2 • 
-~00167 en zien dat deze term nagenoeg geen 
verandering meer oplevert t.oov. de tweede graads approximatie. 
Twee dingen dienen opgemerkt te warden: 
1. Bij het gebruik maken van de orthogonale polynomen behoeft men 
niet zoals bij de in 6.2 geschetste methode al het werk over 
te doen als men een approximatie van hogere graad wil maken. 
2. Een approximatie van hogere graad is nooit slechter dan een van 
lagere graad: was het wel het geval dan zou men dus een betere 
approximatie 
niet daar de 
1 iseerden., 
6.7. Tabellen 
verkrijgen door enkele ak O te stellen. Dit kan 
de afwijkingen minima-
In deze paragraaf geven wij enkele tabellen 
s 
n 5 
0 1 5 5 
1 1 3 -1 
2 1 1 -4 
3 -~ -4 
4 1 -3 ·-1 
5 1 -5 5 









































































































































































































Bij het gebruik van deze tabellen dient men te bedenken dat niet 
., 
voor s = O 1 n geheel is. Daar P O · m,n 
maar veelvoud 
--1 is, 
c, dat Pm n s , . 
kan men de factor 
J 
iedere kolom opgegeven de som der kwadraten van de in die kolom 
voorkomende getallen: in deze som komt de factor c tweemaal vooro 
Bij het berekenen van 6.5.14 met behulp van deze tabellen moet 
men dus met c vermenigvuldigen 
vinden. 
6.8. Harmonische Analyse 
om de juiste co~fficient c, te 
K 
In de voorgaande paragrafen hebben wij kleinste kwadraten approxi-
maties beschouwd met polynomen. Hebben wij een periodieke functie 
met periode 2rt f x+k.2~ = f x dan ligt het voor de hand om niet 
met pol:rnomen maar met trigonometrische sommen te benaderen. 
Wij zullen f x benaderen op het interval 0-2n door 
m m 
• 
en wel in de z1n der kleinste kwadraten, dus zodat 
2Tt 
F 2d O .. 1 " x minimaa is 
















akcoskx bksinkx • COSlX - • 
m m 
-







dx 0 ' ' 
i 
• 
dx 0 • 
, 
6.8.3 
CR 13 A 
Voorbeelden kleinste kwadraten approximatie 
Gevraagd te approximeren sin rt 2 x 0~ x~ 1 in de zin der 
kleinste kwadraten met een polynoomgraad 2. 







-··· b P X 
0 0 
1 






sin-rf 2 x 1-2x dx 
Als men deze integralen berekent.., vindt men: 
bo -- 2 .6366 
b 6 24 2 -.5218 Q .. -1 




.6366 1977.1 -.5218 4909 1-2x 
2 













-.02432 + 1087827 X 












sin -re 2 x sin~~ 2 x - sin IT 2 
0 -.024 











Uit 6.8.3 wordt zeer 
vergemakkelijkt door de orthogonaliteitsrelaties: 
·. coskx cos lx dx 
0 
sinkx coslx dx 
0 
211' 
sinkx sinlx dx 
0 
0 als k 
als k 





0 als k 1 
als k 1 
0 
6.8.4 
6.8.4 leidt men als volgt af: 









cos2kx + 1 dx 







cos k+l x + cos k-1 x dx = 0 als k 




en tenslotte sinkx sinlx dx 
2·rc 
cos k-1 x - cos k+l x dx = 0 
0 
als k 1 
' 
en als k 1 0 dan: 1 - cos2kx dx 
0 






f x dx 
2Yf 
1 
'T'r _ f x sinkx dx 
0 
In deze uitdrukkingen 
alleen af van f x en 
elkaar berekenen .. 
komtmniet voor: ak .en 











..L n , 






















· .... akcos t{x 1 -
1 
rr1 
~· "" " 
- L.- 1)ks inl<x 1 
1 
n1 
__ 1::). s inkx
1 1 i,c 
m 
·- , ... 
1 




C 15 • 
In 6.9.2 · komen voor als men de sornmaties verwisselt. sommen 













COS '" - k .... n 
1=1 
2rtl cos--i n 
,. 211'1 ,. 
sin n 1 
? :, 




6 9 •'"" . • • j 
Deze uitdrukkingen zijn gemakkelijk te sommeren. Wij beginnen 
met de laatste twee. 
2 "rr'l, 
COS · ·K n 
--li 
Reen en Im e 








n 2·r,,k 1., 
--l n _ ...... ~ e 
1---· 1 
De reeks rechts is een meetkundige en wel met reden -





--l n - e 0 tenzij k 
Dus 
Als 




k 0 dan 
Verder geldt: 
n 








n 1 1 
2Ttk1 cos ' ·- n 1 
n 
0 0 
0 als k sin n 
n 
n en sin n 










cos n 1 cos n 
1=1 -
2'rtl + cos n k-i 
en dit is nul volgens 6.9.4 tenzij k=i; in dat geval is de 
som ~n .. Geldt k=i·· .. O dan is de som n. 











~ ....... 2nl 






.. 2,f'l D 
sin--i n 
l • 
Met deze resultaten gaat 6.9.2 over in: 
n 
2 2, .. r1 2 r·cl .. L> ai f cos l • n n n 1 -· 1 
n 
2 2n'l 2Tl'l .. 
bi f sin l n n n 1 1 
n 
2·r,1 














Het is duidelijk bepaald 
kan worden max imaa 1 ge 1 i jk is· aan he t aan ta 1 bas is pun ten n .. 
Is het 
a t m 
0 
aantal basispunten oneven, n ·-· 2r + 1, dan kan 
r r · 6.9.5 . Is n even, n 
o r r-men 
van de waarde verkregen volgens 6.9.,5 1noet nemen: 
Met n 
2r 
2r en i ·- n geeft 6.9.2 : 
r r 
17 
men bepa len 














cos '2r ,., 
1 
2rrrl 




1 ,,.,,. 1 
2nrl 
Een veel voorkomende opgave is om voor een gegeven periodieke 
functie met periode 2TT 






















b 1.,_ s i nl,(X ,. \ 
;,, .... 
en b 1 , 
f X dx 
1· X cosk)c cix 
f X sinkx dx 
met 
blijkt identiek met 6.8,5 o 
C? 8 kx en integreer. sin 
6 .10. 1 
n..., dan 
6g10e2 numeriek moeten bepaleno Toepassing van de 
zal men de 
trapez iumre ge 1 
geeft, rekening houdend met f 0 
• 















cos 2rtkl n 
~ 2nkl 
Sln--n 
61110.,J blijk·t ident·iek te zijn met 
Men kan nu in de verleiding komen de -
18 
6.10.3 
in te f:,:;ra len - met 
een be·tere integratieform1v1le te berelcenen, b.vo Simpson; dit hee.ft 
echter geen zin zoals Ooae uit 40402 volgt: de differentiecorrec-
ties vallen weg6 Dit wil nie·t zeggen dat het antwoord exact is; 
verandering van het aantal basispunten geeft een ander antwoord. 
Door in rekening brengen van differentiecorrecties kan de fout 
echter niet be!nvloed worden. 



































am cos n 1 . 
8 n+k + a2n+k + a3n+k 
+ 





1 a ,.,,,,,,.,. n 1 m 




~- · . 2'1"tk l 
t:. ,, sin n 
1 
i:1 
2Ttml cos--+ n 
2rcl 


































b m n 
. 2rtkl . s1n---n 
2itl cos-- m+k n 
Wij vinden dus voor de numerieke Fourier---co~ffici~nten: 
a + 
0 
+ an+k + a2n+k + 
+ a + a + n-.-k 2n•·-l< 
. bk + bn+k + 
- b - b · n--lc 2n-k -
.. ., .. 
. . .. 
. . .. 
Z SIS 
Hieruit volgt dus de fout die wij maken bij de numerieke in~egratie. 
De fout hangt dus sterk af van de convergentie van de Fourierreeks 
en groeit met toenemende k als n vast is ~ Voor k ~ ½n is de fout 
}f 
Uit 6o'10.4 volgt (ja·t r1e.Jc vr•ij11el niet rnogelijk is zonder kennis 
van de convergentie van de echte Fourier-co~ffici~nten een k aan 
{: . '!,. 
kan benaderen~ om·trent de fout kan men natuurlijk iets te weten 
• 
komen door oak met 2en ander aantal punten te rekeneno Daarbij moet 
men wel oppassen: verdubbelt men het aantal n en had men te maken 
van n punten de men 
ook een fout 
ringen van a en zou tot hoge precisie concluderen; dit hoeft 
0 
geenszins het geval te zijn ~ In ·het algemeen is het beter de · 
berekening te doen voor twee waarden van n die relatief priem zijn_ 
• 
Voorbeeld 









J CC)S COSX 
0 
C ()8 kx ct:;c + 
20 
heeft, daar de functie even 
-re 
r~ oskx dx -·· 
cosx coskx dx 
Tl.' 
2 
Substitueer in de tweede intefsrr1ctl x :::: rt ... v: 
2 




COS C ()SX 
iTeemt rn2n n 2r 
coskx dx + 
1 ·-:C 
coskv d.v 0 
0 
a 18 k oneven. 
...L. /11 
I J i .. l f' t . · c·i ~ p -· , c a r1 1. :.) (_,_ __ _ o u . 2r+1 
voor n = l}r + 2 vindt men als fout 
6 G 11 • Po lynon1er1 van C! r1e bys t-i-:1 ·\,.-------· ............. ~ ..... 
De s t e ·_1 _ l i. n [~ van C r1e by s r1c-} -~-, 1 ·L1 i c1 t : 
Onder de polynomen 
gelijk aan 1 is er 
·--1 ~ x ~ 1 het maximu.m van. 
Dit polynoom is 
- n--1 
2 T x n 
waarbij T x n cos n bgcosx • 
t ) .. ,..,~i" , •· t va n n me ccerL c:Len n x 
op het interva 1 
6.11.1 
Om in ·te zien dat een polynoom in xis stellen wij 






C o S E:· --· c 0 Sn 8 
Maar cosne is uit te drukken a ls po lynoc)m in cose: 





cos e •- n 2 
n 
+ 
·~ sine Re l 
Tenslotte geeft Slibstitutie van 




4 + 0 0 <I 2
n ·--1 
Wij hebben dus aangetoond, 
n •·· 1 van de graad n met 2 2.l:~ 
he ~ft dus 1 al~ c.ofirj0 i~·J·~n~. l.:; I... . i-") . • • ~'- . •• - . - \., . • ,._ 
. .. n ·-· '1 waarde is 2 
cos k : .. : () ( 1 n 
' 
_.,.. 
( \. 1 - r1 - K.. • -, 
.L • - i{ 
0 
cos . 
~I ) c () s 8 sin - -·· 
""'r 
,. a ii 
-· -1 .. ,__ l 




Men kan nu bewijzen dat er ~:,.,.e en no 7 ·, "nO om van ..:i -::, . ' • "'AT ::..::.n 7 t ~ V. c-, _,. ~_,, · .1- .'j . . U •:::. ,.')·.;.~ vv c. t:5 f:.. () rr:1 
is met kleinere maxima1.e wRarci<:·:: 
min imaa 1---po lynoom .• 
Di tj vertaa ld 
T_ ..L.,,.. cosG 
LJ. l l 







Wt I X 
,_ n .... ; 
2 cosne cose. 
. De startwaarden 
n bepalen. 
• 
T X •••• X 
2 • 
T 2x 1 X ..... , ... -
T X -~ 3x 
T 8x 
4 8x 2 + 1 X -- -
T X -L-. 5:x: . .... -- • 
T 32x 6 48x 4 -f- 18x 2 1 X ·- ~-
f' "' 
T X 64x( -l- 7x -· --
T 128x 8 256x 6 + 16ox 4 32x 2 1 X + - . -
T X + -L gx - - \ 
8 6 l I (\ T '1280x + 1120x 4-oox ·-·.- ·-t~ ~Ox. c·~ X - -
~ 






















' :f .. ) 





f • .t.. -, 
i 
3 51T1 + 5 6·, ri7 . _;_ 2 ~-:-s ·1~ ·1- \- ) r1·1 ..... 2 ' . ..... ..._ r,) . -- - - )_L .-.. 0 !~-- • ~. i 
t- .~, ;---l, l •. \ - ',..,,, - - 1.· ' ... · . ,-(· . ,"1 I -, 
1 ,rn _
1
-_ r-. A r1· ', r, ('"' , i I ,.... -- · ✓ .-1 ,,.~ -'"' 
• l • - . .J -1- .... ••.'I • ~ -'.·· I i)i iL• r·· ·-+•· 
I l ~-·•/ * \,. '" . ( ·, (" 










c nmb ·.i..na tie 
n 11 _g 
• 








coskG dG 0 
'fe 
"" ,.,, . 
2 
-- 'ft 
waaruit volgt door substitutie van 
• k J 
.. 
k 0 J 
.. 
k 0 J 
• X ""'" cos9: 
• • 
' • 
T ., X Tk X J dx 0 
,. _/ k J r 
-1 '1 - X "fr I " 1,<: 0 J * 2 , 
1t 
.. 
k 0 J 
... , .. 
geeft de orthogonaliteitsrelatie van 










T~ --- J 0 
x<X Tl-c Xo:.. 
--
0 j, k< n 
j -k 
n ~ k J 2 
0 j ,k < n 
j - 1r ' _"\.. 
n n 
l< I 0 J 2 




6 .. '11 .. 12 
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6.12. Toepassin~ van Chebyshev polynomen 
• 
f 
• ... / 7 •• X • 
,, • " • 8 .-, • • • I , • . • -' • • • . ~ ... ,_, ' • • • • 
l{: 
a °'r :....-- 1 ,,/\.. 
1.{ 
- -- b 1 Tk x rC 
De eigenschap sneller ·te dan 
de J1ach·~reeka. Wil men nu f x apf)roximeren met een polynoom met 
• 
een zekere gegeven 0 0 precisie;; 
meer termen nod ig dan van 1je 
.., .. j· 
nodi;~ van de machtreel{s -
dus de approximaties 
n m 
1 k 2 <-2•••:•~,1 '" ~ 
, -, 
. rx \ f L f ., , n akx X ·- C ............ 0 ic.1 k X , I \ 
0 ( ··-. _, 
dan gaa t he t tweedr; po ·1ynoom mE; t 
(x 
De fout " lS 
f X 
r.~ l. s 
2 
·- f • • 
m 
d f t 1 ~ t t . 7 e . 0 u ri - n ,... ... ,,. r· - ma ., Yr"'! '.l x--] ma ::::, 0 .L l.·.,e , ._;, J •. Lv. _ c: ,_G 
Bij deze 
abso·lute waard0·: 
G xtremen he e f·t O \\Ti j zo·uclc~r,. l ·L,.-~ ve r e c 11 a [Jprox i·ma·t ie he b ben die 
het maximale aantal 0xtremen heeft, die alle alternerend in 
teken en exact gelijkc absolute waarde hebben. Een dergelijke 
approximatie bestaai~ als gevolg van de theorie van Chebyshev, 
maar numeriek is het niet eenvoud ig 1-iem te vinden. De a.fgebroken 
Chebyshev-•reeks voldoet in de practijk bijna altijdo 
• 
• CR 25 
Niet altijd is het mogelijk om met 6.11~9 de co~ffici~nten 
zou dan zeer veel termen 
als volgt te werk gaan: 
Ste 1. x - case .9 dan 11ebben wij: 
f 1 cose 6.12.5 








- - .L 
~ 
0 
cose cosk8 d0 k 
6.12.6 
cose d0 • 
men 
men 
In het algemeen krijgt men vrij ingewikkelde integralen uit te 
dan f x : Is f x 





b T x k k 
aantal coefficienten is dat men 
0 
Als de reeks snel genoeg convergeert, • lS dit ongeveer bnTn x . 
. Wij bepalen nu de X~ X 
• • 
k x~ = f x0<. 0<. = ~ n -1 . 
n-1 
.. f' . .. .... ex. = 
k=O 
te bepalen vermenigvuldigen .. . WlJ en 
sommeren over °' van O - . n +1 
en 26 
n •-1 l:1--1 n ---1 
-· 2:· 
... -~-. 
f ( x.0 _ r11 bl T rr 
I ' {·: • '; 2 .9 X :-'" \ xex..) • . ) • "' .... (.X. . , ' -·· , l{ ·1 (.l OL -K 0 1-<: - 0(-- () (..} 0( u 
Volgens 6.11.12 vi.nden wij 
'·• 
• 





f ( ~ () c1 41' 1-{ 20(_+1 \ XO!. (.; 1-.)0 1·C n c_n (>,~ (1 
n-~ l 
~ " b 
(") 
J: X L.. .. . 0 n 0(. (X--() , .. 
met 
,p 
CO s - 1-~--- 2cx.-1-- 1 
2n 
6.13. Vor)rbE-:eld 




i' • • .l.- I ' V ·+- ,rx ' 7yX X. -r · .,i. \ .. I .At - • C (.) i ) . , 
approximatie. Wij vinden: 
1 1+ 7 1 I"", 
,- A ..., l-1 •f • ..... rr -t·· ; 17-; ··t- _.I r: i • I '"'l J.... I . ' ,.., .• • • .... .l;? - •'. J_ 3 12t) ·12s· ','")?") • - • ... --.. • I .... -· ) 1) .. ~ .,. ', -... 0 .... -1 • • . ) (_ ' ., I ,) ,_ {_ - -~,· -· 
De approx ima·t ·Le i.vorcl t rlus 
147 19m 5 ...L. _L 
) i5 l ..,, I ' 
C... I 
Nu met behulp van 6.12011 : 
n -- 4 
O .923880 0 70·7107 
1 .382683 - .707107 
2 - .382683 - . 1•1107 
3 - .923880 c707107 
+ .. ~--
12,.! 








r:7 14 • 









en bO 1 .. 148438 
b 1 0 59,750 
b 2 -- ~'156250 
0 0(~2500 
11e t rJ.;e c r1 l., 
7. Lineaire stelsels 
In dit 
tot he ·t 
warden. 
d1.e in een eindig 
het juj_stc antwoord 
sprake ., l R ,. 







• 0 O 
of j_n matrixvorm Ax 





n1e t dt~ E:e rs te an tvJoorden .. 
+ ct X nn n 
-·· b -- n J) 
bo Wij veronderstellen det~A 0. 
r, 




t x 1 niet meer., 
.. ~ 
Pt 
Men heeft dan het stelsel: 
-~ '11 
a11x1 + 8 12x2 -1- -'·- a 1 X 
-.. ,. . .. ,; i n n 
a 1 + -1- 1 b2 
1 
22x2 a2n xn -· .. • 0 (i 
a 1 + + a 1 b 1 7o2.2 33X2 xn 0 ., • 3n 3 
C O 1' 
0 0 II 
Uit 7.2.2 
/_ 
Z o v o o rt g; a and e l-c1--i i j [:~ t men n a n •· 1 i::; 1 ~'- n1 in c1 t i ,:.:: s 
a_,, 1x 1 + a12x2 + C> 0 "' -l-
1 
2+ + a00 " . • t._ L_ 
2 + + 8'33 X ·i . ..J 
• 
a '1 X n 11 
1 













Hieruit bepaalt men achtereenvolgens xn, 
Men kan e·limineren behalve ui.t de 
28 
t",.) 
n..., Ve rfi~e l i ~i king. 









a X nn n 
• 
·- b n-'1 
n 
»it proces heet eliminatie volgens Gauss-Jordan. 
• 
tok voor het inverteren van een matrix Akan men de eleminatie-
methode gebruiken. Het gaat dan om de b0paling van B, zodat 
AB I~ waarbij I de ee~heidsmatrix voorst8lt. 
•e eerste kolom van AB is: 
+ 
+ 
+ .. • • -1- a b 
nn n1 · 
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+ at) n ,,1 t:..n n l 
• 
• 





De eerste kolom van de 
_, -1 
inverse A · 1 indt men dus ,~loor 
op te lossen. Door als rechterlid te nen1en nullen ·mE: t o tJ de 
.. e 
1. plaats een . 1 1 v ind t rnen de ·1 ;__; kc) ·1. orr1 °1 an J\ - • 
Invers ie komt van n 
cientcnmatrix heb-ben. 1'it ~can '.:1s,:.;1. ge2.ct.·1-1<:t raet de eJ"irrJ.inatic:--~ 
methode gedaan wnrden. 
Een andere methode vc,or hot oplossen van ve~gelij1~tnc;0n is 
regel van Cramer; deze 
determinantvorm als: 
waarbij D --- det ft. en D, de deterrninant van de rr1atrix die rrien 
-
vervangen. Het berekenen van de determinanten vereist zeer 
veel werk., tenzi;j me11 deze 1tvt)(~r met cie eliminatie-methode 
lterekent. Tenzij het aanta.1. V<=rg€::lijkingen 2 of 3 is, is 
deze method~e niet aan·bc:vel2nsvva.ardig. 
Evenmin zal men de inverse van een matrix bepalen door alle 
minoren uit te rekenen. 
7.3. Methode van Crout 
De methode van Crout is ook een eliminatie-methode die vooral 
daarin van die van Gauss verschilt dat het opschrijven van 
tussenresultaten zeer wordt beperkt. Men hoeft slechts ~~n 
n x n+1 matrix als hulpgrootheid op te schrijven. Wij gaan 
weer uit van het stelsel 7.2.1 : 
+ ar) X. n n c.. .. 1 
b n 




a a b n2 •·· nn n 




.. . . 
a 1 b ' nn n 
volgens de farmules: 
j-1 
a! o lJ 
b' i 
k= 







\4 ,.... "" ... 
k='1 








Alvorens te bewijzen, dat •r'.J.~5 de oplossing van 7.3.1 
geeft., zullen witj eerst de ganf; -rvan cle berekenin[s schetsen. 
Men begint volger1s 7.J.4a met het bepalen van 
7.3.3 door die 
van (7.3.2 te copi~ren. Vervolgens bepaalt men de rest van 
de eerste rij: 
1 bl 
1 
Nu kan men de tweede kolom completeren: 
- a' a 1 i1 12 " i ~ 2 
Daarna de tweede rij aanvullen met: 
1 
j > 2 ; b' 2 
... .. , f • , 
a2 f") 
L. 
Op deze manier doorgaand berekent men de ge he le matrix 
uit 7.3.5 n n-
• 






















+ bl i ., 
7.3.6 
7.3.6 kan men als controle gebruiken. Ze behoeven natuurlijk 
slechts op afrondingsfouten na te kloppen. 
7.4a Rechtvaardiging van de methode van Crout 
Wij zullen uitgaande van de eliminatie van Gauss de formules 
van Crout afleiden. 
• 
+ a 1 X n n 
b n 
Het stelsel na afloop van de Gauss-eliminatie zij: 







De ke vergelijking van 
vergelijking van 7Q4.1 
k-1 vergelijkingen van 
o.a. dat geldt: 
een lineatre combinatie van de eerste 
7.4.2 af te trekken. Hieruit volgt 
b ' .... 
k + 
Dit leidt bij oplossing van 




waarbij als coefficienten gebruikt zijn r • k aik' l ~ • 
met i < k. 
7.4.3 
J1:•i~ t k an , 







k < j ., 




met Olk .. 
J 
als 1{~j, 
0 C81S k.-<' J" . ..... ' . 




( l.L -\ 7 •.. o 
7.4.6 is slechts een andere schrijfwijze voor 7.4.1 : 
n 
De co~ffici~nten van x~ in 
J 
elkaar gelijk zijn. Dit leidt tot: 
n 
Uit 7.4.8 volgt 
+ 
i=1 
hetgeen hetzelfde is als 7.3.4a . 
Stel t 













hetgeen hetzelfde is als 7.J.4b . 





en 7.4.6 moeten dus aan 
7.4.8 







welke resp. hetzelfde zijn als 7.3.4c en 7.3.5. 
Hiermede is dus de juistheid van de formules van Crout aange-
toond. De hulpmatrix van Crout is dus wat de elementen rechts 
van de hoofddiagonaal betreft gelijk aan die na afloop van de 
Gauss-eliminatie. 
De juistheid van 7.3.6 kan men inzien door op te merken, dat 
bij verhoging van alle 
n 
bo vermeerderd wordt met 
l 
en dat b! volgens 7.4.2 
l 
vermeerderd 
k .... 4 n 
wordt met '1 + 
k= 
Omgekeerd heeft een kolom 









dus tot gevolg 
7.J.6 . 
7.5. Toepassingen van de methode van Crout 
de 
Het inverteren van een matrix kan men met de methode van 7.3 
Door ieder van zijn kolommen te behandelen alsof het de kolom b 
was vindt men n kolommen xo~ die de kolommen van de inverse 
l 
matrix zijn. 
Moet men een stelsel oplossen voor meer rechterleden, dan kan 
men dat zonder meer doen. 
Heeft men een oplossing x., gevonden, dan is deze behept met 
l 
afrondingsfouten: men heeft in plaats van xi gevonden 
Substitueert men deze in 7.3.1, dan vindt men 
== b .. + 1:::!b. 
l l 
ze met een geschikte factor te 
vermenigvuldigen ze zullen klein zijn en daarna uit het 
hoeft men alleen 
de laatste kolom opnieuw te berekenen. 
' 
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7.6. Iteratieve Methoden 
Laat de co~fficientenmatrix van een stelsel vergclijkingen zo 
zijn, dat het in absolut2 waarde grootste element van een rij 
op de hoofddiagonaal staat. Door verandering van de volgorde 
der vergGlijkingen tn onbekenden kan dit vaak bereikt warden. 
Het ste lse l: 
n 
k='1 





b ,, !) 
1 
i - 1 1 n 7.6.1 
Stel nu gegeven 2en schatting van de oplossing9 Substitutie in 
het rechterlid van 7.6.2 geeft een nieuwe schatting; substi-
tueert men dezc weer enz., dan heeft men een iteratief procede, 
dat van Gauss. Op de convergenti~ zo die bestaat zullen wij 
later ingaan. 
Als men in het recht2rlid van de 2erste vergelijking van 7.6.2 
een schatting substitu2ert krijgt • men ecn n12uwe schatting voor 
gelijkingo Doet men dit steeds, dow.z. maakt men steeds direct 
g2bruik van nieuwe schattingenj dan itereert men volgens de 
methode Gauss-Seidelo Verwacht kan warden dat deze methode zo 
ze converg2ert sneller convergeert dan die van Gauss. 
De be ide voor[~aande 111ethoden werken de verge l ijkingen af in een 
vaste vol2;orde .. Dit is niet het geval bij de relaxatie-methode. 
Hierbij schrijft men 
n 
waarb i j R i ... ~ O is voor de op loss in2~ x van 
men in 7.6.3 een schatting xJ dan heeft 
. Substitueert 
• 
Re van nul verschillende , . -
waardena Men zoekt nu die in 
hem nu l door vera.ndering van 
absolute waarde grootste R1 en maakt 
Hierdoor veranderen alle de nieuwe residuen 
zoekt men weer de grootste enz. 
7. 7. Voorbtje lden -
-t- X - 2X -- 8 
2 -:2 - _) 
Wij schrijven nu X 1 
--
X 2 .:":= 2 
CR 36 
en iterer~n met resp. Gauss en G2uss-Seid2l, beginn8nd met 
Gauss x1 0 2.0 .95 .91 .9975 1.0093 
r 
X0 0 2~4 1.73 1 0 .. 7 2.0229 2.0050 • • • _,I I ,_ 
X3 0 ·- . 9 •-1 A 32 --·1 .02 -.9700 -.9962 -• 
x1 1 .. 0006 .9991 .9999 1.0001 1.0000 
x2 1 0 99'(9 1.9994 2.0002 2.0001 2.0000 
X3 -1.0029 -1.0005 -· . 9997 - 0 9999 -1.0000 
-
X 1 0 2 on ·lo • -"' l, .8393 1.0320 .,9941 100011 .9994 1.0000 
x2 0 1.8571 1.9898 1. 999~3 2.,0000 200020 2.0002 2.0000 
y~ 3 0 -1.3929 -~. 9410 __ , .. , .0121 ... , . 997 8 -1. ()002 -.9998 -1 .. 0000 
Relaxatie R1 ... 8 +4x -r-
-..r 
.I\. 2 .. -1 ' 
}\2 ·-17 +7x2 X1 
• - ' 
_,. 
R,J --7 - Jx1 + x2 - -;; ' 
• 
' 
x1 0 0 2 2 1 
• 
x2 0 2 2 2 
i) c_ 
X3 0 0 0 ·-1 -1 
R1 - 8 -.6 2 4 0 
-17 . ~ 3 1 2 0 
·- 7 -~ 5 11 -3 0 
• 
CR 37 
7.8. Eigenwa.arden van matrices --·· 
Onder eigenwaarden van een vierkante matrix verstaat men de 
waarden van~ waarvoor het stelsel Ax ~x een andere dan de 
nuloplossing 7.8.1 heeft. 7.8.1 kan men ook schrijven als: 
• 
0 
Opdat 7.8.2 een andere dan de n1.1loplossint; heeft moet gelden 
-- 0 7.8.3 
Als A een n x n--matrix is stelt 7~8.3 
verge l i jking in A: 
e voor een n graads 
0 7.8.4 
7.8.4 heet de karakteristieke of saculair vergelijking; 
de wortels ~. de eiQenwaarden van A. Deze kunnen voor een l t., 
re~le matrix re~el of complex en enkel- of meervoudig zijn. 
een enkelvoudig nulpunt, dan heeft 
een 
ei~enkolom x .. " l:.1 l 
Is >-~ m-•vo11d it~ 
l 
en 
A - A. I X 
l 
0 
·ts de ranr~ van 
7.8.5 , 
een multiplicatieve factor na 
eigenvector Xn of ook wel 
l 
A -A.I gelijk aan n-m, 
l 
dan heef..,t A -
de rang grater dan 
x -·Om onai··hankelijke oplossine;en xi. Is 
n--m, dan heei~t men minder dan m oplossingen 
dit geval uitsluiten 
te meer~ dnar dit bij symmetrische matrices AT==A het niet 
kan voorkomen. • 
Tot nu toe hebben wij slechts eigenkolommen beschouwd. 
T y A - '\ o I 
l 
heeft een 1Jan 
eigenwaarde van A is, de 
0 
eigenrij behorende bij 
dit wel het geval zij~ 
7.8.6 
een 







- 0 dit 1.s slechts hetzelfde 
Wij hebben bij een matrix A dus in het algemeen n eigenwaarden 
x 1 en yk behorende resp. bij 
.• " ,. , o'"',_ d --... T e1~enwaaraen A en A an Ax = n x O y A 
C) i le' J i i i' k 
Vermen igvu lcl i2~ 
De rechterled.en 
T 
Geld t A ==A J clan 
Ax .. 
l 
1'o k .. ; 
l l 






X .. : 
l 
E igenve c toren van ee:J. symmetrise he matrix be horende b ij ver-
schillende eigenwaarden zijn orthogonaal. 
Heeft men twe00 v2rschil.lend2 eigenvectoren x .. 
l. 
bij een A., van een symmetr·ische matrix A, dan 
en ~ x behorende i 
is ook xi 
}t:;f: l %:' 
x~ = x .. + o<x .. een eigenvectoro Men kan de~ zo kiezen, dat 
x 1x 1 == 0 is: 
0 T xx X ,, X . 
l l 
De noemer is 








th l " " W . ~ h b b d i .. ,.. t *~ or ogonRa z 1.Jn O lJ e en us een n· euvJe e ir)envec or xi 
r~econstru0erd., orthor\onaal rnet x ... Op cleze i."1iJ"ze kan men alle ~- ~- l 
bij d~n eif~nwaarde behorende eigenvectoren orthogonaliseren: 
'-· 
Een symmetrische matrix heeft n orthogonale eigenv2ctoreno 
N .B. Eigenkolommen en eige.nrijen van symmetrische matrices 
zijn elkaars getransponeerde. 
Verder geldt 
matrix reee l 
da t e ir2'envJa.arden van een ree le symmetrise he 
L' 















en - '""- -Ax.. -- A~ x .. 
l l 1 
::z T-







~- 0, dus ~- - ~- en dus is 
· l l 
reeel. Dit impliceert dat de eigenv2ctoren eveneens reeel 
.. " ZlJn .. 
Zoals wij hebben g2zien zijn eigenvectorcn op een multiplica-
tieve constante na bepaald: dez2 bepalen wij door te stellen 
dat de lcnf~te van " t 1 " "k een e1genvec or ge~lJ T te stellen: XeX~ . l 1. 
1tJij zullen in het ver·volr:;~~ aJ.tijd deze Z.f?;. genormeerde eigen-
vectoren gebruiken. Voor een niet-symmetrische matrix is de 
~ j T 
Beschouwt men de matrices 
1 2 n 1 1 
y 1 y - . ·Y1 x1 X 9 0 0 n 
• ' II l en x-- 7 .8 .8 0 0 • 
• • 0 J I I 1 2 n n n 
Yn y II ,o IJ y n X 1 Ill O 0 xn n 
dan ge ldt: /\ 
d .·::::, '7. g I;:; .:.,J • ..., • 
T Voor symmetrische A vinden i:AJi,j X AX ·= /\ 7. 8 .10 
• Nu ziet men gemakkelijk in 
orthogonaliteitscondities, 





van normer1ngs- en 
dus 
Dus ge lcl t: A 
En hieruit volgt: -
A-1 d l 1.~ is een diagona.al~-n1atrix 1net op de . iagonaa 
-1 A kan men dus zeer eenvoudig bepalen als men 
bepalen van Xis echter veel meer werk dan dat 
een van de andere methoden, 
'-1 X :, d.w.z. X 
1 -: de 
)\o 
X ent. 







A ' ' .... 
A-
\ 











- - 70x2 -





• 70x2 t, 
.... _,_ 
+ 30x 2 
+ 10x2 
























0 X 1 
0 of x2 
0 X3 
- .. 0 x1 
-- 0 of x2 
0 X3 
0 x1 
















4 1 -'" .. 1 ~ \f21 14 6 ·- -
1 v-· 2 -· 2 \I·-75 14 . 21 
2 3 1 \f6 --~ 21 '14 -
genormeerd z ijn. 
lL ri • • • 
7 a • I • -
--· ·--
A.ls eerste (veel g~ebrui.lc·te) :·neth,)de behandelen wij de vrJltsende: 
z 1.J gegeven een v~ec c;r x J vc:irm an . e ri iX · , x' J ••• 
k 0 
••• ,fa .. X 0 




vector x wordt 
vector; onder de absolute 
r""- ·T· 7 
' ! ... ~ - r .., ... r ,-... r' \ "'1.7' X X \i e . ;:.J V cl. Cl ~ A - . • 
Dat de bewering juist is, zien wij als volgt in: 
I 
lX 
l van een 
symmetrischQ Tenslotte nemen 




0 = Ax 
en a lgemeen k X 
• 
f O. •1t bet2ken·t x niet 
, 
--
J me c 





is een vectorvergelijking evenals 7.9.1 
~ k 
C.X A .. X n J.J. n 
en geldt voor 
e le men t geld t.:. 
+ • • • -l-
--
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Nl) • l 1 en zien dat bij grote k 
de eerste term gaat overheersen: 
d 
., 
A? k , k ( 1\2 k ()\3 k 2 X -!-X .. •'.'.j. n /\ n k _) x? -t -·-- - • '' '1 i \· --' J 0.../j I A1 A,.-,. " Ol. ·- t.J 1 t., ' I • 
Wij zien dat a.fgc-"jz·1en van c1e f 1ac·tor 
k x o nade r.Jc 
J 






+ • . • + 
k ! 2. 
X 
3 tj 
+ • • .. + X 
ei.1 A1 nj 
7.9.4 
j a.fhangt 





. . , 
k I • k 
1 
k 
••• ex ?\ X n n n 
+ 
--











I f t I , I 4 I MOit ...... • 
A2 {X2 2 21{ 




d1 ex. ' 1 
k ·· 1 1+~ o<2 
ol.1 
ex 2 °A2 2k-2 2 .l 1 ---., . 2 - -~ 
A1 0(1 
! "''" k I 
volgt dus dat --1~A~~-- k ·1 
X 
d l• E-~ b 1° ]0 1· (..;) ,,:1, 1~::. "''r:.i .:; +-l -::::i r ~ ~- l0 c:, rne -'-1_,, - , ,.., l , .... .J. v . .L .I\,,.;,, 0. u ·-' ! i 
n n 
7.9.6 
c<2 2 )2 2k+ + ]. --2 . -- .t. • • • ot.1 1 
2 /\2 2k --
+ .•• 
/\1 




/\2 -") t::,_ 
-~-
' • • • /\1 
I .,.. f 
\ ! 
I 
Bij de iteratie convergeert de eigen aarde dus sneller dan de 
eigenvector. Dit geldt alleen voor symmetrische matrices~ zoals 
later zal blijken. 
grate k, bijv. de 
laatste en zijn voorganger twee overeenkomsti-ge elementen van 
" l.S 
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Bij bovenstaande methode zijn een aantal opmerkingen te maken: 
2. 
~ ' "'- ' . 
Q . ,,., ,,. :::, ~- r - r- ~--, • ' - ' 'V ,- c· ' . k a n z i j n 
dat men een bijzond.er slechte begi_r1schatting x ~; gekozen 
e l'"l t O C ·r1 E:: en (; 0 ITl p On E- 11 ·c 
alleen langer t,Jt men en X-1 ge vor1dE:n 
I 
afrondingsfouten zal 




betreft de grootte 
het volgende: als 
van de optredende elementen van vectoren 
I 
elementen van x k 1·r1e t gr()Ot wo rden; is 
de 
< 
dan worden ze j11j_st zeer klein; dit is onaangenaam en kan 
eenvoudig verholpen warden. ~Jij itereren als volgt: 
lr .. - .. 4 X \. 
,fI'.8 ko z en worc1 t • ..... _ 
In de zin van de eerst gegeven iteratie zijn 
opvolgende iteratie•-resultaten. Daarmee 





k+1 1 y 
• 
m.a.w. de norm van y k 









-- 1., dus 
7. 9 .. 8 
dan 1. 
en x k 
0 over in 
• 
Aangenomen was 
moeilijkheden: .. ln ~(. 9. 2 
i<j.Als 
blijven nu de eerste twee t.ermen van 
dezelfde orde. Wij vinden dan een eit~envector die bestaat uit 
Ee hter a. ls A1 da.n is ook 
X 
-~A0 , dan geeft dit ook 
C. 



















7' (J X • 5 7 7 4 -·· 115 )C .5774 
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x 0 geen c_ 
43.88 
- 13.86 







·- . 3008 
' 






293 .. 64 























... ~ 7 3 • 66 






k-. 4 364 
293.29 
















·-. 4 364 
2 y 
0 ,..., r:: ') 9 c.. ( ·-.. ) .. _/ , _,, 
- r78 • ()Q 
. 11 rr• 0 59 






., .. 3 800 
.8730 
....• 2 '181~ 
...• 4 362 
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7 .10. Hoge re e 'J_genw(1ard.en van symmetriscl1c~ rr1atricE:.:2, 
In de vorige parag;raaf hebben wij gezien, dat de daar gegeven 
methode slechts de eerste eigenwaarde en eigenvector lever~, 
wat de beginschatting ook zij. 
0 m e e n v o l ge nd e ·t: -~j v 1~ n ct E~ n s ta an on s t v.1 e e mo ~~ ,e 1. i t.1 k t·1E: d. en o pe n : 
1 . 
2. 
0 maken en zorg~n dat 
O mak~~n. 
In de eerste opzet slaagt 
0 ' T c·.) 
X + dat X <X X '1 zo, x 1x 
0 T 
X . - X x 1x.x 1 
... ~• 
n ,._., ·1 i" J. .r., t 
I,.,, '..) J_ 0 
T 0, dus oii - {.:;!( -· ·-• X 1x (r-(.10 .. 1 
- 0 -
Men rr1.r)(-: Jc e ro p be dac ht z i j 11., da t de a f'roncl ·J. ngG :t-.ot~·t:en e 1:-ivrJ or zo rge n 
dat 
in de 
Heef·t men een hog~ere dan de tvJeede e·i;~;en\iJaarde te be·pal~:;n, bijv. 
de ke, dan moet men steeds orthogonaliseren t.o.v. de eerste 
k-1 eig(~nvectoren: men moet dan k~-'1 cx. 1 s bepalen. 
Voorbee lcl 
26'1 -70 













.. ,. ... 2182 
- 4 ,·~64 
• _.I 
\ 
7 .10. 2 
• 
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Het nadeel van deze methode is 3 dat het werk verbonden aan de 
orthogonalisatie evenredig is met het aantal iteraties. 
Dit heeft men niet bij de deflatie volgens Hotelling. 
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Bij deze me thode ve rvang·t men de 111a trix A door een ande re die 
dezelfde eigenvectoren heeft, maar waarvan de eigenwaarde behorende 
Is k 
T -·~ A X X X 
1 1 1 k 
eigenvector is; als k 




A en 1 
7.10.3 
ook. Bes(~ houw: 
1 is dan vinden wij 
Bij de behoort dus de eigenv.~arde O, m.a.w. als 
wij volgens 
Voorbeeld 
261 -~ 70 
A 36 10 
.8729 
-.2'182 
'10 101 -·· • 4 36 l.t-






--12 7. 99 
4.98 
~· 6. 00 
12.99 
.8729 X 
· .2'182 X 
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,, .• 5 3 4 3 
08034 
6.91 
-- 4 ~61 














. 26 r-(2 
-- . 53 40 
.8021 
















9() 0 ' .., 
X 














































Nogmaals deflatie ge2ft een matrix met alle eigenwaarden nul: 
de nulmatrix. Numeriek is dit natuurlijk wegens af··rondingsfouten 
niet geheel het geval: 
• 
.00 .00 .00 
• A 
3 .. 00 .. 01 ,.00 
.00 .00 ;01 
Wij hebben dus gevonden de eigenvectorenmatrix 
.8729 .2670 .4067 336.00 
V -- • 2182 · -• 5 3 44 .8167 er1 0 1\- ,:µ, -
-.4363 .8019 .4083 ' 0 
terwijl de oplossing had moeten zijn pag. 40 : 
.8729 .2673 
• 
X -.2182 -.5345 








7.11. Bitjna gelijke eigenwaarden; methode van de vierkantsverg;e-
7 " ·k .. _ lJ lng 
Wij hebben gezien dat bijna gelijke eigenwaarden bij de iteratie 
lanizame convergentie tot gevolg hebben; de fout in de eigenvector 
c • " • e ,. -, J\• 
als wij zonder tussentijdse normering itereren: 
I wcl 
" k ·· · 1 + ot. ✓)..,, X 
n n n 
+ C)(. ) .. kx 
n n n 
X 1c+1 · 
Wij nemen 
vinden, 
Wij denken nu de k zo hoog opgevoerdJ dat alle hogere eigenwaarden 
meer spelen. 
Wij hebben dan 
k ·· 1 k-1 + 
k-1 
X x'1 
k k k 7.11.2 + ot A X X X '1 2 2 2 
k+1 + "· k+ 1 X o' .. 2.1\2 x2 
f· 1 1. 1 • 
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,; 
Hierbij is aangenomen, 
7.11.2 zullen wij in 
gelden, oplossen. Stel 
graadsvergelijking: 
dat niet tussentijds genormeerd is. 




met en de 3e 
de 1e vergelijking van 7.11.2 met , de 2e 
met en tel op. Wegens 
0 7.11.4 
wordt het ~echterlid nul: 
X + + 
k ·-1 
X 0 7.11.5 
7.11.5 is weer een vectorvergelijking die geldt bij benadering 
omd at in 7 . 11 . 2 geen gelijktekens staan voor. ieder 
j en l; kies bijv. die 
grootste precisie bekend zijn. 
Dus 
k+1 k l{-1 0 + + x. XQ xj J J 
k+1 -l- k + 
k--1 0 xl xl xl 
....... 
Uit 7.11.6 lossen 
.. .. 







die in de 
7.11.6 
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waa.rbij de constante in de noemer er niet toe doet: wij normeren 
hem toch we g: 
' ' .. 
" 1. 7.'11.8 
Als wij dit normeren hebben wij een 
exact was als de in 7.11.1 weggelaten termen nul waren. Hiermee 
toegepast. Met ~ heeft men dan geen moeite meer_ 




k+1 , y 7.11.9 


















- . 5769 
.5963 
De convergentie 







-~ . 5657 
+. 4486 · 
1 y 
















































snel, daarom vierkantsvergelijking 
opstellen. De iteratievectoren d .. C O b O k . J"n x 5 y 6 1 e "Vil l J ge ru 1. en jl z 1 · , 
en y 




-- . 58rro 
.6158 
Gebruik makend van 7~11.6 met j 
• ss10.., + .42510 
,6158;3 + .5034 
en ~ = -.0196 
-1.0199. 
Vervol~ens uit 7.11.3 








- . 1528 
.... 30 57 
a en na normerin2~: 
JC" * x 1 x 2 
.2673 .8729 
- • 5345 ..• 2182 
.8018 - • 4 365 
7 oY 
-.0418 
·-·· • 44 59 
.9337 
2 en l 
Itera.tie van 1.0200 
defleren en x 2 itereren enz. 
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• 
3 vinden wij 
• 
Men kan nu 
CR 53 
7 .12. Niet symmetrise he matr:Lces 
Zoals wij in 7-8 gezien hebben heeft men bij niet-symmetrische 
matrices te maken met n eigenkolommen en n eigenrijen; die resp~ 
voldoen aari: 
Ax /\X en 7.12.1 
waarbij den eigenwaarden van kolom- en rij-vectoren gelijk zijri. 
Verder weten * is, dat 





Vormt·-men de matrix X, die alle eigenkolommen tot kolommen heeft., 
dan geldt als A de diagonaalmatrix van de eigenwaarden is: 
AX XA. ., 7 .. 12.4 
rijen de rijen heeft, dan 
' 
Nu volgt uit en 7.12.3 dat 
Achtervermenigvuldiging van 7.12.4 met 
• T A .... X./\Y 
7.12.5 
in tegenstelling tot 7.8.11 
Om de eigenkolommen en -rijen te bepalen kan men weer itereren, 
bijv. voor de kolommen met A, voor de rijen met 
Wat betrert de convergentie is er een verschil: 




k T +ex'\. XX n n 1 n 
bij de afle iding 
+ termen zonder A 
7.12.8. 
I 4H 1• 
Wij vinden dus: 
\ 
k ~ o,.: :\k > I X x,, 1 1 
k 




.-... k -1 
x'1x'1 




X 1 X 1 
+ 
. .. . 











ve rmen igvu ld i gd i.p.v. 
met 
A-1 
het geval was. 
Wat 
dat 







O is. Wij defleren nu een kolom en 
A - als 
bevat niet meer de eigenwaarde 
T 
T T T T - 1 
nog aanwezig: 
A. X ,, 
1- l 




Y 1x 1 
0 
0 





Om te kunnen defleren moet men dus rij en kolom kennen; dan kan 
men weer een rij en kolom itereren, enz. 
neme men een gemiddelde, 
A 
1 
-·. ,,, ,_ ,, ·2·' Ii • 
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• 
Bij niet symmetrische matrices kunnen complexe eigenwaarden., dus• 
ook complexe eigenvectoren optreden. Deze kan men alleen met de 
vierkantsvergelijking bepalen: de moduli zijn immers gelijk. Men 
• 
vindt dan dat de vierkantsvergelijking twee toegevoegd complexe 
wortels heeft. Men vindt van schattingen voor de twee toegevoegd 
complexe eigenvectoren~ die men niet verder kan 1tereren: men 
moet met de oude schatting nog een iteratie uitvoeren en weer de 
vierkantsvergelijking oplossen,. en kijken of de eigenvector 
veranderd is. Dit laatste is niet eenvoudig: de eigenvector is 
niet genormeerd. Men kan een complexe eigenvector normeren door 
de som der kwadraten van reele en imaginaire delen 1 te maken: 
dus door 
beduidt. X X 
-waarbij x de toegevoegd complexe van x 
Normeert men de complexe vectoren aldus, dan zijn zij op een 
complexe factor met absolute waarde 1 na bepaald. Men kan ze dus 
nog moeilijk vergelijken. 
Beter kan men als 
kijken of 








Bij de deflatie van complexe eigenwaarden moet men om de matrix 





Startend met X 0 
• 7295 - .1·1 56 
,4224 -.0080 












x 1y '1 
,, . ' . 
y· x1 
.5774 vindt men x 3 • 
' .. 5774 J ' \ 
4 
X 
- .• 7821 -.6743 -.5156 
-.0541 -.5502 -.4207 








Toe passing van de vierkantsvergelijking 






.4224 -.0080 -.0813 -.'1999 +.4000i 
.5381 .09'17 -.1443 J\ .... • 2 -- .. -.1999 -.40001 



























Op itererend vindt men: 
-.2000+.3999i 
* y '1 
.4996-.06511 
.4305+.09321 
- • 6378+. 3819 i 
A1 













- .• 0242 
.0116 




















.2650 -.3000 • 
7.13. Extrapolatie volgens Aitken 
men weet~ dat de fout in iedere schatting een constant aantal 
malen de fout in de vorige is, dan kan men 
de fout elimineren. Laten gegeven 
X + d 
x + kd 
zijn: x., 
l 
Maakt men differenties, dan vindt men: 
.. 
k-1 d_; c) 3 2 
en dus kd en X 
op eenvoudige wijze 
i x + k d, dus 
• 












en ook x x 1 - ·· , .......  
Deze extrapolatie kunnen wij toepassen bij het itereren van eigen-
vectoren: wij weten immers, dat althans na enige tijd de fout 
bestaat nagenoeg,. alleen uit de eerstvolgende eigenvector en 
dat deze met een constante de verhouding van twee eigenwaarden 
vermenigvuldigd wordt: 
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7.14. Alternatief om eigenwaarden te bepalen squaring 
2 4 8 
the matrix 
Nu volgt uit A 
l-,,1 X X[';Y;. · - "'" 
heeft 
andere zijn ten opzichte hiervan O. 
1 1 
X 1 . ~ . xn y 1 
-A.k • • .. 
/2 ' \a~ • • • 
• .. 
I f • . k n .n I • • A Yn X 1 • • • xn n 
1 1 1 k n 
x,., xn Y1 
• • ' . .. • 
• • 
• • 0 • ~ • 0 
• • • 
• • 
• • n n I 0 0 • x.,, xn • - • • • • 
1 


























2 1 n 
• • • x1 y 1 • • 
2 1 2 2 
Ak x1 Y1 x,, Y1 • • 
.. • • 
• 
1 • ,. .. 
• •••• 
Heeft men A dan vindt men een schatting 
'\ 
• 
kan men de e igenko lorn b~.pa len, Om hogere e igenwa·arden te bepalen 
k groat 
Voorbee ld: · 
A 
Wij vinden een 
1 336,0 
en y 1 X '1 
k I 






































, hetgeen met pag,. 44 overeenstemt. 
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7.15. Convergentie van iteratie van lineaire stelsels 
behandeld. Het ging om het oplossen van het stelsel: 
Ax b 7.15.1 
r 
waarbij A o. 
De matrix A wordt bij genoemde processen gesplitst in twee 
matrices D + C en wel is bij de methode van Gauss D de diagonaal 
van A en C de rest en is bij de methode van Seidel D de beneden-
driehoek + hoofddiagonaal van A. 
Ax b 
Als iteratie-formule wordt gebruikt: 
of 








en xk resp. 
-1 ~- D ex k-1 
O; wij vinden dan: 
Ste 1 nu 
als alle eigenwaarden 
-1 van D C 
absoluut kleiner dan 1 zijn. 
In het algemeen is het moeilijk om voor een matrix 
of alle 
driehoek van A isJ kleiner dan 1 zijn. 





zullen wij aantonen dat voor het 
is al le e 1.genwaar en van , . z ijn. 
A aan te geven 
of beneden 
• 
Stel daartoe, dat wij een eigenvector x van 










• 0 D 
a22 1 
• 
ann • • I a n1 an2 
) . .. ' • a nn a nn 
J\X, 
wanneer ~ de bij x behorende e igenwaarde is. 
van x.: 
+ ••• + 
n 
aki 
< 2: X .. --- akk ]_ .. '1 l 
" k l-
En dit is wegens 
n 
\ X >-· 
~ k I • '1 il 











• Dus A < 1. 




lijke variabele y 
F 
een onafhankelijke variabele 
x en een of meer afgeleiden 
0 
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x, een afhanke -
van y X : 
8.1.1 
~nder een oplossing van de differentiaalvergelijking 8.1.1 
verstaan wij een y x zod~t 8.1.1 geldt. Onder de orde van 
een differentiaalvergelijking verstaan wij de orde van de hoogste 
voorkomende afgeleide. Is de vergelijking lineair in yen zijn 
afgeleiden 3 dan heet de vergelijking lineair. 
Wij zullen ons allereerst bezighouden met de algemene differen-
tiaalvergelijkingen van de 1e orde: 
dy 8.1.2 
In de analyse wordt aange~oond dat de oplossing de gedaante 
I g x,y,c 0 8.1.3 
heeft: c is een willekeurige constante; iedere waarde hiervan 
geeft een andere oplossing. 




Dit is geen beperking: als men 
dan kan men immers bij gegeven x en Y, 
andere wijze numeriek bepalen. 
analytisch kan 
dy uit 8 1 2 




op een o.f 
• 
Een eenvoudige manier om inzicht te krijgen in de gedaante van 
de oplossingen voor een differentiaalvergelijking is het tekenen 
van de isoklinen lijnen van gelijke hellingen f; x,y · = canst. 
Een 
dx · 
manier van grafisch oplossen is: start in een punt van een 
een ni£Buwe 




men door tussen twee isoklienen een gemiddelde 
0 2 2 nemen. Wij illustreren deze methode aan y'~ x -y. 
2 
- Y --~ C, d.w.z. gelijkzijdige hyper-























Men z iet dat met ieder startpunt een nieuwe oplossing 
• 






Wij willen nu weten y X +h. Ontwikkel in Taylor-reeks: 
y 
0 
+ y' X +h 
0 0 
3 h + ••• 
0 










+ dy Xo dx 
+ f y 
+ 2f X y xy \.o' o 
+ f2 








~erekent men er een aantal van, b.v. n, dan kan men een h kiezen 
zo groat, dat ce fout verwaarloosd kan warden die men maakt door 
te ste llen: 
y X +h . 0 
Vervolgens berekent men 
0 0 
Voorbeeld 
yt 2 - 2xy y 0 
2 -2y -4xyy' 
X y 
.o 1.r~o .• 000 
.. 1 -990 ~-.196 
.• 2 .961 -.369 
.3 .916 ·-. 50 3 
.4 .• 860 -At592 
.5 .798 --.637 
.6 .733 -.645 
47 .• 669 -.627 
.• 8 .• 608 ·-. 592 




k y 8.2.3 
in x + h de afgeleiden en berekent 
0 0 
oplossine; y 
y'' 2 fout 
-1.000 0 
- .941 0 
- .• 782 -1 
- .562 -1 
.,. .332 -2 
- .129 -2 
+ ,. 030 -2 
+ .139 -2 
+ .206 -2 
+ .,238 -1 
-'1 
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Ter controle kan men ook een stap terug doen: h door -h 
vervangen: 
• 860 • 
Neemt men meer termen van de Taylor-reeksJ dan kan men grotere 
intervallen nemen. De berekening van de differentiaalquoti~n-
ten wordt gecompliceerd: de methode is trouwens alleen te 
gebruiken a-ls f x,y een gemakkelijk te differentieren functie 
is. Een voordeel is, dat het interval h niet gelijk hoeft te 
blijven. Men gebruikt de ontwikkeling dikwijls om een inte-
gratie van een differentiaalvergelijking te starten: men 
•erekent dan b.v. x +h, x +2h, x +3h uit de reeks in x = x
0
• o- o- 0-
De s impels te formu le die men kan ma.ken is: 
y X + hy 1 X 
waarbij termen van orde 
Of als y x+nh - y xn y : n 
Y + hy' + 0 n n 
Neem nu·: 
h2 
hy' Yn+1 Yn + + 2 n 
2 
hy' h Yn-'1 Yn + - 2 n 
Af tre kken gee ft : 
Yn+1 
z ijn. 
y !i h3 i 11 0 + + y n n 
h3 t y yll! + 0 Yn - n 
8.2.6 geeft een kleinere fout dan 8.2.s_. 




hetzelfde resultaat als boven; toepassen van 8.2.5 geeft 
grotere fout: 
• 
• CR 66 
8.2.6 
X y Y' fout y yl fout 
.o 1.000 .ooo 0 1.000 .ooo 0 
. 1 .990 - .. 196 0 1.000 -.200 10 
.. 2 .961 -.369 -1 .. 980 -.384 18 
• 3 .916 -.503 -1 ~942 -.532 25 
.4 .860 -· 592 If .JII -2 .889 -.632 27 
.5 .798 -.637 -2 .826 - .682 26 
.6 ~733 - .f 645 -2 .758 -.690 23 
.7 .669 - .• 627 -2 .689 -.665 18 
., 8 .608 -.592 -2 .622 -.6-19 12 
.9 .55~ -.546 -1 .560 -.564 8 
1.0 .499 -1 .504 4 
Het boven geschetste grafische proc~d~ komt neer op het 
toepassen van 8.2.5. 
Het starten van 8.2~6 behoeft nadere toelichting: men heeft 
• in 8.2.6 dus naast x en 
dit moet 
! 
goed gedae.n 1tvorden., d.w.z. met grotere precisie. 
In deze paragraaf zullen wij de i"")out--opbouw behandelen die 
optreedt bij het toepassen van 8.2.5 en 8.2.6. Door 
·- ,~ 
afrondingen en afbreken van Taylor-reeks maakt men fouten: 
of deze zich voortplanten of uitsterven zal onderzocht warden. 
Al lereers t: 
of met 
Laat z de echte oplossing zijn, dan geldt: 
n 
waarbij T de afbreekfout is. Stel zn . n 
aftrekken van 8.3.2 van 8.3.3·: 
y + n 
8. 3. 2 
e dan geeft 
n' 
• 
Volgens de middelwaarde-stelling is: 
f' X .,z n n 
of 
em iets te kunnen doen nemen wij 
onafhankelijk zijn van n. 
Wi j hebben dan: 









Substitutie in 8.3.6 :van E n 







n+1 + C 
T 
hg • 
1+hg n - T hg 
waarbij g een of andere waarde 
,~ n + C + T 
g < 0 is, is 1+hK - > 1 en groeit e exponentieel: dit is een n 
eigenschap van de differentiaalvergelijking waaraan niets te 
veranderen is. Is gt~e., dan kan men h te groot nemen, nl • 
.. 1 
' -, I '1 Voor ·fJ<h< t· .. - groeien de fouten niet aan. 




z + 2hz 1 + T n-1 n n 
n-





+ T n 
n1 ' . 
.L • 
Homogene vergeliJ.king c 
c..n+1 
f' X y y n' · n 
Oplossing proberen e 
n 
n 
r : r moet voldoen aan: 
2 r - 2hgr - 1 0 • 
en 1s -1 dtlS tenzij 
1 is een worte l abso luut > 1. 
Wij vinden e , • 
n 
'"' . . n n en 
aan de homogene vergelijkingJ dus ook een lineaire comb1natie. 
Nu de oplossing van (8.3.8: 
+ C 
• 
of C T - 2hg • 
n n T . .. 
Nu is het triest: 
groeit dus altijd exponentieel met toenernende 11 •. 8.,2.6) 1.ti 
essentieel een instabiele recursie-verg~elijking. Nu ·behoe:ft n1er1 
voor kle ine waarc1en van n geen last te hebben, en dan r1ee:f't rr1t:n 
betere precisie of grater interval· dan bij 8.2.5 ~ 
8.4. Methode van Runge-Kutta 
Deze methode waaraan bet1a lve de 11amer1 van Ru,nge, l(utta, rleun 
en Gill ~verbonden zijn stelt ons in st,aat o.a. vergelijk1nger1 
van het type 
y t · .... - f X , Y . 
op te lossen. 







-.. - hf 
.... hf 
Wij zullen p 
y x+h 
2 nemen: 
y + ex k 
0 0 
• 
+ o: k ~p p 
Wij hebben .. 0 . ··' . ,· . I {._ .__ ~· 
totaal en zullen trachten deze zo te bepalen dat y x+h 
do0r 8.4.3 als rnen deze na2.r h ontv.1ikkelt in zoveel 




\ l. l, 
du. s R •in . u . 
gegeve11 
moge l ijk 






... f + f f 
X y 
f + 2f f + xx xy 
0 
f fc.. + 
yy 
Wij moeten nu 8.4.3 naar h ontwikkelen: 
hf 
+ 




Hierbij is gebrulk gemaakt van de Taylor-ontwikkeling van een 
functie van twee varlabelen: 
f x+h .,y+k f x,y 




f h ~-~ I k r-11,.., -1- kf -- ox cy ' X y 
,-) I') 
2 h 2} 1 k . h V +IJhk C t k'-
cl, __ 
f --
l o 2 c..J. -a rj I "?)y2 '?>x ?.>y K cXcy 
2 hf + 2hkf xx xy 
enz. 







L \-' / .. . .. 
fh 
' 0 ~ 
+ '2 c.: xx 
Voor.., y x+h -- y + 
vinden wij dus als co~ffici~nt van: 

















1 - --2 
~ 7 
(X'1 ✓~ + 'L- 2· 
2 ✓ ~'1 1 2 cx.2 2 5 
+ C:X,2 ,,L·.,...._ 





Hier staan 8 vergelijkingen., schijnbaar nodig en volcloen(:ie (>11·1 
de 8 onbekendm op te lossen. Echter moet opdat 2 en 3 een 
andere 
Jtus a in 
dan nuloplossing hebben 
plaats van 3 komt: 
afhankelijk zijn: tJ'.laa r 3 a 
5 en 
impliceert dat 4 en 5 en 6 
6 vervallen dusj wij hebben dus 
,.... 
slechts b vergelijkingen 
en 
en µ 0 vrij, dan vindt men: I c:.. 
A . t 
·-~,,,. ,· 
• -- ·-' - ....... · ---· ..--- .. J 
. ' 
Nu kan men aantonen dat r1et niet mogelijk is 1u.1 en f·
1,2 zo te 
4 .. ·~ 
Taylor-reeks. De fout is du.s steeds O h , wa t 1~1 e11 1✓-2 z 1 Jn .. 
Laten wij eenvoudige waarden kiezen: 
1 2 
µ,, 
• J 3 
en de formules worden: 
y x+h y + 
hf x.,y 






t, ~- 5, -
,4 + o.n 
(>b 











1f k +3k0 0 L.. 












2 0( 0 
1 y + 2 
hf x,y 





dat de hJ-term klopt. 
"1 
.__,./ .:(,,_ ~ 
C, ,, ---'" ·:) -~ -:r 
"'i ' ..,..-,,,J _,J 
Kies dan 
Als f onafhankelijk is van y, dan reduceert (8.4.5 tot 
regel van Simpson en 8.4.7 tot de trapezium-regel. 
" (le 
, .. , 
~en voordeel van deze soort formules is dat men direct 
starten kan: men ·hoe ft geen T2ylr)r·-recks t.e bep,1ler1, geen 
hogere afgeleiden uit te rekenen, enz_ Verder kan men gemakke-
lijk maar dit geldt ook \Tr:>or de andere tot nu toe behandelde 
methoden het interval te wijzigen. Is het berekenen van f veel 
werk, dan zal men een andere integratiemethode die later 
behandeld warden prefereren. 
n y 











over in het ste lse l 
t 
y :.  .:.: 
n 
, y, X 
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voor het oplossen 
altijd 
van de 1e orde : 
8.5.1 
Dit stelsel met de onbekenden y .,.y dient in overeenstemming met o n ~ 
de ~egeven randvoorwaarden te warden opgelost. 
Men kan dat wederorr1 doen met behulp van de Taylorreeks: men moet 
dan alle ontwikkelen en steeds alle vergeli.jkingen 
een stap integreren; dan weer afgeleiden berekenen, enz. 
Ook kan men Runge-Kutta - formules maken voor simultane vergelij-
kingen. 
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Deze methoden zijn zonder meer toepasbaar op stelsels vergelljkin-
gen van minder eenvoudige aar•j dan (8.5.2 • Daar '.;~ij11 inm1~~1"li:; alle 




n y O ' • , • ' • ., y 11. J X 
kan men op dezelfde wijze behandelen~ 
Tenslotte geven wij een formule v~n Runge-Kutta 
verge l ijk•lngen: 
Yi x+h 
8.6. Tweede orde vergelijkingen 
8.5.3 
vergelijk 
In deze en de volgende paragraa~f zullen wi,j differentie-methioden 
behandelen. Allereerst de vergelijking var1 de tweede orde 
Dit is een eenvoud_iger type ctan de algemenere yrt 
De algemene lineaire tweede orde vergelijking -
y ft + f X y t + g X ":)T 
f x,y,y' 
8.6.2 
k h . ' t 8 6 r1 h l "d z dat 8"6.1 toch niet ,an men ec ter ~o O • , er ei en, o; 
van x, dan is 
CR 65 
Y' V I Z -!- VZ l 
Dit gesubstitueerd in 8.6.2 !'.")' gee 1 t: 
Z '' v + z · 2v '+f v + 01 f ~ _ 1 • z v' + v · +gv -· h 8.6.3 
-fv kiezen, dan wordt 8.6.3 van de vorm 
8.6.1 ; dus lr1 v 
V 
Als 2v' 




-2 f -·r 
e -2 J f C 
dx + C 
dx 
. I 
- · \ f' 1 v+f\r 1 
1 -
- 2°' f t V + gv • 




van de vorm 8.6.1; z' komt niet meer voor. 
Voorbeeld 
Verge 1 ijking van Bessel y' 1 + 





17 : 1 











9 h - 0 
X 
1 
1 1--. • 




/ p ··- 0 ·- ·:5 y - " ....... ' ,, 
C. 
X 
Wij beperken ons dus tot het oplossen van 
y 11 
Y X . 0 







Q, waarin h het gekozen interval voorstelt, dan dus 
Q 
0 
h c:...f x.,y 
Stel nu dat wij de oplossing y gevonden hebben 




n-2 -2 J2 xn-2 Yn-2 Q 2 n-2 n- n-2 
n-2 cSn_J 
~-2 
2 2 X Yn-1 n-1 (., 1 n-
n-2 6n_ 1 . 2 










dubbele-integratie-formule een stap te integreren. Deze formule 
hebben wij in 4.5 niet gegeven, daar de convergentie der co~ffi-
c iEJnten s lechts ii lS ! 
1 
12 n 8.6.6 
Sneller convergeert de contrale formule 4.5.1 : 
1 2 31 - 4 -
Het gebruiken van 8.6.7 wordt echter enigszins bemoeilijkt door 
het feitJ dat behalve de kopterm geen der andere termen bekend is. 
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alles wat vJij en eventt.1ee l 
n+1 enz. an zonder moe·Lte als men een t1gladdet 1 differentie-
tabel heeft. Met deze geschatte grootheden bereke11t men een 
n+ 
differenties: is 
direct goed vindt. 
zo klein, dat men 
Wij hebben aangenomen, dat de integratie een eind geschied was. 
Ons ontbreekt nag de start. 
Twee methoden zullen wij behandelen: 
1. Reeksontwikkeling. Men bepaalt n1et de reeksontwikkeling: 
Y + Y 1 x-x 




X +h) Q ...... / en cen aantal functiewaarden, b.v. y 
eerste afgeleiden, en hieruit de 
differenties. 
bijbehorende waarden van Q en 




8D uit (4.4.5 : 
bepaalt 
f1 ls het goed is 3 moeten de eerste somfuncties differenties van da 
echter w~ nodig, bij een start, zeer precies te 
fout in de eerste somfunctie b.v. wordt lineair 
ee· n .,,, . 
2. 





kan men uit 
bepalen. 
x-x<"" . u· 
en Q weer voor een aantal basispunten. lVlet de 
en .8.f,.7 bepaalt men met beht1lp var1 ci1c1 gegeven y 0 
de gegeven y·' de constante '"') .. . . 0 a 
in de eerste somfunct·t.e 
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Daarna kan men met 8.6.7 lntegreren: men vindt dan een rij 
nieuwe waarden voor yq Men bepaalt weer Q en de constante in de 
somfunctles enz. totdat de zaak stabiel blijkt. 
Voorbeelcl 
y'' + xy 0; yr 0 1 
y !Y k-2 
2 
0 en ak+J 
De randvoorwaarden geven: 
0 
1 • 
\tJij vinden dus: 
yT X 6 X - 3 _ ..... ... ",,_., . 
Hiermede berekenen wij: 
X 
- ~ . _,) 
-.25 
-.2 


























berekenen wij Q 
differenties van 
2 -h xy 










- 2 • 









voor x - • 2 5 • 1 + • 2 5 me t 
vinden dan de start: 
































Nu kan de integratie beginnen. Wij vinden: 
X y Q 
0 .000000 - 0 
5 100000 
- 100 
.1 .099992 100 99999 -
r:: 99900 - 300 
.2 .199867 199899:) - 400 
99500 - 498 
.3 .299325 299399 - 898 
98602 - 693 
.4 _397869 398001 -159'1 
97011 - 883 
.5 .494807 495012 -2474 
94537 -1062 
.6 .589255 58951~9 -3536 
9-1001 -1225 
,7 .680154 680550 -4761 
86240 -1369 
.8 .766280 766790 -6130 
• 80110 -1486 
.9 .846266 846900 -7616 
72494 -1570 













































De exacte oplossing van de vergelijking is 
y z ?, _ 2 3 _. ... X 
3 
CR 7() 
l\1en v ind t 
dat onze functie y x overeenstemt in alle decimalen met de 
exacte waarden, behalve x = .4, waarvoor men vindt .39··7870. 
Als alternatief itereren wij de start ook. Kies als beginschattine 
y = x; bepaal Q en differenties en bepaal de somfuncties. -
Wij vinden c--2 <J -=-1 en r = 1000()0. De tabe l z iet er dan 
0 0 





-.2 -.200000 -200101 















































































Als wij hiervan de tweede differentie nemen vinden wij: 
---- Q + n -
8.6.11 
Met 8.6.11 kunnen wi
1
:l ui.t en 6eschatte differenties bepalen 
2 = _ ~2 
n n+ n n " 
Bij gebruik van 8.6.11 in plaats van 8.6.7 behoeven wij dus 
niet Q maar slechts de differenties te extrapoleren. Echter is de 
' 
zaak niet zo gunstig als het lijkt: uit Q en zijn differenties 
lineair opgebouwd, dit in tegenstelling tot 8.6.7 waar de som-
functies zonder afrondingsfouten uit Q werden opgebouwd. 
8.7. Eerste orde vergelijkingen 
Laat te bepalen zijn y x zodat 
Stel hy' P, dan is P - hf x 
xn: Yn· 
y 1 - ·• f X 
Laat bekend zijn y x tot 
Wij zouden dan met 4~3,7 1{ur1nen be pa len 
X ~n+1 
.p d 1. X X I) dx ---.... _ ..• 
index n: 
+ ••• 
r1 Y) n 
n+1 n 






8 '(' 4 • • • 







Tenz i lj 
verwaarlozen 
renties voc,rkomende 
moet zich ervoor hoeden different1es 
te nemen. 
formule die bruikbare 
i tereren, maar moet daarentegen 
Bij gebruik van een ("'\ . . . .., l one L er 
een grater interval nemen. B.v. 
de .. t wii 
V 
-
+-o J-V I,.., Stel 
kannen wij 11.iet 
j-<-6 -1 1 - Ii '"-- 1 n+1 2 n +-;-· ') .... 




















r k - ua 1 I r.1.-··· 
1 














De g2ng van za.ken is nu deze: -bereken met 8,'/',8 




j • { • t'; n Me11 rr1oet nntuurlijk 
controleren dat de bij different·les Yn 
kunnen veranderen. 
Wij gebr1iil<:en dus 8.7.8 als 1'predictorr1 en 8.7e6 als 
''corrector 11 • 
' 
zouden 
B~ start kunnen wij weer maken met behulp van de Taylor-reeks 
of met ·.Lte:rs.tie. 
- y y(O 
·u1t de Taylor-reeks vinden wij y x X 
X y p - hy t 
-.3 '1 .•340141 - .125014 
rT154 
-.2 1 .2-18597 -.117860 1 n n r· c::. ,~: 3 
8 3 r7r7 -'11 'T 
a 104829 -- 10(148 ') 
..., ;r"'" 
~ ,"") -- • ·1 -1 11 ( __ ) f_) ,. , __ l . -~ _) 
,- 14 '> ,-~ -105 ,;)' ·(-) ~ 
• 
0 1 .000000 -.100000 10() 1 9 
104-84- - qf~ ' _, -
+ .1 .905'163 -.089516 9("'' r: 11 . .l J • 
• 
"'jAr)C)g 85 I .) (_ > . -
+.2 .821269 -.078~27 f~ (") r-_ 6 - f I ~-- £ __ ., 1.....,.. 
12209 - r7Q I .,✓ 
+ ,, •r749182 -·. (i65918 7 1➔· 1 9 ) • • 
1295() - 70 
• 68,~j6E12 - .0529r-:;s 6'(1 6 +.4 ~· 
.-1 --) r. /") 4 6L~ . ( \ - -I __ ) ' I {._ 
• 61+ :~4 'TO - (",'~934•7 
,.... 
6 +.5 t~1(17 . - ., .. .../ ~ r:- C.) 111,,.)r;R ·r (:.. c_ i.. , - ~'~> 
+ f) .641190 -.0251"1~) ~s4~J '7 t . _, 
14r777 - 51 
.s93J+~6 ( 1 ('\ .--, It r, 
1, o \~ .,,...,_ 1 t ' I' ' ) i· j r~_J r:. 
T • ( 
·- ) .· ·; t C.1 -
0 ~- - ·--· - 1+9 152rr5 -
+.8 .590672 + C10 L~ 9 '2 ,·3 44•:) 7 ., - _)~ I 
157;~4 
,, 0 - '·I- r.:... 
+.9 60'3 1+ ··.~ 3 J_ 1)'~06i::;7 4()7 " I e \.. -• ' , • • _,I - ' 1c;,1~)1 
-t-1 .o .63212'1 +.()'36788 •• 
Wij he·b-ben 1-1ier rnet Adams gei~:r·1tegreercl. 
Men kan de start 001{ itereren. Integreert men centraal, dan moet 
de somfunctie aan de beginvoorwaarde aangepast warden: 





























0. 75 5)00 









































































enz. Na vijf iteraties vindt men geen verandering meer: 
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(1 'j; 
X y 2J 0 
• 1.403190 





1.160316 8377 • -117 
1.104829 -.1 -.109483 • 1106 
1.050833 > 9483 • -105 
0 1.000000 . -.100000 1001 
.950833 10484 - 96 
.1 .905162 -.089516 • 905 
.861317 • 11389 85 -
.2 .821269 -.0781°7 820 
.783190 • 12209 
• 749181 .3 -.065g18 ..,, 
• 717272 
hetgeen vrijwel overeenkomt met de Taylor-reels - start. 
De numeriek ge!ntegreerde waarden van y kloppen goed met de 
analytische oplossing die men gemakkelijk vindt 
y X 2 -x 2 - 2x + x - e · 
, 
Men vindt hiermee b.v. v 
V 
• 








2f n + 
1 c5 2 
2 n 
f n+1 
1 ,,. 4 ' - -. cJ n 
1 4 
- 90 CD 
1 4n 
If In n f n 
' 
+ 11 c 4 + ·7~0· v n • • • 
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Heeft men hogere orde vergelijkingen of tweede orde vergelijkingen 
waaruit men de 1e afgeleide niet kan verwiJderen, dan kan men als 
in 8.5 te werk gaan en de vergelijking als stelsel eerate orde 
vergelijkingen schrijveno Deze eerste orde vergelijkingen kan 
men b.v. volgens 8.7; maar dan simultaan oplossen. 
8.8. Meerpuntsrandvoorwaarden 
Om de oplossing van een gewone differentiaalvergelijking vast te 
leggen heeft men randvoorwaarden; in het a lgemeen evenvee l 
voorwaarden als de Jrde bedraagt. Bij de eerste orde vergelijking 
is het eenvoudig: men kan een voorwaarde geven, b.v. de functie-
waarde in x o Men kan dan in x starten en te werk gaan als in 
0 0 
807~ Bij hogere orde vergelijkingen heeft men de keus tussen de 
voorwaarden in een punt of in verschillende punten op te leggen. 
Het eerste is in zoverre eenvoudig, dat men de vergelijking ~ · 
zo nodig als stelsel eerste orde vergelijkingen kan opvatten en 
van het beginpunt uit simultaan integreren .. 
Het tweede probleem, dat van meerpuntsvoorwaarden, geeft 
aanleiding tot essentieel andere techniekeno Wij zullen dit aan 
tweede orde vergelijkingen demonstrerenc 
Laat voor y 11 _ ... f x,y.,y' gegeven zijn de twee functiewaarden 
een 
0 0 0 




en integreren tot x 
Laat verder gesteld 
men vinden y 1 x1 
warden 
• 
Als men nu 
waarde van 
geschikt gekozen heeft, kan men een nieuwe 
twee 




Hiermee kan men weer integrerenJ enzo 
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.. 
Is de differentiaalvergelijking lineair, dan is de zaak een-
voudiger: im1ners iedere line a ire combinatie van twee oplossingen 
is een oplossing; wij h8bben dan volgens bovenstaande twee 
en vinden direct 




;;T -- b~-_--b,,__.. -
2 1 





Dit loopt als 
tengevolge van verandering van beginhelling niet 
als de oplossing 
veel verandert. 
Een geheel 2ndere methode voor lineaire differentiaalvergelijkingen 
ts de volgende .. Men vervangt in de differentiaalvergelijking de 
at'geleiden door differentie-uitdrukkingeno In ieder punt krijgt 
men dan een li.neaj_:_'1e v-91--)[;elijking waaraan de functiewaardenvan 
de oplossing moeten voldoen: men krijgt evenveel lineaire 
vergelijkingen als men onbekende fu.nctiewaarden heeft, b.v. 
Gevraagd te bcpale~ y x, zodat 
2 2y(y -1 •·-- O en y 1 
Stel de P'Alroz0n ]0 n'- 0 rvall encr 1- 0 h dan 4 s t..~J '-" _ 1.. ,.; . , . . . LI .._.. _ . -~ - 0 u ._, .'J .L 
" ., .. 
Stel X ., tjh en y X " y, 0 8 .. 802 schrijven • • 
J J L 
2 1 1 6 + I -- yl{-'1 Yk+1 - T - -'i2 k k 90 dx 
-·· . 76'1590 
VJ8 als: 
- .. 0 • 8.803 
Dit gesubstitueerd in 80801 geeft: 
met y 
0 
0 en y n 0761590 als nh 
k 
dat de 
rechterlid van 80804 verwaarloosbaar zijn. 
Men moet dan oplossen het stelsel: 
+ Y2 2y 1 
y '1 ~- + Y3 2y2 
Y2 - + y 1~ 2y -.. -- 3 
... 
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hoger in het 
2 
-1 h2 y y -
·O 
2 
Y2 -1 h 
h2 y -1 
8.8.5 
808.5 is een niet-•linea.ir stelsel van n-1 vergelijkingen., dat 
echter reeds zo is opgeschreven dat een oplossingsmethode 
gesuggereerd wordt~ ga 808.5 oplossen alsof het een lineair 
stelsel was en doe dit iteratief, doW.Zo gebruik een oplossing 
om nieuwe rechterleden te berekenen; los dan tveer het stelsel 
op en bereken rechterleden, enzo Als wij dit doen, is er geen 
reden meer om de differentiecorrecties niet evenzo te behandelen: 
bepaal zeals differenties van de vorige oplossing. 
De matrix behorende bij het stelsel 8.8.5 
bijzonder type: 
.. 1s van een zeer 
a. .. 4 l _, l-
a ~ " 
"ll 
i-1,i,i+1 
"'" . 1 
Zoals men gemakkelijk verifieert is de inverse: 
n-k. i+1 
bki • 
1 , k .. ~.: 0 1 n -1 
0 1 n-1 
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Om op ons voorbeeld terug te komen, stellen wij n --- 10, dus 
h = p1 • Als eerste schatting kiezen wij, bij gebrek aan beter 
een 1.ineaire y: 
X R R 
0 0 0 0 
. 1 76159 0 -1514 96768 107 -1908 99384 
.2 152318 0 -2976 192021 '10~7 -3690 196852 
0 3 228477 0 -4331 284298 456 -5188 290645 
.4 304636 0 -5227 372245 -385 r 8 - t 1 3 1 379242 
o5 380795 0 -6512 454964 562 -7169 461459 
06 456954 0 -7231 531172 322 -7599 536507 
.7 533113 0 -7632 600148 368 -7649 603955 
08 609272 0 -7662 661493 424 -7406 663755 
o9 685431 0 -768858 715176 424 -768542 '; rr 161 1+8 
'1o0 761590 761590 761590 
De tussen haakjes geplaatste diff}erenties kan men niet berekene11: 
deze moet men bijschatten; aanvankelijk gaat dat slecht, later 
kan men deze goed extrapoleren~ 
Tenslotte vindt men voor de zesde benadering die nauwelijks 
meer afwijkt van de vijfde van y: 
X y Yexact 
0 0 0 
Q 1 Qo9967 009967 
02 
Q 197 37' 0 19cr 38 
0 3 029131 029131 
04 Q37995 0 3r-(995 
o5 0462'12 046212 
06 .53705 a 53r(05 
-7 060437 .60437 
08 066404 066404 
o9 .r-{1630 .,r-(1630 
1.0 .76159 .,76159 
hetgeen goed overeenstemt met y th X 0 
Het alternatief 20·1 zijn integreren van 8c8 .. 1 
y' 0 tot x = 1 en dan door interpolatie nieuwe 
b e Vo 
gee ft y 1 
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rnet geschatte 
·yr O bepalen 
en '1 ,.:1 gee f't y 1 .. 85357 
Hieruit 201-1 men door inter;polatie vinden y I O -- .,99r-(5, waarmee 
men opnieuw integreert en eventueel door hoGere-graads interpolatie 
weer een nieuwe yr O bepaaltQ 
9. Sommeren van reeksen 
Onder sommeren va.n 1 .. eeksen verstaa.n vJij hier het numeriek 
bepalen van de som van een oneindige reeks ·van terrnen f n 
waarbij men bij gegeven r1J f n kan berekenen .. Als f n voor 
grate waarde van n sterk, b.v .. exponentieel naar nul gaat 3 dan 
zal. de bepaling van de som geen moeilijkheden opJ.everen., Con-
vergeert f n niet snel naar nul, dan kan het nodig zijn zeer 
veel termen te bepaleno 
Er zijn nu een aantal mogelijkheden~ Laat b.v. bekend zijn hoe 
In dit geval is het vrij eenvoudig: men bepaalt N zodanig, dat 
voor n ~ N, f n kan vJorden en 
CX) N-1 0.-:, N-1 N-1 
• ..... ,.~ ...... n ,,_ ar N :?_ f f + f f -1- f + n n n n a r n ·- 1-r 0 0 N 0 N 0 
Een andere mogel·ijkheid, a-ls f n niet alterneer·t met n.9 is voor 
een aantal aequidistante waarden van n, f n bepalen; deze waarden 
interpoleren voor de gehele waarden van n en dan optellen~ De 
interoolatie hoeft men niet echt uit te voeren~ het kan volgens .. 
Stel wij willen bepalen ~- f n Q Stelb-a= k.m, waarbij m zo 
door interpolatie 
te bepalen is uit fa :; f a+m, f a+2m enzo Is b-a km., vJaarbij 
m zo gekozen is~ dat de interpolatie mogelijk is~ dan kunnen wij 
een paar begintermen apart nemen en apart sommeren, 
• 








formule sommeren; rnoe ten 
sommeren. De oneven 




.. "' /;.,, __ 
n~·o n-0 
Verder vindt men: 
m 
11 
"I S @ 
n--0 
m 
1 n n 
If m 




In olaats I,. van te bepalen 
U-i 
~ 
L, .. 1:11¥1 : .... 
_1._ f 
2 a+im 










bij elkaar tellen om 
.. dut)be l krij ger1., 
niets ntil 
Wij dan voor eer1 
,. 
a+im + 






.,..,, , ~'?, 
te 
' 






.' f ,(,,➔ " , • 
a 
moet gesomn1eerd worder~1 






















f' a,-.,,_,.,,,., ... ._ 
> 
(;..., "'"''-· ,'1:0_._ .. ,4 
Dit is de somformule van Lubbock. 
9~2. Alternerende reeksen 
De interpolatie 





nlo c1ie van 








Nu hebben iveer een 
" manier behandelen enz 
0 
f n ,,. """ - 1 . 0 + 
- + 
:t 





]. C:t -;:-~., -- p-.,,0 Ill> ., .. 
,.,,... """.,_. . .i 
c;_ 

























r r-1 c.. 
2 r r-1 (\ ' C r r r~- #1 
r-1 
3 r-'1 r 
Men z iet de 
n 1 1 1 A -·r r- + • r 1 - 1f I g 14¥- -  2 0 
. 
Di~ is een meetkundige 
t 
/},,-1' .. ;,I . ~t ~ -•i ,$ 
f°) , c_ -
b t r-1 ver e · erd als ~ ... ,. · < r · ..... . , dus als 
£..... 
convergentie slechter gewovden$ 
Voorbee lcl 
1n 1+x - X -
Stel x 1 





---· + 2 
' 
X -
1 "1 + +j;Jl:- - ·t ..... . } • 1+ ) 
-·"' 
Zoa ls rnen kan r1agaan is 
~. 
ln 2 - " 
Deze reeks 
onbru.ikbaar .. 
Bij het toepassen 
te 1{1.ezen i~aar men met 
4 
+ 








.,,~ i ")' --~ it~ 
~-~ ~§/4. ~~j 
afhangen van de differentietabel: men zoekt de lijn van 
waartse differenties die de snelste r.:;onverg;ent~ie geeft.; 
termen tot die l ijn somr11ee1~t men gewoon * 
de 












3 12 1 1 5 - 20 -12 
1 1 1 
If 







k -Wij vinden voor de differenties van de tweede lijn: k+ 
en 
ln 2 - 1 1 1 '1 • 20= - 32 · O -
hetgeen betere convergentie geeft. 
