We propose a new, nonparametric approach to estimating the value function in reinforcement learning. This approach makes use of a recently developed representation of conditional distributions as functions in a reproducing kernel Hilbert space. Such representations bypass the need for estimating transition probabilities, and apply to any domain on which kernels can be defined. Our approach avoids the need to approximate intractable integrals since expectations are represented as RKHS inner products whose computation has linear complexity in the sample size. Thus, we can efficiently perform value function estimation in a wide variety of settings, including finite state spaces, continuous states spaces, and partially observable tasks where only sensor measurements are available. A second advantage of the approach is that we learn the conditional distribution representation from a training sample, and do not require an exhaustive exploration of the state space. We prove convergence of our approach either to the optimal policy, or to the closest projection of the optimal policy in our model class, under reasonable assumptions. In experiments, we demonstrate the performance of our algorithm on a learning task in a continuous state space (the under-actuated pendulum), and on a navigation problem where only images from a sensor are observed. We compare with least-squares policy iteration where a Gaussian process is used for value function estimation. Our algorithm achieves better performance in both tasks.
Introduction
Reinforcement learning (RL) is concerned with the optimization of a reward function r(x, a), awarded on the basis of the states x the learner finds itself in, and the actions a it chooses to take. Typically, a policy π determines the actions a = π(x) to be performed when the agent is in a state x, and many reinforcement learning methods make use of a value function, associated to policies, to perform the optimization of rewards Szepesvari (2009) . In a Markov decision process (MDP), the distribution, P (·|x, π(x)), of the successor state X ′ depends only on the current state x and the action π(x), and not on earlier states or actions, and the value function of π may be expressed via the recursion,
where γ is a discounting factor, r = r(x, π(x)) is the reward obtained at state x after performing action π(x) and E (x,π(x)) V π is the conditional expectation of V π (X ′ ), where X ′ ∼ P (·|x, π(x)) is the successor state. Our goal is to find the best possible policy π * , and its associated optimal value function V * . A central requirement of many methods for obtaining V * is to accurately evaluate the conditional expectation of the value function, given a current state and action, i.e. we must model the expectation operators
which must be learnt from data when the dynamics are unknown. A number of recent studies have focused on efficient evaluation of conditional expectations on functions that are relatively "well behaved": that is, they belong to a reproducing kernel Hilbert space (RKHS). These approaches have been particularly successful in performing inference in graphical models, where the model parameters are learned nonparametrically from data Song et al. (2010b Song et al. ( , 2009 Song et al. ( , 2011 . The key insight in these works is that conditional probabilities can be represented as functions in an RKHS, called conditional distribution embeddings. The conditional expectation of any function in the RKHS then becomes a linear operation, where we take the inner product with the appropriate distribution embedding.
Our application of RKHS embeddings to reinforcement learning adheres to the principle of not solving a more difficult problem than is required: in typical MDP methods we are interested in estimating the operators (1) (over a specific class of functions) rather than solving the more difficult intermediate problem of learning conditional density estimates, and then using them to evaluate expectations. Our direct kernel-based approach has a number of important advantages. First, like density estimates, conditional embeddings can be learned directly from training data (consisting of triples (x i , a i ) → x ′ i , i ∈ {1 . . . n}, where n is the training sample size): we do not need to address the problem of modeling system dynamics, such as the differential equations governing a robot arm. Unlike density estimates, however, distribution embedding estimates do not scale poorly with the dimension d of the underlying space: the risk of a kernel density estimate increases as O(n −4/(4+d) ) when the optimal bandwidth is used (Wasserman, 2006, Section 6.5) . By contrast, the rate of convergence for conditional mean embeddings is independent of the dimension of the underlying space (Song et al., 2010b, Theorem 1) .
Second, the solution to many control problems involves intractable integrals when obtained using density estimates. These must be computed numerically to obtain expectations, which is prohibitively costly for large state-spaces. Other nonparametric approaches such as Deisenroth et al. (2009) also generally require numerical evaluation of similar integrals. By contrast, RKHS embeddings explicitly provide a representation of the expectation operator as an RKHS inner product, which reduces calculating expectations to a computation of linear complexity in the expansion of the embedding (hence linear in the training sample size n). The conditional distribution embeddings themselves may be computed exactly at cost cubic in the training sample size, and approximated to good accuracy at linear cost.
A third advantage of our approach is that we provide convergence results and performance guarantees in the infinite sample case. For example, we demonstrate that, in the finite state space case, when V * is in the RKHS used by the conditional embedding (easily shown for finite state spaces), we can learn a policy π such that the value V π converges to the optimal value function V * ,
The constants in the convergence rate depend on the RHKS norm of V * : when the norm is smaller, V * is smoother, and the constants better. In other words, our approach favors smooth value functions, although given sufficient evidence, non-smooth functions can also be learned (see Section 1.1).
As a final advantage, our algorithm applies wherever kernels may be defined, including on high dimensional or continuous state spaces, manifolds (kernels on the surface of a sphere Wendland (2005) are of particular interest in robotics), and partially observable tasks where only sensor measurements are available.
Our experiments cover three areas: a simple proof-of-concept navigation task, to demonstrate convergence of the value function estimate with increasing training sample size; a continuous state-space problem, where an under-actuated pendulum is made to reach a vertical configuration Deisenroth et al. (2009) ; and a navigation task where the agent has no access to its state, and can only observe images of its environment. We compare in the latter two cases with a Gaussian process approach for Q-value estimation: our algorithm performs better in both cases.
Main Theory Result
In this section we give an overview of the main theory result of this paper: the convergence to the best policy in our model class under reasonable assumptions. Convergence is important as it is known that many approaches which work with state space approximations often do not converge. This has been one of the main criticisms of approximate policy iteration (API) methods until Perkins and Precup (2003) proved convergence for an API method. Since then more convergence results have been established and variations of popular methods have been proposed to guarantee convergence Szepesvari (2009) . Despite these advances convergence proofs are often non-trivial, and often whole papers are devoted to them.
Our main theorem (Th. 5 p. 7) upper bounds ||V πκ − V * || ∞ , the difference between the optimal value V * and the value V πκ of the policy found by our algorithm after κ iterations. The upper bound is
.
Here (a) is the difference between the value estimate of the initial policy and the value estimate of the policy that we get after applying one dynamic programming update. This term decreases to 0 with growing κ because γ < 1. (b) is the distance from the optimal value V * to any approximation V * in the RKHS, and is therefore small when V * is close to V * . Finally, (c) measures the quality of the learned embedding:
the distance between the empirical estimate µ of the conditional distribution embedding of x ′ given (x, a), and the population conditional embedding µ, measured in the RKHS with kernel L. This difference is weighted by || V * || L , the RKHS norm of the approximation V * . Intuitively, a lower RKHS norm implies a smoother function: thus (c) requires us to obtain a better conditional mean embedding (via more training samples) when the value function is non-smooth. Crucially, the bound implies that as long as the mean estimate converges in the RKHS, we will converge to a policy that is no worse than 4γ (1−γ) 2 ||V * − V * || ∞ for each state in the system. That is, we converge to the best solution that our model class allows.
Preliminaries
We consider a state space X , which is a set equipped with a reference measure ν (we will make further specializations where necessary), an action space A, with |A| < ∞, and a set of deterministic policies Π = A X . We denote by B(X ) and C b (X ) the Banach spaces of bounded functions and bounded continuous functions on X , each equipped with the supnorm || · || ∞ . We denote random variables with capital letters, expectations by E[·], and the probability over events by P(·), with the relevant random variables or distributions being indicated by subscripts if necessary.
We consider the reinforcement learning problem in which we control a trajectory {x t } ∞ t=0 over X by sequentially choosing actions a t ∈ A at each time step t, once x t is revealed. At each time step we receive a reward r t+1 = r(x t , a t ), which we suppose to be a bounded deterministic function of (x t , a t ). Our objective is to maximise the cumulative discounted reward ∞ t=0 γ t r t+1 where γ ∈ (0, 1). We consider MDPs, meaning the probability of occupying a state x t+1 at time t + 1 depends upon the past only via the value of the current state x t and action a t : P(X t+1 ∈ S|X i = x i , A i = a i , ∀i ≤ t) = P(X t+1 ∈ S|X t = x t , A t = a t ) for all measurable sets S. Further, in this setting there exists a state transition probability kernel P , such that P (x ′ |x, a) denotes the probability density (or mass) at x ′ given the current state x and action a, i.e. P(X t+1 ∈ S|X t = x, A t = a) = S P (x ′ |x, a)ν(dx ′ ) for all t ≥ 0 and measurable sets S, and we write X t+1 ∼ P (·|x, a). We denote E P [·] the expectation (over an arbitrarily long trajectory) with respect to a state transition probability kernel P .
For a policy π ∈ Π we denote the associated value function
and recall that
We define the optimal value function V * (x) = max π∈Π V π (x) and an optimal policy at x, π * (x) ∈ argmax π∈Π V π (x). For a given action-value function Q : X × A → R we define the greedy policy w.r.t. Q by π Q (x) := argmax a∈A Q(x, a) and the optimal action-value function,
so that π * = π Q * (see e.g. Szepesvari (2009) for much of this background). We will require the following well-known result, which is proved in the Appendix for ease of reference:
Lemma 1 (Singh and Yee, 1994, Corollary 2) For any action-value function Q : X × A → R, the greedy policy
We compare our approach to least-squares policy iteration Lagoudakis and Parr (2003) where a Gaussian process is used for Q-value estimation. This is very similar to using kernel least-squares temporal difference learning and also similar to Gaussian process temporal difference learning (GPTD, Engel et al. (2003) ; the main difference is here that GPTD is an online method). We did not compare with Deisenroth et al. (2009) as they focus on active learning.
RKHS embeddings of transition probability kernels
Since we will be using RKHS functions, we begin by introducing the associated concepts and definitions (see e.g. Steinwart and Christmann (2008) for details). Given any set Z and a positive semi-definite (p.s.d.) kernel K : Z × Z → R we denote by H K ⊆ R Z its unique reproducing kernel Hilbert space (RHKS), and by ·, · K the inner product in H K . Due to the reproducing property of
We recall the notion of a universal kernel: given a Banach space of functions F ⊆ R Z a kernel is F-universal if H K is dense in F. Given Z and K we denote r K := sup z∈Z K(z, z) and refer to kernels K such that r K < ∞ as bounded kernels.
Following Sriperumbudur et al. (2010) , given any probability distribution P and p.
we are interested in the embedding of the expectation operator corresponding to the state transition probability kernel P ,
over the domain H L ; that is, an element
for all i, we will consider a sample-based estimate of the expectation operator (5). This will be achieved by identifying an element Song et al. (2009 Song et al. ( , 2010b ) one such estimate is
where
, and where
, and λ is a chosen regularization parameter. We assume w.l.o.g.
The estimate (6) is consistent in the RHKS norm sense and uniformly over X × A: the following result, proved in the appendix, follows directly from (Song et al., 2010b , Theorem 1).
1. We can otherwise form a new expansion in which the x ′ i are unique by summing any αi(x, a) as necessary.
Lemma 2 Suppose K is a bounded kernel and the conditions of (Song et al., 2010b, Theorem 1) 
2 ), and thus by choosing λ → 0, λ 3 m → ∞ we have that, for any ǫ > 0,
By the reproducing property of L, we have
Since the x ′ i are assumed unique,
(·) corresponds to a probability density iff α i (x, a) ≥ 0 and m i=1 α i (x, a) = 1. In the limit of large data, we will show these properties hold in the special case |X | < ∞. In this work we consider a normalised version of (6):
. This is a technical consideration which will later ensure that we can define a certain contraction mapping. We now demonstrate the consistency of the estimators defined by (7) for finite state spaces, by showing that in the limit of large data the normalization of α has no effect. The following lemma is proved in the Appendix:
Lemma 3 Under the conditions of Lemma 2, and when |X | < ∞ and L is strictly positive definite, by choosing λ → 0, λ 3 m → ∞ we have that, for any ǫ > 0,
Application to Markov decision processes
We now apply the embeddings of transition dynamics of the previous section to a standard method to find an optimal policy by learning the optimal value function V * . Supposing we knew P and could efficiently compute expectations then we could define the Bellman operator B as
2. These are technical conditions requiring that a certain covariance operator, denoted CY X C −3/2 XX be Hilbert-Schmidt, which is guaranteed for example when the marginal density of X is bounded away from zero and the RKHS has finite dimensionality, and that the mapping (x, a) → E X∼P (·|(x,a)) [f (X)] be an element of HK for all f ∈ HL.
where we suppose that the image of B is always a measurable function. 3 Recall that by Banach's fixed point theorem (e.g. Granas and Dugundji, 2003) there exists a unique fixed point of the sup-norm contraction mapping B, which is equal to V * (see e.g. Szepesvari, 2009) , so that picking an arbitrary V 0 and iterating V k+1 = BV k converges in sup-norm, V k → V * .
Value iteration with conditional embedding operator
Since we do not know P , given our embeddings µ (x,a) corresponding to sample-based estimates of the conditional expectation operators of the transition dynamics P (·|x, a), we define the operator B :
It is necessary to define B on functions which are not in H L , however, since we intend to use B iteratively: for example if X = R and A contains 2 functions it is easy to see that the image of B need not even be differentiable. It should be noted that E (x,a) does not necessarily correspond to an expectation operator for any distribution, however (by Lemma 3) in the limit of large data it converges to an expectation operator on functions in H L , and thus B can be seen to approximate B defined by (8) Since B defines a sup-norm contraction mapping on a complete metric space, by Banach's fixed point theorem there exists a unique fixed point V * of B, such that choosing V 0 arbitrarily and iterating
Suppose we perform κ iterations, obtaining the estimate V κ ≈ V * . Once V κ is obtained we form a policy π κ on-the-fly 4 by acting greedily w.r.t. Q κ (x, a), where
so that the learned policy is
for each x in a trajectory.
3. We suppose for simplicity that any necessary conditions to ensure this are met, since strictly speaking B is defined only on measurable functions, see for example (Bertsekas and Shreve, 1978) for a discussion of the issues. In particular, these conditions are met when |X | < ∞. 4. Meaning that we only need to calculate πκ(x) at points x in a trajectory as and when required.
Consistency: value iteration with conditional embedding operator
We now discuss the consistency of π κ as an estimate of an optimal policy π * , showing in certain circumstances that ||V πκ − V * || ∞ → 0 with convergence in P probability. The following theorem relates the convergence of V πκ to the optimal value function V * , in terms of how well we can approximate V * in sup-norm by a (low || · || L -norm) function in H L . In Corollary 6, we further refine the result in the more straightforward finite state space case, where we can approximate V * arbitrarily well. The following theorem is proved in the appendix, although the proof sketch below gives the main ideas.
Theorem 5
where ǫ κ,m → 0 with convergence in P -probability.
Proof (Sketch, see Appendix for full proof.) The proof hinges upon obtaining the following chain of convergences,
The convergence (a) is a standard result for contraction mappings, (b) requires a new lemma relating the fixed points of similar contraction mappings, and (c) is possible using Lemma 3 because V * ∈ H L . Once this is obtained we recall that π κ is greedy w.r.t. Q κ defined by (11), and apply Lemma 1, since the optimal policy is greedy w.r.t. Q * .
In particular, when |X | < ∞, we know from Lemma 3 that sup (x,a) ||µ (x,a) − µ (x,a) || L → 0. We can therefore immediately specialize Theorem 5 to the case of finite state spaces, in which consistency is attained in otherwise very general conditions -the following is proved in the appendix:
Corollary 6 Let |X | < ∞ and L be strictly positive definite then under the conditions of Lemma 3 we have that
with convergence in P -probability. The column in the middle shows the estimated value and the right column shows the policy. The policy is deterministic and assigns one action to each state. This action is shown in the plot via a color code. Yellow: go down; Brown: go left; Dark blue: go up; Light blue: go right. Comparing the policy learned from 1000 samples with the policy from 5000 one can see bigger mistakes in the 1000 sample policy: the yellow part in the bottom half suggests walking south to the boundary; the brown spots bottom left suggest the agent should move further left, etc. The 5000 sample policy is significantly better (see for example the scale on the value color bars). The patchy coloring is not a problem as, for example, in the bottom right it does not matter if the agent first goes up or to the left. In terms of the value: The optimal value looks very similar to the bottom left plot. For 5000 samples the estimated value is also close to the true value, though slightly smoothed. The value of the 1000 sample policy shows that the policy is not yet flawless and the estimate is off at different parts (in particular at the discontinuities).
While our result in Corollary 6 guarantees convergence for finite state spaces, insight into the continuous case is also provided by (13): the constants in the rate of convergence in (14) depend upon || V * || L , and the convergence rate degrades if we approximate V * in H L with a very large norm function. Thus there is a tradeoff in (13). In particular, if V * can be approximated well (w.r.t. sup-norm) by a low norm function in H L (or is itself a low norm function in H L , which generally means it is a smooth function in a sense specified by the RKHS norm), then this technique will converge more rapidly to the optimal value function, and hence yield an optimal policy. One specialization is to the case when V * ∈ C b (X ) and shows results for experiment 2 and the right for experiment 3. On the x-axis we vary the sample size from 100 to 5000 (left), and 100 to 500 (right). The y-axis shows the average difference to the optimal value function (average over the state space). One can observe that the LSPI based approach is similar in performance to our approach in the experiment 2 until around 500 samples and improves slowly afterwards. Beside that, the LSPI approach has problems with the camera task for these small sample numbers.
L is a C b (X )-universal kernel. In this case we can choose V * such that ||V * − V * || ∞ is arbitrarily small in (13).
Complexity analysis: value iteration with conditional embedding operator
Once the embeddings are learnt, the complexity of learning the approximate value function Q κ is O(m 2 |A|κ): due to the expansion of µ (x,a) in the m points in S, computing each expectation is O(m) and we only ever need to know the evaluation of each iterate V k at the m points in S. Applying the learnt policy (12) to a trajectory (x 0 , x 1 , . . . , x T ) of length T , is similarly O(m|A|T ) leading to a total complexity of O(m|A|(mκ + T )). In Section A of the Supplementary material, we propose a sparser representation of the embedding, using an incomplete Cholesky approximation (Shawe-Taylor and Cristianini, 2004, Section 5.2). This reduces the cost of learning the embeddings from cubic to linear in m, and allows us to compute subsequent expectations in O(ℓ), where generally ℓ ≪ m.
Experiments
We performed three different experiments. The first experiment was a simple MDP with a fully observed, discrete state space, to demonstrate convergence of the value function with increasing training sample size. The second and third experiments were designed to evaluate our approach on challenging tasks with continuous or high dimensional states, through an appropriate choice of kernel for the embedding. Thus, in our second experiment, we address the under-actuated pendulum swing-up problem, where the state space is continuous (the position and velocity of the pendulum). In our third experiment, we attempt a navigation task where the agent does not observe its state, but is given only camera images of its surroundings: this illustrates cases where only indirect indications of the state are available. Before proceeding to the experiments, we address the choice of the regularization term λ. It can be shown that the conditional mean embedding is the solution to a regularized vector-valued regression problem,
The norm µ 2 H will depend on the way in which the space H is defined. There are two possibilities, which give the same expresion for µ but which yield different interpretations. , then we recover the vector-valued regression setting of Micchelli and Pontil (2005) . See Section D for details. Given this regression setting, the parameter λ may be chosen by cross validation.
Experiment 1: Demonstrating the approach
The first experiment is a simple navigation experiment. The agent is inside a 50 x 50 room, The reward is a Gaussian centered in the middle of the room. The agent has four different actions: go north, east, south or west. Each action has a success rate of 80 % and results in random movement with 20 % chance. The state space is fully observed. The MDP is fully described by a 50 x 50 x 4 array, for a total of 10000 unknowns. We applied our approach to the task, having learned the conditional distribution embedding from either 1000 or 5000 uniformly sampled transitions. The uniform sampling ensures we avoid exploration artifacts. Results are shown in Figure 1 . We used a Gaussian kernel and we applied cross-validation to determine the regulariser. As expected, the value function approximation becomes better, and the estimated optimal policy makes fewer mistakes, as the sample size increases.
Experiment 2: Continuous state spaces
In this experiment we test how the algorithm copes with continuous tasks. For this, we use the under-actuated pendulum swing up task used in Deisenroth et al. (2009) where both the state and the action space are continuous. We generate a discrete-time approximation of the continuous-time pendulum dynamics as done in Deisenroth et al. (2009) . Starting from an arbitrary state the goal is to swing the pendulum up and balance it in the inverted The policy is nearly perfect in the room containing the objective (the value looks very similar and the scale is equivalent). The performance degrades fast when the corridor is reached, however. This part is very challenging as a single horizontal line with wrong actions in the corridor can block the agent from crossing. With 4000 samples the method does not manage to circumvent the problem. The bottom picture shows that the value estimate is close to the optimal value (blurred and with minor mistakes). One can observe the top right corridor wall leads to predicted "high" value. This is due to the ambiguousness of the camera images, which are insufficient to accurately distinguish between the locations. Similarly, the left wall has a high predicted value.
position. The applied torque is u ∈ [−5, 5]N m and is not sufficient for a direct swing up. The state space is defined by the angle θ ∈ [−π, π] and the angular velocity, ω ∈ [−7, 7]. The reward is given by the function r(θ, ω) = exp(−θ 2 − 0.2ω 2 ). We sample uniformly from the state and action space and use a Gaussian kernel on both, selecting as kernel width the average K-neighbour distance, where K is one-fourth of the sample size. We consider a discretization of the action space into 25 actions and we measure the difference between the value function evaluated on a grid of 25 × 25 points to the optimal value obtained by dynamic programming using the deterministic system dynamics. We compare our approach with the GP-based LSPI for different sample sizes and averaging over 10 repetitions. The GP-based LSPI is essentially an off-line GPTD approach and it is also very similar to using a kernel LSTD estimator in combination with LSPI. The results of the comparison are shown in Fig.2 .
Experiment 3: Partially observed states/sensor measurements
In our final experiment, we test how well our method performs when only high dimensional sensor measurements are available, and no state description is present. The sensor measurements are images from a 3D renderer, and the environment consists of two rooms connected through a short corridor. The underlying state space is discretized into 100 × 50 states, and the agent has a choice of four actions as in Experiment 1. The space has 4360 states, hence there are a total of 17440 parameters. The agent does not observe the states of the system directly, but only sees the camera image corresponding to the current state. The camera images are highly ambiguous, especially close to the walls. We therefore combined the camera images of four different orientations (north, east, south and west) as a panorama. The task of the agent was to reach a goal located in one of the rooms, using only the images to orient itself. As in Experiment 1, training points were chosen uniformly over the input space.
We scaled the images down to 36 × 24 gray-scale images by combining 10 by 10 cubes to a single average value. We normalized the scaled images such that they lay inside the unit cube. No other pre-processing was used. We again used the Gaussian kernel. The difference to experiment 1 is that instead of coordinates we now have images as our inputs. The regularization parameter was determined with the cross-validation. The results for 4000 training points are shown in Figure 3 . We also compared with the GP based LSPI approach. We used the same kernel and settings for both approaches. The results are shown in Figure 2 . Our method improves with increasing sample numbers. The GP based LSPI approach has obvious difficulties with this task and is not improving.
Conclusions and Outlook
We have proposed a novel value iteration algorithm for learning the optimal value function and associated policy in a Markov decision process. The approach works by evaluating the conditional expectation of the value function using a kernel representation of the conditional probability, learned nonparametrically from data. This avoids the need for density estimates or explicit models of the system, and is computationally efficient, having cost linear in the number of samples used in training (or even sublinear, with appropriate approximations). Future work will focus on generalizing to more complex state and action spaces, in particular, to generalize the convergence results to continuous state spaces. Another important generalization concerns the sampling distribution. We assume here iid samples but one can expect that the results also hold in the non-iid case. 
Appendix A. Complexity improvements via sparse representations
We propose a low rank approximation to efficiently compute the conditional expectation of the reward, assuming this is in an RKHS, and following the approach of (Song et al., 2011, Section 5) . For ease of notation, we define the current state x, the next state x ′ , and the action a. If we assume V is an RKHS function, our estimate of the expected conditional value can be written
where α is a vector with ith entry α i (x, a), and Φ :
. We expand V = Φβ, since any component of V orthogonal to the span of Φ will project to zero. We further define Υ := k((x 1 , a 1 ), ·) . . . k((x m , a m ), ·) , the embedding of the training sample of state-action pairs used in obtaining α. We define the Gram matrices L := Φ ⊤ Φ and K := Υ ⊤ Υ as before. Following (Shawe-Taylor and Cristianini, 2004, Section 5 .2), we may approximate Φ ≈ QR using an incomplete Gram-Schmidt procedure, where Q contains ℓ orthonormal columns spanning a subspace of Φ, and R ∈ R ℓ×m is upper triangular in its first ℓ columns, assuming the columns of Φ are in the order of elimination in the Gram Schmidt procedure. Generally, ℓ ≪ m yields a good approximation to Φ: see (Bach and Jordan, 2002, Appendix C) . In the same way, we can define Υ ≈ GH, where G is a set of orthonormal functions spanning a subspace of Υ, H has dimension ℓ 2 × m, and ℓ 2 ≪ m. Denote by I the index set of the first ℓ columns of Φ, and by J the indices of the first ℓ 2 columns of Υ. Then
the expected value is
J k J (x, a) whereL I andK J are the submatrices indexed by I and J , respectively, k J (x, a) is a vector of kernels between the set J of retained points and the new observation (x, a), and we use the form of the Woodbury identity for positive definite matrices in (Petersen and Pedersen, 2008, eq. (147) p. 17) for the final line. A nice feature of this approach is that we only need evaluate the inner product of a new state-action pair with the points in the index set J , which allows us to rapidly compute the expected value function over a wide range of state-action pairs at reasonable cost.
Appendix B. Auxilliary results
Theorem 7 (e.g. Smola and Kondor, 2003, Theorem 4 
) Given a finite set of points
Appendix C. Proofs
C.1 Proof of Lemma 1
The proof is due to Singh and Yee (1994) . Proof For any action-value function Q : X ×A → R and any x let a * = argmax a∈A Q * (x, a), a = argmax a∈A Q(x, a).
C.2 Proof of Lemma 2
Proof From Song et al. (2010b) there exists an empirical embedding operator U :
where || · || HS denotes the Hilbert-Schmidt norm, and the result follows directly from (Song et al., 2010b , Theorem 1).
C.3 Proof of Lemma 3
Proof Since L is strictly positive definite on a finite set (Smola and Kondor, 2003 , Theorem 4) (reproduced in the appendix as Theorem 7) demonstrates that H L consists of all bounded functions on X = {x 1 , . . . ,
is the vector of point evaluations of f on X . Thus H L contains all binary functions on X , bin(X ) := {−1, 1} X ⊂ H L , and let b := max f ∈bin(X ) ||f || L < ∞. Now, given any ǫ > 0, Lemma 2 implies that, uniformly over all (x, a),
Consideration of the all ones function, f : x → 1 ∈ bin(X ), in (15) implies that
Consideration of the function g(x i ) = −1 if α i (x, a) < 0 and which is equal to +1 otherwise, in (15), implies that
where c = E X∼P (·|(x,a)) [g(X)] ≤ 1. Together (16) and (17) imply that
|| L → 0 in P probability and the result follows from the consistency of µ (x,a) , uniformly over (x, a), Lemma 2.
C.4 Proof of Proposition 4
Proof for any V, W ∈ B(X ) we have,
where V * is any element of H L . Continuing,
where the final line follows by applying (10) and Corollary 9 to the first and second terms of the preceding line. Lemma 1 then implies that,
proving (13), and (14) follows by applying Lemma 3.
C.6 Proof of Corollary 6
Proof Recalling Theorem 7, since L is strictly positive definite kernel on a finite set the RHKS H L consists of all bounded real-valued functions on X so we can choose V * = V * in (14).
is a good surrogate to the objective (19) over balls in G, and should give better guarantees on "smoother" functions g (that is, low norm functions).
There are two ways to think about this problem: either µ is a mapping between φ(x) ∈ F and G, i.e., a mapping between feature spaces, in which case the solution is regularized least squares regression in feature space (Section D.1); or µ maps directly from X to G, and the solution is a special case of the approach of Micchelli and Pontil (2005) (Section D.2) .
D.1 Regression between feature spaces
To describe the solution to the regression problem (20), we must first introduce the tensor space of functions F ⊗ G, which is a subspace of H := G F . The tensor product in Hilbert spaces is an immediate extension of the outer product ab ⊤ of vectors a ∈ R d , b ∈ R d ′ , and is described e.g. in (Reed and Simon, 1980, Ch. 2.4) . The inner product between two elements of F ⊗ G is f 1 ⊗ g 1 , f 2 ⊗ g 2 HS := f 1 , f 2 F g 1 , g 2 G .
Note that the tensor inner product is defined in terms of the inner producs on F and G, which must therefore be Hilbert spaces (although X and Y need only be sets). The action of the operator g ⊗ f ∈ H is (g ⊗ f 1 ) f 2 := g f 1 , f 2 .
We will be solving a regression problem which maps φ(x) to ϕ(y). The link with conditional mean embeddings is immediate from the map from F → G, since the conditional mean embedding is a map from feature space to feature space. For instance, if X is a finite set of size d (as is Y), then it has the natural feature map φ(x) := e x , where e s is the unit vector in R p taking value 1 in dimension s, and zero in the remaining entries. In this case, the conditional mean embedding is the conditional probability, and the conditional mean is indeed a mapping from the feature space F to the feature space G: see (Song et al., 2010a , Section 3.3) for details. A second special case is where X := F, Y := G, and x and y are jointly Gaussian distributed with zero mean. In this case, the conditional mean embedding is the conditional mean of y given x, or in other words, the solution to a standard least squares regression problem (which may or may not be regularized). Note that in this case, we rely on X and Y being Hilbert spaces and having well defined inner products, which allows us to indentify them with F and G, respectively. This will not necessarily be true in general.
We now turn to the minimization of problem (20) . Defne the operator A : F → G (assumed to be Hilbert-Schmidt). Then the problem of minimizing (20) 
