An appropriate streamflow forecasting method is a prerequisite for implementation of efficient water resources management in the water-limited, arid regions that occupy much of Iran. In the current research, monthly streamflow forecasting was combined with three data-driven methods based on large input datasets involving 11 precipitation stations, a natural streamflow, and four climate indices through a long period. The major challenges of rainfall-runoff modelling are generally attributed to complex interacting processes, the large number of variables, and strong nonlinearity. The sensitivity of data-driven methods to the dimension of input/output datasets would be another challenge, so large datasets should be compressed into independently standardized principal components. In this study, three pre-processing techniques were applied: singular value decomposition (SVD) provided more efficient forecasts in comparison to principal component analysis (PCA) and average values of inputs in all networks. Among the data-driven methods, the multi-layer perceptron (MLP) with 1-month lag-time outperformed radial basis and fuzzy-based networks. In general, an increase in monthly lag-time of streamflow forecasting resulted in a decline in forecasting accuracy. The results reveal that SVD was highly effective in pre-processing of data-driven evaluations.
Introduction
The non-sustainable use along with unwise water resources management in arid regions has caused socio-economic and environmental problems that resulted in declined standards of living (Azarnivand and Chitsaz 2015) . Owing to the fact that approximately 85% of Iran is comprised of arid, semi-arid and hyper-arid regions, efficient water resource management is the government's area of priority (Khosravi et al. 2014) . Therefore, to provide a context for implementing efficient management in water-limited regions, consideration of appropriate streamflow forecasting is a pivotal prerequisite.
Hydrological forecasting has benefited from linear, nonparametric or nonlinear approaches during recent decades (Marques et al. 2006) . As stated by , the following assumptions have directed researches in this field: the linear and autoregressive approaches suggest that "a time series is originated from a stochastic process with an infinite number of degrees of freedom." However, the basis of the next group of approaches involving the k-nearest-neighbour (KNN) algorithm, artificial neural networks (ANN), is rooted in a deterministic dynamic system. Comparative researches have illustrated the superiority of the second group over the first in the majority of cases (Hsu et al. 1995 , Coulibaly et al. 2000 , Cheng et al. 2005 . In general, owing to the fact that nonlinear dynamics cannot be appropriately defined by regression approaches, ANNs have outperformed linear regression in forecasting river flows most of the time (Wu et al. 2008) . Moreover, short-term rainfall predictions by Toth et al. (2000) showed that the ANN approach outdid the KNN method.
Based on Araghinejad and Meidani (2014) , hydrometeorological forecasting has a significant relationship with large-scale atmospheric circulations (LSACs). Although streamflow forecasting with respect to LSACs would mitigate the difficulties attributed to operational water management, it would be a source of imprecision, uncertainty and ambiguity in rainfallrunoff (R-R) modelling (Sunday et al. 2014) . Owing to the robustness of ANNs and adaptive neuro-fuzzy inference system (ANFIS) in R-R simulation, the current research has applied these techniques, as they have been successfully used in many studies for considering the effects of LSACs in R-R simulation (see Table 1 ).
Despite the practicality of ANNs and ANFIS, the accurate forecasting of river flow has to deal with the existence of various complex interacting processes in the R-R simulation and a large amount of inputs within the forecasting models (Linares-Rodriguez et al. 2015) . Furthermore, the sensitivity of many data-driven models to the dimension of input/output datasets along with their different orders should be taken into account. Thus, re-dimensioning the input data to provide a robust calibration, and rescaling them to avoid losing the value of a certain variable are crucial prerequisites (Araghinejad 2014) . Various techniques involving principal component analysis (PCA), wavelet analysis (WA), singular value decomposition (SVD), singular spectrum analysis (SSA), for example, have been applied by hydrologists for pre-possessing large volumes of data (Marques et al. 2006 , Hu et al. 2007 , Partal and Kişi 2007 , Sivapragasam et al. 2007 , Wu et al. 2009 , Chen et al. 2009 , Aziz et al. 2010 , Martinez and Jones 2011 , Anderson et al. 2012 , Córdoba-Machado et al. 2015 . Among the pre-processing techniques, PCA is a common mathematical tool used to reduce the number of variables, whilst keeping their variation as far as possible . Throughout PCA, a new orthogonal coordinate system is used instead of the conventional xy coordinate system. Here, reducing dimensionality and data compression, and investigating inter-correlations among the dimensions would also be possible with a robust statistical technique, SVD, which isolates the most significant modes of proposed variables (Wallace et al. 1992 , Lipovetsky 2009 ). In hydrology, SVD has been mostly applied to investigate inter-relationships between two spatial-temporal variables, such as sea-surface temperature (SST) and a hydrological variability.
In this study, the major challenges are attributed to providing proper R-R simulation, along with compressing the large datasets into independently standardized principal components. In so doing, two ANNs, generalized regression neural network (GRNN) and multi-layer perceptron (MLP), plus ANFIS, were used for river flow forecasting in the southwest of Iran. The ANNs used belong to different categories of ANNs, and the reason why three different data-driven techniques were used is due to the fact that they belong to different categories of neural networks. The MLP approach is the most frequently applied ANN in different fields of engineering, while the GRNN is a statistical neural network belonging to radial basis networks. Meanwhile, ANFIS takes advantage of the reasoning capability of the fuzzy inference system (FIS) plus the adapting capability of the ANN to cope with imprecise and incomplete information of complex systems (Kim and Kasabov 1999, Sahay and Sehgal 2014) .
In line with the input data, besides 11 precipitation stations and a runoff data series, four LSACs/climate indices (CIs) are applied as the input data of the proposed models. The current study creatively deals with the capabilities of SVD analysis as a tool for dimension reduction through the pre-processing procedure of conventional data-driven R-R modelling. Thus, the SVD has been compared with another well-known method of pre-processing, namely PCA. Furthermore, it has been compared with simple averaging as the simplest method of pre-processing. Unlike the previous researches that emphasized spatial-temporal inter-relationships, the ongoing research creatively applied SVD to determine coupled relationship between rainfall and runoff along with the relationship between rainfall and CIs.
Material and methods

Description of case study and dataset
Located in the southwest of Iran, the Karkheh River Basin covers an area of 51 000 km 2 bounded by 30-35ºN latitude and 46-49ºE longitude (Fig. 1) . The mean annual precipitation varies between 300 and 800 mm, while the average annual discharge into the Karkheh Dam amounts to 5916 Â 10 6 m 3 . The rivers Gamasiab, Qarasou, Saymareh and Kashkan are tributaries of the Karkheh River (Masih et al. 2009 ).
For the current research, the study period considered was 1982/83 to 2006/07 (1 September to 31 August of the following year). The dataset includes: precipitation data of 11 stations (six in the Saymareh sub-basin, the remainder in the Karkheh sub-basin); the natural streamflow to the Karkheh Dam; and four CIs, namely, AMO, NAO, PDO and SOI (Table 2, for explanation of abbreviations, see Table 1 ). Based on the literature, these climate indices provide the most important predictive information for hydrological 
2.2.
Pre-processing of data 2.2.1. SVD Throughout SVD, a rectangular matrix A is decomposed into the product of three following matrices (Ottaviani and Paoletti 2015) :
where U and V are orthogonal matrices where U T U = I and V T V = I, and S is a pseudodiagonal matrix with zero values at entries. The columns of U and V are orthonormal eigenvectors of AA T and A T A, respectively. Then SVD was applied for pre-processing, i.e. compressing the precipitation datasets and CIs. In this regard, isolation of the most significant modes of precipitation data, and CIs was done with respect to crosscovariance matrix as follows, respectively: where COV is the covariance; s is the number of precipitation stations; sig is the number of climate indices; and y is the number of months.
Next, three matrices including two singular vectors, U and V, along with a matrix of singular values (S) in a descending order were developed for each of them as follows, respectively:
Isolation of the most significant modes of precipitation data, and CIs was done on the basis of squared covariance fraction (SCF) as follows:
where C indicates each of the singular values. Provided that the SCF value of the ith mode is significantly greater than the others, the ith column of singular vectors matrix of precipitation data and CIs was generated as follows:
where i varies from 1 up to the maximum number of important modes.
PCA
Principal component (PC) analysis substitutes sets of correlated variables into a smaller group of linearly uncorrelated variables on the basis of an orthogonal transformation (Singh et al. 2014) . The PCs include the complete variance of the data all at once where the first PC reflects the majority of the information content of the dataset, while the last PCs are not actually considered for the purpose of dimensionality reduction (Trauth et al. 2007 ). Based on , considering X as a data matrix involving n observations along with p variables, the linear transformed orthogonal matrix Z would be evaluated as follows:
where Z represents PCs with elements (i,j) of the ith observation and jth principal component; A is a (p × p) matrix with eigenvector elements of the covariance of X (A T A = AA T = I).
The total variance of the data matrix X and the covariance matrix of principal components Z is evaluated as follows respectively:
where Λ is a diagonal matrix whose non-negative entries are the eigenvalues of X T X; P ¼ covðXÞ ¼ EðX T XÞ. Considering the fact that traceðZÞ ¼ traceðΛÞ ¼ P p i¼1 λ i , the total variance of X would be similar to the total variance after PCA transformation Z.
The results of SVD and PCA would be also compared with the averaging method.
(3)
The forecasting structure
The following subsection presents detailed definitions of two ANNs (MLP and GRNN), and ANFIS. A flowchart of the computation process is presented in Fig. 2 . The river flow forecast has been made for 1-3 months' lag-time as
where, t is time (month), P is precipitation (mm), CI is the climate index, R is runoff (× 10 6 m 3 or million cubic metres, MCM) and i is the time delay which varies from one to three.
MLP
A three-layer MLP structure involves an input layer that is connected to one or more hidden layers and an output layer. On the basis of supervised learning in the training process of MLP, the training process goes on to minimize the following function (Araghinejad 2014):
where K is the number of data, y k is the kth observation output, andŷ k is the kth predicted output. To evaluatê y, the following formula was used:ŷ
where m is the number of neurons in the hidden layer, n is the number of independent variables, w j is the weight that links the jth neuron in the hidden layer to the neuron of the output layer, w ji is the weight that links the ith input variable to the jth neuron in the hidden layer, x i is the ith independent variable, w j0 is the bias of the jth neuron of the hidden layer, w 0 is the bias contributed to the output neuron, and g and f are activation
GRNN
The GRNN along with radial basis function (RBF) constitute statistical neural networks. The GRNN is a standard regression procedure for estimating the continuous variables (Cigizoglu 2005) . Similar to most networks, the number of neurons in the input and output layers of GRNN is equal to the dimension of input and output vectors, respectively (Sarani et al. 2015) . The input layer, pattern layer, summation layer, and output layer constitute the network of GRNN (Ceryan et al. 2012 entirely connected to the pattern layer where each unit emerges as a training pattern. In this regard, the output is a measure of the distance of the input from the stored patterns. The output of each neuron in the pattern layer is connected to two neurons in the summation layer namely, S-summation and D-summation neurons. Unlike S-summation neuron, which calculates the summation of the weighted outputs of the pattern layer, D-summation neuron's task is computation of sums of the un-weighted outputs of the pattern neurons (Mamak et al. 2009 ). The output value is obtained from the following equation (Araghinejad 2014):
where X r is the network input with unknown output, X b is the observed inputs in time b, h is the spread, T b is the target associated with the bth observation, and n is the number of observations. In fact, the weights of the output layer are considered as target values.
ANFIS
Based on Matsumoto et al. (2006) , the methodology of ANFIS is presented as follows.
Throughout the first-order Sugeno's system, the following rule set with two fuzzy IF/THEN rules can be employed:
where f is the weighted crisp average of the individual rule outputs, and {p i , q i , r i } are the parameter set of the output function.
ANFIS trains FIS membership functions (MFs) parameters on the basis of hybrid least-squares and the back-propagation gradient descent methods. The ANFIS consists of five layers including the fuzzy layer, product layer, normalized layer, defuzzy layer, and total output layer as follows (Jang 1993 , Tutmez et al. 2006 , Dastorani et al. 2010 ):
The first layer: each node of the first layer is considered as an adaptive node, indicating MFs that can be generalized for instance by Gaussian or Bell functions as follows, respectively:
where a i , b i and c i are parameters determining the shape of the MFs; x is the input to node i, and A i is the linguistic scale. The second layer: every node in this layer is considered as a fixed node, indicating the firing strength of a rule based on multiplying incoming signals and sending the product out, as follows:
The third layer: To evaluate the normalized firing strength of each rule, the nodes compute the ratio of the ith rules firing strength to the sum of all rules' firing strengths, as follows:
The fourth layer: every node in this layer is considered as an adaptive node, representing the contribution of ith rule toward the overall output, as follows:
The fifth layer: the single, fixed node of this layer sums all the incoming signals, as follows: Figure 3 presents the structure of the three networks used in this study.
Setting the parameters
Based on Dawson and Wilby (1998) , adopting a very simple MLP network causes under-fitting and, in contrast, employing highly complex structure results in over-fitting. Activation function is another important parameter that affects the process of simulation for MLP. This is also true for setting the parameters of GRNN (h-best), and ANFIS (number and type of MFs). Thus, to promote efficiency of simulation, throughout the present research, the trial and error method was applied to obtain the optimal parameters of the proposed models. 
Performance criteria
To assess the efficiency of utilized models various evaluation criteria are available. Most of the researches applied more than one criterion for assessment of their models' accuracy. For supplementary details regarding performance criteria, Wang et al. (2009) is recommended. Here, accuracy of the above-mentioned models was determined on the basis of four criteria (Table 3 ).
Results and discussion
Based on the advantage of pre-processing techniques in presenting all characteristics of data with limited numbers of data, two scenarios were adopted as follows: (1) producing the compressed precipitation (CP) data through the cross-correlation of 11 precipitation stations data with one streamflow station; (2) producing the compressed climate indices (CCIs) data through the cross-covariance of four large CIs with the precipitation data. The results of SVD regarding squared covariance fraction (SCF) between 11 precipitation stations and river inflow to the Karkheh Dam revealed the significance of the first mode because the SCF of precipitation and the streamflow equalled to one. Similar to cross-covariance between precipitation and the runoff, SCF for four CIs and precipitation data highlighted the significance of the first mode with an approximate value of 99.2%. Hence, for both scenarios, the singular vector matrices were chosen as follows: 
Based on the SCF of two scenarios, i in U matrix should be the first mode, i.e. in Equation (5), i = 1.
For comparison purposes in this study, the average and PCA values of aforementioned inputs were used in addition to SVD. Throughout PCA method, the input data's dimensions reduced to a precipitation dataset and a LSAC plus a monthly streamflow while, another case applied an average of 11 precipitation stations, an average of four CIs, and the monthly streamflow. Figure 4 illustrates these time-series which were used for streamflow prediction. Table 4 shows details of the MLP, GRNN and ANFIS results based on four performance criteria obtained with the help of MATLAB software. It is necessary to say that the results regarding to MLP, are the average values of 10 runs in MATLAB. Table 4 provides the key information for the neural network parameters, functions and performance. Seventy percent of the dataset was allocated to training, while the validation and testing processes each employed 15% of the dataset. Table 4 also gives details of the MLP, GRNN and ANFIS results based on four performance criteria. In addition, the optimal values of the specific parameters of GRNN (h-best) and ANFIS (number of MFs) for the proposed techniques and lags are presented in Table 4 . The most striking results to emerge from Table 4 contribute to answering the following questions: (1) Which pre-processing technique provides a better result? (2) Which data-driven technique provides a better forecasting? (3) Which lag-time has the least error through the simulation process?
To provide a clearer assessment, a glance at Fig. 5 is recommended. According to the test-results of root mean-squared error (RMSE), Nash-Sutcliffe efficiency (NSE), volume error (VE) and linear correlation (R), SVD outdid PCA and Averaging for all three networks and lag times. For instance, the RMSE-test results for MLP with 3-month lags revealed such values as 104.28, 113.28, and 107.29 for SVD, Average, and PCA, respectively. It is obvious that the lowest error belongs to SVD. Another example would be comparison of NSEtest for GRNN with 2-month lags where SVD gained the highest value (0.32). In general, among the existing 36 comparisons of test subsets (3 lags × 3 models × 4 performance criteria), in more than 30 contests the SVD stood superior to the others. The current research applied three data-driven models with multi Perceptron, radial basis, and fuzzy architectures. Hornik et al. (1989) noted that MLP with one hidden layer, which has a sigmoid activation function, is recommended as a universal approximator for approximating the nonlinear functions with any desired accuracy. Analysis of various activation functions in this study revealed a similar result about activation function, and sigmoid function stood superior to the others. For ANFIS, the results which were evaluated based on Gaussian function gave better performance than Bell function or other applied MFs.
According to Table 4 , the optimal number of neurons and h-best were almost different for each lag-time and pre-processing technique whilst, the optimal membership function for all ANFIS lag-times equalled two.
To investigate the most appropriate model for R-R simulation, analysis of test-results of models on the basis of performance criteria should be taken into account. Figure 6 reveals the superiority of MLP over GRNN and ANFIS for the proposed lag-times and preprocessing methods. In this regard, RMSE and VE values contributed to MLP converged to the lower values while, for R and NSE the biggest semi-circle belonged to MLP simulation. On the other hand, streamflow simulation of ANFIS was not satisfying. Finally, although GRNN provides a better simulation than ANFIS, it could not perform as well as MLP. Table 4 . Details of the simulation process showing the performance using the four performance criteria, with three data-driven techniques of: MLP (Neuron illustrates number of optimal neurons for the MLP architecture); h-best of GRNN and number of MFs for ANFIS in each training, validation, and test subset. Unlike the current research where MLP outperformed GRNN, Hosseini-Moghari and Araghinejad (2015) obtained GRNN as the best ANN for monthly and seasonal drought forecasting. In other researches by Kisi et al. (2009) for estimation of monthly suspended sediment, and Pramanik and Panda (2009) for river flow prediction; ANFIS outdid ANN. The diversity of results in finding the best data-driven technique within the aforementioned papers showed that consideration of three techniques with different structure was a proper idea. Therefore, solely relying on literature reviews was not effective because each study obtained a specific technique as the most robust one. Figure 7 displays plots of observed vs forecast streamflow for 1-3 months' lag-time via MLP. According to Table 4 , based on the performance criteria, increase in month lag time of forecasting process resulted in decline of forecasts accuracy for all the methods. It is because of the weak autocorrelation between time series data of long lag time. Deteriorations in ANN's forecasting accuracy because of increasing the time scales has been also reported by Mishra and Desai (2006) . Therefore, MLP with 1-month lag-time due to its higher R value (0.64) stood superior to all the methods. Figure 8 provides a comparison among observed streamflow values vs forecast (test) values of three methods. Due to the fact that 15% of dataset (45 out of 300) constitute the inputs of testing sub-set, the presented period begins with May 2003 and ends with December 2006. It reveals that streamflow forecasting by MLP showed more compatibility with observed streamflow. This compatibility was clearer for 1-month lag-time. Moreover, some months represent lower error values between observed and forecasted values. In this regard, the most appropriate simulation process happened during the periods 6-9, 18-21, 30-33 and 42-45. These months correspond to the period between the end of spring (June) and the end of summer (September) of each year. It shows that the model provided a better simulation for dry months in comparison to wet months. It is more probably because of the low fluctuation within the data during the drought periods. Since the standard deviation of data reduces during the dry months the uncertainty of forecasting reduces consequently. Throughout the long-term prediction of precipitation in Maharloo Lake Basin, south-west of Iran, Sigaroodi et al. (2013) reported a similar result. They attributed low accuracy of wet months' forecast to the long distance of the case study to the Pacific and Atlantic oceans.
Concluding remarks
Throughout the ongoing research, three data-driven techniques were used to provide streamflow forecasting for Karkheh Basin in south-west Iran. From the methodological point of view, the main objective of paper was determination of the most appropriate pre-processing method for compressing the input data. Here, a robust pre-processing technique must be adopted to compress the high dimensionality of the data along with considering correlation of the input data with dependent variables. In this regard, in contrast to PCA, SVD has received relatively little attention in previous studies. This is somewhat surprising since SVD is a crucial ingredient of regression and approximation methods, data compression, and other signal processing applications. In this study, SVD stood superior to PCA and averaging methods. SVD successfully generated one time-series for 11 precipitation stations and also another time-series for four CIs. Throughout the current research, the R-R forecasting structure considered the correlation of the utilized data with dependent variables. Besides reducing the input data, increasing evaluation process speed, and considering correlation among dependent variables, SVD improved forecasting efficiency. The research also determined MLP as superior to radial basis and fuzzy-based networks due to higher forecasting efficiency of its performance criteria. Technically, increase in month lag time of streamflow forecasting resulted in decline of forecasts accuracy. The most compatibility between observed and forecasted values happened for 1-month lag time. The most appropriate simulation process happened during the period from end of spring (June) to end of summer (September) for each year. Thus, the model provided a better simulation for dry months in comparison to wet months. To sum up, due to the results that indicated employment of SVD rather than PCA or average values of input data promoted the simulation process of data-driven models, it has been recommended for complex simulations via data-driven methods.
Future works and limitations
The current research designed a comparative framework to evaluate efficiency of the proposed soft computing models. Comparison of real-life case studies of contemporary soft computing techniques in hydrologic engineering shows that these techniques would be excellent tools for R-R simulation. Due to successful application of supporting vector regression (SVR) by Wu et al. (2008) and goal programming (GP) by Muttil and Chau (2006) in some other related researches, it would be effective to provide R-R simulation based on SVR, and compare its efficiency with the utilized techniques of current research. Moreover, owing to the fact that robustness of evolutionary algorithms (EAs) has been proved by various hydrologists ( providing a comparative study between EAs and other parameter setting approaches would be another idea that could be taken into account in the foreseeable future. In this research, due to the increase in the agricultural development in the region and consequently a major withdrawal from the river, a considerable 'jump' has been seen within the time series of data since 2007. Therefore, the stationary section of the data which is the same period as considered in the paper, has been considered for R-R modelling. Obviously, for future works, the developed model should be combined with a water resource model to simulate the states of the region from 2007 on.
