This paper proposes a clustered model reduction method for semistable positive linear systems evolving over directed networks.
to significantly simplify to analyse large-scale systems while capturing their essential properties of interest.
A number of model reduction methods can be found in the literature [1] . For instance, model reduction methods inspired by principal component analysis, such as the balanced truncation [4] and the Hankel norm approximation [15] , are well known. A major advantage of these methods is the availability of an error bound in terms of the H ∞ -norm or Hankel norm. Furthermore, the class of moment matching methods, including the Krylov subspace methods, is also well known [8] . This class of methods aims to suppress discrepancies in the system behavior for specific input signals, and has the advantage of a computationally efficient implementation. However, unlike the former class of methods, a priori error bounds have not yet been derived. For these existing model reduction, a systematic procedure is provided. However, they have a drawback in terms of their application to network system: the network structure of systems, i.e., the interconnection topology among state variables or subsystems, is destroyed through the approximation. This is because each state of the resultant approximants is constructed by a linear combination of all the original states. Therefore, to practically approximate a network system, it is crucial to develop a model reduction method that explicitly preserves the network structure of the system. One approach to network structure-preserving model reduction can be an extension of structure-preserving model reduction methods found in the literature. For example, [18] addresses a model reduction problem that considers the preservation of the second-order structure. However, this problem is not formulated on the premise of network structure preservation. In contrast to the existing approach, a clustered model reduction method has been developed for stable systems evolving over undirected, or bidirectional networks [12] . In this method, by focusing on the symmetry of system matrices, we have introduced a system transformation, called positive tridiagonalization, to characterize the cluster reducibility, defined as the uncontrollability of disjoint subsets, or clusters, of state variables. The aggregation of reducible clusters yields an approximate model that preserves the network structure among clusters and the stability of systems, and provides an error bound in terms of the H ∞ -norm. However, the applicability of this clustered model reduction is rather restricted because both stability preservation and reducibility characterization are heavily reliant on the symmetry of the system matrices. From a practical point of view, it is crucial to improve the applicability of our clustered model reduction framework.
One major difficulty confronted by network structurepreserving model reduction involves preserving the stability of the original system in its approximants. To enable the systematic development of clustered model reduction, it is important to clarify the class of systems to which it can reasonably be applied. In [5] , it has been found that stability analyses can be tractably performed for a class of systems admitting a positive property, called (internally) positive systems. More specifically, the stability of positive systems can be characterized by an eigenpair, called the Frobenius eigenvalue and eigenvector. In fact, clustered model reduction has good compatibility with the approximation of positive systems because, as long as we make the aggregation coefficients non-negative, the positivity property of systems can be preserved in its approximants. In this paper, we use this compatibility to show that the semistability of positive systems can be preserved by a selection of aggregation coefficients specified by the Frobenius eigenvector. Moreover, we derive an alternative characterization of cluster reducibility based on a projected controllability Gramian. Owing to this development, we can apply clustered model reduction to semistable positive systems, called positive directed networks, involving compartmental systems, and Markovian processes [5] .
To demonstrate the improved applicability, we provide an illustrative example of a chemical master equation (CME) compatible with enzyme-catalyzed reaction systems. It is known that CMEs belong to a class of Markovian processes [9, 16] , which can be regarded as a semistable positive directed network. Since the dimension of CMEs tends to be large, they are not necessarily analytically or numerically tractable. To overcome this difficulty, the proposed clustered model reduction method produces an aggregated model that preserves several fundamental properties as Markovian processes. A preliminary version of this paper was published in [11] . In comparison with it, this paper provides detailed proofs and explanations for our theoretical results.
The remainder of this paper is structured as follows: In Section 2, we first formulate a clustered model reduction problem for positive directed networks. In Section 3, we characterize the cluster reducibility using a projected controllability Gramian, and develop a clustered model reduction method. Section 4 demonstrates the efficiency of the proposed method through an illustrative example of CMEs. Finally, concluding remarks are provided in Section 5.
Notation R: the set of real numbers, R >0 (R ≥0 ) : the set of positive (non-negative) real numbers, N: the set of non-negative integers, I n : the n-dimensional identity matrix, |I|: the cardinality of a set I, im(M ): the image of a matrix M, ∥M ∥ F : the Frobenius norm of a matrix M , diag(v): the diagonal matrix having a vector v on its diagonal, Diag(M 1 , . . . , M n ): the block diagonal matrix having matrices M 1 , . . . , M n on its block diagonal.
For I ⊆ {1, . . . , n}, let e n I ∈ R n×|I| denote the matrix composed of the column vectors of I n compatible with I. A square matrix M (respectively, a transfer matrix G) is said to be semistable if all eigenvalues of M (poles of G) are in the closed left-half plane, and all eigenvalues (poles) with zero real value are simple roots. A square matrix M is said to be reducible if it can be placed into block upper-triangular form by simultaneous row and column permutations. Conversely, M is said to be irreducible if it is not reducible. Furthermore, M is said to be Metzler if the off-diagonal entries of M are all non-negative. The positive (negative) semidefiniteness
. Its positive (negative) definiteness is denoted similarly. The H ∞ -norm of a stable proper transfer matrix G and the H 2 -norm of a stable strictly proper transfer matrix G are denoted by ∥G∥ H∞ and ∥G∥ H2 .
Problem Formulation

Preliminaries
In this paper, we deal with a class of positive linear systems evolving over directed networks. We denote a set of irreducible Metzler matrices by
In this notation, we define the following class of positive systems: Definition 1 A linear system
is said to be a positive directed network if A ∈ M n and B ∈ R n×m ≥0 . This class of systems includes spatially-discrete reaction-diffusion systems, electrical circuit networks, continuous-time Markovian processes, and so forth. Their state trajectory does not escape from the nonnegative orthant R n ≥0 under non-negative input signals and initial conditions. Such systems having the nonnegative property often appear in science and engineering [5] . With the notation of A = {a i,j } and B = {b i,j }, Fig. 1 depicts the interconnection topology (network structure) of positive directed networks. Note that the irreducibility of A ∈ M n assumed in (1) coincides with the strong connectivity of networks, which can be relaxed under a suitable situation; see Section 3.4 for details.
In matrix theory, the dominant eigenvalue of a Metzler matrix A ∈ M n is called the Frobenius eigenvalue of A. An eigenvalue λ of A is said to be dominant if it satisfies Re λ = max{Reλ :λ ∈ Λ(A)}, where Re λ denotes the real part of λ, and Λ(A) denotes the spectrum of A. In this paper, its Frobenius eigenvalue is denoted by λ F (A), and the associated left and right eigenvectors, called the left and right Frobenius eigenvectors, are denoted by v L (A) ∈ R 1×n and v R (A) ∈ R n , respectively. It is known that λ F (A) is real and unique, and all entries of v L (A) and v R (A) are non-negative; see Theorem 11 in [5] . Without loss of generality, we can assume that the left and right Frobenius eigenvectors have the unit norm, namely ∥v L (A)∥ = ∥v R (A)∥ = 1. In this notation, several properties of a semistable Metzler matrix A ∈ M n are shown as follows:
Lemma 1 Let A ∈ M n be given, and assume that it is semistable. Then, it follows that (i) λ F (A) has an algebraic multiplicity equal to 1, (ii) all entries of both v L (A) and v R (A), which are uniquely determined, are positive, and (iii) no eigenvalue of A is on the imaginary axis except for the origin.
PROOF.
Since A ∈ M n is irreducible, the first and second claims are assured by Theorem 17 in [5] . Let us prove the third claim by contradiction. Suppose that the claim does not hold, i.e., A has eigenvalues on the imaginary axis away from the origin. Since λ F (A) is the unique largest real eigenvalue of A, the supposition requires that λ F (A) is on the positive real axis. However, this requirement contradicts the assumption of semistability. Hence, the third claim is verified. □ Lemma 1 ensures that, if λ F (A) = 0, the corresponding left and right eigenspaces are necessarily onedimensional owing to the uniqueness, and they are spanned by vectors having positive entries. Based on this fact, let us define a special class of matrices in M n as
which means that A ∈ M † n has the same left and right Frobenius eigenvectors up to their transpose. As shown in the following lemma, any A ∈ M n is diagonally similar to a matrix in M † n : 
up to its transpose, where both the square root {·} 1/2 and multiplication * are performed in an entry-wise manner. Hence, the claim follows. □ Lemma 2 shows that any A ∈ M n is diagonally similar to D
n . Owing to D being diagonal, the transformed system matrix D − 1 2 AD 1 2 has the same network structure (i.e., Boolean structure) as that of the original system matrix A. Thus, without loss of generality, we can assume that A ∈ M † n holds for any positive directed network Σ. In the rest of this paper, let v F ∈ R n >0 denote the Frobenius eigenvector of A ∈ M † n . One major benefit of this coincidence of the left and right Frobenius eigenvectors is that the semistability of A ∈ M † n can be proved by the quadratic Lyapunov function associated with the identity matrix I n , namely
This is proved by the fact that, for any semistable A ∈ M † n , v F and v T F are the right and left Frobenius eigen-
The negative semidefiniteness of A shown in (4) has good compatibility with the semistabilitypreserving model reduction based on orthogonal projection, as shown in the following lemma:
PROOF. Since any principal submatrix of a negative semidefinite matrix is also negative semidefinite, it follows from (4) 
Hence, the semistability of P AP T is proved. The same argument for a stable A ∈ M † n ensures the stability of P AP T . □ Lemma 3 guarantees that the semistability of A ∈ M † n is preserved in the projected matrix P AP T . Note that P AP T is not necessarily semistable for a general semistable matrix A. Furthermore, the condition P P T = I L indicates that all column vectors of P T are orthonormal. Thus, we see that the assumption of A ∈ M † n has good compatibility with model reduction based on orthogonal projection preserving the semistability of systems. However, note that P AP T is not necessarily Metzler even if A ∈ M † n . Moreover, if P is a dense matrix, then so is P AP
T . This implies that the network structure of the original Σ is destroyed through the orthogonal projection. Therefore, to preserve the positivity as well as the network structure of Σ, we need to impose a specific structure on P ∈ R L×n .
Clustered Model Reduction Problem for Positive Directed Networks
In this subsection, we formulate the problem of clustered model reduction for positive directed networks. To this end, we first introduce the following notion of network clustering [12] :
The family of an index set {I [l] } l∈L is called a cluster set, each of whose elements is referred to as a cluster, if each element I [l] is a disjoint subset of {1, . . . , n} and satisfies
, and the permutation matrix is defined as Π := [e n I [1] , . . . , e
Based on Definition 2, we define the aggregated model of Σ in (2) byΣ
Each state ofΣ P , denoted by ξ l ∈ R, is an approximant of the clustered states given by
To see this more specifically, let us consider an example in which
In this case, as long as the approximation is good, i.e., the trajectory ofx ∈ R n is close to that of x ∈ R n , it follows that p
where x i denotes the ith element of x. As shown in this relation, the trajectory of each state ofΣ P aims to trace the trajectory of a kind of centroid compatible with the clustered states of Σ. In the following, the aggregated modelΣ P in (6) is said to be
. Then, we formulate the following problem of clustered model reduction:
Problem Let a semistable positive directed network Σ in (2) be given, and suppose that A ∈ M † n . Given a constant ϵ ≥ 0, find an aggregation matrix P in (5) such that the aggregated modelΣ P in (6) is semistable and positive, and satisfies
where the transfer matrices of Σ andΣ P are defined by
In model reduction based on the balanced realization [4, 15] as well as the positivity-preserving model reduction based on linear matrix inequalities [14] , each state of the reduced model is usually obtained as a linear combination of all states of the original system, i.e., the transformation matrix is a dense matrix. This clearly contrasts with our problem formulation, because P in (5) is structured as the product of a block-diagonal matrix and a permutation matrix.
Clustered Model Reduction Theory
Exact Clustered Model Reduction
In the rest of this paper, unless otherwise stated, we assume that g in (7) is semistable but not stable, or equivalently, λ F (A) = 0 and v T F B ̸ = 0. Similar results can be straightforwardly obtained for stable systems. Note that, if λ F (A) = 0, guaranteeing the stability of error systems is more challenging than the model reduction of stable systems. This is because the semistability ofĝ, which can be guaranteed by Lemma 3, does not imply the stability of g −ĝ in (7) . Note that we can parametrize P in (5) by an aggregation coefficient vector p ∈ R n and a cluster set {I [l] } l∈L via
In the following, for simplicity, we do not care about the scale of p because any multiple of p yields the same P for a fixed {I [l] } l∈L . Then, we obtain the following result to prove the stability of error systems:
Lemma 4 Let a semistable positive directed network Σ in (2) be given, and suppose that A ∈ M † n . Consider an aggregation matrix P in (5) with the parameterization of (8) , and define g andĝ as in (7). Then, the error system g −ĝ is stable for any {I [l] } l∈L if and only if p = v F ∈ R n >0 .
PROOF.
As shown in the proof of Theorem 4 in [12] , the error system can be in the cascaded form of
where Ξ(
To prove the sufficiency, we first show that both Ξ and P g are stable for any
follows for any {I [l] } l∈L . Noting that P T P is the orthogonal projection matrix onto im(P T ), we see that
This implies that the eigenspace of (A, P ) associated with λ F (A) = 0 is unobservable. Hence, all poles of P g are in the open left-half plane. Next, we prove the stability of Ξ, whose semistability is ensured by Lemma 3. From (10), it follows that (P v F )
T is the left Frobenius eigenvector of P AP T . Thus, we have (P v F ) T P A = v T F A = 0, which implies that the left eigenspace of (P AP T , P A) associated with λ F (P AP T ) = 0 is uncontrollable. Hence, all poles of Ξ are also in the open left-half plane.
Next, we prove the necessity by contraposition. Let us consider the case where all states merge into a single cluster, i.e., I [1] = {1, . . . , n}. If p ̸ = v F , we can see that (10) does not hold because P T = p. Thus, we have P v F ̸ = 0, which implies that P g has a pole on the origin. On the other hand, it follows from the negative semidefiniteness of A shown in (4) that P AP T = p T Ap < 0, whose strict inequality comes from p ̸ = v F . This implies that Ξ in (9) , which is a first order transfer matrix, is stable and its zeros are not on the origin. Hence, the error system in (9) is not stable. □ Lemma 4 shows that the selection of p = v F is necessary and sufficient to guarantee the stability of error systems for any {I [l] } l∈L . This is ensured by the fact that the eigenspace of Σ associated with λ F (A) = 0 is exactly preserved in that ofΣ P . Note that v F corresponds to the steady state of Σ, namely, when u = 0, it follows that lim t→∞ x(t) = v F , where we drop the normalization of v F . This means that, if we consider an example in which the original Σ has consensus-type dynamics with a symmetric A, the consensus property can be preserved in the aggregated modelΣ P . Thus, we can see that this selection of p reflects the magnitude of the state behavior in a steady state.
Next, we introduce the notion of cluster reducibility, which is defined as a kind of uncontrollability of local states. Let us consider the transfer function from the input u to the ith state x i , denoted by g i . In this notation, 
where v i denotes the ith element of v F , we perform the aggregation of x i and x j while guaranteeing the stability of error systems. Based on this observation, we define the following cluster reducibility:
Definition 3 Let a semistable positive directed network Σ in (2) be given, and define g as in (7). A cluster I [l] is said to be reducible if there exists a row vector g
of rational functions such that (e
where p [l] is defined as in (8) with
Let us consider the characterization of this cluster reducibility in an algebraic manner. For linear systems, the controllability Gramian is often used to analyze the controllability of stable systems. However, note that the usual controllability Gramian cannot be defined for semistable positive directed networks because they are not stable. Therefore, we consider using a projected controllability Gramian as follows:
Theorem 1 Let a semistable positive directed network Σ in (2) be given, and suppose that . Then, a cluster I [l] is reducible if and only if there exists a row vector ϕ
where p [l] is defined as in (8) with p = v F ∈ R n >0 . In addition, if all clusters are reducible, then the aggregated modelΣ P in (6) is semistable and positive, and satisfies g =ĝ, where g andĝ are defined as in (7).
PROOF. Note that (11) holds if and only if there exists
T is unitary and
Similarly, (13) is equivalent to the existence of p [l] such that
Therefore, in the following, we prove the equivalence between (14) and (15) . Note that
follows from (10) with p = v F . Thus, the unitary transformation of the left-hand side of (14) by [v F , V ] leads to the equality of
SinceΦ is the controllability Gramian associated with
Hence, (14) is equivalent to (15) . Clearly, g =ĝ is ensured by the fact that the reducibility of all clusters with (8) implies that P g = 0 in (9) . Finally, we have
from the positivity of all p [l] with the fact that P v F and (P v F )
T are the right and left Frobenius eigenvectors of P AP T , respectively. Hence,Σ P is semistable and positive. □ Theorem 1 shows that the cluster reducibility can be characterized by linear dependence among the corresponding row vectors of Φ 1
2
. Note that Φ contains information on the degree of controllability with respect to the stable subspace of Σ. More specifically, it reflects the magnitude of the state behavior when we apply input signals that do not excite the eigenspace associated with λ F (A) = 0. As shown in this theorem, the aggregation of any reducible cluster causes no approximation error. Even though such an exact aggregation is indeed desirable, the reduction of system dimensions should be restrictive.
Clustered Model Reduction in Terms of the H 2 -Norm
To perform an approximation error analysis in terms of the H 2 -norm, we define a relaxed notion of cluster reducibility as follows:
Definition 4 Let a semistable positive directed network Σ in (2) 
In Definition 4, the constant θ represents a quantitative index of cluster reducibility, where the scaling by √ |I [l] | is introduced for technical reasons. Clearly, the relaxed condition in (18) includes the exact condition in (13), and they are equivalent if θ = 0. This inclusion implies that, in the construction of clusters, we find a set of states that behave similarly for all input signals. Intuitively, giving a small θ, we can expect to obtainΣ P that is a good approximant of the original Σ. Then, we can obtain the following result:
Theorem 2 Let a semistable positive directed network Σ in (2) be given, and suppose that A ∈ M † n . Under the same notation as that in Theorem 1, let γ > 0 be such that
If all clusters are θ-reducible, then the aggregated model Σ P in (6) is semistable and positive, and satisfies
PROOF. By (9), ∥g−ĝ∥ H2 ≤ ∥Ξ∥ H∞ ∥P T P g∥ H2 holds, where both Ξ and P g are stable as shown in the proof of Lemma 4. Since the Riccati inequality
associated with Ξ is identical to that associated witĥ 
whereṼ T P AP TṼ is stable. Based on this representation, let us prove that ∥Ξ∥ H∞ < γ by virtue of (19) . To this end, we first prove that there exists some γ > 0 such that (19) holds. From A ∈ M † n , it follows that
Thus, X := V T AV + V T A T V is negative definite. Note that X ⪯ −λ 1 I n−1 holds for λ 1 denoting the minimal eigenvalue of −X. Similarly, for λ 2 denoting the maximal eigenvalue of the positive definite Y := V T AA T V +I n−1 , we have Y ⪯ λ 2 I n−1 . Therefore, the left-hand side of (19) satisfies
Hence, (19) is satisfied for any γ > λ 2 /λ 1 . Multiplying (19) byṼ T P V and (Ṽ T P V ) T from the left and right, respectively, we havẽ
where we have used V V T A = AV V T = A and
Thus, the bounded real lemma ensures ∥Ξ∥ H∞ < γ by (21). Next, we evaluate ∥P T P g∥ H2 . From (17) , it follows
∥ F , where P can be formed by replacing each p [l] in (5) with p [l] . Since [p
T is unitary, we have
where p [l] is allowed to be empty if |I [ 
where we have used (20) follows. Finally, the positivity ofΣ P follows from the positivity of all p [l] . □ Theorem 2 shows that there is a linear dependence between θ and the approximation error. Thus, we can use θ as a design parameter to regulate the approximation quality of resultant aggregated models. Note that the clustered model reduction method can generally provide better approximation than a positivity-preserving model reduction method performed by the simple truncation of state variables having a small influence on the input-to-output mapping [17] . This is because the clustered model reduction can aggregate the states not only having small behavior but also having similar behavior for input signals.
In model reduction theory, it is known that guaranteeing semistability preservation and performing an error analysis are generally challenging problems, especially in structure-preserving model reduction [19] . Our success stems from the clarification that
• there exists a diagonal similarity transformation to make a Metzler matrix negative semidefinite, as shown in Lemma 2, • the stability of error systems can be guaranteed by giving aggregation coefficients associated with the Frobenius eigenvector, as shown in Lemma 4, and • each row vector in the Cholesky factor of a projected controllability Gramian, compatible with the H 2 -analysis, algebraically captures the characteristics of state behavior for input signals, as shown in Theorems 1 and 2.
Systematic Implementation
In this subsection, we propose an algorithm for solving the clustered model reduction problem in Section 2.2 with a prescribed value of ϵ. To this end, we first provide a procedure to construct a set of θ-reducible clusters, on the premise that θ ≥ 0 is given and Φ 1 2 is obtained. Assume that a set of clusters {I [1] , . . . , I [l−1] } has already been formed, and let J := {1, . . . , n}\
denote the set of state indices that do not belong to any cluster. When we make a new cluster I [l] , we first choose an index j ∈ J , and then look for indices i ∈ J satisfying 
Hence, we see that the new cluster I [l] is θ-reducible. On the basis of this, an algorithm producing a set of θ-reducible clusters is provided as follows: [l] , j}.
It should be noted that this algorithm does not necessarily produce a unique cluster set, namely a degree of freedom remains in the cluster construction. The explicit consideration on this remaining freedom would be a meaningful future work to pursue.
From the alternative expression in (22), we see that, when ∥v Some discussion on the conservativeness of the error bound is in order. Indeed, even though Theorem 2 provides a theoretically reasonable strategy to find {I [l] } l∈L , the error bound in (20) may become conservative, especially in a large-scale setting. This is because no information on P and P is taken into account to derive the upper bound of γ in (19) . To compensate for this weakness, we propose an efficient method to calculate the approximation error by utilizing the cascaded form of the error system in (9) 
Then, it follows that
Thus, the error system can be represented as
where
with A 11 :=Ṽ T P AP TṼ , A 12 :=Ṽ T P AP T P V , and
Y ∈ R (L−1)×(n−1) be solutions of the following Lyapunov and Sylvester equations:
whereΦ is the solution of (12) . Since the controllability Gramian for the realization of the error system in (23) is given by
, the approximation error in terms of the H 2 -norm is calculated with
where we have used (24) is obtained in advance to find P because it is used to find Φ. Furthermore, since we only need to find the lower-dimensional solutions X and Y individually, the equations in (24) can be solved more efficiently than the Lyapunov equation with respect to the simple (n+L)-dimensional error system. Using this a posteriori error calculation, the following algorithm can be used to solve the clustered model reduction problem: We give a note on the computational effort required to compute solutions to the Lyapunov and Sylvester equations. Even though their computation may become time consuming in a large-scale setting, a number of effective methods for solving large-scale Lyapunov and Sylvester equations can be found in the literature. One widely used approach is an iterative calculation based on Krylov subspace methods. For example, [7, 10] develop approximate solution algorithms by explicitly considering the low-rank nature of system matrices. Furthermore, we give an additional note on the initial choice of θ. We notice from (22) that its order of magnitude needs to be comparable with that of ∥ϕ i ∥ in the construction of a reasonable cluster set. This can be confirmed by the fact that, if ∥ϕ i ∥ ≪ θ for all i ∈ {1, . . . , n}, then all states should merge into a single cluster. Finally, note that the posteriori error calculation in Steps (d)-(e) can be skipped when we are interested in the dimension of approximants. Such an approximation is effective when only limited memory storage is available.
Generalization to Reducible Systems
In this subsection, we consider relaxing the irreducibility condition of A ∈ M † n assumed in Definition 1. Note that, for a reducible matrix A, we cannot apply the diagonal similarity transformation shown in Lemma 2, because its left and right Frobenius eigenvectors may have zero entries. This spoils the property in (10) that can be rephrased as
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This relation is fundamental to the above arguments used to prove the stability of error systems. Conversely, if (26) is satisfied, the assumption of irreducibility is not required to prove the stability of error systems.
Without loss of generality, we can assume that a reducible matrix A is structured as
where the diagonal blocks A k,k ∈ M n k are irreducible for all k ∈ {1, . . . , K}. In addition, we assume that >0 . Even though the second and third assumptions are not necessarily trivial for a reducible matrix A, we shall see in Section 4 that they are indeed satisfied by a CME derived from enzyme-catalyzed reaction systems. Then, it is readily verified that λ
nK , the left and right Frobenius eigenvectors can be described as
denotes a positive row vector. To guarantee the inclusion in (26), we construct a set of θ-reducible clusters by imposing the following additional constraint: Let N k denote an index set corresponding to the kth block of A, namely 
with some l 0 ∈ L. By giving each p [l] in (8) 
, it turns out that the resultant aggregation matrix satisfies (26). This is verified by the fact that P is to be structured as P = Diag(P 1:K−1 , P K ) ∈ R L×n where
Hence, the stability of error systems is guaranteed by the aggregation matrix P associated with {I [l] } l∈L satisfying (27).
Moreover, we can derive an H 2 -error bound similar to that in Theorem 2, if all clusters are θ-reducible. In this case, though it is difficult to analytically show an a priori bound of ∥Ξ∥ H∞ , we instead obtain
where Ξ is defined as in (9) . This expression implies that, even for Σ with a reducible matrix A, the parameter θ can be used as a design criterion to regulate the approximation quality of the resultantΣ P .
On the Applicability of Proposed Clustered Model Reduction
For the clustered model reduction method developed in Sections 3.1-3.4, the existence of the diagonal similarity transformation in Lemma 2 is a key factor in guaranteeing the semistability of the resultant aggregated models.
The existence of such a diagonal similarity transformation is closely related to the existence of diagonal Lyapunov functions. This can be explained as follows: Let A ∈ R n×n be such that from the left and right, respectively, it follows that
Thus, any A satisfying (28) is similar to the negative semidefinite matrixÃ. In these specific system coordinates, we can always perform projection-based model reduction that preserves the semistability, as long as we use orthogonal projection. However, the transformation in (29) is generally unworkable in clustered model reduction. This is because the network structure of the original A is destroyed through the transformation, since V 1 2 generally turns out to be a dense matrix.
In view of this, we can see that the existence of diagonal Lyapunov functions is key to theoretically guaranteeing the semistability preservation in clustered model reduction. One particular class of systems that admit diagonal Lyapunov functions is those with a symmetric system matrix. For this class of systems, we have developed [12] a clustered model reduction method, in which an error bound in terms of the H ∞ -norm is guaranteed and the symmetry of the system matrix is preserved on the basis of orthogonal projection. In this paper, we enhance the applicability of our clustered model reduction by using the fact that any positive directed network admits a diagonal Lyapunov function, and cluster reducibility can be characterized for semistable systems based on a projected controllability Gramian. Furthermore, we have clarified that a specific condition on the aggregation matrices, like (26), is crucial in guaranteeing the stability of error systems. Note that several characterizations of systems admitting diagonal Lyapunov functions can be found in the literature [2, 13] . In particular, [13] develops an effective method to determine their existence through a feasibility test for a linear programming problem. Based on these characterizations, one can address a clustered model reduction problem for a broader class of systems.
Illustrative Example
Chemical Master Equation
In this section, we consider the following chemical reaction system composed of four different molecules, denoted by S i for i ∈ {1, . . . , 4}:
where c i ≥ 0 denote the reaction rate constants. This class of a chemical reaction system is known as the mechanism of enzyme-catalyzed reactions [9] . Let us consider the case in which the initial number of molecules of both S 1 and S 2 is N 0 . In this case, all realizable distributions of the number of molecules are enumerated by the
where the ith entry denotes the number of molecules of S i for i ∈ {1, . . . , 4}. We denote each realizable distribution by ξ (i) ∈ N 4 for i ∈ {1, . . . , n}, and the realization probability of ξ (i) at time t by x i (t) ∈ [0, 1]. In this notation, the time evolution of (30) is captured by the CMĖ
is semistable and Metzler; see [9] for the derivation. Note that the initial condition x(0) represents the situation where the realization probability x 1 (t) of
T is equal to 1 at t = 0. Furthermore, it follows that ∑ n i=1 x i (t) = 1 for all t ≥ 0 because each x i represents the realization probability of distribution ξ (i) . Accordingly, A in (31) satisfies where we drop the normalization of the Frobenius eigenvectors. In Fig. 2 , where the distributions are enumerated as ξ (1) 
T , we show the transition diagram of (30) in the CME expression. The horizontal transitions correspond to the first and second reactions, and the vertical transitions correspond to the third reaction in (30). Since the initial number of molecules is generally given as a value of the order of a few dozen or hundred, the dimension of (31) turns out to be somewhat large. Thus, even though the CME can capture the behavior of the chemical reaction in terms of a set of linear ordinary differential equation, it is not necessarily analytically or numerically tractable [9, 16] . Therefore, to enable practical analyses, it is desirable to derive a mesoscopic model that approximates the essential properties of the microscopic expression in (31).
Clustered Model Reduction of the Chemical Master Equation
In this subsection, based on the fact that (sI n −A) −1 x(0) is equal to the Laplace transform of e At x(0), we approximate the CME in (31) described by Σ in (2) with B = x(0). We apply the algorithm proposed in Section 3.3 to construct an aggregated model that satisfies a prescribed error precision. Let us prescribe the admissible error as ϵ = 7.6 × 10 −3 . Against each value of θ, Fig. 3-(a) plots the resultant dimension of the aggregated model. Furthermore, in Fig. 3-(b) , we plot the resultant approximation error, which is the value given by (25). These figures show that the dimension of the aggregated model increases, and the approximation error appropriately decreases, as θ decreases. This result confirms that the value of θ successfully captures the approximation quality of the aggregated models. By decreasing the value of θ according to Steps (c)-(f), we find that, when θ = 7.99 × 10 −6 , the original 3321-dimensional CME is reduced to a 684-dimensional version, and the resultant approximation error is 6.2 × 10 −3 , which is less than the prescribed ϵ. Fig. 3-(c) shows the trajectory of the original system x ∈ R n (solid lines, 3321-dimensional) and that of the aggregated modelx ∈ R n (dashed lines, 684-dimensional). We can see from this figure that the behavior of the CME in (31) is well approximated by that of the aggregated model. From the result above, we can conclude that the proposed clustered model reduction method works well even for reducible CMEs. In addition, the aggregated model not only approximates the behavior of (31), but also preserves particular properties of the CME. More specifically, the aggregated model has the following properties:
• the positivity of systems (the non-negativity of the state trajectory) is preserved, • the sum of all states is equal to 1 for any t ≥ 0, • the steady state distribution is exactly preserved, and • each state of the aggregated model tracks a centroid of a set of the original states, where the second and third items are guaranteed by (26).
Concluding Remarks
In this paper, we have developed a clustered model reduction method for semistable positive systems evolving over directed networks, called positive directed networks. In comparison with our previous work [12] , the applicability of clustered model reduction has been improved by the developments reported in this paper. This success stems from the clarification that the existence of diagonal Lyapunov functions is key to guaranteeing the semistability preservation in clustered model reduction, and cluster reducibility, defined as the uncontrollability of local states, can be characterized for semistable systems based on a projected controllability Gramian. The efficiency of the proposed method has been demonstrated through an illustrative example using CMEs, which are a type of Markovian process. The proposed method can systematically construct a mesoscopic model of CMEs that well approximates the behavior of the original system while preserving particular properties of the Markovian processes.
As for the optimality of approximation, although a necessary condition for the H 2 -optimality is derived for approximate models with a set of a priori fixed poles [6] , an adequate solution to the optimal approximation problem has not yet been given even in unstructured model reduction. In view of this, it would be natural to say that the optimal approximation is harder to pursue in the clustered model reduction, where a non-negative sparse structure is imposed on aggregation matrices. This implies that structure-preserving model reduction is generally difficult to develop without the sacrifice of approximation accuracy.
