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Abstract
We show that the vacuum state functional for both open and closed string field theory
can be reconstructed from the vacuum expectation values it must generate. The method also
applies to quantum field theory and as an application we give a diagrammatic description
of the equivalence between Shro¨dinger and covariant representations of field theory.
1 Introduction and review
The Euclidean vacuum functional of quantum field theory [1] and first quantised string the-
ory [2] can be constructed via a large time functional integral. The Lorentzian continuation
in field theory is
Ψ0[φ] =
∫
Dϕ exp
(
i
~
0∫
−∞
dx0 L(ϕ, ϕ˙)
)∣∣∣∣
ϕ=φ at time 0
.
(1.1)
The boundary condition in the infinite past is that the field must be regular. By shifting the
integration variable by a piece proportional to the Heaviside function the field dependence
is moved out of the boundary conditions and into the action, giving
Ψ0[φ] =
∫
Dϕ exp
(
i
~
0∫
−∞
dx0 L(ϕ, ϕ˙) +
i
~
∫
dDx ϕ˙(x, 0)φ(x)
)∣∣∣∣
ϕ=0 at time 0
. (1.2)
Standard field theory results then imply that the logarithm of the vacuum functional is
the sum of connected Feynman diagrams constructed from a propagator Gd which obeys
Dirichlet boundary conditions on the hypersurface x0 = 0 with vertices integrated over the
interval x0 < 0. All external legs (those attached to φ) end on the boundary with a time
derivative which results from φ being coupled to ϕ˙.
Our aim is to construct the vacuum state functional for string field theory, following the
interest generated by the Sen conjectures [3]. The string field interaction will be non-local in
our chosen time co-ordinate, but the above description of the vacuum fails if the interaction
becomes non-local. This is because we would attempt to describe the functional by a sum
over field histories on the half space x0 < 0, but through a non-local interaction the field
can couple to itself at arbitrary times.
Following this introduction we will describe an alternative method of constructing the
vacuum functional which applies to both local and non-locally interacting field theories, and
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then generalise to string field theory. The essential ingredient is the set of gluing properties.
For the scalar field propagator these are
∫
dDy G0(x2, t2;y, t)
(
−2
∂
∂t
)
G0(y, t;x1, t1) =


iG0(x2, t2;x1, t1) t2 > t > t1
−iG0(x2, t2;x1, t1) t1 > t > t2
iGI(x2, t2;x1, t1) t > t1, t2
−iGI(x2, t2;x1, t1) t < t1, t2
(1.3)
These rules apply to both the open and closed string field propagator [4] [5] when time is
associated with the hypersurfaces X0(σ) = constant. The point xi is replaced by the 25
dimensional spacetime curve Xi(σ) along with the non-vanishing ghost components on the
Dirichlet sections of the propagator. In this paper X will be shorthand for this whole set to
simplify this notation. For a proof of the gluing rules and a discussion of the ghost sector
see [6].
We will construct the vacuum wave functional using the vacuum expectation values it
must generate. This will apply to both open and closed string field theories with a cubic
interaction, though the explicit form of this interaction is arbitrary. Our construction is
perturbative, we give the first few terms of the functional explicitly, but the procedure used
generalises to all orders in perturbation theory. In the final section of this paper we will
return to local field theory and use our gluing rules to give a diagrammatic demonstration
of the equivalence of Schro¨dinger and covariant field theory pictures in field theory.
2 The string field vacuum state
The vacuum state functional is the generator of vacuum expectation values. For example,
the open string three field expectation value would be represented by, to leading order in
the coupling, the diagram
time = 0
X
1
X
2
X
3
(2.1)
Such expectation values can be used to reconstruct the vacuum state functional. We will
demonstrate this for quantum field theory and then generalise to strings. Since the string
field interaction is in various guises cubic we will consider a non-local scalar φ3 theory with
interaction Hamiltonian density
λ
3!
∫ 3∏
j=1
dDxjdtj W (t,x;x1, t1,x2, t2,x3, t3)φ(x1, t1)φ(x2, t2)φ(x3, t3) (2.2)
written in terms of some kernel W . Replacing this kernel with a product of delta functions
δ(t− ti) recovers the local φ
3 Hamiltonian density. The technique we are about to describe
applies to both local and non-local interactions, as demonstrated in [6] for local φ4 theory.
To begin, consider the free field vacuum functional, which must yield the equal time
propagator as a vacuum expectation value,
~G(x, 0;y, 0) = 〈 0 |φ(x, 0)φ(y, 0)| 0 〉 =
∫
Dφ φ(x)φ(y)Ψ20[φ]
which implies that the free field vacuum is the exponent of the inverse of the equal time
propagator. This inverse is
G0(x, 0;y0)
−1 = 4
∂2
∂t∂t′
G0(x, t;y
′
t)
∣∣∣∣
t=t′=0
(2.3)
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as we proved in [6], so the free field vacuum is
Ψfree0 [φ] = exp
(
−
1
4~
∫
dD(x,y)φ(x)G0(x,
•
0;y,
•
0)φ(y)
)
, (2.4)
as is easily checked. The bullet is a time derivative with factor −2, as in (1.3). Now introduce
the cubic interaction. Our arguments are based in the Schro¨dinger representation, and treats
all spatial arguments in the same way as covariant methods. Therefore we may choose the
interaction to be local or non-local in space without affecting the results, as such we will
write the Hamiltonian as
λ
3!
∫ 3∏
j=1
dtj W (t; t1, t2, t3)φ(t1)φ(t2)φ(t3) (2.5)
to keep notation compact, suppressing the spatial dependencies whenever possible. Accord-
ingly we will abbreviate our representation of the free propagator to
Gx(0; tj) := G0(x, 0;xj , tj),
φxGx(0; tj) :=
∫
dDx φ(x)G0(x, 0;xj , tj).
(2.6)
To clarify our arguments we also assume that the interaction kernel is symmetric in its
indices. The following applies when this is not the case, the only difference being the ap-
pearance of sums of terms corresponding to inequivalent ways of attaching propagators. We
will now describe how to identify higher order terms in the vacuum functional by expanding
in orders of λ and ~ with a recursive process using vacuum expectation values.
We begin with the lowest order expectation value, which is the tree level three field
expectation value of order λ~2. A covariant field theory calculation implies that this is
〈 0 |φ(x, 0)φ(y, 0)φ(z, 0)| 0 〉 = −iλ~2
∞∫
−∞
dt
∞∫
−∞
3∏
j=1
dtj W (t; t1, t2, t3)
×Gx(0; t1)Gy(0; t2)Gz(0; t3)
(2.7)
Alternatively, we can abandon the explicit kernel W and think of this as some Feynman
diagram which ties together three legs ending at x0 = 0, in some way (the usual Feynman
diagram showing three propagators meeting at a point vertex is not suitable):
t
1
t
2
t
3
x y z
0
 ih
2
(2.8)
Introducing an unknown diagram Γ into the vacuum,
i i i
 
	
0
[℄ = 	
0
[℄
free

1 +

3!h

, (2.9)
we require the expectation value to be given by
〈 0 |φ(x, 0)φ(y, 0)φ(z, 0)| 0 〉 =
∫
Dφ φ(x)φ(y)φ(z)Ψ20[φ]. (2.10)
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Equivalently this may be expressed as
t
1
t
2
t
3
x y z
0
= 2
 
0
x y z
(2.11)
where the fields in Γ have been contracted with the fields at external points using the inverse
of the quadratic piece of the vacuum functional squared, which is the equal time propagator
(the arcs on the right hand side). The factor of 2 appears because of this squaring.
To identify Γ we invert these using (2.3). The right hand side of the above becomes the
unknown kernel. The left hand side has external legs attached to the inverse of the equal
time propagator. This produces propagators with a time derivative at the boundary t = 0,
and is independent of the sign of the time ti at the other end of the propagator (see [6] for
details). The result is
jt
1
j jt
2
j jt
3
j
x
0
y z
=  
i
2
 
x y z
. (2.12)
Note the modulus signs on the right hand side, illustrating the independence of the prop-
agator endpoint on the sign of the time. In terms of the interaction kernel W the vacuum
state functional is
Ψ0[φ] = Ψ
free
0 [φ]
(
1−
λ
2.3!~
∞∫
−∞
dt
3∏
j=1
dtj W (t; t1, t2, t3)
3∏
j=1
φx ·Gx(
•
0; |tj |)
)
. (2.13)
The tree level n–field term in the vacuum functional can be constructed similarly from the
tree level n–field expectation value. Let us now describe a one loop term. We construct the
vacuum functional tadpole using
〈 0 |φ(x, 0)| 0 〉 = −i
λ~
2!
∫
dt
3∏
j=1
dtj W (t; t1, t2, t3)Gx(0; t1)G(t2; t3). (2.14)
This is the generalisation of the tadpole
x
0
(2.15)
in local cubic theory. We illustrate it by
h 0 j(x; 0)j 0 i =  i
h
2!
t
1
t
2
t
3
x
0
. (2.16)
We have explicitly written in the factor of 1/2! normally implicit in a Feynman loop. The
diagram is of order ~λ, and receives contributions from the single field one loop term in the
vacuum state and from the three field tree level piece we constructed above.
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We include a new unknown in the vacuum,
	
0
[℄ = 	
free
0
[℄

1 + 
i
jt
1
j jt
2
j jt
3
j
i
0
i i
 
i
2:3!h

, (2.17)
and calculating the expectation value implies
+
ih
2!
h 0 j(x; 0)j 0 i = 2ih
t
1
jt
2
j jt
3
j
x
0
x
. (2.18)
Inverting the equal time propagators as we did before identifies the new kernel,
jt
1
j
t
2
t
3
x
0
 
i
2:2!
jt
1
j jt
2
j jt
3
j
x
0
=  
i
2:2!
. (2.19)
Explicitly,
Ψ0[φ] = Ψ
free
0 [φ]
(
1 +
λ
2.2!
∫
dt
3∏
j=1
dtj W (t; t1, t2, t3)φxGx(
•
0; |t1|)G(t2; t3)
+
λ
2.2!
∫
dt
3∏
j=1
dtj W (t; t1, t2, t3)φxGx(
•
0; |t1|)G(
•
0; |t2|)G(0; 0)G(
•
0; |t3|)
−
λ
2.3!~
∞∫
−∞
dt
3∏
j=1
dtj W (t; t1, t2, t3)
3∏
k=1
φxGx(
•
0; |tk|)
)
(2.20)
This is very similar to the result found for the local theories in [6]. Now we repeat the above
arguments to construct the string field vacuum. The free field vacuum is (suppressing the
~ dependence)
	
free
0
[℄ = exp

 
1
4

0


, (2.21)
just as in (2.4). The double represents the open or closed string field propagator. We
propose the lowest order expansion

 
 
0
	
0
[℄ = 	
free
0
[℄

1 +
1
3!

. (2.22)
Trying to recover the three field vacuum expectation value using the vacuum functional as
we did before, we find
0
X()
X()
Y() Z()
Y() Z()
0
= 2
 
(2.23)
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The diagram on the left is the three field vacuum expectation value. As before we invert
the equal time propagators on the right hand side of the above, and the left hand side
becomes the kernel we are trying to identify. The first order cubic term in the vacuum state
functional is therefore
X() Y() Z()
0
1
2
(2.24)
Our gluing rules give us the result of joining propagators when each end lies on a constant
time surface, they do not apply when one end lies on a time X0(σ) for non-trivial sigma
dependence, nor how to attach more general surfaces together. For this we need Carlip’s
method, which sheds some light on what the above kernel is.
In [7] it was shown that to correctly sew the moduli spaces of two worldsheets the
inverse propagator (first quantised Hamiltonian) should be attached to one of the boundaries
being sewn. This removes a divergent integral over a redundant length parameter when we
integrate over all shared field arguments on the boundaries being sewn.
Let T
[
t′1, t
′
2, t
′
3
]
is the three string amplitude with external legs ending at curves Xi(σ)
at times X0 = t′i for i = 1 . . . 3. Using the simple identity
f(0) =
∫
ds f(s)δ(s) =
∫
dsdq f(s)G−1(s, q)G(q, 0). (2.25)
we can write the three field expectation value as
T [0, 0, 0] =
∫ 3∏
j=1
dt′jdtj T
[
t′1, t
′
2, t
′
3
] 3∏
i=1
G−1(t′i, ti)G(ti, 0) (2.26)
Now when we attach the inverse of the equal time propagator the gluing rules imply that
the vacuum functional is
Ψ0[Φ] = Ψ
free
0 [Φ]
(
1−
i
2.3!
∫ 3∏
j=1
dt′jdtj T
[
t′1, t
′
2, t
′
3
] 3∏
i=1
G−1(t′i, ti)ΦX ·GX(
•
0; |tk|)
)
. (2.27)
In our case the inverse propagator is that part of the first quantised string theory Hamilto-
nian which depends on X and t on the boundary of our worldsheet. We can represent the
vacuum functional as
0
  
H H
jt
1
j jt
2
j jt
3
j

	
0
[℄ = 	
free
0
[℄

1 
i
2:3!
H
t
1
t
2
t
3
(2.28)
where we have written H in place of the inverse propagators for clarity. As before, the first
order one loop term in the vacuum wave functional follows, and is
0
H
t

jtj
i
2
 
i
4
0

t
1
t
2
t
3
H H H
jt
1
j jt
2
j jt
3
j
. (2.29)
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This construction applies to both open and closed strings.
3 The Schro¨dinger representation
In the Schro¨dinger representation n–field correlation functions are expressed by n functional
integrals,
〈 0 |φ(xn, tn) · · ·φ(x1, t1)| 0 〉 =
∫
D(φn . . . φ1)Ψ0[φn]φn(xn)S[φn, φn−1; tn − tn−1]φn−1
· · ·φ2(x2)S[φ2, φ1; t2 − t1]φ1(x1)Ψ0[φ1],
(3.1)
where there is one instance of the Schro¨dinger functional S for each product of two fields,
and two instances of the vacuum state wave functional Ψ0 at the initial and final times
(though the time dependence is trivial since the vacuum is an eigenstate. The Schro¨dinger
functional is defined by
S[φ2, φ1; t2 − t1] = 〈φ2 | exp
(
−
i
~
t2∫
t1
dx0 H(x0)
)
|φ1 〉. (3.2)
The Feynman description is
S[φ2, φ1; t] =
∫
Dϕ exp
(
i
~
t∫
0
dx0 L(ϕ, ϕ˙)
)∣∣∣∣
ϕ=φ2 at x
0=t
ϕ=φ1 at x0=0,
(3.3)
As before a shift of integration variable moves the field dependence out of the boundary
conditions and into the action, giving
S[φ2, φ1; t] =
∫
Dϕ exp
(
i
~
t∫
0
dx0 L(ϕ, ϕ˙) +
i
~
∫
dDx ϕ˙(x, t)φ2(x)
−
i
~
∫
dDx ϕ˙(x, 0)φ1(x)
)∣∣∣∣
ϕ=0 at x0=t
ϕ=0 at x0=0
(3.4)
The logarithm of the Schro¨dinger functional is the sum of connected Feynman diagrams
constructed from a propagator GD which obeys Dirichlet boundary conditions at times
x0 = 0 and x0 = t and with vertices integrated over the interval x0 ∈ [0, t]. All external
legs end on the boundaries with a time derivative. The free field Schro¨dinger and vacuum
functionals are therefore
S[
2
; t
2
;
1
; t
1
℄ = exp

 
1
2h
t
2
t
1
t
1
t
2
+
1
h
t
2
t
1
 
1
2h


2

2

1

1

2

1 , (3.5)
	
free
0
[℄ = exp

 
1
2h

0


, (3.6)
where a propagator drawn with a dotted line obeys Dirichlet conditions on all boundaries
(heavy lines) shown in the diagram. The gray dot denotes a time derivative, and an unbroken
line will represent the free space propagator. The method of images allows us to write
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the propagators in these diagrams as sums over free space propagators. For example, the
propagator in the vacuum is
Gd(x2, t2;x1, t1) = G0(x2, t2;x1, t1)−G0(x2, t2;x1,−t1),
in terms of the free space propagator G0. Using this it is a simple matter to show the
equality of (3.6) and (2.4).
The equivalence of Schro¨dinger and Heisenberg representations of quantum theories is
well documented, but less well known are the details of this equivalence. In this section
we use our diagrammatic methods to demonstrate how covariant correlation functions are
given by the non-covariant Schro¨dinger representation. We return to the standard local φ3
interaction and calculate the simplest non-trivial correlation function
(x
1
; 0)
(x
3
; t)
=  ih
2
1
Z
 1
d
D
zdz G
0
(x
1
; 0; z; z)G
0
(z; z;x
2
; t)G
0
(z; z;x
3
; t)
(x
2
; t)
.
(3.7)
In the Schro¨dinger representation this is given by the functional integral∫
D(ϕ2, ϕ1) Ψ0[ϕ2]ϕ2(x3)ϕ2(x2) S[ϕ2, ϕ1; t]ϕ1(x1)Ψ0[ϕ1]. (3.8)
We need the first order Schro¨dinger and vacuum functionals, which are
S['
2
; '
1
; t℄ = S
free
['
2
; '
1
; t℄

1
00
tt
 
i
3!h
+
i
3!h
'
2
'
2
'
2
'
1
'
2
'
2
'
1
'
1
0 0 0 0
t t t t
 
i
2
 
i
3!h
+
i
3!h
+
i
2

'
1
'
1
'
1
'
1
'
2
'
2
A B
DC (3.9)
0
 
i
3!h
'
	
0
['℄ = 	
free
0
['℄

1 +
i
2
E
0

' ' '
. (3.10)
The gray letters will be used to reference the diagrams. Excluding the loop diagrams, which
can only contribute disconnected graphs, we must include all of the diagrams in (3.9) and
(3.10) to calculate (3.7), not just diagram B which pictorially matches the desired result1.
Inserting expressions (3.9) and (3.10) into (3.8) and carrying out the functional integrals
the terms A to E contribute the set of diagrams shown below (excluding loops or discon-
nected pieces generated by the integrations). To illustrate we will give the calculation for
1The reason is that, besides being of the correct order to contribute, the boundary conditions on the Dirichlet
propagators mean that even though they may not end on one of the boundaries they can still see it, and can
contribute to the free space result
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diagram C explicitly, and state the results for the remaining diagrams. The numbers 1 to
3 will indicate the spatial positions of the external legs. The thick gray line is shorthand
for K−1, the inverse of the quadratic piece of the product of the Schro¨dinger functional and
vacuum wave functional which contracts indices in the first functional integral of (3.8),
) K
 1
(x;y) =
K(x;y) =
0 0
t
0
0 + 2nt 0 + 2nt
0
2nt
+
X
n
+
X
n
x y yx
x x
y y
y
y
2t
0
x
=
1
X
n=0
0
x
0
x y
0
x y
+
= 2
 
We now begin the computation of diagram C. From (3.8) the ϕ1 integral does not see the
contribution from the interacting Schro¨dinger functional, and is Gaussian with the insertion
ϕ1(x1),
'
2
'
1
'
1
Z
D'
1
'
1
(x
1
) exp

1
h
exp

1
2h
=

 
1
4h
1
'
2
'
2
'
2
'
2
'
2
 
1
2h
'
1

 
1
4h
'
1
'
1
0 0
0
0
00
t t
tt
The ϕ2 integral becomes
'
2
'
2
'
2
'
2
1
 i
3!h
Z
D'
2
'
2
(x
2
)'
2
(x
3
)
0
t
exp

 
1
2h

'
2
'
2
0
To obtain a connected graph we must contract ϕ2, ϕ3 with the 3 point function and the
remaining 3 point function field must be contracted with the field attached to x1. There
are 3! equivalent ways of doing this, so the result is
 ih
2
1
23
C
.
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Using the method of images the propagator GD attached to one boundary is
t
 t  2nt
z
(z; z)
+
z
t+ 2nt
x x
x
=  
1
X
n=0
z
0
z (3.11)
From which the gluing properties tell us that the two types of terms we encounter in diagram
C are
t
 t  2nt
z
 
z
t+ 2nt
x
x
=  i
1
X
n=0
z
z
(z; z)
x
0
(3.12)
and
t
=  i
1
X
n=1
0
(z; z)
x
 2nt
z
 
z
2nt
x
x
z
z
. (3.13)
Defining the following sets of diagrams,
2nt
x
i
 z
z
F
i
(z; z) =
1
X
n=1
 
z
z
2nt
x
i
, (3.14)
t+ 2nt
x
i
 z
z
H
i
(z; z) =
1
X
n=0
 
z
z
t+ 2nt
x
i
. (3.15)
Diagram C can be written
iλ~2
t∫
0
dz
∫
dDz F1(z, z)H2(z, z)H3(z, z).
The calculation of the remaining diagrams A to E are similar and the results are below.
There is no content in the length of the K−1 lines which varies in the diagrams only for
clarity. K−1 will appear on the lower boundary and the equal time propagator on the upper
boundary if we perform the ϕ1 integral first, and vice versa if we perform the ϕ2 integral
first.
Diagram A contributes
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21
3
2 3
1
3 2
1
2 3
3 2
1
 ih
2
 ih
2
 ih
2
 ih
2
1
 ih
2
A
Written in terms of the sums Fi(z, z) and Hi(z, z) this is (the order of the terms is respective
to that of the diagrams above)
iλ~2
t∫
0
dz
∫
dDz
(
G0(x1, 0; z, z)−G0(x1, 2t; z, z)
)
H2(z, z)
(
H3(z, z) +G0(z, t;x3, 0)
)
+ (2↔ 3)
+ F1(z, z)
(
H2(z, z) +G0(z, z;x2, t)
)(
H3(z, z) +G0(z, z;x3, t)
)
+
(
F1(z, z) +G0(x1, 2t; z, z)
)(
H2(z, z) +G0(z, z;x2, t)
)
H3(z, z) + (2↔ 3).
Diagram B contributes
2
3
11
2
3
1
3 2
1
2 3
+ih
2
+ih
2
+ih
2
+ih
2
B
11
which can be written
−iλ~2
t∫
0
dz
∫
dDz
(
G0(x1, 0; z, z)−G0(x1, 2t; z, z)
)
H2(z, z)H3(z, z)
+
(
F1(z, z) +G0(x1, 2t; z, z)
)
H2(z, z)H3(z, z)
+ F1(z, z)
(
H2(z, z) +G0(z, z;x2, t
)(
H2(z, z) +G0(z, z;x2, t
)
H3(z, z)
+ (2↔ 3).
Diagram D gives
+ih
2
1
3 2
D
which is
−iλ~2
t∫
0
dz
∫
dDz
(
F1(z, z) +G0(x1, 0; z, z)
)(
H2(z, z) +G0(z, z;x2, t)
)
×
(
H3(z, z) +G0(z, z;x3, t)
)
.
Before calculating the diagrams coming from the interacting vacuum functional it is worth-
while adding the above terms up to find, with no calculation other than cancellations, that
the total contribution from the interacting Schro¨dinger functional and the free vacuum is
−iλ~2
t∫
0
dz
∫
dDz G0(x1, 0; z, z)G0(z, z;x2, t)G0(z, z;x3, t). (3.16)
This is the correlation function we were looking for (with the correct coefficient) but the
vertex is integrated in time only over the interval [0, t]. What remains must come from the
vacuum. The contribution from the interacting vacuum functional Ψ0[ϕ1], diagram E, is
 ih
2
1
3 2
E
.
The upper boundary (at time t) is broken as a reminder that only the outermost Dirichlet
propagators vanish on both boundaries (i.e. come from the free field Schro¨dinger functional),
whereas the inner three propagators vanish only at x0 = 0 (come from the free field vacuum).
This is
−iλ~2
0∫
−∞
dz
∫
dDz G0(x1, 0; z, z)G0(z, z;x2, t)G0(z, z;x3, t), (3.17)
There is a contribution from the vacuum Ψ0[ϕ2], which we call term F,
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F
Again, only the rightmost propagator comes from the Schro¨dinger functional. This is
−iλ~2
0∫
−∞
dz
∫
dDz G0(x1, z; z, t)G0(z, z;x2, 0)G0(z, z;x3, 0). (3.18)
Changing variable
z → −z + t (3.19)
in F we have a total contribution of
−iλ~2
0∫
−∞
dz
∫
dDz G0(x1, 0; z, z)G0(z, z;x2, t)G0(z, z;x3, t)
− iλ~2
∞∫
t
dz
∫
dDz G0(x1, 0; z, z)G0(z, z;x2, t)G0(z, z;x3, t)
(3.20)
This is again the integrand we want, but we are missing the integral over the region [0, t].
This missing piece is precisely what we found to be contributed by the Schro¨dinger functional
in (3.16).
We have seen that for this simple scattering process the interacting vacuum wave func-
tional gives almost the correct result, up to some ‘small’ missing piece (in the sense that term
is integrated over only a finite time), and that this is given by the Schro¨dinger functional.
Conclusions
We have described, in analogy with quantum field theory, how to construct the string field
theory vacuum wave functional for both open and closed strings. Note that we have not
given, nor do we need to give, the explicit form of the three string vertex. That choice
is arbitrary, the required kernels could even, theoretically, be computed with the Polyakov
integral on the relevant manifold. For example, for the open string kernel Γ introduced
in (2.22) this would be a disk with marked sections on the boundary. Although we have
only given a few terms in the expansion of the vacuum functional thought we expect the
construction to generalise to all orders in perturbation theory.
Given the gluing property for string fields we may postulate a string field theory in-
teraction which is non-local in the spatial co-ordinates, but local in time, and where the
fields depend only on t and the set X defined in the introduction. For example we could
define an interaction very like that in the light-cone gauge [8], with worldsheet τ replaced
by spacetime t,
∞∫
−∞
dt
∫
D(X,X1,X2) Φ[X(σ), t]Φ[X1(σ1), t]Φ[X2(σ2), t]
∏
0≤σ≤pi/2
δ(X(σ)−X1(σ1))
∏
pi/2≤σ≤pi
δ(X(σ)−X2(σ2))
(3.21)
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where all three fields live at the same time (as in a particle theory) and the parameters
along the string are
σ1 = 2σ, 0 ≤ σ ≤ pi/2
σ2 = 2σ − pi, pi/2 ≤ σ ≤ pi
(3.22)
so that each string has parameter domain 0 ≤ σ ≤ pi. If the free Hamiltonian was the
inverse of G(X2, t2;X1, t1) we could repeat any quantum field theory argument in this
theory. However, this approach removes the X0 oscillators from the theory at the outset,
and it is unclear how to justify this nor how amplitudes in this theory relate to known
results.
The interaction is local in time, but as with the light-cone gauge we do not expect
locality in one direction to spoil the UV finiteness of string interactions [9]. Our time co-
ordinate, unlike in other string field theories, is a time at which the whole spatially extended
string (with ghosts) exists. This seems to work around the problems [10] of, for example,
quantising Witten’s theory [11] where time is normally taken to be the midpoint of X0(σ),
but the string remains extended in time. This may be a worthwhile avenue for future study.
Although it is a lengthier task, it is not especially more difficult to reconstruct the
Schro¨dinger functional of quantum field theory using a similar approach, and the generali-
sation to string field theory will follow. We would propose the first order expansion
S[φ2, φ1, t] = S
free[φ2, φ1, t]
(
1+ φ2φ2φ2S
(3,0) + φ2φ2S
(2,1)φ1 +φ2S
(1,2)φ1φ1 + S
(0,3)φ1φ1φ1
)
(3.23)
which includes four unknown kernels, S(i,j). There are four possible three field amplitudes
which must be reproduced by a functional integration with one instance the Schro¨dinger
functional,
〈 0 |φ(x, t)φ(y, t)φ(z, t)| 0 〉 〈 0 |φ(x, t)φ(y, t)φ(z, 0)| 0 〉
〈 0 |φ(x, t)φ(y, 0)φ(z, 0)| 0 〉 〈 0 |φ(x, 0)φ(y, 0)φ(z, 0)| 0 〉
giving us four simultaneous functional equations with which to determine the kernels S(i,j).
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