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a b s t r a c t 
This paper presents a method for optimizing the performance of a real-time, long term, and accurate ac- 
celerometer based displacement measurement technique, with no physical reference point. The technique 
was applied in a system for measuring machine frame displacement. 
The optimizer has three objectives with the aim to minimize phase delay, gain error and sensor noise. 
A multi-objective genetic algorithm was used to ﬁnd Pareto optimal estimator parameters. 
The estimator is a combination of a high pass ﬁlter and a double integrator. In order to reduce the 
gain and phase errors two approaches have been used: zero placement and pole-zero placement. These 
approaches were analysed based on noise measurement at 0g-motion and compared. Only the pole-zero 
placement approach met the requirements for phase delay, gain error, and sensor noise. 
Two validation experiments were carried out with a Pareto optimal estimator. First, long term mea- 
surements at 0g-motion with the experimental setup were carried out, which showed displacement error 
of 27.6 ± 2.3 nm. Second, comparisons between the estimated and laser interferometer displacement mea- 
surements of the vibrating frame were conducted. The results showed a discrepancy lower than 2 dB at 
the required bandwidth. 
© 2016 Published by Elsevier Ltd. 
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0. Introduction 
In recent decades, many consumer products (e.g., mobile
hones and cameras) have seen signiﬁcant miniaturization, al-
hough production machine tools have not seen an equivalent size
eduction. A small size machine requires high machine accuracy,
igh stiffness, and high dynamic performance. The existing solu-
ions to these requirements are antagonistic with small-size con-
traints. Numerous research efforts to develop small machines have
een undertaken over the last two decades [1,2] , however, most of
hese machines are still at the research stage. 
The μ4 is a small size CNC machine with 6 axes, which was
eveloped by Cranﬁeld University and Loxham Precision [3] . This
achine concept aims at having a high accuracy motion system
ligned within a small size constraint. 
Machine tool frames have two key functions; 1. Transferring
orces and 2. Position reference (metrology frame). There are three
ain concepts meeting the two required functions [4] , which are∗ Corresponding author. 
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957-4158/© 2016 Published by Elsevier Ltd. hown in Fig. 1 . In the traditional concept one frame is used for
oth functions (a). An additional Balance Mass (BM) for compen-
ating servo forces concept (c) [5–7] . Separating the two functions
y having an unstressed metrology frame (b) [5,6,8] . Concepts (b)
nd (c) can be combined to achieve superior performance [4,5] . 
In a servo system, a force F is applied to achieve the required
isplacement of the carriage relative to the frame X . A ﬂexible
rame will exhibit resonances that are excited by the reaction of
he servo-forces. A ﬂexible frame is a signiﬁcant dynamic effect in-
uencing machine positioning device [4,9,10] , especially in the case
f small size machine [11] . Fig. 2 shows a 2D model of linear mo-
ion system inﬂuenced by this dynamic effect. 
Realizing concepts other than the Traditional can improve the
achine performance; however these concepts are not aligned
ith a small size requirement. On the other hand, a ﬂexible frame
imits the dynamic performance of the small size machine. Thus, a
ew positioning concept is required. 
A novel positioning concept, the virtual metrology frame, has
een developed [12] . By measuring machine frame vibrational dis-
lacement X f and carriage position relative to the frame X , and fus-
ng both signals, an unperturbed position signal X mf is obtained.
hus, the ﬂexible frame resonances in the plant were attenuated
esulting in an improved servo bandwidth of up to 40% [12] . The
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Fig. 1. Three machine frame concepts. Traditional concept (a), two frames concept 
(b), and additional balance mass concept (c). 
X
F
Frame
Carriage
Xf
Xmf
Fig. 2. Motion system 2D model of a ﬂexible frame. 
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fimproved machine performance is as if the machine has a physical
metrology frame. This novel concept does not require the physical
components of a conventional metrology frame; however, realizing
this concept requires a technique for real-time measurement of the
frame displacement due to vibration. 
There are three signiﬁcant constraints and requirements for
measuring the frame vibrational displacement. First, a ﬁxed refer-
ence point for measurement is not practical, since having a sec-
ond machine frame is hard to realize due to the small size con-
straint. Second, noise characteristics should be comparable to the
position sensor noise, e.g., linear encoder. Third, the measurement
delays due to signal processing should be smaller than the servo
controller update rate. 
There are various technologies for precision displacement sen-
sors such as capacitive, eddy current, and inductive sensors [13–
15] ; however, implementing these sensors requires a ﬁxed refer-
ence point. 
Strain sensors do not require ﬁxed reference point, and are used
for position control due to their simplicity and low cost [13] ; how-
ever, their main drawback is that they require deformation of the
measured component. Vibrational displacement is not necessarily
a deformation at the point of measurement, and the deformation
can be due to a remote compliance. Hence, the location of mount-
ing the strain sensor is determined by the measured mode shape
and its compliance, and not on the point of interest. Furthermore,
there are only partially compensating techniques for temperatureependence of strain measurements and long term stability [13] .
hus, strain sensors are not suitable for this purpose. 
An accelerometer sensor offers a potentially superior solution
s it measures the linear acceleration of a point without a ﬁxed
eference system [15] . By double integration, displacement can be
btained directly from the acceleration a : 
(t) = 
∫ t 
0 
∫ t 
0 
a (t) d t 2 + ˙ d (0) · t + d(0) , (1)
here ˙ d (0) and d (0) are the initial velocity and position, respec-
ively. Hence, acceleration based displacement measurement of-
ers an unlimited full-scale-range, as opposed to more common
recision displacement technologies [13] . Using accelerometer sen-
ors, frame displacement can be estimated relative to the “un-
tressed” state, when the frame was static; however, real time,
ow noise, and low delay acceleration based displacement mea-
urements have not been reported. 
Currently, there are a limited number of real-time implemen-
ations of displacement measurements based on integration in a
ontrol system [16] . This is due to the requirement for small phase
elay; and ﬁltering techniques for reducing phase delay can cause
ain errors. High accuracy is feasible only for short duration mea-
urements of a narrow bandwidth motion [17] by implementing
andpass ﬁltering techniques. Bandpass ﬁltering reduces the sen-
or noise outside the required bandwidth, but also causes phase
elays. 
The standard deviation σ of acceleration based displacement
easurements increases as εt α , where t is the integration time,
 represents the accelerometer error, and α is in the range of 1–
 [18,19] . Hence, long term integration (i.e. > 10 s) of acceleration
ignals has been largely unsuccessful [16,17,20] . It has been shown
o be achievable under speciﬁc conditions e.g., integration in the
ontinuous domain [21] , and a narrow bandwidth [22] . The over
ncreasing standard deviation of acceleration based displacement
ets a challenge implementing it as a displacement sensor in a ma-
hine, which it typical operation time is long term ( >> 10 s). 
In this paper, an optimization technique was used to solve the
pparently antagonistic requirements for long term ( > 10 s), real
ime, and high accuracy ( < 30 nm) acceleration based displacement
easurements. By constraining the measurements to only dynamic
isplacements, which occur at the ﬂexible frame resonances, a
areto optimal solution was found. 
In Section 2 , we present the problem formulation by describ-
ng the experimental setup, and the optimization problem. In
ection 3 , we present displacement estimation noise analysis of the
ystem under test. In Section 4 the estimator design, using a heave
lter, is presented. In Section 5 , we present the estimator design,
nd the optimization constraints and goals. In Section 6 , the results
f the optimization process are presented for zero placement and
ole-zero placement ﬁlters. In Section 7 , optimal estimator perfor-
ance was validated by comparing the displacement with laser in-
erferometer measurements. We conclude the paper in Section 8 . 
. Problem formulation 
In this section we describe the experimental setup; a simpliﬁed
otion module with ﬂexible frame and measurement equipment,
nd the optimization problem which was solved in this research. 
.1. Experimental setup 
A simpliﬁed linear motion module, which represents one of the
achine motion modules [23] , consists of: air-bearings, frame, lin-
ar motor, linear encoder, and carriage. ( Fig. 3 ); the motion module
rame was ﬁxed to a vibration isolation table. 
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Fig. 3. A simpliﬁed linear motion module. 
Fig. 4. Plant Frequency Response Function (FRF). 
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s  
eThe driving force and the sensor are not applied at the center
f gravity, but on the “master side”. Thus, the carriage movement
elies on the high stiffness of the guiding system, which suppresses
otion in an undesired direction. 
The plant Frequency Response Function (FRF) ( Fig. 4 ) was mea-
ured from the input force F to the position measurement X . The
nput force was a swept sine signal, with frequency 5–500 Hz,
hich was generated as current command by the linear motion
ontroller; this enabled analysis of the system mechanical reso-
ances effects. 
The plant FRF shows characteristics of type Antiresonance–
esonance (AR), which corresponds to ﬂexible frame and guiding
ystem ﬂexibility [9,24] . Thus, Finite Element Analysis (FEA) and
xperimental Modal Analysis (EMA) techniques have been used
11,25] , which showed a ﬂexible frame phenomena. Fig. 5 shows a
exible frame mode shape measured using EMA. The frame ﬂexi-
le mode (b) is measured by the encoder due to the relative move-ent between the frame and the carriage, which appears as reso-
ance in the plant FRF ( Fig. 4 ). This is because the encoder scale is
ounted to the machine frame, while its read-head is mounted to
he carriage ( Fig. 6 ). 
Low noise Integrated Electronics PiezoElectric (IEPE) accelerom-
ters are the appropriate sensors for small vibration signals mea-
urements due to their: low noise; wide dynamic, frequency, and
emperature range; high sensitivity; and small size [26] . Triax-
al ceramic shear accelerometers (PCB 356A025) were used for
he EMA and measuring the frame displacement ( Fig. 3 ). The
ccelerometer sensitivity is 25 mV/g, the measurement range is
200 g peak, and the frequency range is 1–5000 Hz. The simpli-
ed motion module was ﬁxed to a vibration isolation table to sup-
ress any ground vibrations that may introduce extra noise in the
easurements ( Fig. 3 ). 
A signal conditioner is required to power the IEPE accelerome-
er with a constant current, and to decouple the acceleration sig-
al. A low noise analog gain switching signal conditioner was used
PCB 482C15). 
Digital Signal Processing (DSP) was performed using a real-time
arget machine (Speedgoat performance real-time target machine).
t contains 16 I/O channels and 16 bit Analog to Digital Converter
ADC). The conversion time for each ADC is 5 μs. The target ma-
hine is optimized for MathWorks ® SIMULINK ® and xPC Target 
TM 
. 
The frame displacement x f was estimated by measuring frame
ibration a f using low noise accelerometers; the signal was ac-
uired by the ADC and passed through the estimator. It is com-
osed of a High Pass Filter (HPF) to reduce low frequency noise
nd a numerical double integrator ( Fig. 7 ). 
Laser interferometer (Renishaw ML10 Gold Standard) was used
o validate the estimated displacement. The laser light is split into
wo paths by a beam splitter, one that is reﬂected by a “dynamic”
etroreﬂector and another reﬂected by a “stationary” retroreﬂec-
or ( Fig. 8 a). The dynamic retroreﬂector was mounted to the ma-
hine frame, and an accelerometer mounted to the retroreﬂector
 Fig. 8 b). The stationery retroreﬂector was ﬁxed using an optics
older. Note that this validation setup can only be realized on the
impliﬁed motion system, and not on the full machine. The dis-
lacement of the dynamic retroreﬂector is measured by counting
he number of interference events. The interferometer can mea-
ure dynamic displacement at a sampling rate of 50 0 0 Hz with a
esolution of 1 nm. 
.2. The optimization problem 
Real-time implementation of displacement measurements 
ased on integration in a control system requires small phase
elay, low gain error, and high sensor noise removal. The multi-
bjective optimization problem can be formally deﬁned as: ﬁnd
he vector  x = [  x1 ,  x2 , . . . ,  xn ] T , which satisﬁes n constrains (2) 
 i 
(→ 
x 
)
≥ 0 , i = 1 , . . . , n, (2) 
nd optimize the vector function 

 
 (  x) = [  J σ (  x) ,  J Mag (  x) ,  J Phase (  x)] T , (3) 
here  x is the estimator parameters vector that simultaneously
inimizes the three error functions: noise error function J σ , mag-
itude error function J Mag , and phase error function J Phase . 
. Displacement estimation noise analysis 
This section presents the noise sources in the acceleration mea-
urement, and the effect of acceleration noise on the displacement
stimation. 
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(b)(a)
Carriage
Frame
Encoder
Motion
axis
Fig. 5. Experimental modal analysis results. Unstressed frame (a), and a ﬂexible frame mode shape at 305 Hz (b). The length of the arrows in (b) represents the mode shape 
magnitude. 
Accelerometers
FrameEncoder scale
Air bearing
Encoder readhead
Fig. 6. Setup of four IEPE accelerometers mounted to the machine frame. 
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Fig. 7. Estimating displacement x f by acceleration signal a f block diagram. 
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p  There are three uncorrelated sources that contribute to the dis-
placement measurement noise ( Fig. 9 ): accelerometer, signal con-
ditioner and ADC. The Power Spectral Density (PSD) of each source
is usually speciﬁed by the manufacturer. The accelerometer has the
lowest noise contribution; however, to improve the Signal to Noise
Ratio (SNR) a x100 gain is used. Thus, the accelerometer noise is
the most signiﬁcant noise source. 
It is diﬃcult to interpret the noise contribution of a speciﬁc
bandwidth from a PSD graph, which can be circumvented by cal-
culating the Cumulative Power Spectrum (CPS) [27] : 
P S( f ) = 
∫ f e 
f s 
P SD (υ) / ( 2 π · υ) 4 d υ. (4)
Note that the sensor PSD is in acceleration units and the CPS
is in displacement, thus the PSD is multiplied by (2 π · f ) −4 . The
CPS graph ( Fig. 10 ) shows that the expected displacement noise is10 μm mainly due to low frequency noise < 5 Hz; however, this
s an optimistic analysis since it was not considered low frequency
oise ( < 1 Hz). 
In [17,28] an empirical formula was suggested for resolution
stimation of the displacement measurement A¯ based on the
ccelerometer spectral density ρ and measurement time T m : 
¯
 (ρ, T m ) = η
(∫ (1+ ν) / T m 
(1 −ν) / T m 
ρ( f ) df 
)0 . 5 
T 2 m , (5)
here ν is experimentally determined constant, and η depending
pon signal acquisition and conditioning [29] . The displacement
oise resembles a sine wave, whose frequency is close to T m 
−1 ,
nd its amplitude is A¯ . 
Eq. (5) can be transformed to estimate the maximum allowance
ow-frequency noise ρLF for a given resolution A¯ and measurement
ime T m : 
ρLF = 
(
2 π2 · A¯ 
)2 
ν · T 3 m 
. (6)
For example, to achieve the resolution of A¯ = 30 nm for dura-
ion of T m = 20 s the low frequency noise should be ρLF ≤ 1 . 75 ·
0 −4 ( μm / s 2 ) 2 / Hz . This low noise requirement is technologically
easible [26,30–32] , but there is no information at very low fre-
uencies required for long duration measurements [28] . 
Based on the noise analysis, the displacement estimator must
educe the low frequency noise signiﬁcantly as there are at least
en orders of magnitude difference between the required and ex-
ected noise level. By plotting the CPS (4) as a function of f s 
ne can assess the minimum required cut-off frequency for an
PF ( Fig. 11 ). By ﬁnding the intersection of the CPS line with the
equired noise level, 30 nm, the minimum cut-off frequency was
ound to be 17 Hz. 
. Estimator design 
This section presents an estimator design based on a combina-
ion of a high pass ﬁlter and a double integrator, and phase correc-
ion techniques. 
An accelerometer can be regarded as a single-degree-of-
reedom mechanical system, with a simple mass, spring, and
amper [33] . Its output signal can be represented as [34] : 
 (t) = k a ¨x (t) + w (t) + w 0 , (7)
here k a is the accelerometer gain, x¨ is the acceleration acting on
he accelerometer, w(t) is the noise and disturbance effect, and w 0 
s the 0g-offset. 
Although integration is the most direct method to obtain dis-
lacement from acceleration, due to 0g-offset and low frequency
J. Abir et al. / Mechatronics 39 (2016) 1–11 5 
(a)
Environmental
compensation 
unit
Optics holder
Dynamic retroreflector
Dynamic accelerometer
Stationary
retroreflector
Beam splitter
Carriage motion
Laser source
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Beam
splitter
Dynamic
accelerometer
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(b)
Fig. 8. Setup of the displacement validation experiment. 
Fig. 9. Power Spectral Density of accelerometer multiplied by 100x gain PSD a , sig- 
nal conditioner PSD sg , ADC PSD adc and the total Power Spectral Density PSD t . 
Fig. 10. Cumulative Power Spectrum of accelerometer multiplied by 100x gain, sig- 
nal conditioner, ADC, and total Cumulative Power Spectrum, CPS a , CPS sg , CPS adc , and 
CPS t respectively. f s = 1 Hz as PSD is not speciﬁed for lower frequencies. 
Fig. 11. CPS as a function of f s . 
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foise it is not appropriate to integrate the acceleration signal di-
ectly. The integration process leads to an output that has a Root
ean Square (RMS) value that increases with integration time [20] .
his can be a problem even in the absence of any motion of the ac-
elerometer, due to the 0g-offset [18,35] . Displacement estimation
ased on digital integration was shown to have lower noise com-
ared to analog integration. Furthermore, at high sampling rates
he digital integration showed higher accuracy [16] . 
Numerical integrators can be used in the time domain
20,36,37] and in the frequency domain [15,38] ; however, using
requency domain techniques for real time application is diﬃcult,
s it suffers from severe discretization errors, if the discrete Fourier
ransform is performed on a relatively short time interval [15,39] .
ence, the digital estimator will be in the time domain. 
A HPF is used to remove constant or low frequency offsets (0g-
ffset) and to reduce the low frequency noise. Without it, the dou-
le integrated signal will diverge due to the double integration be-
avior. Tuning the HPF, an optimized cut-off frequency, ω c , takes
nto consideration good tracking of the actual displacement, re-
oval of sensor noise and offsets, and low phase errors [40] . Re-
uced gain and phase lead error are associated with a high cut-off
requency, whereas high noise gain is associated with a low cut-off
requency. 
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Fig. 12. Comparison of heave ﬁlters and ideal double integrator Bode plots. H dbl is an ideal double integrator. H heave , H ZPF , and H PZP are the heave ﬁlter, heave ﬁlter with 
zero-placement ﬁlter, and heave ﬁlter with pole-zero-placement ﬁlter respectively, where ω c = 17 Hz and ς = 1/ 2. 
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t  An estimator based on a combination of an HPF and a double
integrator (heave ﬁlter) is given by [40] : 
H hea v e = 
ˆ D 
a 
(s ) = s 
2 
( s 2 + 2 ς ω c + ω c 2 ) 2 
, (8)
where s is the Laplace variable, ς the damping coeﬃcient, and
ω c the cut-off frequency of the ﬁlter. The displacement estimate
is denoted by ˆ D . Usually ς= 1/ 2, to obtain a Butterworth con-
tour. It was used for estimating the heave position of a ship due
to sea waves [40,41] , and displacement of optical elements due to
structural vibrations [22] using accelerometer. The drawback of the
heave ﬁlter is phase errors, which can be reduced by using an All
Pass Filter (APF), Zero Placement Filter (ZPF) or Pole-Zero Place-
ment (PZP). 
The APF can eliminate the phase error for one speciﬁc fre-
quency thus it is not applicable for our case. In ZPF (9) , one of the
zeros z a is placed to reduce signiﬁcantly the phase error; however,
it attenuates noise less at low frequencies [41] . In PZP (10) , a pole
p and zero z are added to the heave ﬁlter with an additional gain
parameter K . 
H ZPF = s (s + z a ) 
( s 2 + 2 ς ω c + ω c 2 ) 2 
(9)
H PZP = s 
2 
( s 2 + 2 ς ω c + ω c 2 ) 2 
· K s − z 
s − p (10)
In Fig. 12 a comparison of heave ﬁlters with phase correction
ﬁlter and ideal double integrator (11) is shown, where the mini-
mum cut-off frequency ω c = 17 Hz was based on the displacement
noise analysis ( Fig. 11 ). As can be seen, the ﬁlters magnitude above
the cut-off frequency is as a double integrator; however, the phase
differs signiﬁcantly from the ideal −180 º phase even for frequen-
cies > 3 ω c . 
H dbl = 
ˆ D 
a 
(s ) = 1 
s 2 
(11)
5. Optimizer design 
This section describes the optimizer design, its constraints and
goals, and the three error functions. The design is independent of
the estimator design. 
During the last decade, it was shown that evolutionary algo-
rithms are useful in solving multi-objective optimization problems.
There are various techniques which can be used, however the Ge-
netic Algorithm (GA) approach was chosen. It has been shown thatA is suitable for solving complex mechatronics problems [42–
4] especially for signal processing [45] , and for multi-objectives
roblems [46,47] . 
As there are three objectives ( J σ , J Phase , J Mag ) a Multi-Objective
enetic Algorithm (MOGA) optimizer was chosen using Matlab
lobal optimization toolbox [48] . The algorithm scans the whole
earch domain and exploits promising areas by selection, crossover
nd mutation applied to individuals in population. In multi-
bjective optimization, the aim is to ﬁnd good compromises rather
han a single solution. An optimal solution  x∗ is found if there
xists no feasible  x which would decrease one objective without
ausing a simultaneous increase in at least one other objective. The
mage of the optimal solutions is called the “Pareto Front”. The de-
ision maker chooses a solution from the Pareto optimal solutions
hich compromise and satisﬁes the objectives as possible. A de-
ailed explanation of the GA process can be found in [45–47,49] .
or three objective functions it gives a surface in three-dimensional
pace. Thus, the “optimal” solution is chosen by the designer. 
The vector  x is deﬁned by the estimator parameters in the cases
f ZPF (12) and PZP (13) . To obtain a Butterworth contour ς= 1/ 2.
 = [  ω c ,  za ] T (12)
 = [  ω c ,  K ,  z,  p] T (13)
.1. Error functions 
As described in Section 2 , there are three displacement estima-
ion error functions: noise error function J σ , magnitude error func-
ion J Mag , and phase error function J Phase . 
The noise error function is deﬁned as the RMS value σ ˆ D of the
isplacement signal generated by the estimator: 
 σ · T σ = σ ˆ D , (14)
here T σ is noise normalization factor. 
In section 3 it was shown that low frequency acceleration noise
s the main contributor to J σ , however usually there is no speciﬁ-
ation for noise at these frequencies. Hence, for this calculation a
0g-motion” acceleration noise measurements were used. A typical
g-motion acceleration signal was measured at a sampling rate of
2 kHz for t = 20 s. The measured CPS and the expected CPS are in
ood agreement as can be seen in Fig. 11. 
The magnitude and phase error functions are deﬁned as the dif-
erence between the magnitude and phase response of the estima-
or and an ideal double integrator. The magnitude error function
J. Abir et al. / Mechatronics 39 (2016) 1–11 7 
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a  s: 
 Mag · T Mag = 
n ∑ 
i =1 
| M dbl ( f i ) − M HF ( f i ) | · w i , (15) 
here M dbl (f i ) and M HF (f i ) are the magnitude response of an ideal
ouble integrator and the estimator at frequency f i , respectively,
 i is a weighting vector, and T Mag is the magnitude normalization
actor. The phase error function is: 
 Phase · T Phase = 
n ∑ 
i =1 
| P dbl ( f i ) − P HF ( f i ) | · w i , (16) 
here P dbl (f i ) and P HF (f i ) are the phase response of the ideal double
ntegrator and the estimator at frequency f i , respectively. T Phase is
he phase normalization factor. 
For simplicity the frequencies f i , that were used to calculate the
rror functions, are the frame resonances which are obtained from
he plant FRF ( Fig. 4 ); however, one can use a different frequency
ector (and it corresponding weighing vector w i ). 
.2. Optimizer constraints and goals 
The goals for the noise and phase errors are set due to sys-
em requirements. The noise level is required to be comparable to
he linear encoder noise (17) , and the phase error is required to
e smaller than the servo control update rate (18) . The magnitude
rror was set empirically (19) . 
 σ < 30 nm (17) 
 Phase < 70 μs (18) 
 Mag < 3 dB (19) 
The maximum constraint to the cut-off frequency ω c is deﬁned
y the ﬁrst antiresonance frequency ( Fig. 4 ), as above that fre-
uency frame vibrational displacement occurs. The minimum con-
traint to the cut-off frequency was calculated in Section 3 using
he CPS plot ( Fig. 10 ). Hence, the constraints for the cut-off fre-
uency are 
7 · 2 π rad / s ≤ ω c ≤ 75 · 2 π rad / s . (20)
In the case of ZPF, the maximum constraint for the zero place-
ent z a is given [40] . The minimum constraint is that it has no
ero placement hence, 
 < z a ≤ 2 
√ 
2 · ω c = 1332 . 9 rad / s . (21)
In the case of PZP, the gain factor K has the constraints of 
 < K ≤ 1 . (22)
There is no analytical equation for the pole and zero values;
owever, one should consider a stable ﬁlter where 
z 
p 
> 1 . (23) 
Thus, an empirical approach was used to set the pole and zero
onstraints: 
30 0 0 ≤ z, p < 0 . (24)
. Results of the optimization process 
This section presents the optimization results and its Pareto
ront graphs for the two estimator designs ZPF and PZP. .1. Zero placement ﬁlter 
The Pareto front graph of the ZPF estimator with Butterworth
ontour is shown in Fig. 13 . The main conﬂicting objectives are the
hase error and noise level. No optimal solution which meets the
ptimization goals (17–19) was found. Allowing an underdamped
stimator, where 0 < ς ≤ 1/ 2, improves the phase response at the
xpense of having a resonant peak. Hence, a higher cut-off fre-
uency is possible which reduces the sensor noise and phase error;
owever, no optimal solution which meets all three requirements
as found. 
Thus, a ZPF estimator design with either Butterworth contour or
nderdamp properties is not an appropriate solution for the prob-
em. 
A new approach was proposed by splitting the denominator
nto two different ﬁlters, which adds two degrees of freedom to
he ZPF design (25) . 
¯
 ZPF = s · ( s + z a ) (
s 2 + 2 ς 1 ω c1 + ω c1 2 
)
·
(
s 2 + 2 ς 2 ω c2 + ω c2 2 
) (25) 
Hence, its new parameters vector is  x = [  ω c1 ,  ω c2 ,  ς1 ,  ς2 ,  za ] T .
his new approach shows improvement of the Pareto front results
owever, no results were found which meets the requirements. 
.2. Pole-zero placement ﬁlter 
The Pareto front graph of the PZP estimator with Butterworth
ontour is shown in Fig. 14 . Again in this case there is no solu-
ion which meets the requirements, although it shows better re-
ults compared to Fig. 13. 
Allowing an underdamped estimator, where 0 < ς ≤ 1/ 2 gives
n optimal solutions which meets the set of requirements ( Fig. 15 ).
sing the new approach with split denominator: 
¯
 PZP = s 
2 
( s 2 + 2 ς 1 ω c1 + ω c1 2 ) · ( s 2 + 2 ς 2 ω c2 + ω c2 2 ) 
· K s − z 
s − p , 
(26) 
nd parameter vector  x = [  ω c1 ,  ω c2 ,  ς1 ,  ς2 ,  K ,  z,  p] T , shows simi-
ar results. Thus, based on Fig. 15 an optimized estimator was
hosen with the following parameters: ς = 0.37 , ω c = 214.82 rad/s,
 = 0.69, z = − 429.29, p = − 11.90. 
Comparing the Butterworth contour and underdamped H PZP 
ransfer functions ( Fig. 16 ) emphasizes that a lower damping ratio
llows higher cut-off frequency at the expense of a resonant peak.
8 J. Abir et al. / Mechatronics 39 (2016) 1–11 
Fig. 14. Pareto front of H PZP when ς = 1/ 2. 
Fig. 15. Pareto front of H PZP when 0 < ς ≤ 1/ 2. 
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fAbove the cut-off frequency the ZPF design has a positive gain er-
ror, while in PZP designs it changes its sign. Moreover, a signiﬁcant
difference in the low frequency noise reduction between the ZPFFig. 16. Comparison of optimized heave ﬁlters and the ideal double integrator. H dbl is 
placement ﬁlter and with pole-zero-placement ﬁlter respectively. nd PZP designs can be observed. The PZP designs have a better
oise reduction. 
. Estimator validation 
This section shows the experimental results validating an op-
imal PZP estimator design. There are three main experiments for
alidating the estimator performance: (i) robustness of the design;
ii) long term measurements at 0g-motion; and (iii) a comparison
f displacement signals due to structural vibrations between laser
nterferometer sensor and the displacement based acceleration. 
.1. 0g-motion noise and robustness validation 
Using the optimized estimator, 0g-motion measurement was
ade with four tri-axial accelerometers (12 accelerometers) as
hown in Fig. 6 . The setup is detailed in Section 2.1 . The sig-
als were acquired at a sampling rate of 54 kHz for t = 600 s. The
chieved displacement RMS is 27.6 ± 2.3 nm. Furthermore, the low
ariance between all of the accelerometers assures that the esti-
ator design is robust, and not accelerometer dependent. Fig. 17 a
hows the estimated displacement of 0g-motion measurement, i.e.
he RMS noise, of one typical accelerometer. The results are in
greement with the requirements (17) . Fig. 17 b shows the changes
n displacement noise RMS over measurement time. As required
rom the estimator, 0g-offset and low frequency noise are attenu-
ted which allows long term double integration without diverging.
.2. Displacement estimation validation 
The validation was made by comparing the displacement mea-
ured by the laser interferometer and the acceleration based dis-
lacement measurement of the machine frame vibrations. The
rame was excited using an oscillating position command gener-
ted by the linear motion controller, X set = A i ·sin( ω i t ), at various
requencies ω i and amplitudes A i ( Table 1 ). Note that A i is the
ommanded carriage movement amplitude; hence the frame ex-
ibits different displacement due to the servo reaction forces. The
rame displacement amplitudes measured by the laser interfer-
meter ( A L,i ) and acceleration based displacement ( A est,i ) were ex-
racted using a Fast Fourier Transform (FFT). The discrepancy be-
ween the measurements meets the speciﬁed requirements (19) .
ig. 18 shows an example of the discrepancy in the measured
rame displacement at 100 Hz. an ideal double integrator. H ZPF and H PZP are optimized heave ﬁlters with zero- 
J. Abir et al. / Mechatronics 39 (2016) 1–11 9 
Fig. 17. Displacement estimation noise measurement. (a) Noise in long term measurement for t = 600 s. (b) Noise Root Mean Square (RMS) of the displacement signal. 
Table 1 
Results of displacement estiamtion validation. 
i ω i [Hz] A i [nm] A L,i [nm] A est,i [nm] Discrepancy [dB] 
1 80 40 ,0 0 0 1533 .0 1932 .0 2 .0 
2 100 15 ,0 0 0 741 .0 751 .0 0 .1 
3 100 20 ,0 0 0 981 .6 998 .9 0 .1 
4 120 14 ,0 0 0 292 .4 261 .2 0 .9 
5 150 20 ,0 0 0 263 .2 232 .2 1 .0 
6 200 20 ,0 0 0 93 .5 78 .6 1 .5 
Fig. 18. Displacement estimation validation at X set = 15,0 0 0 ·sin(10 0 ·2 π ·t ). A L,i and 
A est,i are the frame displacement amplitude measured by the laser interferometer 
and acceleration based displacement respectively. 
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g  a. Conclusions 
This research shows that accelerometers can be used to mea-
ure real-time displacement in the nanometer range without con-
traints to the integration time. 
Common displacement sensors require a reference point, which
oes not always exist. Thus, the novelty of this technique is the
bility to measure the dynamic displacement of a structure with-
ut having a physical reference point, but instead using a “virtual”
eference point. Doing so, it was assumed that the initial condi-
ions of the frame is unstressed state and in rest. The feasibil-
ty of this technique depends on the lowest frequency required to
e measure since that low frequency noise is the most signiﬁcant
ause of displacement error. Although the displacement noise and
easurement bandwidth met the requirements, by using an ac-
elerometer with higher performance the displacement noise can
e reduced signiﬁcantly and the measurement bandwidth can be
xtended towards 0 Hz. Furthermore, using acceleration based dy-
amic displacement measurement technique offers an unlimited
ull-scale-range sensor in the nanometer range. 
The optimized estimator showed less than 10% variation in the
isplacement noise with different accelerometers (from the same
odel) which demonstrate its robustness. 
The developed technique is essential to realize the virtual
etrology frame concept. Thus, it was implemented in a machine
ith a ﬂexible frame improved it dynamic performance. 
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