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Musical Agents are an emerging technology, designed to provide a range of new musi-
cal opportunities to human musicians and composers. Currentsystems in this area lack
certain features which are necessary for a high quality musician; in particular, they lack
the ability to structure their output in terms of a communicative dialogue, and reason
about the responses of their partners.
In order to address these issues, this thesis develops Musical Act Theory (MAT).
This is a novel theory, which models musical interactions betwe n agents, allowing a
dialogue oriented analysis of music, and an exploration of intention and communica-
tion in the context of musical performance.
The work here can be separated into four main contributions:a specification for a
Musical Middleware system, which can be implemented computationally, and allows
distributed agents to collaborate on music in real-time; a computational model of mu-
sical interaction, which allows musical agents to analyse the playing of others as part
of a communicative process, and formalises the workings of the Musical Middleware
system; MAMA, a musical agent system which embodies this theory, and which can
function in a variety of Musical Middleware applications; apilot experiment which
explores the use of MAMA and the utility of MAT under controlled conditions.
It is found that the Musical Middleware architecture is computationally imple-
mentable, and allows for a system which can respond to both direct musical communi-
cation and extramusical inputs, including the use of a custom-built tangible interface.
MAT is found to capture certain aspects of music which are of interest — an intuitive
notion of performative actions in music, and an existing model of musical interaction.
Finally, the fact that a number of different levels — theory,architecture and imple-
mentation — are tied together gives a coherent model which can be applied to many
computational musical situations.
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This thesis is concerned with the creation of interactive musical agents — virtual mu-
sicians who can improvise music — and how they become equal partners to human
musicians. Current systems in this area lack certain features which are necessary for
a high quality musician. In particular, they lack the ability to structure their output in
terms of a communicative dialogue, and reason about their relations to their partners.
The aim of this thesis is to develop a theory which models musical interaction and
communication, and implement it as a musical multi-agent sys em. This theory and
system will:
• develop a model of musical interaction, which is computationally implementable,
communication oriented, supports musical agents in reasoning about the actions
of others, and is suited to real-time musical applications.
• develop a method by which the effect of adding an implementation of this theory
to a musical system can be quantitatively tested.
• develop the idea of intelligent musical agents to create musical avatars, assist
with net-based composition and improvisation and offer novel ways of interact-
ing with music.
• produce music, in real time, by interacting and communicating with human mu-
sicians.
In order to address these issues, Musical Act Theory (MAT) isdeveloped. This is
a novel theory, which models the use of performative actionsn music, analogous to
Speech Act Theory in linguistics. This allows a dialogue oriented analysis of music,
and an exploration of communication in the context of musical performance. The
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Figure 1.1: Relations between components of the thesis
work can be separated into four strongly linked threads — a specification for Musical
Middleware, Musical Act Theory, MAMA — a complete musical multi-agent system
based on the Musical Middleware specification and Musical Act Theory — and an
experiment investigating the real-world functioning of this system and theory. In more
detail (see Figure 1.1 for a graphical summary):
Musical Middleware The architectural centre of the thesis is a specification forMu-
sical Middleware — a new term, which covers the use of musicalsystems to
intelligently support a variety of music making applications. A variety of desir-
able configurations are presented, and in reaction to these,the following aspects
of Musical Middleware are developed:
Agent Architecture gives a high level specification for the internal structure
which a musical agent should implement in order to be part of aMusical
Middleware system.
3
System Architecture describes the contracts between musical agents and the
rest of the system which enable low-level musical interaction.
Music Representation defines an extensible music representation system for
use by networked musical agents as part of the middleware syst m.
Musical Act Theory (MAT) In order to support the architectural decisions made about
Musical Middleware, Musical Act Theory explores the issuesinvolved in musi-
cal interactions from a theoretical point of view. MAT is inspired by Speech Act
Theory, and its use in Multi-Agent Systems, and offers a computational, logic
based framework for analysing and generating music. The central principle of
MAT is that we can abstract from the musical surface producedby each musician
a series of discrete actions.
Musicians are modelled as agents, who have the power to perceiv , interpret and
generate music, with each agent interpreting music it perceives according to its
own capabilities and stylistic background. There are two parts to this theory:
Musical Acts are performative actions which are carried out by musicians, through
their playing as part of a group. Identification and generation of these acts
is the long term goal of this work, which the rest of the thesislays the
groundwork for.
Model of musical interaction is a bottom-up model which describes what hap-
pens when musical agents play music together. The low-levelexchange of
music between agents is formally defined using temporal logic, in a form
suitable for a Musical Middleware system. The ability of agents to extract
high level representations of music is then modelled with concept lattices
to provide a formulation for agents to reason about the musical beliefs of
themselves and others. Finally, based on these ideas, a complete set of
discrete “Musical Actions”1 is developed, which provides a substrate for
agents to construct actions in response to those of others, by modelling a
musical interaction as a stream of discrete, interrelated actions carried out
by the agents involved, through their playing.
1Musical Acts and Musical Actions are different terms; Musical Acts areintentional, performative
actions carried out through music, while Musical Actions decribe changes to the musical surface in a
generalised manner. This thesis is inspired by the idea of Musical Acts, but only deals with Musical
Actions
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MAMA The MAMA system is created in order to reify the ideas of MAT and Musical
Middleware. It is a functioning musical agent system, whichworks in real time
and can perform in several of the configurations suggested bythe development
of Musical Middleware. This consists of several components:
Infrastructure is a complete implementation of the system and agent architec-
tures defined in the Musical Middleware specification. It contains mech-
anisms for exchanging music between agents, tools to run, maage and
interact with agents, basic agent classes which can be used to build musi-
cal agents with a variety of capabilities, a set of classes for extracting and
representing high level features of music along with classes which extract
these features from musical performance and apply them to musical scores
to create performances.
Music Representation for Agents (MRA) is a full implementation of the rep-
resentation specification from Musical Middleware. It consists of a text
based representation language, a parser for this language and a set of classes
to represent all the objects in the language.
Deliberation is a set of functionality which uses Musical Actions to shapemu-
sic in response to human musicians. It consists of:
• a set of symbolic versions of the musical features provided by the in-
frastructure which are compatible with the model of musicalnterac-
tion.
• methods to extract these symbolic features from human playing and
turn them into Musical Actions.
• a simple machine learning system which learns sequences of these
Musical Actions and uses this database to choose Musical Actions o
enact when playing with human musicians.
As part of MAMA, several case studies were created, to explore different aspects
of the system:
In C demonstrates the system functioning as a Musical Middlewar“Installa-
tion”, where high level extramusical human input is used to influence the
performance of this seminal minimalist piece by a group of musical agents.
Canto Ostinato uses the deliberative system developed to assist in playingpi-
ano duets in a musical manner, shaping the music in response texpressive
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features extracted from human playing.
AgentBox is a tangible interface, created to explore alternative ways to interact
with the agent system. It uses a computer vision system to track he position
of physical counters which represent musical agents, and integrates this
with the Musical Middleware system. Overall, it provides aninterface for
people to influence the behaviour of the agent system in an understandable
but non-trivial manner.
Experiment An experimental design is constructed which allows the interactivity
of musical agents to be compared, as well as exploring the functioning of the
MAMA system under controlled conditions; it is based on human musicians
playing duets with the musical system, and using a questionna re to rate their
experiences. A pilot of this design is run, where pianists play with unseen part-
ners, which include other humans, recordings of humans and MAMA in varying
configurations.
To sum up, the contributions made are:
• a specification for a Musical Middleware system, which can beimplemented
computationally, and allows distributed agents to collabor te on music in real-
time.
• a computational model of musical interaction, which allowsmusical agents to
analyse the playing of others as part of a communicative process, and formalises
the workings of the Musical Middleware system.
• MAMA, a musical agent system which embodies this theory, andwhich can
function in a variety of Musical Middleware applications.
• a pilot experiment which explores the use of MAMA and the utility of MAT
under controlled conditions.
1.1 Structure of the Thesis
The structure of the thesis is as follows:
1: Introduction sets out the primary motivation for the thesis, and outlinesth claims
and contributions it makes
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2: Background presents an overview of the fields which are relevant to this work, and
some tools and methodologies for assessing and classifyingmusical system.
3: Related Work describes a selection of theories of music analysis and improvisa-
tion, and a variety of musical systems which are relevant to the current system.
4: Architecture and Design This section starts by discussing situations where musi-
cal agents can be used, and coins the term “Musical Middleware” to describe
the functioning of intelligent, distributed agents playing music alongside human
partners. From these, and from other work, an architecture for musical agents is
created, which allows agents with a variety of capabilitiesto work together. This
architecture is used through the rest of the thesis.
5: Musical Acts describes a top-down view on intentional actions in music, and re-
lates this to the musical actions developed in the previous chapter.
6: Theory of Musical Interaction develops the theory of musical actions; it starts
from a formal description of a musical interaction, builds up higher level musical
features, and then discusses the relations between the features of different players
over time, constructing the final model of musical interaction.
7: Implementation describes the implementation of the agent system; it coversth
creation of musical agents, the manner in which they exchange music in real
time over a network, and the description language used to repres nt the musical
surface.
8: Analysis and Generation in MAMA covers the manner in which musical agents
analyse music over a set of features, and use the same featurese to generate
music.
9: Musical Deliberation covers the construction of a reasoning system based on MAT.
A theoretical framework is developed, which is then implemented as a function-
ing part of the system. The reasoner extracts musical acts from the features
explored in the previous section, deliberates over a response, and then returns
a set of features to be embodied in the output of the agent. Musical Acts are
extracted from human playing to create a set of data to train the reasoner.
10: Case Studiespresents three case studies, where the system has been used to per-
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form a certain task. In order, they are the encoding ofIn C2 for performance
by a group of virtual musicians; addition of a tangible interface to allow human
users to shape the playing of the system forIn C; encoding of sections ofCanto
Ostinato3 to allow the system to play piano duets in real time, responding to the
musical output of human partners.
11: Experimental Design, Implementation and Resultsdescribes a pilot experiment
which is used to test the operation of the system. Human participants are asked
to play piano duets with an unseen partner, which they rate using a question-
naire; factor analysis is used to recover a score for the interac ivity of the partner
in each duet. Five conditions are analysed, with three providing baseline scores,
allowing a comparison between two conditions of interest: the system reasoning
about musical acts, and the system attempting to mimic the playing of its part-
ner as closely as possible. The results are encouraging, although no significant
conclusions are drawn from this pilot.
12: Further Work and Conclusions draws some conclusions about the system as a
whole, and ties together conclusions about the individual components. Some
directions in which the theory could be taken, and areas to which it could be
applied are outlined.
2a minimalist piece by Terry Riley
3a minimalist piece by Simeon ten Holt
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1.2 Glossary
This glossary contains terms which are either novel to this the is, used in a non-
standard manner or which the reader is expected to be unfamiliar.
Communicative Act is used in the same sense as FIPA Specification, an action which
has anintentionto communicate [Searle, 1983, page 165]. It is used as a substi-
tute for Speech Act, where an action is being carried out, butthe medium is not
natural language speech.
Fragment is a small amount of music, which occurs within a single timeslic .
Facet is some aspect of the the musical surface which may be analysed — for instance,
extracting chords or classifying rhythms.
MAMA is the multi-agent system which is created as part of this theis.
MRA is “Musical Representation for Agents”, the music representation specification
and implementation created in this thesis.
Musical Action is a discrete action embodied in the musical surface.
Musical Act is an intentional, performative act, embodied in the musical surface.
Musical Surface is a representation of music at the level of discrete sound-objects,
e.g. notes, in the sense of Lerdahl and Jackendoff [1983].
Timeslice is a span of time.
Chapter 2
Background
This chapter covers the research which is contextual to the thesis;
specifically the studies of musical activities, models of the music mak-
ing process, the linguistic theories which are influences andsome
background on multi-agent systems
2.1 Introduction
By its nature, this thesis touches on a wide range of disciplines; music is a primarily
human activity, so background from psychology is necessary; creating a system which
understands humans requires input from cognitive science;many computational musi-
cal systems fall under the remit of artificial intelligence;and this work draws on ideas
from linguistics and speech act theory. This chapter servesto introduce an overview of
work in these areas which is relevant to this thesis, and is structured as follows:
• some musical activities are introduced, so that terms can bedefined for later use,
and literature relevant to those activities is discussed.
• a range of models of music and improvisation are presented, so that the current
state of modelling of musical activities can be discussed.
• a brief overview is given of concepts in Pragmatics and Speech Act Theory
which are relevant to this thesis.
• a brief overview of multi-agent systems is given.
• some classifications for computer music systems are discusses.
Together, these discussions should ensure that the generalar a which this work is
directed at is clear, and that most general concepts used in the rest of the work are
9
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familiar.
2.2 Musical activities and their computational,
cognitive and psychological friends
This section explores the different activities which go into music making and how
they relate to each other and to established programmes of reearch. There are many
musical activities which can be, and have been, modelled. One way of dividing these
into general categories is:
Listening and Analysis The transformation of music-as-perceived into abstractedrep-
resentations
Performing Transforming a score (of some description) into some form ofaudio
(however indirectly). This may include aspects of improvisation, and certainly
includes interpretation.
Composing Creation of a musical score for later performance
Improvising Determining aspects of music to be played during performance
These are rough descriptions, and need further elaboration; also, many musical
activities will draw on more than one of these modalities simultaneously. The follow-
ing section will attempt both formal and informal definitions of the activities under
analysis, and then talk about the related fields in psychology, cognitive science and
informatics as appropriate.
2.2.1 Listening and Analysis
Listening, in the most general sense, is the abstraction of if rmation from a stream
of music; similarly, musical analysis seeks to create structures from a low level repre-
sentation of music. The most obvious form it takes is when acoustic signals enter the
ear of a human being, and have some effect on cognition. However, there are more
situations which we would like to address using the term listening, such as:
• a computer program taking audio input and extracting some information from it;
• a computer program which takes some symbolic representatioof music and
extracts information from it;
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The commonality here is the abstraction of information froma source of music;
the music may be symbolic or acoustic, the processing may be don in real time or
“offline” and the degree of information may be large or small,but the act of listening
remains a process of generating some form of model, representation or extra informa-
tion about the music being listened to. Musical perception is a skill which must be
learnt by humans, and the creation of computational systemswith similar skill is an
active research area.
An early and pervasive formalisation of this idea is Schenkerian Analysis, which
can be used to reduce pieces of music to anUrsatz, or fundamental structure; however,
no mechanical method is given for arriving at structurings.A pedagogical introduc-
tion to Schenkerian Analysis can be found in Forte and Gilbert [1982]. This style of
analysis is not universally accepted - see for example Narmou [1977, 1990].
In a similar vein, Lerdahl and Jackendoff’s Generative Theory of Tonal Music (see
Section 3.1.2) has been called a listening grammar [Jackendoff, 1987]. Another simi-
larity which all three systems share is a difficulty with computational implementation,
as they rely on rules which, while accessible to humans, are not formally expressed to
the extent necessary for algorithmic embodiment.
As an example of a method which does not share this issue, Dannenberg has also
developed a model of music listening which recovers underlying structure from audio
representations of music based on pattern detection - see Dannenberg [2002], Dannen-
berg and Hu [2002] for details.
2.2.2 Performing
In a very simple sense, performing music means taking a high level representation, and
transforming it into an acoustic waveform, in front of listeners. There are aspects of
this that are made less clear by the introduction of computers into musical performance:
• does the performance need to be real time?
• does playing back a tape piece count as a performance?
• what is the minimum amount of transformation required to produce a valid per-
formance?
There is, implicit in the commonly accepted notion of performance, the idea of
expressive performance. This is theinterpretationof a musical score, by aperformer
in order to create a stream of sound which is felt to be expressiv :
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What makes a piece of music come alive . . . is the art ofmusic interpre-
tation, that is, the artist’s understanding of the structure and ‘meaning’
of a piece of music, and his/her . . . expression of this understanding via
expressive performance[Widmer, 2001]
See Widmer [2001], Widmer and Goebl [2004], Ramirez and Hazan[2005], Juslin
[2003]. Here, the object is either to take some form of score (abstract musical rep-
resentation), and turn it into a more concrete version, which is regarded by humans as
being “expressive”, or study the mechanisms by which humansaccomplish this. Psy-
chology studies how it is that humans create expressive performances, and what makes
them expressive, while informatics is interested mainly increating systems which can
perform music expressively. However, it should be noted that both disciplines often
have a relaxed attitude to the setting and “liveness” of performance. Much of the psy-
chological data is collected in the laboratory (although some work with recordings of
famous performers), and many of the computational models donot work in real time.
Exactly what is meant by expressive is the subject of some debate. However, Juslin
[2003] defines five processes which provide the expressive chara ter of a performance:
Generative Rules are used by the performer to indicate structure in the music.This
approach is explained by [Clarke, 1988], backed up by evidence from [Gabriels-
son, 1987], [Sloboda, 1983], [Palmer, 1996], and reviewed in [Clarke, 1995]
among others. Variation in timing, dynamics and articulation are used by a
performer to clarify group boundaries, metrical accents and harmonic structure.
This can also be seen in the work of Widmer [2001], and the commentary from
Jackendoff on the GTTM -
The difference between a mechanical performance and a musically
satisfying one lies in the performer’s understanding of therol of the
individual notes not just as elements in a sequence but in building
integrated structures. [Jackendoff, 1987, page 235]
Emotional Expression allows a performance to portray certain moods or emotions -
see Juslin [2001] for more details.
Random Variability due to the lack of determinism in the human motor-system.
Motion Principles are the dynamic patterns associated with human movement. This
covers both the shaping of music to relate to patterns of human usic (e.g. fi-
nal ritardandi) and the patterns which arise from the interaction of a musician’s
physical body with an instrument
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Stylistic Unexpectednesscan be used by a performer to violate expectations, and
serve aesthetic functions.
The psychological field of expressive performance analysisis wide, so we will
not attempt a full exploration here. However, a large amountof information can be
gathered from reviews by Gabrielsson [Gabrielsson, 1999, 2003]. The first reviews
over 500 papers, while the latter adds a further 200, and a tabulation is given to keep
track of the numbers of papers in different subdomains.
In terms of expressive performance systems, the review by Widmer and Goebl
[2004] gives a clear overview of the current state of computation l modelling of ex-
pressive performance. Four models in particular are lookedat1:
KTH The KTH model [Friberg et al., 2000] is a rule based system, determining dy-
namics, timing and articulation, and using a local music context. This model is
unique in using an “analysis-by-synthesis” approach, where n w rules are eval-
uated by a professional musician in collaboration with the researcher
Todd Model This model [Todd, 1992] assumes a strong link between musical truc-
ture and performance, and attempts to model this using a simple ruler. Despite
lacking some level of power, it has been used to investigate the “residuals” —
details of individual performances.
Mazzola Model Taking a different approach, Mazzola [2002] has created a relativ ly
self-contained mathematical theory of musical analysis and performance, which
gives significantly different results to established systems. Unfortunately, no
hard data on the quality of the expressive performance is avalable.
Machine Learning is the approach taken by Widmer (and also Ramirez and Hazan
[2005] among others). Large amounts of performance data arenalysed, in order
to learn rules for note placement, phrase shapes etc. Since thes rules have been
extracted from real data, the output of the rules can then be compared with the
rest of the corpus.
It should be noted that these rules all operate essentially on the note level, and
particularly with piano based works, so that note lengths, timings and dynamics deter-
mine almost all of the performance. Systems such as Ramirez and H zan [2005] and
Arcos and de Ḿantaras [2001] deal with lower level expressive features, such as the
1only the most recent citations are given here - refer to [Widmer and Goebl, 2004] for further reading
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spectral characteristics and dynamics curves of notes, as they work with saxophone
performances. SaxEx [Arcos and de Mántaras, 2001] is particularly interesting, as it
combines case based reasoning with the GTTM, while Ramirez and H zan [2005] use
a genetic algorithm approach to machine learning.
2.2.3 Composing
The traditional view of musical composition (in the westernmusical canon) is that of
a composer creating a work, which is represented by a score. This score is an ideal
representation of the composer’s wishes, to be faithfully followed by performers. This
may prove to be a limited concept; instead, a piece may be saidto be composed of
certain elements which are determined ahead of time, and certain lements which are
determined in the moment.
Ed Sarath defines composition as
. . . the discontinuous process of creation and interaction (usually through
notation) of musical ideas. In other words, the composer generates materi-
als in one time frame and encodes the work in another [Sarath,1996, page
2]
This gives the composer the ability to work within the timescape of the composi-
tion, but also to take a broad view and examine the whole, or focus n smaller segments
as necessary. Benson, on the other hand [Benson, 2003, pages 25] talks about a “true”
composition having two key qualities - premeditation and permanence2.
2.2.4 Improvising
Improvisation is to some extent a harder activity to quantify than the others; it is
shrouded in mystique, and has had less formal analysis than oer f rms of musicality.
However, since it is the area in which the current project is rooted, some time will be
spent exploring just what improvisation really is.
Paul Berliner’s seminal study of jazz improvisation begins with the following (oft-
repeated) quote:
I used to think, How could jazz musicians pick notes out of thin air? I had
no idea of the knowledge it took. It was like magic to me at the time. —
Calvin Hill
2this should not be taken to represent his full view, which is richer and more important, and will be
explored later
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This conveys a popular perception of improvisation as an impenetrable skill, al-
lowed to some talented individuals and based very much on instantaneous intuition,
inspiration and insight. While these three qualities are undeniably important for im-
provisation, there is far more in the way of hard work, practice, learnt structures and
interrelations than implied by the Hill’s original viewpoint. The rest of section will
detail two views on improvisatory practise, structured around several questions. These
views are given in: Benson’s “The Improvisation of Musical Dialogue” [Benson, 2003]
and Ed Sarath’s “A new look at improvisation” [Sarath, 1996]. We will explore these
views, keeping in mind the following questions as points of contrast:
• How does improvisation relate to performance?
• How does improvisation relate to composition?
• What are the temporal aspects of improvisation?
Benson’s Views Benson’s views stem from philosophical work, influenced largely
by the continental tradition, and he presents a “Phenomenology of music”; a relation
between empirical observations of musical practice which is consistent with philosoph-
ical and musical theory. He starts his characterisation of improvisation by relating it
to both performance and composition. Composition is characte ised as “designating
or selecting musical features”, while performance is “putting into action those fea-
tures”, and the “traditional” view of improvisation is thatit relates to constructionex
nihilo, “without sketches, manuscript or memory” (pages 23–24). Improvisation is
seen to be similar to extemporaneous composition, in that itis not an interpretation
or re-presentation of a work; something new is being created, with a unique identity,
as opposed to the idea of an underlying work which allows manyperformances of the
same idea. However, unlike composition, there is no premeditat or decided charac-
ter, supported by a quote from Stravinsky that a musical workis “the fruit of study, rea-
soning, and calculation that imply exactly the converse of improvisation”[Stravinsky,
1970, page 138]3.
There is also a lack of permanence associated with improvisations; until the advent
of recording technology, they were largely transient phenomena. Now that many im-
provisations are recorded, a large difference is that a composition isprescriptive, and
details what should be done in order to play a piece, while a recording of an improvi-
sation isdescriptive, and details what happened on one particular occasion.
3Stravinsky’s view on this matter is clearly not in line with the current project
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The solution to this apparent problem of characterising improvisation in relation
to both performance and composition is to talk of the improvisational parts of both
of these activities; composers never create ex nihilo, but rather improvise, whether on
existing material, or more broadly on the tradition in whichthey work. Similarly, in
any performance, there is some degree of improvisation - some degree of judgement
made in real-time about how to execute certain features. Attention is also drawn to
Godlovitch’s “Musical Performance” [Godlovitch, 1998], which characterises scores
as “frameworks, like story lines, scenarios, or scripts awaiting completion through
collaboration by players. . . ” (page 82), and that there are no differences between im-
provisation and performance “so utterly as to make them stand in radically different
relations to the music made”.
In order to illustrate this view, Benson develops a series of (n minally) graded
levels of improvisation [Benson, 2003, pages 26–30]. These will be covered in more
depth as an axis for classification of musical systems 2.5.5,but a few of these levels
are:
Improvisation1 “Filling-in” certain details that are not notated in the score, e.g. tempi,
timbre, attack, dynamics.
Improvisation2 Addition of notes to the score that the performer isexpectedto per-
form, such as trills, and filling in figured bass parts.4
Improvisation5 Addition or subtraction of complete measures, passages or score
Improvisation10 The composer uses a particular work as a template, to producea
more complex (or simply different) work.
By illustrating the spectrum of improvisatory practises, Benson emphasises the
lack of distinction between improvisation and the other musical activities; improvi-
sation is not a subset of either performance or composition,rather an activity which
permeates all musical undertakings.
Finally, one compelling notion is that of a musical work as a sp ce to dwell (after
Heidegger [1963]). As a part of dwelling in the space, use is made of the surround-
ings, and they are in turn transformed, creating a dynamic relationship between works,
performers, composers and listeners. To finish:
4Improvisation1,2 are both common in Baroque scores, forming an expected part of Bar que musical
practice.
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. . . [A musical work] provides a world in which music making can take
place. Performers, listeners and even composers in effect dwell within
the world it creates. And their way of dwelling is best characterized as
“improvisation” . . . [Benson, 2003, page 32]
Sarath’s Views Sarath speaks from the viewpoint of a practising musician, music
teacher and theorist, seeking to explain what happens when one improvises. He draws
on ideas such as implication-realization theory [Narmour,1990] and temporal nonlin-
earity to construct a picture of improvisation as separatedfrom composition by the
improviser’s attitude to temporality.
In order to explore this, three forms of temporality are defined5:
Expanding temporality is the chief mode of conductors; here, events intime have
cumulative effects, and each event is built on the aggregateof all previous events.
The composer can “freeze” time, and traverse past events at will. Implications
for new events are based on the entire structure of what has gone before, and
access may be given to what is coming next. This conception also expands
towards both the future and the present.
Inner-directed or “vertical” temporality is the basic state of the improviser; events
in sequence are only dependant on the previous event. In thisMarkovian mode,
the artist creates moment to moment, with each event being self-contained and
autonomous, following a continuous movement towards the localised present6.
Retensive-Protensiveborrows aspects of both expanding and inner-directed tempo-
ralities; the improviser projects awareness both into the past and future, but is
still working within the present-directed framework of vertical conception. This
is used in improvisation to recall past ideas, and have a sense of length and over-
all shape for the improvisation; it is used in composition toall w the working
out of ideas through spontaneous performance; it is the basis of extemporaneous
composition, where a work is produced in a single, real-timeatt mpt.
These temporalities are not mutually exclusive; rather, different modes of working
draw more heavily on one or another, and different activities can be said to have a pri-
5Some of the terms and uses of language may not be immediately apparent from the account here,
but the general meanings should be clear
6the localised present is characterised as dealing with discrete events and their realisation, as opposed
to the “overarching present”, which deals with the present as part of the past-present-future sequence,
subsumed within an eternal sense of presence
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mary and subordinate conception in effect at the same time. So improvisation is char-
acterised as primarily inner directed and subordinativelyr tensive-protensive, while
composition is primarily expanding and subordinately retensive-protensive. This al-
lows Sarath to make a distinction between improvisation andextemporaneous compo-
sition, as the latter is primarily retensive-protensivelyand subordinately inner-directed
- a reversal of dominance from improvisation.
Improvisation then works as a series of inward and outward move ents; in the
inward phase, the improviser looks within tointernal imageryto find possible new
directions (actualities) for continuation. In the outward phase, the implications of these
actualities are generated, and one is expressed. Finally, the probability conceptions
may be neutralised - this means that the current action may bereplaced by a new one,
a new cycle in the inward-outward process. The faster these event cycles take place,
the more responsive the resulting improvisation will be — ifa several bar continuation
is conceived and then executed, no new directions are taken within that time span.
However, if the rest of the probability tendency is neutralised by the improviser before
the end of the action, a new, more appropriate continuation can be made. This is key
in interacting with others - the musical situation changes constantly, and one must be
able to react quickly in order to be open to impulses from the rest of the group.
The use of a “referent” is also covered - some underlying format which gives a
framework for musicians to work within. This contrasts withthe general quest of neu-
tralizing commitments to future events, by placing constrain s on what a player must
be doing when. The combination of both moment-to-moment andpast-present-future
structures is found in retensive-protensive temporality,allowing the improviser to work
at a local level, but with awareness of the surrounding structu es. Referents do not
specify the entirety of what is to be played, either - the improviser may “deconstruct”
the referent to find alternative realisations or treatments, depending on the concrete-
ness of the referent. This leads to a continuum of activities(and referents) from total
improvisation, starting with no explicit material throughto musics with strict compo-
sitional content - “even in works entirely composed, performe s will have some degree
of creative options through volume, dynamics, inflection . .. and other expressive nu-
ances”. In many improvised formats, there is also a cyclicalnature to the referent.
This tends to move towards a vertical conception of time, andallows another avenue
towards inner-directedness within a structured framework.
Benson and Sarath, as presented here offer two very differentvi ws of what im-
provisation is; where Benson’s improvisation is centred around the notion ofworks,
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and seeks to situate improvisation in relation to styles andschools of music, Sarath
describes improvisation as a dynamic process, unfolding over time, related but dis-
tinct from composition. Both of these viewpoints are influencs for the treatment of
improvisation which is developed through the rest of this thesis.
2.3 Linguistic Theories - Pragmatics and Speech Act
Theory
This section covers Pragmatics and Speech Act Theory, linguistic tools which have
formed the starting point for Musical Acts. Pragmatics is the branch of linguistics,
or more generally semiotics, which is concerned with the relations between signs and
interpreters. One definition is due to Morris [1938], who divi ed semiotics into three
categories:
Syntactics The formal relation of signs to one another
Semantics The relations of signs to the objects to which the signs are applicable
Pragmatics The relation of signs to interpreters
Alternatively, from Stalnaker [1970]:
Syntax studies sentences, semantics studies propositions. Pragmatics is
the study of linguistic acts and the contexts in which they are performed.
Levinson [1983] argues that a formal definition of pragmatics is difficult:
It is difficult to formulate a single definition and theory of Pragmatics; the
selection of a pragmatic theory must to some extent depend onthe choice
of semantictheory, and there is no single homogeneous semantic theory.
However, pragmatics touches on areas such as deixis, conversational implicature
and presuppositions. One of the important points made by pragmaticists is that the
import of utterances (sentences uttered in a context) may beentirely different from
their literal meaning. Grice [1957] introduces the formmeaningNN to capture the idea
of thenonnaturalmeaning of utterances, formalised in [Levinson, 1983] as:
S meant-nn zby uttering U iff:
1. S intended U to cause some effect z in recipient H
2. S intended (1) be achieved simply by H recognizing intention (1)
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In other words, S intends to cause z by getting H to recognise that S intends z.
It is these qualities, of being concerned with theperformance of acts in context,
and considering theimport of an utterance as disjoint from its literal meaning, which
make pragmatics an appealing area of theory to apply to music.
2.3.1 Grice’s Maxims
An important part of pragmatic theory is Grice’s theory of conventional implicature.
Grice’s “Cooperative Principle” [Grice, 1975] says:
Make your conversational contribution such as is required,at the stage at
which it occurs, by the accepted purpose or direction of the talk exchange
in which you are engaged.
Maxim of Quantity “relates to the quantity of information that is to be provided”
1. Make your contribution as informative as is required
2. Do not make your contribution more informative than is required
Maxim of Quality “try to make your contribution be one that is true”
1. Do not say what you believe to be false
2. Do not say that for which you lack adequate evidence
Maxim of Relation “Be relevant to the conversation”
Maxim of Manner “relates to how something is said - be perspicuous”
1. Avoid obscurity of expression
2. Avoid ambiguity
3. Be brief (avoid unnecessary prolixity)
4. Be orderly
This is (or has been interpreted as) applicable to communication in general, not
simply spoken conversation. A particularly relevant application is in [Coventry and
Blackwell, 1994], where the authors use Gricean maxims to analyse the difference
between “cool” and “bebop” solos:
Simply saying that Dizzy Gillespie (a bebop player) plays more notes than
Miles (in his cool period) is uninformative. It does not get at he intention-
ality of the player, and does not give insight into the choiceof notes that
are played.
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2.3.2 Speech Act Theory
The theory of speech acts is based on the works of Austin [Austin, 1962] and Wittgen-
stein, but is largely attributed (especially in Computer Scien e oriented areas) to Searle
[1969]. It can be seen as a part of pragmatics, more specifically p rt of Dialogue Anal-
ysis. The defining idea is that when someone speaks, they are performing anaction,
and doing so withintention. This is partly in response to the verifiability criterion of
meaning of the Logical Positivists, which discounts statements with no computable
truth value [Neurath, 1996, page 38], and has problems with sta ements such as:
• I bet you sixpence that it will rain tomorrow
• I apologise
• I (hereby) declare war on Zanzibar
• I christen this ship the H.M.S Flounder
These are all statements which cannot be regarded as true or false, but have the
form of an action.
Searle systematises Austin’s theory, and gives a hierarchal taxonomy for verbal
events:
Utterance Any verbal expression. Does not necessarily convey any meaning t all. A
”pure” utterance could be a nonsense rhyme used while skipping etc.
Propositional Utterance A propositional utterance has a reference to some real or
imagined thing. ”A blue hamster” would be a propositional utterance. It refers
to a thing, and meaning can be shared between the speaker and the hearer if they
share a verbal code.
Illocutionary Utterance If a propositional utterance is intended to make contact with
a listener, it becomes illocutionary. The intentional nature of the statement is
paramount. The same statement can be caused by different intions, in differ-
ent contexts, and hold different meanings.
Perlocutionary Utterance If an illocutionary act is attempting to cause a change in
the world (or at least the hearer’s actions) they become perlocutionary.
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Here,loquormeans speaking, soill ocution means “in the locution” andperlocution
means “through the locution”
He defines three types of condition for an utterance to be a Speech Act:
Preparatory The necessary conditions for the Act (e.g. to christen a ship, t ere must
be an unchristened ship there, the speaker must have the authority o christen it
etc.)
Sincerity The speaker must believe the effect the act will have
Essential The definition of the Act.
And further, he gives some categories of Speech Acts:
Directives Ordering, requesting, advising
CommissivesPromising, threatening
ExpressivesThanking, apologising, welcoming
Declarations Declaring war, christening, marrying
RepresentativesStating, concluding
An alternative set of necessary conditions for modelling a dialogue using Speech
Acts (in [Levinson, 1983]) is:
• There are unit acts (speech acts or moves) performed in speaking which belong
to a specifiable, delimited set.
• Utterances are segmentable into parts, each of which corresp nd to at least one
act.
• There is a specifiable function to map utterance units into speech acts and vice
versa.
• Conversational sequences are primarily regulated by a set ofsequencing rules
stated over speech act types.
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2.3.2.1 Speech Acts in Multi-Agent Systems
This idea of performatives has been widely used in communication between compu-
tational agents in multi-agent systems, particularly as evidenced by the FIPA7 Com-
municative Acts Library, and KQML [KQML Spec]. The FIPA Communicative Acts
Library Specification [FIPA Specification] considers a message to be a combination of
a performative and some logical content. 22 types of performative are listed, includ-
ing Accept, Inform, Request, Not Understood and Refuse. Thereare four basic types
given - Inform, Request, Confirm and Disconfirm. These performative cts can then be
combined into larger complex protocols. As well as defining the names of these acts,
definite semantics are given, for when they may be used, and what agents may believe
about the world after their use. For example, INFORM has the following semantics for
agenti informing agentj of propositionφ:
Model: <i, inform (j, φ)>
Feasibility Preconditions: Biφ∧¬Bi(Bi f jφ∨Ui f jφ)
Rational Effect: B jφ
In natural language this means that:
• the act has the form of a message stating thati informs j of φ.
• in order to fori to send such a message,i must:
– believeφ.
– not believe thatj has existing beliefs aboutφ.
• oncei has sent the message,j will believe φ.
By specifying communicative actions in this manner, agents may reason about the
beliefs of other agents, and complex patterns of interaction may be set up separately
from their content; FIPA provides several protocols, such as Contract Net, English
Auction, Recruiting and Subscription.
2.3.3 Relations between music and language
There have been many works which apply linguistic tools to the analysis or creation
of music. Grammars are a particular favourite, with Steedman [1996] using a trans-
formational grammar to model blues chord sequences, and theBol Processor [Kippen
7Foundation for Intelligent Physical Agents
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and Bel, 1992, Bel, 1998] using grammars to represent tabla playing knowledge. As
previously mentioned, Coventry and Blackwell [1994] use Grice’s maxims to explore
the different qualities of trumpet solos. Walker [1997] provides an in-depth analysis
of jazz playing using conversational structures. Lerdahl and Jackendoff [1983] should
also be mentioned here - it is detailed more thoroughly in Section 3.1.2
Finally, Beghilli [1995] gives a specific application of Speech Act Theory to music;
looking at Verdian opera, he finds stylised, iconic gestures, which through their asso-
ciation to certain situations may be used toperformactions musically. In the opera
Stiffelio, for example, the orchestra carries out the act ofweeping for one of the char-
acters - rather than supporting the actions of the character, the orchestra actuallyenacts
the weeping. There are a set of emblems in Verdian opera whichrepresent performa-
tive acts, and since each emblem only covers certain facets of the musical surface, they
can be applied in many contexts.
2.4 Multiagent systems
The study of multiagent systems is an endeavour which requirs a certain amount
of positioning, since it is informed by many disciplines butis a coherent field in its
own right. A good introduction to the field can be found in Wooldridge [2001], Weiss
[1999]. Within the field, there are many different directions and methodologies, but
the main division [Wooldridge, 2001, page 7] is between using agent systems as a
paradigm for software engineering, and as a means to model anunderstand social
behaviour. In this context, what is meant by an agent, and by extension a multi agent
system? Wooldridge [2001, page 23] suggests that an agent must be:
Reactive to its perception of its environment,
Proactive in attempting to fulfil its goals,
Socially able to interact with other agents, and possibly humans.
Other qualities attributed to software agents include [Weiss, 1999]: autonomous,
goal-directed, intelligent, distributed, decentralized, asynchronous. However, different
projects generally pick and choose which of these qualitiesar most important to their
particular goals.
Agents typically communicate with other agents using an Agent Communication
Language (ACL) such as [FIPA Specification] or [KQML Spec], both f which are
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organised around the use of communicative actions with clearly defined semantics,
which allows the use of predefined protocols to manage interaction.
2.5 Tools and frameworks for classifying and
evaluating computer musical systems
This section examines several taxonomies or methods of classifying and evaluating
musical systems, in order to develop axes for comparing musical ystems, and situate
the current work with reference to similar systems.
2.5.1 Expressive Completeness and Structural Generality
In Wiggins et al. [1993], the authors develop a framework forevaluating musical rep-
resentation systems. Looking at three different situations - recording, analysis and
generation - they use two axes:
Expressive completeness (EC)is the ability of a system to represent “raw” data - the
range of musical events which can be captured.
Structural Generality (SG) is the range of high level structures which can be mod-
elled and manipulated in the representation.
A distinction is made between scoring systems (which represent models of how
a piece should be played) and representations of musical objects (which represent a
performance of a piece), and the report is mostly concerned with the latter, although
some systems - particularly grammars - are as suited to generation as description. In
fact, several of the systems are moving towards scores or prog ammes for music, and
the axes used are equally applicable.
Some examples:
MIDI scores low on both EC: it can only encode pitch, duration and indications for
timbre and dynamics, and also for structural generality: there are no high level
features available.
Bol Grammars score low for EC as they only represent symbolic tabla strikes, but
higher for SG, as high level patterns can be represented.
CHARM Harris et al. [1991] uses abstract data types to represent music, and as such,
scores highly on both counts, as it can be extended to deal with whatever infor-
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mation is required (subject to certain constraints, such ascon tant pitches and
mathematical relationships for pitch and time).
These terms provide a useful, but not necessarily complete mans of analysis for
deciding what capabilities of a system are important. Wiggins et al. [1993] applies
them to descriptions of musical objects, but it is clear theycan be applied to some
extent to scores as well. One may analyse existing musical works, and discuss what
capabilities in both of these directions are necessary to repres nt them - for example:
In C (Terry Riley) requires little expressive completeness (as no instrumentatio or
dynamics are explicitly given) but a medium degree of structural generality in
order to represent it
Stimmung (Stockhausen)requires high degrees of both expressive completeness and
structural generality to represent the overtone singing which is used and the un-
derdetermined route through the piece itself
2.5.2 Interactive Systems - Scores, Responses and Players
Rowe [1993, pages 6–8] describes three axes on which to classify musical systems,
with the aim being “to recognize similarities between them and to be able to identify
the relations between new systems and their predecessors.”
The three axes described are:
Drive is the relation of the system to predetermined events;performance-drivensys-
tems do not have an expectation of the music they expect to findat the input,
while score-drivensystems do.
Responsecovers how the system creates music. It may be:
Transformative, where existing material undergoes transformation; this mate-
rial need not be stored, however - it may appear at the input ofthe program.
Generative, where rules are used to produce complete musical output from
some fundamental material or knowledge
Sequenced,where existing fragments of music are output, with minor alter-
ations (e.g. tempo and dynamics).
Agency describes the system’s relation to its “player”;instrumentsystems elaborate
on human input, but a piece played on one would be considered asolo, while
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playersystems tend towards a musical presence, and a performance would feel
more like a duet.
(the naming of these axes has been added to facilitate futurediscussion)
2.5.3 Net Music Approaches
Net Music, or music based on Interconnected Musical Networks is the field of musical
systems which use technological networks to allow players to interact musically. These
interactions are generally real-time, and can overcome physical boundaries to create
new musical social spaces. In [Weinberg, 2002], Weinberg gives an overview of the
field, and then discusses a taxonomy of Net Music approaches.T se are:
Servers allow players to communicate with the server, but not with each other. The
server may provide musical material for the players to work with, but inter-player
communication is non-existent.
Bridges connect players, so they can play as if they were in the same space - they vir-
tually simulate a connected physical space. The system doesnot try to enhance
the interaction, but provide as close to a “natural” interaction as possible.
Shapers allow players to influence the output of a central server. Although the players
can hear the effects of other players, they cannot directly communicate with each
other.
Construction Kits allow diachronic collaboration over musical material; participants
can create their own material, and modify that of others, andthen place the
results on a communal server for further modification.
These terms are designed to describe some of the new musical approaches which
are emerging. They are not complete, and systems may have aspects of several, but
they do suggest an axis on which to analyse, evaluate or situate work. In effect, this
provides a discussion point for two distinct qualities - temporality and communication
method. If the temporality of the interaction between usersand the system (and hence
other users) may be synchronic or diachronic and communication (between users) may
be absent, directly through music or through manipulation of shared musical objects,
we arrive at Table 2.1. This also touches on the idea of music as a oordination artifact
[Viroli and Ricci, 2004, Omicini et al., 2006]





Shared Objects Shaper Construction Kit
Table 2.1: NetMusic approaches organised by communication type and temporality
2.5.4 Methodological Approaches and Motivation
There are many different motivations for involving computers in music; the motiva-
tion for the development of a particular system will both shape the capabilities of the
system, and determine the ways in which it can be evaluated. For a similar discussion
regarding AI in general, see Bundy [1990]
In order to characterise systems, it is necessary to look at the in ention behind the
system so that the results of the work can be properly characterised. Since the history
of computer supported music is nearly as long as the history of electrical computers
themselves, the field of computer music has had time to evolveand explore many
possible reasons for its existence. However, this does not mean that the proponents of
the genre have always been clear, in their minds or in their communications, about the
reasons to construct a particular system or investigate a cert in area.
Motivated by understanding these concerns, and addressingthe “stagnation in the
body of published work involved in the development of computer programs which
compose music”, Pearce et al. [2002] develop four types of computer music programs,
explaining their motivations and methodology. These are paaphrased as follows:
Algorithmic Composition covers programs written to extend personal compositional
practice. Themotivationhere is artistic: supporting the composer in creating
pieces which would otherwise not have been created.Methodologically, the only
constraint on this work, or evaluation which may be carried out is the composer’s
aesthetic judgement.
Compositional Tools are general tools to aid any composer in composition. Themoti-
vation is to make available to others the results of research into computer music,
and present different approaches as part of a toolkit for composers to draw on.
This work can be assessed with reference to software developm ntmethodology:
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analysis, design, implementation and testing phases are all n cessary, and have
their own evaluation criteria.
Theories of Musical Style attempt to create programs which are computational mod-
els of stylistically valid music. Themotivationis to allow the empirical testing
of models of musical style, by generating pieces using the models.Methodolog-
ically this approach allows assumptions to be made explicit, and compositions
generated by the model may be compared to existing examples so that the model
can be checked for over- and under-generation
Cognitive Theories of the processes supporting compositional expertise can bemod-
elled using AI techniques. Themotivationhere avoids aesthetics and stylistic
validity, and is solely concerned with understanding the underlying cognitive
processes involved in human composition. Them thodologyis to:
• state hypotheses embodied in the model.
• derive these hypotheses frompsychological experiments.
• evaluate the hypotheses through attempts to refute them based on the output
of the model.
These four types of compositional tool, along with their ownevaluation methods,
give a clear path towards creating clear and incisive assessment of musical projects;
however, in order to assess the current work, some points should be addressed:
• not all work falls exactly into one of these categories; When presented with a
categorisation scheme, such as outlined above, it is often possible to find works
which belong to several categories, or to none. Two responses to this are:
– The classification scheme is too constrictive, and must be relaxed to allow
works to belong to several categories
– The work was poorly conceived, and had it been situated cleanly in one
category would have been stronger
The second point can prove useful in the design of computer music projects -
unless there is a clear reason for working cross-category, it should be avoided.
The first point provides a richer toolkit; if a project falls into several categories,
then appropriate parts of the project may be analysed according to the different
categories. This is a notion we will use extensively in the analysis of our own
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work, as there are clearly aspects to be evaluated as severalcategories. We will
also attempt to defend the creation of a multi-category work.
• these categories deal specifically withcomposition, and none of the other mu-
sical activities characterised previously. This means that some of the methods
will not be appropriate for this work, but where possible, a similar spirit will be
adopted.
• when looking at musical tools, arguably the most important criterion is ecolog-
ical — does the tool become widely used, or result in interesting music which
would not have happened otherwise? These are questions which can only be
answered after some period of time has passed.
2.5.5 Types of Improvisation
Improvisation is often thought of as an activity in its own right, separate from the
activities of performance or composition. However, a more flexible approach is to
view all performance oriented activities as having some improvisational content – by
discussing what characterises the improvisation involved, we gain an understanding of
the capabilities needed for that particular style of performance.
[Benson, 2003, pages 26-30] gives a series of increasingly “free” types of improvi-
sation. All of these acknowledge some form of referent, although in the later forms the
referent is not necessarily the piece being composed or performed. A sample of these
is:
I1 The players fill in certain details which are not specified by the score
I2 The players add notes to the score, in a manner expected by thecomposer (e.g.
trills)
I3,5 The players add whole measures, sections etc. to the score; if this is in a manner
approved or expected by the conductor, it is (I3), otherwise, it is (I5).
I7,8 The score is changed considerably, reharmonization, melodic alteration etc. The
difference between I7 and I8 is that of recognisability - in the former, there is
some obvious connection between the score and the rendition, but in the latter
there is not.
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I9 The composer uses a particular form or style of music as a template for composition
- improvising on the form.
I11 The composer and performer are part of a musical tradition, and by their work they
modify the rules and expectations associated with that tradition.
If this spectrum is applied to computational musical system, it gives a tool to
discuss the capabilities of the system, and hence what kindsof improvisation it may be
able to perform.
2.5.6 Creativity
Boden [1998] presents a taxonomy of creativity, directed towards analysis of artifi-
cially intelligent systems. Firstly, there is a division betw enP creativity, which is
creativity relative to that particular agent or system, andH creativity, which is for
output which is historically novel — that is, has never occurred before. The second
division is thetypeof creativity, as follows:
Combinatorial creativity relies on combining existing elements in novel ways; for
example, analogies, where a relation is made between distinct co cepts.
Exploratory creativity involves the exploration of structured spaces to generate novel
concepts; this can generate surprising ideas, but they willbe coherent with the
existing space or body of work.
Transformational creativity alters one or more dimensions of the space, so that ide s
are possible which previously were not.
These give a framework for looking at the different ways in which artificial systems
can be said to be “creative”, and Boden [1998] gives several exmples of different
systems and the type of creativity they are capable of.
2.5.7 Conclusions
This chapter has introduced background material which willhe p to understand the
rest of the thesis; a set of musical activities and our understandings of them are used to
define the work being done here; Speech Act Theory and a general sense of pragmatics
provide an inspiration for the system of musical communciation developed; ideas from
multi-agent systems, in particular FIPA, are used as a template for the formalisation of
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communicative processes. Finally, some methods have been pr sented for classifying




This chapter presents some theoretical models of differentaspects of
music, and some implemented musical systems, with some discussion
about how the current work relates to these systems.
This thesis is concerned with two different approaches to the area of computational
music making: theoretical and practical. The related work presented here hence covers
a selection of theoretical models of different aspects of music, and then goes on to
describe a range of different practical musical systems.
3.1 Models of music, improvisation, interaction and
creativity
Several models are given in this section, which cover very different aspects of
music making. After each model is presented, a short discussion about the strengths
and weaknesses of the model is given, and at the end of the section, a final discussion
points out the areas which are open to further research.
3.1.1 A cognitive model of improvisation (Pressing)
Formal models of improvised music are few and far between; possibly the most com-
monly cited is due to Jeff Pressing [Pressing, 1988]. Since this model has not been
superseded in the literature, it will be explained in some detail, and then commented
on.
Pressing is seeking to present a model for the cognitive processes which underly the
generation of improvised music; hence, his model should both account for observed
features of improvised music, and have a degree of cognitivevalidity.
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This model works at the level of “musical events”; although these are not further
defined, we assume them to be roughly analogous to notes, although the definition may
be relaxed somewhat from the musical surface used in [Lerdahl and Jackendoff, 1983].
These notes are divided into “event clusters” (Ei), with each event being assigned to
only one cluster. A complete improvisation is then written as:
I = {E1,E2 . . .En}
For a given improviser, we then add:
Referent -R A piece specific guide or scheme - some form of score. The nature of
this is left purposefully open (Pressing [1984])
Goals - G The goals of the improviser
Memory - M The improviser’s long-term memory
Put together, the process of solo event-cluster generationis:
({E},R,G ,M)i → Ei+1
while group playing addsC to represent thekth performer’s cognitive representation
of the other performer’s previous output:
({E},C,R,G ,M)ik → Eik+1,k = 1. . .K
In order to produce new output, during the interval (ti , ti+1) a series of steps is taken:
1. the outputEi (decided on during the previous interval) is triggered
2. Ei is decomposed into Objects, Features and Processes (more onth se later).
This works both on the intended output, and the actual outputas i becomes
available.
3. Ei+1 is produced, based upon
• long term factors -R, G , stylistic norms and ongoing processes
• evaluation of the effects and possibilities ofEi
This can useassociative generationor interrupt generation, and generates fac-
tors which give rise toEi+1.
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4. Cognitive and motor subprograms are set in motion, which will realiseEi+1 - the
beginning of the next iteration.
Musical events are represented under three distinct analytical representations (which
I will shorten to “OFP arrays”):
Objects are unified cognitive or perceptual entities. They are represented as a category
label (e.g. note, rest, glissando, scale) for each object, and a cognitive strength
for that object
Features represent properties of each of these objects, along with the cognitive strength
of each property. For instance a note may have features relating to its pitch, du-
ration, dynamic, harmonic function etc.
Processesdenote the processes which gave rise to the notes. They are represented
by the name of a process, and a set of parameters and corresponding cognitive
strengths for that process.
These OFP arrays are produced for several axes simultaneously; the three repre-
sentations are constructed for acoustic, musical, movement and “other” aspects ofEk.
There is a purposeful degree of redundancy here, both acrossaxe (e.g. the performer
would know that a particular motor programme will give rise to a particular sound) and
within axes (e.g. representing a chord as DFAB or Bb diminished 7th). This is so as
to allow maximal flexibility of the choice of path through this space, by increasing the
richness of connections between specific points. In terms ofoutput, the redundancy
indicates that event production is heterarchical, with different options being allowed
precedence as necessary. The objects and features which onean p rceive are assumed
to be stable over the course of an improvisation - learning happens elsewhere.
This covers the infrastructure of the model, but the most relevant aspect is the way
in which Ek+1 is generated from these OFP arrays. Insimilar associative generation,
successive event clusters have mostly similar values for their parameters. Incontrastive
associative generation, most strong parameters have the same values, but one or more
of the strong parameters moves from one end of its spectrum tothe ther. However,
in interrupt generation, all of the strong array components are reset without regardto
their current values. Hence an improvisation may be modelleas a series of groups
of event clusters, with the clusters within a group being produced by associative gen-
eration, and the start of each group being produced by interrupt generation. This can
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be modelled by simulating “boredom” using a time-dependanttolerance level and a
repetition metric.
3.1.1.1 Discussion
Some important questions remain open here:
Finished output How is finished output created from the OFP arrays? Although a
representation is given to use, there are many ways in which te component
parts could be put together; some of these would depend on thearchitecture
of the improviser, and some on the goals in force at that particular time. For
more ideas in this direction, Pachet’s work on PACTs makes interes ing reading
[Pachet, 1994, Pachet et al., 1996].
Selection of continuationsHow is one possible continuation (OFP array forEi+1)
chosen over the others? There are many ways within associative generation
that parameter settings can be modified for the next event clus er; why is one
parameter chosen to take a contrasting value? How are the parameters of the
“boredom threshold” chosen? Again, some of these may be due to the structure
of the improviser, and any goals in place, but there is a deeper question, relating
to creativity and individuality here; musicians will makechoicesabout which
structures to vary and how, and this is very much part of theirp rsonality. How-
ever, the fact that this model is non-prescriptive about thecreative processes used
makes it appealing as a general framework to refer to.
Multiparty improvisation The model specifies a variableC for the cognitive effects
of the playing of others. This is clearly a vast simplification; there is no structure
given, and no idea of how this is taken into account during theentire process.
This is encouraging, since it leaves the question entirely open to investigation.
3.1.2 The Generative Theory of Tonal Music
In 1983, Lerdahl and Jackendoff published the Generative Thory of Tonal Music
(GTTM) [Lerdahl and Jackendoff, 1983]. This was an attempt to provide a listen-
ing grammar for Western tonal music, with the idea that it could give an insight into
more general music making as well.
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Since the explanation of the GTTM is rather lengthy, it is necessary to state some
reasons for interest in it, and in particular why such a full description of its workings
is being presented:
• it remains the most widely cited model of musical cognition,a d is certainly one
of the most important in the field. However, this alone does not necessitate such
an in depth exposition.
• it provided inspiration for previous work: [Murray-Rust, 2003, 2005]
• there are several concepts exemplified within it, which willbe used in the work
to come, notably:
– the reduction hypothesis, giving a framework for further complexity/speci-
ficity of musical ideas;
– the use of simultaneous, complex axes to describe the interpre ation of a
piece of music;
– the fact it is based on building up a complex representation fr m heard
music.
The GTTM aims to build up a representation of music along the lines of that which
an expert listener would construct on hearing a piece; This is explained more thor-
oughly in Lerdahl [1988], through an exploration of the analyses of serialist works,
particularly Boulez’sLe Marteau sans Mâıtre.
A serialist work is organised according to a comprehensive structure. However,
when listening to the work, it is not always possible to discern this structure:
. . . Yet nobody could figure out, much less hear, how the piece was serial.
. . . in the interim, listeners made what sense they could of the piece in ways
unrelated to its construction. [Lerdahl, 1988]
This points to a large gap between the compositional system,and the cognized re-
sult. Hence, Lerdahl proposes a “compositional grammar”, and a “listening grammar”.
A compositional grammar produces some organisation of the inputs or specification1,
and a sequence of events - the score. Upon hearing the piece, alistener will attempt
to infer a set of rules governing the events within it, which then leads to a structural
description.
1the text does not expand on this
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part due to music
specific properties
of the computational mind
part due to general 






Structure of Musical Idiom
Figure 3.1: Jackendoff’s decomposition of Musical Idioms
Lerdahl’s contention is that purposefully chosen grammarsused in contemporary
music are ‘artificial’ grammars - which do notnecessarilyrelate to listening grammars.
Historically, compositional grammars have been shaped both y artifice and ‘natural’
effects, so that listening and composition maintain relations; in the avant-garde, one is
free to choose one’s own grammar, and the rift may begin.
This was Lerdahl’s motivation for developing the GTTM - to use a listening gram-
mar to inform his creation of artificial grammars, which were“intellectually complex,
yet spontaneously accessible”.
Ray Jackendoff’s motivation appears to come from a more cognitive angle; in Jack-
endoff [1987], he describes a series of models of various cognitive tasks; primarily nat-
ural language, but also vision and music. He describes each of these tasks in terms of
structured levels, and explores their relations to each other. In the chapter on “Levels
of Musical Structure”, he describes the GTTM in detail, and prefaces it by situating
the cognitive abilities involved - see Figure 3.1.
The GTTM is not generative in the sense of being able to compose new pieces of
music; rather it is “a set of principles that match pieces with their proper structures”
3.1. Models of music, improvisation, interaction and creativity 39
[Jackendoff, 1987]2. It covers four levels, and for each level has a set of “well formed-
ness rules”, which define allowable structures, and “preference rules” which indicate
which structures should be preferred; there is a second division n their ruleset, between
“formation rules”, which define the formation of a level in isolation, and “correspon-
dence rules”, which deal with that level’s relation to otherlevels, including the musical
surface.
The starting point of the GTTM is the “musical surface” - the encoding of music
as discrete pitch-events. This musical surface is represent d using Western music no-
tation, but is assumed to be extracted from an audio signal: “it is easy to overlook the
fact that the musical surface . . . comes to our perception only after a substantial amount
of processing” [Jackendoff, 1987]
An important part of the GTTM is the “reduction hypothesis”,which is:
The pitch-events of a piece are heard in a hierarchy of relativ importance;
structurally less important events are heard as ornamentatio s of elabora-
tions of events of greater importance.
The four levels of the GTTM are as follows:
Grouping The surface is hierarchically decomposed into groups, which relate to mo-
tives, phrases and sections. Well formedness rules are usedto nsure that a
properly nested hierarchical structure is built up, while features such as proxim-
ity, similarity, symmetry and parallelism are used by prefence rules to indicate
preferred groupings.
Metrical Structure A metrical grid is imposed over the music which is heard. Each
level consists of a series of dots, with each dot representing a beat at that level.
This starts at the smallest metrical level, and progresses upwards with progres-
sively fewer, but stronger beats on each level. Each layer ofthe grid is uniform
in its spacing, at either 2 or 3 times the period of the layer below. This accounts
for metrical regularity up to a few seconds in length, and hence does not deal
with long term structure.
Time Span Reduction Working from the reduction hypothesis above, time span re-
duction works in the melodic and harmonic domains to allow events to be merged
into more important neighbours, with the more important parbeing labelled the
head, and the lesser the elaboration. This gives a tree view of theentire piece of
music, according to the rhythmic-structural importance ofpitches.
2The GTTM is generative in the same sense as Chomsky’s generative grammars
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Prolongational Reduction Again working from the reduction hypothesis, and creat-
ing domainsmade from aheadand anelaboration, prolongational reduction
combines elements, but instead looks at patterns of tensionand relaxation; three
types of prolongation are given:
Strong Prolongation where the head and elaboration are the same chord, and
the tension does not change
Progression where the head and elaboration are different chords, and theten-
sion can increase (if the elaboration follows the head) or dec ease (if the
head follows the elaboration)
Weak Prolongation where the elaboration is a weaker (less stable) version of
the head.
3.1.2.1 Discussion
This has been a brief tour of a complex model; some of the implications, limitations
and insights due to the model are now discussed.
Firstly, the notion of the musical surface can become confusi g. The authors state
clearly that the musical surface is derived from music-as-heard, but represented in the
text by Common Practice Notation. There is a significant issueher , in that a common
practice notation representation of music does not indicate the actual positions and
durations of notes - rather it gives a performer indicationsas to when and how notes
should be played. In fact, the performer’s interpretation of the underlying musical
structure translated into decisions about when and how to play notes contributes largely
to the domain ofexpressive performance- this can be seen in relation to Widmer’s
recent work [Widmer, 2001], which seeks to create expressivrenditions of a piece
based purely on the musical structure.
Secondly, the GTTM as a whole is directed solely at creating representations of
music; it is a “listening grammar”, rather than a compositional grammar. This does
not mean it is useless for the work at hand, but rather that it can only be a part of the
answer. For musical agents, it can provide insight both intoi terpreting the actions
of the rest of the group, and how others will interpret one’s own actions. This second
sense seems very close to Lerdahl’s stated intention of using a listening grammar to
inform compositional grammars, keeping a tighter feedbackbetween the abstract or
formal structure of the music and the resulting representations in listener’s minds.
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Finally, although the GTTM is a cognitive theory, it is not readily computation-
ally implementable; parts of the theory have been implemented computationally (e.g.
Smoliar [1995]) but there has not been a total computationalimplementation of the en-
tire GTTM. There are many aspects which need to be developed,two examples being
models of parallelism and the weighting given to different preference rules.
3.1.3 Live Algorithms
The Live Algorithms for Music project [LAM] seeks to create algorithms which can
take their place on stage alongside human musicians. A live algorithm should be (para-
phrased from [LAM])
interactive and autonomous; an ideas generator; idiosyncratic but compre-
hensible. A live algorithm can collaborate actively with human performers
in real-time performance without a human operator. A live algorithm can
make apt and creative contributions to the musical dimensions of sound,
time and structure
The model underlying live algorithms is derived from a simple model of interac-
tion [Blackwell and Young, 2004]. Two people (A andB) are playing together;A is
outputting audioX, while B is outputtingY. In order for an interaction to be taking
place, we needX to be dependent onY, and vice versa, soA has:
• a set of perceptual functions,P which create internal representationsp from Y.
• a decision process,F(ha), which creates a set of musical representationsq.
• a processQ which acts over the intermediate representations to produce a dio.





// q Q // X
3.1.3.1 Discussion
This gives a very broad framework with which to construct computational improvisers;
they hear, interpret, process and realise. The philosophical thrust of the live algorithm
movement goes further; desirable qualities of the system are set out (as noted above)
with a constant emphasis on autonomy, creativity and surprise. This model allows for
the fact that the improvising systems need not be human, or inany way “cognitively
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valid”, and follows the idea that in assessing a live algorithm, “the performance is the
laboratory”. The issue of the generality of the theory, however, is that little guidance
is given as to how music could and should be processed by live algorithms; while
this is desirable from the point of view of constructing a range of systems, it can be
problematic from the point of view of constructing systems which work well together,
as there is no shared knowledge about how other systems are likely to behave.
3.1.4 A Framework for the Analysis of Performer Interaction s
Pelz-Sherman [1998] presents an analysis framework for Western Improvised Contem-
porary Art Music (WICAM). This is developed using a phenomenological approach:
a series of “micro-score” improvisations were carried out,and the recordings of these
were analysed.
The theory starts from the notion of an intelligent musical agent, capable of produc-
ing and interpreting musical signals, and using its intellig nce to generate new plans
and alter its behaviour to optimise the performance of the group. The agents have the
ability to:
1. make accurate judgementsin real timeabout the “semantic intent”
of each performer.
2. accurately convey the semantic intent of their own musical ideas to
other performersin real time.
[Pelz-Sherman, 1998, page 127]
Agencyis defined as the ability to influence the character of the musical as per-
ceived by the audience, and reflects the degree of autonomy and intention which the
agent displays. Groups of agents whose playing is very similar are said to be “agent
systems”, to reduce analytical complexity.
The interaction between these agents is modelled in communication theory terms:
each agent may be eithersendingor receivingmusical information. Agents are sending
when they play music which has a high rate of change, or a lot of“musical informa-
tion”3. Alternatively, senders initiate musical ideas, while receivers respond to them.
When musical information is passed from one agent to another,an I-eventoccurs;
these are distinct from solo events and preplanned actions,and make it clear to the
listener that some form of interaction has taken place. A taxonomy of i-events is given:
3the exact nature of musical information is not defined, but the intent should be clear
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Imitation events occur when some component of the music produced by oneagent is
adopted by another. This can include a large degree of transformation, but the
effect for the listener is that one agent was imitating the novel utput of another.
Question and Answer events differ in that the response need not have a direct relation
to the call; there should be a consequential relation — so it sounds as though one
bit of playing is in response to the other — but there need not be any musical
relation between the two bits of playing.
Completion/Punctuation happens when one agent takes a predictable direction, and
another agent completes the gesture (whether alone or in synchrony).
Interruption events involve one agent playing in a “directionless” manner, and being
sharply interrupted by another; this provides a point of departure to start on a
new musical idea.
Next, some modes interaction are described; between two agents, each can be in
a state of sending, or receiving. If both agents are sending,this issharing; if neither
is sending, it isnot sharing; if one is sending, that agent issoloing, while the other
is accompanying. These can then be combined into two- and three-phase structures,
for example sharing→ soloing/accompanying is emerging/withdrawing, while there-
verse transition is merging/accepting; the pattern soloing/accompanying→ sharing→
soloing/accompanying is interjecting/supporting and so on. When considering groups
of more than two agents, each agent may be in a different mode with each of its peers,
so complex modes of interaction may be constructed. Finally, modes may be present
at different levels; for example, during a solo, the mode will be predominantly solo-
ing/accompanying, but other modes may occur briefly.
From analysing further material using these techniques theidea of qualitative mea-
surements of interactivity is introduced: perhaps lookingat the frequency of i-events
gives a good picture of the level of interactivity, or looking at the distribution of agency
through the piece (i.e. the blocks of time for which performes were “sending”).
3.1.4.1 Discussion
This is a highly relevant piece of work, as it presents a structured theory of improvisa-
tion which is strongly grounded in current musical practice. However, there are some
limitations which allow scope for further work:
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• the notion of exactly what constitutes an i-event is not clearly defined — at least,
not clearly enough for a computational implementation. Similarly the notions of
sending and receiving rely on a measure of musical complexity or novelty, and
more work would be required to construct an implementation.
• the fact that this theory is strongly grounded in WICAM, while making it ap-
pealingly concrete, may limit the applicability to other are s; at least, it would
require additional study.
• the range of possible modes and i-events seems quite small; both interruption
and completion/punctuation are relatively “special cases”, l aving imitation and
question/answer as the main modes of interaction. It is my feeling that there
are a large number of more subtle interactions taking place,which shape the
interaction in a less obvious manner.
3.1.5 Other models of musical improvisation
There are several other theories of musical improvisation which should be mentioned
here; Seddon [2005] describes six modes of communication used during jazz improvi-
sation, with each mode being either verbal or non-verbal, and one of Instruction, Co-
operation or Collaboration. Several situations are described, although a large amount
of disagreement was encountered. Also, much of the discussion relates to instructions
givenaroundthe playing.
Johnson-Laird [2002] gives an account of the relation betwen algorithms and cre-
ativity as applied to the construction of jazz solos by humans in real-time. Longuet-
Higgins [1987] gives an interesting view on the relation between cognitive processes
and music, while Mazzola [2002] gives a theory of everythingmusical including per-
formance.
3.1.6 Discussion
In relation to the creation of computational musical agents, able to play with human
performers as equals, there is a deficiency with all of these models. There is a need
for a theory which is more developed with respect to output than Live Algorithms or
Pressing’s work; which is more concerned with performance than the GTTM; which
is more generally applicable than Pelz-Sherman’s work, andwhich is more computa-
tionally implementable than any of these, while also dealing with the complexities of
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several musical agents playing together.
3.2 A Selection of Computer Music Systems
In order to give a general overview of the current directionsf computer music re-
search, a selection of systems and approaches are presentedh re.
3.2.1 Constraint Satisfaction
Constraint Satisfaction is a technique used to solve combinatorial problems, by mod-
elling a problem as a set of variables, with constraints overwhat values they may take.
This has immediate similarities with music theory - for example, playing in a particular
key is a constraint on which notes may be used and the rule of avoiding parallel fifths
disallows certain arrangements of notes in chords. Pachet and Roy [2001] gives a good
summary of the approaches taken so far, particularly focusing on traditional musical
approaches such as four part harmony. [Truchet and Codognet,2004] also details a
series of musical problems using a CSP formalism, and createssolutions using adap-
tive search. Cope’s EMI system (discussed in Section 3.3.1) depends extensively on
constraint satisfaction.
A recent usage of constraint programming is the Strasheela system [Anders et al.,
2004], a computer aided composition system, written in Oz - alanguage oriented to-
wards constraint satisfaction. A composer creates music bymposing constraints on
score objects. This set of rules is then run, to produce a score which fulfils the criteria,
and can then performed (either by humans or sound synthesis).
Finally, Aucouturier and Pachet [2005] describes the use ofconstraint satisfaction
for composing sequences from sampled drum sounds.
3.2.2 Generative, Evolutionary and Social Systems
There has long been an interest in creating music using generative and evolutionary
algorithms. An early example of this is GenJam [Biles, 1999, 1998], which uses ge-
netic algorithms to create jazz solos, and can “trade fours”with a human performer.
Felice et al. [2002] describes a system based around geneticalgorithms, which uses
both formal metrics and human input over the web as fitness functions to evolve tunes.
Miranda [2002] looks at the way musical repertoires can evolve in a society of
musical agents; these agents have apparatus for producing an perceiving sound, and
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interact by making sounds at each other. In the course of an interaction, agents at-
tempt to model the model parameters that others use to make sound , and respond with
similar noises. Miranda [2003] continues in this direction, using cellular automata
for synthesis and music composition. For other social and evolutionary approaches to
music, see Bown [2006], Martins and Miranda [2007], Coutinho et al. [2005] among
others.
3.2.3 Net Music
Net Music is an emerging field (or sub-field) which emphasisesth use of the network,
whether local or internet, in supporting music making. Summaries can be found in
a special edition of Organised Sound [Landy, 2005] dedicated to the topic, and also
[Àlvaro Barbosa, 2003]. A classification of these systems has been given in Section
2.5.3, and rather than discuss all the systems in detail, twosystems are illustrated:
Firstly the CODES system [Miletto et al., 2005], which enables participants to
cooperate in the construction of a “musical prototype” of a piece of music. “Lines”
are made by choosing one of a set of patterns at each stage, with users able to create
and modify patterns. The use of patterns allows untrained musicians to join in with the
prototyping.
Secondly, the PIWeCS system [Whalley, 2004] is a marriage of intelligent agents,
electroacoustic processing and network music. A variety oftraditional Maori instru-
ments were played, and loaded into MAX/MSP (a graphical dataflow language, with
extensions for sound processing). Users can then control paameters of these samples
via a web interface, to create an arrangement. To allow for users with a low skill level,
agents would listen to the output of the users, and supply additional material, or enter
into dialogue as appropriate.
Other systems and papers of interest are [Barbosa, 2005], which details a frame-
work to allow collaborative compositions across the web, and [Kapur et al., 2005],
which discusses the possibilities afforded by networked music making.
Finally, Open Sound Control [Wright, 2005] should be mentioned, both because it
is a general enabling technology for networked music, and because it has been used in
the current system.
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3.2.4 Musical Companions
The term “Intelligent Musical Companion” was coined in Thom [2000], which presents
“BoB”, or Bandout of the Box — a tribute to Band in a Box, a commercial software
package which creates static accompaniments for jazz and related styles. BoB is de-
signed to be able to trade solos with a human musician in real time; it learns a particular
user’s playing style in a warm-up session, and can then extract salient features of the
human’s playing, and respond in a related manner as the performance progresses.
3.2.5 Intention-based systems
The COMPOzE system [Henz et al., 1996], and the related work inZimmermann
[1995b,a] explore the use of intentional specifications to guide computer systems in the
composition of music. By combining constraint programming with an intention plan
(relating to a multimedia presentation) background music can be composed which is
structurally correct, and supports the form and mood of the presentation.
A contrasting exploration of intention in music is given in Gabrielsson and Juslin
[1996], where a set of musicians were asked to attempt to convey different emotions
through their playing, and listeners were asked to attempt to discern the performer’s
emotional intention.
3.2.6 Musical Agent Systems
There are several systems which explore the ideas of musicalagency, ranging from
the philosophical to the software engineering uses of the term; Minsky [1986] men-
tions music several times (see also Minsky [1981]). Greussay [1985] offers a view of
Beethoven which could be said to be agent oriented.
More recently, the Andante system [Ueda and Kon, 2003] provides a basic infras-
tructure for mobile musical agents — unfortunately, after apromising start, develop-
ment seems to have ceased. Fonseka [2000] describes a musical agent system designed
to play certain contemporary compositions. Agents run scripts, that define actions they
take in response to events. While it is interesting from a technical point of view, it
does not offer much insight into the musical process or the communicative aspects of
musical interactions. Pachet [2000] uses groups of agents sharing a score to evolve
rock and Batucada rhythms. Finally, Wulfhorst et al. [2003] creates a group of musi-
cal agents which can perform beat tracking and adapt chord harmonies to fit different
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progressions.
3.3 Three Related Works
This section presents a more in-depth look at three musical systems of particular
relevance.
3.3.1 EMI
Cope [2001, 1996, 1991] describe Experiments in Musical Inteligence (EMI), which
is a recombinant music composition system.
EMI composes a work using the following techniques:
• A database of music, stored as events, which are tuples representing onset, pitch,
duration, MIDI channel and dynamics. The pieces are selected by a human to
have a consistent style — composer, character, instrumentatio , levels of orna-
mentation etc.
• segmentation processes, which break pieces into fragmentsr presenting mea-
sures, motives, harmonies etc.
• pattern recognition algorithms are used to extract thesignaturesof composers
— patterns of notes which appear in some form in several of their works.
• the SPEAC model of functional relations gives a hierarchical description of mu-
sic in terms ofstatement, preparation, extension, antecedent and consequent
parts. It can be applied on several levels, and the musical fragments in the
database are labelled with SPEAC codes to assist in choosingappropriate frag-
ments.
• an Augmented Transition Network is used to choose correct harmonies and mo-
tives by generating sequences of SPEAC identifiers.
• a wide range of transformations and generalisations can be applied to the ma-
terial in the database to allow it to be fitted to as many musical situations as
possible, expanding the range of choice.
Putting all of these together, EMI produces pieces of music whi h are “in the style
of” the input composers. EMI can either produce scores or performances, although
human performances of the generated works are generally better r garded.
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3.3.1.1 Discussion
The EMI system is included here because it is one of the most widely known and
well regarded computational composition systems. As such,it has different goals to
a real-time, improvising musical system. However, one of the most interesting as-
pects of EMI’s output is its ability to evoke emotional responses in human listeners;
Douglas Hofstadter, in the first chapter of Cope [2001] describes his reaction to the
music produced by EMI as (occasionally) deeply emotional, containing human quali-
ties which spoke to him. He found this troubling, as there wasnothing in the system
which seemed to relate to the meanings he was experiencing.
In relation to the prospect of creating virtual musicians, EMI gives a fine account
of how existing styles can be analysed and replicated to create similar music. It does
not, however look at real-time composition, or structuringits responses in reaction to
human musical input.
3.3.2 Continuator
The Continuator is described in several papers, for example Pachet [2003, 2004b]. It
is variously described as a flow machine, an interactive reflection system, a sequence
continuator and an interactive musical system.
The Continuator is based around a Markov model of pitch event squences, of
the type produced by MIDI instruments - events have pitch, velocity, onset and offset
times.
The model of musical structure used is a complete variable-ord r Markov model of
input sequences [Pachet, 2003]. As events arrive, ar duction functionis used to map
from events to node-identifiers. Nodes are then added to the set of trees as follows:
• to add a sequence of nodes, each node except the last is added to in the tree, in
right to left order.
• the indexof the last node is then added as a possible completion to all of the
nodes in this branch.
• each subsequence of the sequence is added; so when{A B C D} is added, the
branches are:{A B C } completed with D,{A B} completed with C, and{A}
completed with B - as shown in Figure 3.2.
In order to generate a continuation, the longest match for the input sequence is used
to index a node in the tree, and the continuation is selected from those available at that




Figure 3.2: Continuator: the tree of the patterns found in {A B C D }
node; this selection is probabilistic, and biased by the number of times a particular
completion occurred in the input data.
The use of reduction functions is a key part of the system; musical notes have sev-
eral attributes, and attempting to represent all of these accur tely would give a very
large and sparse tree. Instead, a hierarchy of reduction functions is used, with increas-
ing generality; pitch may be divided into regions rather than exact pitches, and other
attributes may be ignored. So a suggested order of reductionfunctions is:
• pitch, duration and velocity
• small pitch region and velocity
• small pitch regions
• large pitch regions
This allows the tree to complete sequences without an exact mtch for the most
descriptive reduction function, without introducing the computational complexity of
Hidden Markov Models.
A range of strategies can then be applied to generate the rhythm for the notes,
including using the rhythm which was present when the continuation was captured,
imposing a linear rhythm on the notes and using the rhythm frothe input sequence
which is being continued.
A mechanism is used to assist the system in fitting in to the current musical context.
Rather than simply choosing completion nodes based on the frequency of completions
in the input data, a fitness function is introduced, which computes the level of fit of that
node with information representing the musical context — for example the dynamics
of the players, or the last few chords the pianist has played.A parameterS is used to
control the balance between Markovian completion and reactive ompletion, so that:
• atS= 0, the system ignores the musical context, and completes from the proba-
bilities in its database.
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• at S= 1, the system ignores the probabilities in the database, andcompletes
according to how well a node fits the current context.
Finally, [Pachet, 2004a] describes some additions to the Continuator which allow
its use in different situations. The use of interaction protoc ls such asturn-taking,
single note accompanimentandphrase based accompanimentprovides a number of
modes of interaction with the user.
3.3.2.1 Discussion
The Continuator is undeniably an impressive system; there are several reports of its
use with both musicians and children: Pachet and Addessi [2004], Addessi and Pachet
[2006], where it is seen to provoke “ah-hah” moments, encourage children in turn-
taking, and sustain interest for more than a few minutes - an ex mple of a musical
Flow machine.
From the point of view of the current work, the areas of the Continuator which
could be explored further are:
• the mode of operation is predominantly of playing in the style of the user; the
system is compliant with the user’s wishes, rather than acting with agency to
create novel responses to the user’s playing.
• while interaction protocols are used, they mostly coverwhen the Continuator
plays — although some detail whether it plays phrases or chords — and do not
influence the way in which it constructs responses.
3.3.3 Andante
Andante [Ueda and Kon, 2003] is an architecture for mobile musical agents: software
agents who have the ability to make music, and also travel from one computer to an-
other over the network. The desired capabilities for musical agents are:
Encapsulate an algorithm for the the composition of music; any extra input data re-
quired may also be carried by the agent.
Interact and exchange information with other agents, as human musicians do.
Interact with human musicians, either musically or through manipulation of agent
parameters.
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Figure 3.3: Architectural overview of Andante system
React to sensorswhich channel information about the real world into the agent sys-
tem.
Migrate from one computer system to another.
The system is designed to be cross-platform and interoperable, so it is built in Java,
using the Aglets mobile agent development platform. Figure3.3 shows an overview of
the Andante architecture. Each agent is executed on a computer which has aStage—
an environment which hosts agents and allows them to interact with each other. Each
Stagealso provides access to an audio device which the agents can use to produce
music. A user interface can be provided which controls a set of agents who may be
running on differentStages. Each agent communicates directly with the audio device
on the stage it is running on, and each stage provides a metronome to allow agents to
synchronise with each other.
3.3.3.1 Discussion
Andante provides a particularly interesting feature — the mobility of agents. This
means that (to use an example from the paper) if a system was set up in a museum,
with a stage for each room, an agent could be assigned to each visitor, and track them
around the museum, migrating from stage to stage as necessary. However a serious
limitation of the system is that the agents have direct access to the audio system they
are using. This means that while agents are mobile, they cannot communicate with
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agents on different stages, so interaction is only possiblebetween local agents. Since
the architecture does not provide mechanisms to deal with the la ency of network com-
munication, it cannot support a truly distributed group of agents making music to-
gether,
3.3.4 Positioning of the current work
Given all of this work, where should the current musical workbe located? It can be
seen as a synthesis of several of the approaches given here, with a constant emphasis
on implementability and real-time operation; there is hence a space left for a system
and a theory which:
• aims to produce high quality music, like the Continuator and EMI, but with a
more developed notion of interaction and communication with human musicians.
• emphasises the social aspects of music making, but is more musically developed
than the societies of noise-making agents discussed previously, with a clearer
understanding of the communicative properties of music making.
• presents a model of musical improvisation which is more computationally imple-
mentable than Pressing’s and Pelz-Sherman’s work, and moresuited to real-time
musical applications than the GTTM.
• develops the idea of Intelligent Musical Companions and LiveAlgorithms, in
tandem with ideas from Net Music to create distributed musical avatars for net-
based composition and improvisation.
3.4 Conclusion
This Chapter has presented several related theoretical models and musical systems,
and used these as a basis to suggest a direction and area for the rest of this thesis.
Chapter 4
Architecture and Design
This chapter proposes an architecture to be used for musicalmulti-
agent systems, as a form ofMusical Middleware. This architecture
is used throughout the rest of the thesis as the basis for design and
implementation of the system.
This chapter sets out the architecture which will be used to design and implement
the musical agent system, and is structured as follows:
• the termmusical middlewareis introduced, and used as the guiding principle for
creating a multiagent system.
• a model of the components which are necessary for the system as a whole to
function is developed, with specifications for how the system is organised, and
how it operates temporally.
• the internal architecture of musical agents is developed, based on the characteris-
tics needed for musical middleware and creating high quality music interactively.
• the way in which music is represented in such a system is discussed, and a spec-
ification is given.
4.1 Musical Middleware
A starting point for the development of this musical agent system is the idea of
allowing the computational agents to take care of as many of the tasks of producing
music as possible, to allow human musicians to work with the high level aspects of
music without having to deal with the minutiae. In software design, middleware often
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functions in this role, providing an intelligent layer betwen application components
in a distributed system so that high level tasks can be carried out without reference to
the underlying implementations.
The ObjectWeb Consortium [Krakowiak] gives the definition:
In a distributed computing system, middleware is defined as the software
layer that lies between the operating system and the applications on each
site of the system.
and continues to give some important characteristics:
• Hiding distribution, i.e. the fact that an application is usually made
up of many interconnected parts running in distributed locati ns;
• Hiding the heterogeneity of the various hardware components, oper-
ating systems and communication protocols;
• Providing uniform, standard, high-level interfaces to theapplication
developers and integrators, so that applications can be easily com-
posed, reused, ported, and made to interoperate;
• Supplying a set of common services to perform various general pu -
pose functions, in order to avoid duplicating efforts and tofacilitate
collaboration between applications.
These intermediate software layers have come to be known under the
generic name of middleware.
The role of middleware is to make application development easier, by pro-
viding common programming abstractions, by masking the hetrogeneity
and the distribution of the underlying hardware and operating systems, and
by hiding low-level programming details.
With regard to making music, this can be viewed in two ways. Firstly, there is
the traditional view, where the above comments are taken litra ly, and the middle-
ware allows software written on different operating systems in different places to work
together.
A different interpretation is that the musical surface is the basic substrate in which
different agents work. By this view, the following interpretations of the properties can
be given:
Heterogeneity A range of musical agents may work together; they might not all un-
derstand the same aspects of music, and they can certainly have radically differ-
ent internals
Distribution The agents may be on different machines, in different locatins
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Abstraction The agents offer a means of higher level interaction to the user; the user
does not have to work at the level of the musical surface.
Reusability Capabilities given to agents can be used in a wide range of situations;
they can choose to apply techniques, or be instructed to apply techniques, as
appropriate. The user can deal at the level of abstract behaviours, and not have
to write any code.
There are a variety of ways in which such a system could be used; some key exam-
ples are shown in Figure 4.1:
Composition (Figure 4.1(a)) A human user creates pieces of music at a highlevel,
and the system can perform these pieces. The middleware allows the composer
to create scores which are dynamic and nonlinear, and allowssections of the
score to be highly underspecified, with the system intelligently filling in any
gaps.
Performance (Figure 4.1(b) A composer creates a score, which allows roomfor de-
gree of realtime input from the composer. The score is performed as a collab-
oration between the composer, giving high level direction and the middleware
interpreting the direction in the context of the score. Highlevel direction might
be at the level of a band leader - calling for solos, reordering music on the fly
etc. It could also explore new ways of working such as adding additional musical
material or giving different agents (conflicting) tasks to accomplish.
Installation (Figure 4.1(d)) The system works from a score given by a composer,
but the score allows it to be highly reactive to input from participants in the
installation. This input could be in many forms; the positions of the users might
be tracked, and the agents respond to this; the users might have buttons to press;
there might be terminals people use to exert some form of highlevel control.
Once the composer has created the score, the installation isautonomous, and
needs no more “expert” interference.
Interactive (Figure 4.1(c)) Again, the system is given a score; in this insta ce, the
score is then played in conjunction with a group of musicians, forming a hybrid
ensemble. The musicians share a score with the system, and the system reacts to
the output of the musicians.























































Figure 4.1: Example configurations for musical middleware
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Distributed Composition (Figure 4.1(e)) Two (or more) composers collaborate on a
score. Each composer then passes the score onto their middleware system, which
may be configured according to individual’s tastes. In an extreme version, where
several people collaborate, and each middleware system plays a single part in the
resulting composition, we have a form of musical avatars.
Distributed Jamming Composers work on a minimal score, or pass some ideas on to
their agents. The middleware systems then collaborate on a shared score, with
each composer guiding their own system in the improvisation.
4.1.1 Motivation
The use of intelligent musical middleware has a variety of motivations, some social,
some technical and some scientific. We can split these into two general categories -
enablingandanalytical.
4.1.1.1 Enabling Applications
Enabling motivations are situations which would be in some way facilitated by the
technology. A clear enabling motivation is in distributed music making. It was seen
in Section 3.2.3 that there is a lot of current interest in ”net music”, or ways to make
music using the internet as a medium. This covers two key appro ches:
• overcoming physical distance - simulating the closeness ofge graphically dis-
tinct participants.
• facilitating new means of collaboration.
Intelligent middleware has a lot to offer in the second application, such as:
• a common problem with network applications is latency. If a middleware system
can take care of timing issues, then this eases the burden of latency; if a user is
interacting with the system at a higher level, higher levelsof latency may be
permissible — if the system is taking care of the business of placing notes at the
correct time, it may not be an issue if a request to “start playing the next section
staccato” must be issued half a bar before it comes into effect.
• in many distributed systems, users cannot directly interacmusically; this creates
a need for a system which can process other types of input, andfeed it into the
creation of music.
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• people build up online personas which can go some way to projecting their per-
sonality into the net. A musical middleware can allow users to create musical
avatars: by altering the capabilities, knowledge and preferences of their system,
they can create a personalised musical avatar, with the capability for persistent
relationships to be built up.
4.1.1.2 Analytical Motivation
While the sounds which go into music may have important mathematical or physical
relationships, it is the perception of music as music by humans that gives it its status.
Many of the questions which can be addressed by intelligent musical systems are hence
human questions; a group of humans playing music together may exhibit a wide range
of capabilities, such as maintaining a unified tactus and preicting the actions of other
participants. For an artificial musical system to function,it must display many of these
characteristics; by creating such a system, we may gain insight into how humans carry
out these tasks, or at least a greater understanding of what tasks heydocarry out.
4.1.2 Capabilities
From looking at the diagrams of interaction situations (seeFigure 4.1), some necessary
capabilities of a Musical Middleware (MM) system may be determined:
Score All of the examples given above require some form of score - indeed, for any
piece of music which is not entirely free improvisation, some form of score is
necessary. There are many forms that a score may take, and it is clear that
something more than a traditional linear Common Practice Notation score is
necessary
Music Generation Technique Possiblythe fundamental property of an MM system
is the ability to output music. There are options here, thoug, as musical output
may take many forms, ranging from audio signals to CPN scores,with many
points in between.
Music Listening Just as a human musician, the system needs the ability to listen to
the output of others, and in some sense “understand” their playing.
High level functions In order to function as middleware, the system must abstract
some of the low level detail, so that users may deal with the system on a higher
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Figure 4.2: Agent System Overview
level than playing notes. This includes being able to take an“intelligent” ap-
proach to creating music, balancing low level and high levelissues in order to
create music which fits the requests of the humans, and “works” mu ically.
4.2 Agent System Model
An overview of the agent system can be seen in Figure 4.2. A breakdown of the
components, and where their full treatments may be found is:
Agents are musical agents. They communicate by passing messages, both musical
and non musical. The design of agents is discussed in Section4.2.5.
Score is some high level representation of a piece of music for the agents to play. It is
discussed in Section 4.3.7.
Configuration provides specification to the agent system as to what agents should be
run, and any other necessary parameters. It is generally impementation specific,
and hence discussed in Chapter 7.
Realiser transforms music from the representations used by agents into ound or some
useful format. It is discussed in Section 4.2.2.
Environment provides an environment for the agents to exist in which fits the specifi-
cations from the system model in Section 6.2.2 and performs any other physical
simulation which is desired. This is discussed in Section 4.2.1.
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4.2.1 Environment
In most common musical settings, each performer will hear the output of each other
performer, and they will hear it at approximately the same tie - this is a natural effect
of the transmission of sound. In an agent system, agents onlyreceive messages which
they have been specifically sent. Section 6.2.2 set out a model for the production and
perception of music, designed with networked agents in mind. I this model, time
is treated as happening in discrete blocks of time. These blocks are referred to as
timeslices, with a fragmentdenoting the music which happens in a specifict meslice.
This is a match for the message passing in agent systems — a mess ge can represent a
single fragment of music.
The rest of this section deals with the questions
• how are the agents to send messages to each other?
• how are the temporal aspects of passing musical messages around managed?
4.2.2 Realiser
While not strictly part of the environment, the realiser is a bridge between the agent’s
environment and the real world, and so is discussed in this context. The realiser’s job
is to transform representations internal to the agent system into music in a useful form
for the rest of the world. In general, this could be many different things; here, it will
be assumed that it is some device which produces audio in realtime.
The assumptions made about the realiser from a system designperspective are:
• it operates in real time.
• it accepts fragments of music
• there is a certain minimum time between passing a fragment tothe device and
that fragment starting to play.
4.2.3 System organisation
In the simplified model of music production and perception (Section 6.2.2), each agent
can hear perfectly the output of every other agent; hence, a mechanism is needed for
sending the output of each agent to each other agent. In orderto do this, a protocol
must be designed which details what messages are sent, between which parties and how
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(a) Decentralised (b) Centralised
Figure 4.3: Configurations for Musical Multi-Agent System
the message flow is controlled. For this discussion, only messages which represent a
fragment of music are considered — extramusical communication is ignored.
Firstly, there is the question of what topology is used to send messages between
agents; there are two simple choices — see Figure 4.3:
Decentralised Every agent sends messages to every other agent.
Centralised There is a central server agent, which all the other musical agents send
their output to. This agent then collates everybody’s output, and disseminates it.
The next question is how the flow of messages is to be controlled. Two possibilities
are:
• each agent has its own sense of time, and sends the next fragment of output when
ready.
• a central agent triggers the sending of messages, by requesting output from all
the other agents
The proposed system system uses the latter technique, with acentralised server,
which controls the timing of messages and acts as a central messag distribution server
for the following reasons:
• fewer messages need to be passed. For each timeslice, every agent sends a single
message with its output, and receives one message with the collated output of the
whole system. This isO(n) messages, rather thanO(n2) for the fully connected
system. The total amount of information transmitted increases marginally, but
64 Chapter 4. Architecture and Design
Figure 4.4: Two agent platforms and human participants collaborating
for many agent systems the time and resources involved in sending messages
often outweighs the cost of sending the data which is in the message.
• If another agent system is involved, then it need only communicate server to
server - (see Figure 4.4). Here the server on platform A receiv s output from all
the agents on platform A, from the human performer, and the collated output of
platform B. It then sends all of this output to the agents on platform A, the server
of platform B, and outputs sound for the human participants inhe vicinity of A.
• by centralising the timekeeping, there is only one part of the system with strict
realtime requirements — the central server is required to keep the realiser sup-
plied with output. All of the rest of the operations in the system must take place
in a timely fashion, but do not have the same strictures placed upon them. This
greatly simplifies the task of writing individual agents, astheir contract with the
rest of the system can be made very simple.
The system hence has a central server whose responsibilities are:
• Requesting output from all the agents involved.
• Collating their output (along with any external input), and disseminating it.
• Sending the output to the realiser at the correct times.
This is to some extent against the spirit ofagency1, as it creates a bottleneck and a
1See Section 2.4 for a discussion of the spirit of agency.
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Figure 4.5: Overview of Environment functions
single point of failure. However, the operation of this server should be considered as
more analogous to providing the environment in which the agents xist.
The server deals only with distributing the music produced by the agents and real-
ising it as sound (or MIDI), and does not deal with any extramusical communication
— agents must do this for themselves. The responsibilities and organisation of the
server can be seen in Figure 4.5.
This server will be referred to as theEnvironment as it provides an approximation
of the environmental properties which would occur when several humans were sharing
a physical space.
4.2.4 Temporal aspects
It is the responsibility of theEnvironment to ensure that music is processed in a timely
fashion; timing is one of the primary qualities of music, andhence one to which a lot
of care must be paid.
TheEnvironment has the following tasks to perform:
• request musical output from all of the agents who are playing.
• disseminate collated output to all agents who are interested.
• send the collated output to the realiser for playback.
There is a set oftiming goalswhich should be maintained to ensure correct opera-
tion of the system, each with different penalties for failure:
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Time Environment Musician
tk Fragmentk starts playing
tk + tlat − tsched Receive fragmentk
tk+1−2tlat − tsched Request fragmentk+1
tk+1− tlat − tsched Receive request for fragment
k+1
tk+1− tsched Schedule fragmentk + 1 to
play and send it to musicians
tk+1 Fragmentk+1 starts playing
Table 4.1: Network Timing Table
TGrealise: each fragment of music must begin playing when the previous fragment fin-
ishes; failure here will result in gaps in the sound, or inaccurate timing depending
on the playback method used.
TGresponses: each agent must have time to respond with its output before that fragment
begins playing; failure here will mean that the output of oner more agents drops
out for a fragment.
TGprocessing: the earlier agents receive the output of other agents, the mor pr cessing
can be performed to construct responses; this is not a hard gol, m re a parameter
to be maximised.
There are three variables governing this:
tsched The time it takes for the realiser to schedule a fragment to beplayed. The
Environment must have given a fragment to theRealiser at leasttsched be-
fore the start of the timeslice in which the fragment should be played in order to
ensure that the fragment is played correctly.
tlat The message latency - the time it takes from one agent sendinga message to the
message being received. In this analysis, this is approximated as being constant.
t f rag The length of a timeslice (equivalent to the length of time ittakes to play a frag-
ment).
The assumption is made that network tasks take an order of magnitude more time
than processing tasks, so processing tasks are ignored here. A contract is placed on
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Figure 4.6: Agent system timing diagram
agents such that they must always replyimmediatelywith their next fragment when
asked, so this is assumed to be instantaneous. Table 4.1 and Figure 4.6 describe the tim-
ing sequence involved in playing a fragment — fragmentk, which covers the timeslice
from tk to tk+1 — and the surrounding timeslices. This describes the tightest possible
bounds on all of the timings which avoids conflict withTGrealise or TGresponses.
In a more narrative form, the sequence is:
• Starting withTGrealise, in order for fragmentk to be playing at timetk, it must
have been sent to the output device at timetk − tsched. Assuming that this is
the first time theEnvironment has the collated output of all the agents, it will
disseminate fragmentk to all the agents at this time.
• At tk, fragmentk begins playing.
• At tk− tsched+ tlat , the agents receive each other’s output for fragmentk.
• the fragment continues playing, and the agents work on constructing their next
responses.
• the next event is theEnvironment asking for fragmentk+ 1; in order to play
fragmentk+1 at timetk+1, there must be time for:
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Figure 4.7: Timing points for the Environment to determine
– the environment to request the next fragment from the agents,
– the agents to respond,
– fragmentk+1 to be scheduled;
hence this occurs attk+1−2tlat − tsched.
• the agents receive this request attk+1− tlat − tsched, and theEnvironment re-
ceives their responses attk+1− tsched, just in time to schedule it for playback.
In a less theoretical situation, it is likely thattlat andtschedare not constant, so an
amount of leeway must be added. It is hence up to theEnvironment to determine
two timings —treq for requesting output from the agents, andtreal for sending all the
output which has been received (for this timeslice) to theRealiser (see Figure 4.7).
The details of this are implementation specific, but should be guided by the analysis
here.
Looking at optimisation of the system, the main characteristic of interest is how
quickly agents can respond to new events. There are two typesof events which must
be taken into account: those from other agents, and those from external processes (such
as human musicians). Figure 4.8 shows the order of events forhe rest of the agents to
respond to an event produced by agent A. Since the agents haveaccess to each other’s
output before it occurs in realtime, the time delay is minimised. IftIR is the response
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Figure 4.8: Timing diagram for reactions to internal events
time for internally generated events, the bounds are 0≤ tIR ≤ t f rag relative to the time
the event is heard. Assuming for now that realtime musical events are disseminated
to the agents under a similar protocol to the internal agent’s events, except for the
caveat that events are not available until they have happened, and hence can only be
disseminated in the next timeslice, Figure 4.9 shows the flowof events. IftER is the
response time for externally generated events, the bounds on responsiveness are now
t f rag + treq ≤ tER≤ 2t f rag + treq.
In most cases,t f rag > treq, so the main limiting factor in both these inequalities is
t f rag, the fragment size. Hence increased responsiveness can be gained by reducing
this; unfortunately, there are costs:
• the smaller the fragments are, the more fragments must be pass d round, and
the more the message passing overhead becomes a burden.
• smaller fragments necessarily impose tighter timing constraints on the system,
resulting in a higher chance of missing deadlines.
The choice oft f rag (just astreq andtsched) is an implementation decision. It is en-
tirely conceivable that it could be altered dynamically by the system to adapt to chang-
ing network conditions; it may even be possible to run different agents at different
fragment sizes.
If a situation is reached wheret f rag < treq, then agents will be asked for their next
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Figure 4.9: Timing diagram for reactions to external events
fragment before receiving the previous one — they will be playing a fragment behind,
and hencetresponsewill be increased byt f rag. This means that if network conditions
deteriorate, the music will not stop, it just becomes less reponsive to input; effec-
tively, the better the network and the quicker the implementation, the faster agents can
respond, and the more information they have to work with.
There is a less fortunate implication of the structure shownin Figure 4.9: events
passing through the Environment cannot be scheduled by theRealiser in real time.
The consequences of this are:
• if the events need to be played by theR aliser — for example if they are MIDI
events to be sent to a synthesiser — an alternative route mustbe found for them.
• it is not possible for two communicating agent systems in different locations to
work with musical input from humans (assuming that there is asignificant delay
in communication between the two systems):
– in a single agent system, all the agents are producing their output one frag-
ment before it is heard — ahead of real-time.
– A single agent system works with human input because the agents are
working ahead of real time, and processing input from the humans after
it happens
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– if two systems composed only of agents are connected, then the agents can
continue to work ahead of real time; because the agents are sending their
output before it is heard, the time lag between the two systemcan be dealt
with.
– adding human input to one of these systems is no problem, as all the gents
can continue to work ahead of time, reacting to the human input after it
happens
– having humans on both systems causes a problem; humans cannot provide
their output before it happens, so humans on one system can only hear
the output of humans on the other system after a time delay, which is not
a generally accepted mode of performance (see Chew et al. [2005] and
related work for more discussion in this area).
4.2.5 Specification
To sum up the decisions made in this section, a concise specification can be given for
the behaviour of the environment. The Environment is responible for:
• turning representations of music into sound.
• asking for musical output from all agents in a timely manner.
• disseminating the output of each agent to every other agent.
Musical agents have only one concrete responsibility: to respond with their next
fragment of music immediately. This is summed up in Figure 4.10.
4.3 Musical Agent Architecture
This section presents an internal architecture for a musical agent, in response to
the capabilities and functionality discussed in the previous section. The architecture
is blocked out, and then each component is detailed, along with how it relates to the
proposed specification.
In talking about agent architecture, there are two useful overviews: firstly, because
an agent does not operate in isolation, Figure 4.2 shows the configuration of the entire
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Environment
Must:
• Create sound from representations




• Respond with music immediately
May:
• React to the output of other agents
Figure 4.10: Contract between the agents and the environment
Figure 4.11: Single Agent Overview
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agent system; secondly, Figure 4.11 shows the anatomy of a single musical agent.
4.3.1 Inputs and Outputs
The system takes two kinds of input - atemporal and temporal.There are two atempo-
ral inputs; firstly, the score for the piece of music. This hasbeen created by a composer,
and gives specific details of the piece at hand (this is discussed in Section 4.3.7). Sec-
ondly, the user may configure their middleware system in someway. This may include
choosing which agents are available, loading specific agents which can work with cer-
tain types of music, loading libraries to deal with musical sty es and loading personal
preferences, techniques and knowledge.
The temporal inputs are receiving music from the middlewaresystem (both from
other agents and from humans), sending music back to the systm for dissemination
and realisation, and any extramusical communication whichis arried out as the piece
progresses.
4.3.2 Context
Each agent maintains a context of the piece which is being played, in order to create
music and interpret the music of others. Some of this contextis specific to the piece
at hand, and is termed the score. The score contains a high level structure for the
piece, detailing how sections of music fit together, and whathappens in each section.
It may also contain a “Lexicon” for the piece - a repository ofmusical material, some
of which can be explicitly labelled. This material is available to the agents to use as
necessary, and also as a guide in interpreting the actions ofothers. Certain fragments
may be given special significance, such as the change rhythmsused in African and
samba drumming.
The style libraries are similar to the Lexicon for a piece - they contain material
related to that musical style. This can include common chordprogressions, rhythms,
ornamentation etc. This models the knowledge which would beexpected of a practis-
ing musician in a certain genre.
4.3.3 Deliberation
Deliberation is central to both the autonomy of agents in thesystem, and the perception
of them as equal partners in an improvisation. The deliberative system is responsible
for creating a high level plan of what the agent is to do. The deliberative system
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takes as input the musical context and the communicative acts performed by others,
and outputs a series of communicative acts to enact and modifications to the musical
context. This will be more fully discussed in Chapter 9, but inbrief, three types of
work can be performed: planning, maintenance and feedback.
In planning, the agent can:
• interpret the score, to determine what sections to play, andwhat bearing the score
has on the agents actions - e.g. whether the agent should adopt a certain role at
this point in the piece.
• manage its intentions - dealing with conflicting interests,creating new intentions
based on the score.
• decide how to react to the input from the other participants;whether to passively
accept their input, to expand on it, to reject it.
The result of this work is a series of communicative acts which the agent will enact.
There is also a connection to the maintenance component, concerni g how the actions
of others prompt the agent to modify its own context.
Maintenance involves altering the musical context based onthe actions of other
agents. This may be as simple as changing what section the agent is playing, or it may
involve changes to the given score. This means that we require a representation of
music compatible with inference. This has some characteristics which are addressed
below (Section 4.3.7).
Finally, the agent may have a mechanism for integrating feedback, both within a
single interaction, or over the course of several interactions.
4.3.4 Communicative Acts
The need for a level of communicative acts in the system has been discussed; this is
one of the distinguishing features of middleware, and is part of the concept of agent
system.
The communicative act layer takes as input sequences of communicative acts from
the deliberative layer. It also receives the actions of other ag nts, both from the analysis
of their musical behaviour, and through a formal channel from the rest of the middle-
ware system. The output of the section is the sequence of communicative acts in a
suitable format for input to the generation system.
4.3. Musical Agent Architecture 75
In order to function effectively as middleware, it is desirable to allow direct access
to this communicative act layer. This enables a variety of extramusical interaction,
some examples being:
• Other agents in the system can give explicit information about what they are
doing, providing a cheap and accurate view onto mental state
• High level interfaces can work with the system at this level,giving a com-
poser/performer a way to influence the system in realtime, bysuggesting musical
and altering sections of the score.
• With suitable conversion, other modalities may be mapped into the musical space
providing a means for the system to react to the actions of physical performer,
or participants in an installation.
4.3.5 Analysis
The analysis layer takes as input the musical output of the otr participants, and the
current musical context. By comparing the actions of others to the context, it extracts
a set of low level features which are part of the musical context, and a sequence of
communicative acts which are passed up to higher levels.
4.3.6 Generation
The generation section takes as input the entire current context, and a series of commu-
nicative acts. The communicative acts can be rendered to music in the given context,
which is then output to the rest of the system.
The sequence of communicative acts to be expressed may only define a small sec-
tion of the musical surface, and there may well be times when an agent is not executing
any acts at all. As an example, when supporting a soloist, one’s playing would be rela-
tively free of new ideas in order that the soloist’s voice is more clearly heard (much as
one is silent in conversation to allow another party to speak). This means that musical
acts are a supplement to the generation process, and the bulkof the musical surface
may have to be generated from the score and the current context. Material may be
extracted from libraries, altered to fit, and used; the scoremay define certain aspects of
the surface which should be adhered to; the lexicon built up for the current piece may
provide data which can be adjusted and used. In these ways, the generation system
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attempts to create musically correct output, modulated by the communicative actions
the agent is attempting.
4.3.7 Specification
In light of this discussion of Musical Agent capabilities, the specification in Figure 4.10
can be expanded to that shown in Figure 4.12. The capabilities outlined in this section
have been labelled as “should” — it is possible to make a musical agent which does
not perform these functions, but it is not in the spirit of musical agency. There may
be valid reasons for creating agents with alternative functio ality, though, particularly
for interfacing with the real world, e.g. creating representations of humans in the
agent system. Reacting to the output of other agents has been upgraded from “may”
to “should”, as this is more necessary in the context of intellig nt musical agents than
it was in the context of an architecture for managing the low-level transfer of music in
Section 4.1.2.
4.4 Music Representation
This section deals with the specification of a representation language for musical
agents, which will be called MRA (Musical Representation for Agents). Some key
components of the language are identified, but the specifics of the language are not
detailed until Section 7.2.4
The music representation system has two different types of music to deal with
— music-as-scored, and music-as-played. In this architectur , hese are represented
using the same objects. This is partly a way to simplify the system design, but more
importantly it helps to keep in mind the idea that in this system, there is not a distinct
line between music-as-played, and music-as-scored: firstly, scores may have varying
levels of specificity, which get filled in by different parts of the system, and secondly
a representation at one level is almost always passed to a lower evel at some stage —
even the music-as-played is later passed to a synthesiser which determines exactly how
the music sounds. The main issue arising from this dual use ofthe representation is that
it is not clear from looking at a piece of MRA whether it has beenplayed, or is input
for some systemto play; programatically, however, this is not generally a problem, as
each subsystem knows what it is doing with the music it receives.
There are three forms which music representations are present in, each of which
4.4. Music Representation 77
Environment
Must:
• Create sound from representations




• Respond with music immediately
Should:
• React to the output of other agents
• Maintain a representation of the musical context
• Respond to high level, atemporal communicative acts
• Extract high level features from the output of other agents.
• Deliberate over these features, the context and individual
goals to create abstract action plans.
• Use action plans to inform the production of music
Figure 4.12: Complete contract for musical agent system
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have different design goals:
• in the agent’s memory, as some form of “musical objects”,
• on the network,
• in files for creation and storage.
This section does not deal with the specifics of how music is represented in these
different situations; it looks at the general features which the different representations
must support.
4.4.1 Design Criteria
In Chapter 4, some capabilities for the system as a whole were set out. Working from
these, and adding points as necessary, a set of design criteria for a musical agent lan-
guage are derived:
Structured There must be enough structure to support reasoning; this should be com-
patible with the musical structure to be represented.
Addressable Agents must be able to address specific sections of the representation in
order to communicate about them.
Flexible It must be possible to create scores which are not entirely linear; this in-
cludes changing the number of times a section of music repeats, and changing
the ordering of sections within a piece.
Non-specific The representation should be applicable to as many different forms of
music as possible.
Open The language should be platform independent and preferablyhuman readable
(both for composition and easy debugging). It should be possible for completely
different agent systems to play music together.
Powerful It should be possible to represent everything we need about apiece of music.
Extensible The representation should be extensible to cover new types of music, and
new features of existing music.
Natural If the representation can mimic the way in which music is currently written,
there is less of a shift for musicians starting to use the system.

























Items ending with a ’:’ indicate attributes which may take values; others indicate that objects
of that type should be present. Items with no modifier are mandatory, ’*’ indicates any
number, ’+’ indicates one or more and ’?’ indicates zero or more occurrences.
Figure 4.13: Overview of music representation specification
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These capabilities are used as guiding principles in the design of the music repre-
sentation system.
4.4.2 Musical Structures
The fundamental tenet of the MRA system is that the representatio of a piece can be
broken down into two types of object; structural objects define the order and structure
of the parts of a piece, and objects attached to this structure define what happens at var-
ious points in the piece. A further specification is that structural elements are arranged
in a hierarchy, and that all structural elements are named. This is designed to address
thestructuredandaddressabledesign criteria. The fact that a wide range of objects can
be attached to these structural units is designed to addressth non-specific, powerful
andextensiblecriteria. The criterion offlexibility is addressed by the way in which sec-
tions relate to each other, and theopenandnatural criteria are implementation issues,
and covered in Section 7.2.4.
Figure 4.13 gives an overview of the specification developedhere.
4.4.2.1 Section
Sections are the basic building blocks of musical structurein MRA. At one end of the
scale, a section is designed to equate to the section markings g ven in many musical
scores, representing something of the order of a few bars of music; these sections may
be composited into larger sections, relating to concepts such as verse, chorus etc. or
larger scale units like movements. A special case of sectionis then used to represent
an entire piece of music.
Each section has a name, which must be unique. The hierarchicl nature of sections
means that a section somewhere down the tree can be uniquely addressed by creating
a path of the names of the sections above it.
Sections may be either branches or leaves:
Branches contain other sections, and as a result cannot contain any temporal events
(Spans and Channels) and may not have a length set.
Leaves do not contain other Sections, but may contain Spans and Channels, and
should have a length set.
To avoid writing out similar attributes repeatedly, Sections inherit attributes in two
separate ways: firstly, a Section will inherit attributes from its parent in the hierarchy;
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secondly, a Section may specify another Section which it inherits attributes from. This
allows for the creation of Sections outside of the main tree,which act as base Sections
for the real Section. In the case of attributes which are specified in multiple places,
specifications in a Section take priority, then values from explicitly specified Section,
with hierarchically inherited values being weakest.
Sections support the following features:
Hierarchy A piece consists of a main Section, which is the root of a tree that defines
the entire piece. Playing of a piece consists of playing the Section markedmain .
It is possible to create Sections outside of themain Section: these can be used as
necessary throughout the piece, but are not part of the usualexecution order.
Ordering Since Sections define the structure of the piece, there must be a way to
control their ordering. There are several mechanisms for this:
Sequential If nothing else is specified, Sections run through in the order th y
are listed in the score. When a Section finishes, the next Section in its
parent will play. If it is the last Section in its parent, control is passed to
its parents successor (the next Section in the grandparent). Si ce only leaf
sections are played, this is equivalent to producing an ordered list of the
fringe.
Repetition A Section may specify that it should be repeated several times. This
can be a number, or it can repeat indefinitely until some external event
triggers moving to the next Section.
Specific A Section may specify which Section should be played next by givin
a path to the appropriate Section.
Dynamic A Section may specify a decision process over its children todecide
which Section to play next. In the current implementation, the sequential
ordering is an example of a process over the children of a Section. This can
easily be changed to allow stochastic orderings.
Attributes Sections use attributes to define characteristics of the piece. An attribute is
a name, with a value. The value can be arbitrarily complex, depending on which
particular attribute it is. If an attribute is constant overthe course of a Section,
it is atemporal - examples might be tonality, meter, the rhythm o use etc. These
attributes are available to all Sections, and are defined directly in the Section.
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Time dependant attributes - such as notes, accents or chord sequences - must be
defined in “Channels”, and are only available to leaf Sections.
4.4.2.2 Channels and Temporal Events
In order to represent events which happen at a certain time within a section of music,
channels and temporal events are used. A temporal event is some kind of object, with
associated time information, while a channel is an ordered collection of similar types
of temporal events. This is intentionally left open, as different styles of music will
demand different representations. The possibilities include dynamic curves, patterns
of accents, chord sequences, lyrics and so on — essentially,anything which would be
found in a traditional score, indicated at certain places onthe metric grid.
However, one particular specialisation is demanded by the architecture: a fragment
is a channel which represents a small portion of the musical surface2 as music-as-
played, which can be exchanged over the network. In much of the ollowing work,
this translates to being filled with notes, which are relations between two temporal
attributes (onset and duration) and other properties such as pitch and volume.
4.5 Conclusions
This chapter has:
• presented motivations for musical middleware, and target capabilities.
• developed an implementable model of how this system functios.
• set out specifications for how the components interact.
• defined a language which is used to represent music in this system.
2this is related to the discussion of the temporal mechanics of exchanging music in Chapter 6
Chapter 5
Musical Acts
This chapter presents a top-down view of musical acts, which pro-
vides the motivation for the subsequent development of a formal
model of musical actions
5.1 An Intuitive Notion of Musical Acts
The use of communicative acts in multi-agent systems is widespread — see for
example [FIPA] or [Wooldridge, 2002] — as defining formal semantics for commu-
nicative actions allows the modelling of patterns of interaction as protocols based on
the exchange of communicative actions, and allows agents toreason about the beliefs
and intentions of other agents (e.g. Herzig and Longin [2002]). This chapter takes a
top-down approach to exploring what an analogous formulation for musical interac-
tions looks like.
This analogy is suggested by the musical literature which refers to musical im-
provisation and performance in terms of “conversation” or “discussion” between the
musicians [Coventry and Blackwell, 1994, Walker, 1997].
There are several structural differences between musical interaction and the ex-
change of communicative actions typical of multi-agent sysems:
• musicians typically play simultaneously with other musicians, rather than alter-
nating discrete actions — however, there is some support forthe idea that even
though the musicians areplayingat the same time, they may not all becommu-
nicatingat the same time [Pelz-Sherman, 1998].
• it is generally necessary to model interaction between morethan two agents,
which is the case usually treated in dialogue — with some exceptions (Atkinson
et al. [2005], Walton [2004]).
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• no use is made of the notion of “literal meaning” of a musical st tement that
might correspond to the literal meaning of a natural language statement. It is
the polysemic nature of music [Cross, 2003] which makes it more suited to this
pragmatic mode of enquiry.
Murray-Rust and Smaill [2005], Murray-Rust et al. [2006] are pvious attempts to
formalise Musical Acts in the context of a multi-agent system.
5.1.1 Characterisation of Musical Acts
In order to progress, a more detailed picture must be built upof what exactly a musical
act is, and what they are useful for. The rationale for developing this theory is to
create a narrative “plan-view” of a musical interaction, which sheds light on the actions
musicians take and the reasons for those actions. Some qualities which these acts must
have are:
Embodiment through the production of music; much as speech acts are embodied
through the production of utterances within certain contexts, musical acts must
have a manifestation in music.
Intention is what differentiates a musical act from general musical playing. A musical
act should have perlocutionary force — it should be an attempto change the
state of the world or the actions of others by its production,in a more significant
sense than the mere fact that it has been produced.
Intelligibility is necessary for a successful act; if it is not understood, then it will fail
to change the world, as other musicians will fail to react to i. So, the act must be
conceptualised within the context of a certain musical situat on, with a certain
expectation of understanding from the other musicians.
So given these requirements, some questions are raised about how musical acts
exist, and how they may be determined:
What kinds of changes in the world are expected? How can acts bedetected? How
is the intention behind an act determined? Does this relate to ideas such as soloist/ac-
companist? Can acts occur in the context of a string quartet, oare they only applicable
to improvised musics?
When musicians play together, there is generally some set of musical structures
which all of the musicians would agree on. For example tempo,ch rd structure, song
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structure and so on. In different musical styles, this shared understanding may take
different forms: in an orchestra it could be a printed score along with a set of rehearsed
directions about how to play it, in a free jazz ensemble, it may be a diffuse, implicit
knowledge of what iscurrently happening on several different levels. This shared
representation comes from two sources — pre-existing structures, such as scores or
musical traditions, and extemporaneously created material which arises as part of the
interaction between the musicians.
During the course of the musical interaction, musical output can be roughly divided
into two partitions: that which is expected according to thes ared representation that
the agents have, and that which is unexpected or novel. This decision needs more
analysis, as it may be that only certain aspects of the music are predicted, while oth-
ers are novel — for instance, playing the expected melody with a different rhythm, or
unexpected expressive character, playing the expected rhythm, but accenting different
notes. Hence, certain features of the music played can be seen a novel, and hence a
vehicle for musical change. This means that all of the repetitiv and commonplace as-
pects of the music can be ignored — the drummer keeping time, the fact that the string
quartet are playing the right notes — in favour of analysing the novel occurrences, such
as the phrasing structure the drummer uses, and the way that the expressive aspects of
the violin’s playing change in response to the cello.
This casts a musical act as an attempt to alter the shared representation of music
which the musicians have, by playing something which differs from the shared repre-
sentation.
5.1.2 An Example: Little Blue Frog
“Little Blue Frog” [Davis, 2000], on the Columbia/Legacy reissue of “Big Fun” is
used as an example for what a Musical Act analysis of a piece ofmusic looks like.
The analysis is carried out from a personal listening perspective — that is, without
recourse to transcriptions or other theoretical explanatio s, using only my individual
musical competences, and to offer a view of what I personallyfound to be the most
interesting parts of the interaction. This is fully in keeping with the philosophical
thrust of Musical Act Theory — that meanings are extracted anused by individuals,
who have their own capabilities, idiosyncrasies and deficiencies, and any model must
take this into account. Figure B.2 in Appendix B presents thisanalysis, while a small
section of this is shown in Figure 5.1.
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Time (s) Instrument Performative Description
2:00 - 2:13 Trumpet INFORM A spiky, stabbing phrase, based on
scale 2
Clarinet CONFIRM briefly seems to agree with the
trumpet.
2:13 - 2:29 Bass clarinet CONFIRM Confirms scale 3
Trumpet DISCONFIRM Ignores bass clarinet, and contin-
ues with stabs
Clarinet DISCONFIRM Ignores bass clarinet, and contin-
ues with lyricism in scale 2




ARGUE All play lyrically, with clarinet on
scale 2, trumpet on 1 and Bass
Clarinet in 3
2:43 - 3:08 Trumpet PROPOSE proposes a resolution, by playing
stabs which fit with any of the
scales
3:03 - 3:08 E-Piano
Vibes
CONFIRM supports the trumpet’s resolution
Table 5.1: Example Musical Act analysis - Little Blue Frog (Miles Davis)
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It should also be noted that this analysis was carried out from the point of view of a
listener who was not party to rehearsals or discussions prior to the performance of the
piece; this means that initially, my representation of whatwould occur in the piece was
empty, or contained general stylistic expectations of whatI think a Miles Davis fusion
piece is likely to sound like. To the musicians who were playing, a different set of
musical features would be seen as novel and intentional, anda lot of the changes which
I notice would be expected due to whatever score had been agreed on beforehand.
5.1.3 Performative Acts
The performative labels attached to the musical act analysis presented above were
constructed in an ad-hoc manner, so now the terms which were us d should be defined
and discussed more thoroughly. However, this is not a formalor exclusive definition
— more a sketch of the type ofstorywhich musical acts are aimed at telling.
Propose occurs when an agent introduces a new musical idea; this should be an idea
which does not conflict with any of the material which is already present —
for example, introducing a harmonic structure when previously only percussive
strikes were being played, or introducing a melody when previously only chords
and rhythms were being played. In the analysis, the trumpet introduces a lyrical
phrase based around a particular scale (0:34-0:55). The performative intention
is that the idea being introduced becomes a part of the sharedrepresentation.
Confirm occurs when an agent (A) proposes an idea, and another agent (B) i dicates
amenability to working with this idea; a typical way to carrythis out would be
for (A) to adopt the idea in its own playing. Again at (0:34-0:55), the clarinet
takes up the musical idea introduced by the trumpet. The performative intention
is that the new idea becomes part of the shared representation for the agents.
Reject is used by B to indicate unwillingness to adopt A’s suggestion — for example,
by playing something different to A’s idea, or emphaticallynot taking it up.
The performative intention here is that the new idea is not taken up, and does
not become part of the shared representation. (1:08-1:35) shows the clarinet
suggesting an idea, and the trumpet rejecting it by returning to previous ideas.
Extend happens when an agent presents an elaboration of an already existing idea —
for example adding extensions to a chord, playing an elaboration of melody. The
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intention again is the addition of the new idea to the agents’shared representa-
tion. At the beginning of the analysis (0:35-0:55), the xyloph ne uses the scale
which is present, but adds additional, dissonant elements.
Alter is used to change an existing musical idea in some way which has a relationship
to the existing material, but cannot be seen as an elaboration of it — for instance
changing from a bossa-nova to a son rhythm, or substituting achord in a chord
sequence with one which is harmonically related. (This is a suggested act, not
present in this particular analysis).
Request has the intention of causing an action which is not musicallyre ated to the
musical idea embodied in the action — in the analysis (3:35-4:11), the snare
drum plays a crescendo which both provides a point of organisation and a steadily
increasing tension which indicates a desire for a new musical d rection, without
specifying what that direction is.
Argue is a composite act; it happens when several musicians are pres nting conflict-
ing ideas at the same time — for example, at (2:29-2:43) wherethe melody
instruments are all playing with different scales.
5.2 Discussion and Future Work
Throughout this chapter, it has been stressed that this is a sketch of what Musical
Acts should look like, rather than an exhaustive or accuratedefinition of “real” Musical
Acts which can be used to analyse human playing. It is therefore necessary to give a
brief overview of what would be necessary to make this into a usable theory:
• the alphabet or alphabets of actions should be clearly defined. This could be
done either by creating a formal semantics for the acts, and exploring the pos-
sibilities offered by the system, or by performing a phenomenological study of
musical interactions. Murray-Rust and Smaill [2005] is an example of the first
approach, which results in five well defined Musical Acts. However, since this
theory is intended to explain real-world musical situations, it would be prefer-
able to carry out a study of musical interactions. This wouldinvolve recording
musical interactions and then attempting to extract and codify acts within these
by computational means, performer introspection/analysis and non-performer
analysis. Examples of methods which could be used are:
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– performers listen back to recordings of their interactions, and are asked to
introspect about their intentions at different points. This eventually leads a
set of controlled vocabularies which can be used as the basisfor a taxonomy
of musical acts.
– recordings of improvisations are played to listeners, who are asked to in-
dicate where, and between which musicians, communication (and hence
intentional actions) takes place.
– listeners are given a controlled vocabulary to classify reco dings which are
annotated with points where actions are thought to occur. The agreement
between the use of different labels between different listeners can be used
as a measure of how much a particular set of performatives captures musi-
cal intention.
• once a vocabulary is defined, the semantics of each term in that voc bulary need
to be worked out. This should draw on both the natural language meanings of
the words used and a formal semantics which allows for a cleard scription of
the effects of the acts.
• In the context of building a musical agent system, the question arises of the com-
putability of these Musical Acts; this is a non-trivial problem, as theintention
behind an action is not a formal property of the system. In fact, it is common in
agent communication languages [FIPA Specification, KQML Spec] to explicitly
represent the performative intention of a communicative act. This is an approach
which could be usedwithin a multiagent system — each agent could label parts
of the musical surface with performatives to indicate intentions. However, this
would not then extend to an understanding of humans. It wouldhence be neces-
sary to build a model of intentional behaviour, which could be trained on a large
corpus of human data, that was combined with the formal semantics for Musical
Acts to give a possible interpretation of musical interactions.
5.3 Conclusions
This section has given an intuitive overview of what musicalacts should look like,
and an example musical act analysis of an existing piece of music. This provides a
motivation for the theoretical work carried out in Chapter 6.
Chapter 6
A Theory of Musical Interaction
6.1 Introduction
In order for musical agents to interact with each other and with humans, it is useful
to have a model for how musical interaction occurs which may be computationally
implementable. The aim of this chapter is to develop such a model. This is constructed
as follows:
• a low-level model of musical exchanges between agents is developed; this rep-
resents the “musical surface” — the sound objects emitted bythe agents.
• a layer of high level representational features lies above,which the agents extract
from the musical surface. These layers are combined to give amodel for agents
to reason about the musical output and beliefs of others.
• this is used to support a system of musical actions which are ext acted from the
layer of high level features, and allows the modelling of a musical interaction as
a series of related actions.
6.1.1 Different types of actions
When human musicians play together, there are many kinds of acti n which take place;
glances are exchanged, feet are tapped, music is played, particular phrases are played
at particular times and so on. For the purposes of this analysis, these will be divided
into three kinds of action (see Figure 6.1):
Extramusical Actions occur outside of the musical surface; this includes nods, glances,
the foot tapping and body movement used for synchronisation, ha d signals for
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Figure 6.1: Division of actions when playing music
jazz chords, the conductor’s baton and every other action which is not contained
by the musical surface.
Conventionalised Musical Actions are uses of particular musical phrases with par-
ticular conventionalised meanings in certain styles of music at certain points.
Some examples of these are:
• the “change rhythm” used in many African drumming traditions, which
signals that the next section of the piece should begin.
• whistles used by themestre(band leader/conductor) in samba bands to in-
dicate breaks and new sections.
• James Brown singing “take it to the bridge”.
• theabanicoused in Cuban Son to indicate the transition from the introduc-
tion to the main body of the piece.
Free Musical Actions are parts of the musical surface which can be seen as actions by
their relation to the musical context surrounding them. Their meaningor import
can only be inferred as part of a complete musical interaction; his is the subject
of the bulk of this chapter. These are the moments when the drummer introduces
a new rhythm, and the bassist starts filling in the gaps; when anew melody gets
passed around all the members of an improvising ensemble; whn the backing
section adopt ideas from a soloist’s playing.
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In some cases, the line between these different kinds of actions is not entirely clear;
James Brown’s shouting could be considered instructions outside he musical context,
and sambamestreswill use a combination of whistles and hand signals to work with
their groups. In particular, the dividing line between musical actions which are under-
stood through convention and those which are understood thrug some more general
musical understanding may be fuzzy. The desired distinctiois that conventionalised
actions are defined by particular configurations of notes — specific forms of playing
which can, in general, be madeexplicit. Free musical actions can only be understood in
the context of a particular musical interaction, and deal with the relationships between
the playing of the players rather than any specific phrases ormaterial.
This chapter deals almost exclusively with free musical actions; conventionalised
actions are style, group and piece specific, and can generally be described using stan-
dard methods, e.g. a rule based approach. Extramusical gestures are a sufficiently large
topic that their existence is presumed, but not explored formally here1.
6.2 Musical Agent System Description
This section develops a formal description of a musical interaction, and adds some
assumptions to make subsequent reasoning clearer. It constructs he bottom layer of
the representational stack — the musical surface — in a manner which works for the
entire group of agents.
6.2.1 State Description Overview
Chapter 4 gave an architectural overview of an agent system. This section attempts to
formalise certain components of this system.
A musical interaction can be modelled as a set of agentsAi and an environmentE
in which they are situated. These agents may be playing music, or simply listening;
equally, they may be virtual or human.
It will be assumed that music is transferred at the level of the “musical surface”, a
term adopted from Lerdahl and Jackendoff [1983], where musical events are abstracted
from the acoustic waveform. These events are portions of sound which are perceived as
being single entities - common examples being notes, trills, cymbal crashes and so on.
The rest of this discussion will focus on musical events which can be modelled as notes
- having onset, pitch, duration, intensity and timbre. However, this is a convenience,
1However, they are discussed elsewhere in this thesis in the cont xt of a musical agent system.
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and should not be taken to mean that other types of events are not possible. Small parts
of the musical surface will be denotedm.
For this analysis, a minimal set of agent characteristics will be used; these are not
intended to give a complete description of the way which realagents make music, but
to lay out the capabilities which are vital to the model beingconstructed. A minimal
set of capabilities is used in order to maximise the range of possible agents which fit
into this model. The necessary components are:
G: Generation ProcessesProcesses which generate music and transmit it to the en-
vironment; this includes all of an agent’s knowledge about msic, both general
and style specific, and all of the agent’s abilities to produce music based on that
knowledge. Different agents will have different sets of both musical knowledge
and musical capabilities.
F : Analysis ProcessesProcesses which receive input from the environment and anal-
yse it; again, this includes individual skills and knowledgfor this particular
agent. As well as directly perceiving events, an agent will process the incoming
data, in order to extract features — a high level representatio of the music. Mu-
sic is analysed by humans in a multitude of ways, from low-level concepts such
as tactus and volume up to “groove”, emotional impact and overall form. This is
represented by the feature variableF , which is a set of features which the agent
can extract from the musical surface.
C: Context A representation of what is currently happening in the interaction. This
is a high level description of the musical interaction, based on the features pro-
duced byF , and is used for deciding what to play and interpreting the playing of
other agents.
O: Other Agents The agent has beliefs about the other agents - their capabilities and
intentions. As an agent plays with others, it becomes aware of them. There are
many forms this can take; at a basic level, one might notice fellow musicians, and
what instruments they are playing. During the course of a piece, the capabilities
of the other musicians may become apparent, which can be usedin d ciding what
to play next. Over the course of several pieces, or a musical career, information
about the people one plays with will be built up, so there is a of m del for all the
partners in a given interaction.
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Figure 6.2: Overview of the formal agent model
D: Decision Making At some level, the agent must integrate all of this information,
and use it to influence the generation of music. The decision making component
has access to the context of analytical features and the model of other agents,
and can use these to influence the workings of the generation processes.
Finally, the environmentE is responsible for:
• locating the players in a space,
• transmitting music from one player to another,
• spatial effects on the music played.
The effects of the environment will be modelled as a set of transfer functionsE,
whereeA,B is the effect of the environment on the music produced by agent A when it
is heard by agentB.
These capabilities of agents and their environment are reprs nted in Figure 6.2.
Finally, there are some properties and capabilities which the agents are likely to
have, which are not included in this model:
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Name Symbol Meaning
Next #p p will be true in the next timeframe
Finally 3p p will be true at some point in the future while3p
holds
Globally 2p p will be true for the entire future
Until pW q p will be true until q, at which point it need not
be true anymore. This is the weak version of un-
til, which allows for q never becoming true
Table 6.1: Temporal Logic Operators
• Extramusical events will often be present; hand signals, eye contact, body move-
ment etc. are all part of normal human musical interactions.As nothing is being
said about the physicality of the agents involved, these extramusical events are
ignored in this model.
• Most forms of music will involve some referent, or score, even if it does not
specify all the notes which are to be played. This is some kindof schema or
plan which the agents playing together can use to coordinatetheir musical activ-
ities. The score need not be entirely static and predetermind; i a “jamming”
situation, the purpose may be to create a new referent to be used as the basis for
further work. In extemporaneous composition, the referentis created through
realising it [Sarath, 1996]. Although it is likely that agents will be using some
form of score, this is not a necessary part of this model, and hence will be left
out.
• agents are likely to have some set of goals, intentions or attitudes which influence
the way in which they interact with other agents; rather thanbeing explicitly
modelled, it is assumed that these are taken care of by the deliberation module.
6.2.2 The Mechanics of Playing Music
To make a formalisation of the system easier, a formulation based on linear temporal
logic is used. Emerson [1991] describes time as an ordered set of discrete states. Here,
it is important to acknowledge that there is still some degreof temporal structure
within each of these states, so continuous time is divided into a series of contiguous
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chunks, or timeslices. These divisions are not related to any musical notions — they
have nothing to do with beats, bars or phrase groupings — but wo ld be measured in
seconds (or some otherphysicalmeasure of time). The times of division are indexed
— t0, . . .tn — as are timeslices —r0 indicates the span of time in the ranget0 to t1.
This allows us to talk about the music produced by agents in discrete units. These
will be calledfragments, such thatf n is the chunk of music played inrn. Since the size
and position of timeslices are not related to musical features, it is probable that notes
and other objects on the musical surface will overlap fragment boundaries. When it
is necessary to talk in more musical units,m may be used, such thatamb is the set
of fragmentsf a . . . f b which contain a particular musical structure. In general, since
the idea is not dependent on the indices,m will be used alone. Eachm is implicitly
indexed, however; they represent pieces of music playedt a specific point in time, not
just the musical object which was played.
To formalise the temporal mechanics of the system, TemporalL gic operators are
used [Emerson, 1991]. These can be seen in Table 6.1 (page 96); the presentation is
based on symbols rather than letters, as in [Orgun and Ma, 1994].
If agentA plays a fragmentfn of music in timeslicen, we can express this as:
PlaysA( f
n)
This is true atn+1, and at all later time points it is true thatA has played this fragment:
PlaysA( f
n) → 2PlayedA( f
n)
This can also be applied to larger pieces of music, such that:
PlaysA(m) → 2PlayedA(m)
In the physical world, all playing happens within an environment, which transmits
the sound between players and listeners, with varying degrees of alteration. As sound
travels from one player to another, different frequencies are attenuated by different
amounts, the overall volume decreases, and an amount of timepasses. The listener will
also hear the results of the sound interacting with the enviro ment — reverberations,
early reflections, echos and so on.
When creating a virtual, networked ensemble, there are a different set of possi-
bilities and constraints on the effect of the environment. Since the environment is
simulated, it is no longer passive; this means that action must be taken to allow all the
musicians to hear each other - otherwise, they will be playing in isolation.
98 Chapter 6. A Theory of Musical Interaction
The effect of being situated in an environment with other agents is that after one
agent has played something, the others will all hear it. Hence, (for each agentB 6= A):
PlayedA(m) → 3HeardB(eB,A(m))
In other words, at some point in the future,B hears a transformed version of whatA has
played, witheB,A defining the effects of the environment for music travellingfrom A
to B. This formulation does not define at what point the other agents hearA’s playing;
it may be many timesteps before the sound reaches B.
For the purposes of this analysis, it will be assumed that
• the environment is such that it does not distort the sound.
• the agents are situated such that they always hear playing inthe ext timestep.
Bearing in mind thatm relates to a specific piece of music played at a specific time,




This section develops the second layer of the representatioal stack — the level of
features — from the point of view of a single agent.
Although there is no clear dividing line between the perception of music and its
processing into higher level structures, for the purposes of this model the assumption
is made that all agents perceive music at a level similar to the “musical surface” used
in the GTTM Lerdahl and Jackendoff [1983]; that is, music is segmented into discrete
events, at the level of notes, percussive strikes, glissandi, trills etc. In this analysis,
the musical surface will be represented by a logical notation, which represents these
discrete events as objects whose types correspond to the type of event, with whatever
parameters are necessary to describe the event. An example would be:
(Note pitch:c4 onset:1.0 duration: 1.5 intensity: 0.7)
Even this is not without problems, as different musical ontologies are necessary
to describe different musical domains; however, this is a reasonable (and common)
assumption for this type of analysis.
In order to build up a model for expressing higher level musical structures, we must
allow for the following properties of musical situations:
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• there will be several descriptions which could be applied tothe same piece of
music - for example a single note may well have rhythmic, harmonic and melodic
functions; in my opinion, this polysemic nature is one of themost interesting
properties of music.
• the set of descriptions used will vary with the type of music and the skills and
interests of the performer and listener, so not only may different agents have
different capabilities, the range of potential capabilities cannot be known ahead
of time.
It is also necessary to be able to calculate these descriptions and reason over their
values in order to construct appropriate output.
The rest of this section deals with developing a framework whereby multiple an-
alytic features can be attached to fragments of music, as long as some properties are
maintained by the feature systems used.
6.3.1 Facets and Values
In order to capture the notion of multiple structures being attached to a piece of music,
the notion offacetswill be introduced; these are descriptive classifications for certain
aspects of the musical surface. An analysis procedure carries out the task of attaching
a specificvalueto a facet; this mapping will be termed adescriptor, and the process
ananalyser.
A value for a facet should be thought of in set-theoretic terms - it defines a certain
subset of all possible pieces of music - so an analysis procedure should (in general)
find the smallest possible subset to which a given piece of music belongs. Before
progressing further, it should be stated that:
• descriptors are essentially perceptual objects; a given set of descriptors only ac-
counts for apossibleanalysis of the music; they are subjective and not necessar-
ily complete.
• in the coming examples, the descriptors used may not seem to cap ure the essence
of musical knowledge about the subject; this should be takens a failure of those
particular descriptors, rather than an issue with the theory - simplistic descrip-
tions of music have been purposefully used to make the logical structure as clear
as possible. How this scales up to more musically complete descriptors will be
addressed separately.
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• facets will be considered independently, although in general there may be some
relation between the values assigned to certain aspects.
• few demands are made on the structure and type of values allowed - this is de-
signed to make sure the system is extensible to different musical features, which
will require their own treatments.
An informal notation will be used here to represent these descriptors as tuples; as
an example, a very simple descriptor would be (Time-Signature, 4/4), which delimits
the set of possible musics where the signature is 4/4. Valuescan potentially be com-
plex objects, for example: (Chord-Sequence, (C,C,F,G)) delimits the set of musical
fragments based on a four bar I-I-IV-V progression in C. In general, it is not important
what form these values take, so long as certain properties hold, as described in the next
section.
6.3.2 Relations between values
In order to allow discussion of relations between values, a system based on Concept
Lattices is used (see e.g. Ganter and Wille [1997]). Formally, lattice is a partially
ordered set (poset), where every pair of elements has a uniquesupremum, or meet, and
imfimum, or join; a semilattice is similar, but only includes one of the two operations
(meet or join).
The definition of a concept lattice is used as a starting pointf r defining relations
between values. A concept lattice operates over a set of objectsO and a set of attributes
A, and a concept is defined as a pair(Oi ,Ai), where:
• Oi ⊆ O
• Ai ⊆ A
• every object inOi has every attribute inAi
• for every object inO that is not inOi, there is an attribute inAi which that object
does not have
• for every attribute inA that is not inAi, there is an object inOi which does not
have that attribute
Since we are dealing with the set of all possible musical fragments, we will avoid
enumeratingO, or anyOi.
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Name Symbol Meaning
Any ⊙ No value specified for this object or part of
object (c.f.⊤)
None ⊖ This value has been overspecified - no con-
sistent assignment can be made (c.f.⊥)
Sub p⊂ q p is subsumed by q; or p is a weaker version
of q (c.f. p〈q)
Combine p⊗ q The result of combining the two sets of
specifications; also known as themeetor
infimum(infix notation)
Combine ⊗ ( p1 . . . pn) The meetfor a set of values (prefix nota-
tion)
Figure 6.3: Lattice value operators
The property of most relevance here is the partial ordering of concepts, which
makes this structure a partially ordered set, and is defined as:
(Oi ,Ai) ≤ (O j ,A j)↔
de f
Oi ⊆ O j
(which is equivalent to(Oi ,Ai) ≤ (O j ,A j)↔de f A j ⊆ Ai)
For the purpose of this theory, two special values are introduce :
⊙ may be used to signify that no value is specified for that facet. This corresponds
to to the set of all possible musical fragments; it is analogous t the concept⊤
used in Description Logics (e.g. Baader [2003]).
⊖ is the empty set, and is encountered when values are combinedsuch that no pieces
of music can satisfy the resulting condition. This is analogous to⊥ in Descrip-
tion Logics.
In order to be considered a possible value system for a facet in a Musical Act
system, the concepts and relations shown in Table 6.3 shouldbe present. It should
be noted that although an operation formeetis required, there is no corresponding
requirement for ajoin (or supremum). This has been relaxed as joins have not been
necessary, so allowing a greater range of possibilities is worth hile. This means that
the structures aresemilattices.
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In order to characterise the relations between different values in a way which is
independent of the particular facet under question (necessary for a general theory),
only the properties which are demanded by the definition of a value system may be
used. From these several relations are chosen between a new valuen and an old value
o:
Same is as expected,n = o
Subsumesindicates that the new value subsumes the old, or thato ⊂ n. In graph
terms, this means the new value is an ancestor of the old.
Subsumed indicates that the new value is subsumed by the old value, or thatn ⊂ o,
i.e. n is a descendant ofo, and describes a smaller set of musical values.
Alter indicates thatn ando share a common ancestora, or in lattice terms that there
is a valuec such thatn⊂ a ando⊂ a.
Disjoint indicates there is no common ancestor forn andv (except⊙, which is an
ancestor of every node), or that theirmeetis an empty set (n⊗o = ⊖)
These are shown diagrammatically in Figure 6.4.
6.3.2.1 Examples of musical lattices
At this point, some examples of different value lattices andthe computation of rela-
tions between their members are illustrative. Again, it should be understood that these
arepossibletreatments of these value-systems; much of the richness of possible repre-
sentation is ignored in favour of giving a concise demonstration of the structures under
discussion.
Chord Roots can be treated simply, with a lattice shown in Figure 6.5. Here, any
given chord can have only one root, taken from the set of pitchclasses. At-
tempting to combine two different roots results in an incompatible value, as does
combining anything with⊖, while combining anything with⊙ leaves the value
unchanged. For example:
• Bb⊗Bb= Bb
• Bb⊗D = ⊖
• Bb⊗⊙ = Bb
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(a) Subsumed Concept Relation (b) Subsumes Concept Relation
(c) Altered Concept Relation (a is shared ancestor) (d) Disjoint Concept Relation
Figure 6.4: Illustration of different concept relations between an old value o and new
value n
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Figure 6.5: Chord Root Lattice
• Bb⊗⊖ = ⊖
For this lattice, the only relationships which are possibleareSAMEandDISJOINT .
4 bar sequences of chord rootsuses the previous lattice of chord roots to fill in val-
ues for each bar in a 4 bar sequence — (see Figure 6.6 for a partil exploration
of this space). The top value in the lattice is a completely unspecified sequence;
each downward jump specifies one more root for one slot of the chord. When
sequences are combined, each slot of the new value takes on the value formed
by combining the equivalent slots in the two parents. After 4downward steps,
we have the set of all possible 4 chord sequences, and after this, each successive
combination will result in one or more of the slots becoming overspecified, and
taking the⊙ value. Given two values,va andvb, the relation betweenva andvb
is calculated as follows:
• if va = vb, the relationship isSAME.
• otherwise,vc = va⊗ vb is calculated. Each slot of the chord sequence is
combined with its opposite number in the other chord sequence, using the
rules given above for combining chord roots.
• if vc = va, thenva is SUBSUMEDby vb — since the definition ofvb can be
narrowed to produceva, va must describe a smaller set of musical output.
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Figure 6.6: Partial lattice of sequences of chord roots
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• similarly, if vc = vb, thenva SUBSUMESvb.
• otherwise, if any of the slots ofvc contain a value which is not⊙ or ⊖,
theva ALTERSvb — the common ancestor can be constructed by replacing
every⊖ in vc with ⊙.
• finally if every slot invc is ⊖ or⊙, thenva is DISJOINT from vb.
For example:
• (C,C,G,F) isDISJOINT from (D,D,F,Bb).
• (C,C,G,F) isSUBSUMEDby (C,C,⊙,⊙).
• (C,C,G,F)ALTERS(C,C,G,Bb), with a common ancestor of (C,C,G,⊙).
Chords with extensions up to the 7thA chord is a complex object, but in jazz termi-
nology, it can be broken down into a root, followed by a numberof extensions2.
a simplified representation of this is{r/ ,3/ ,5/ ,7/ }, with the values
for r,3,5,7 filled in as necessary. Roots come from the set of note names, thirds
may be major or minor, fifths are assumed to be perfect for simplicity, and sev-
enths may be major or minor. Extensions may also take the values⊙ and⊖
(represented by ‘o’ and ‘-’ respectively on the diagram). A value of⊙ means no
extension is specified for this chord (e.g. C major does not specify a 7th), while
⊖ is the result of combining two chords with one or more differing extensions.
(see Figure 6.7) for a representation of part of this lattice.
6.3.3 Analysis Procedures
An analysis procedureAf for a particular facetf can be defined as a function from
fragments of musicM to lattice valuesv, constrained to be on the latticeL f associated
with that facet. That is:
Af : M → L f
Once these values have been produced, they are notated as tuples containing the
facet and value, i.e.( fi ,vi), to allow values for different facets to be distinguished
from each other.
It is generally assumed that an agent will have a set of analysers which it can apply
to new music; the set of facets over which these analysers acti no atedF .
2More usually, a chord is thought of as a triad plus extensions, but root+extensions is a good fit for
this lattice representation.
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Figure 6.7: Partial lattice for chords with extensions up to the 7th
There is no general restriction on the manner in which the musical urface is
mapped onto lattice values; the restriction is on the form which the lattice values may
take — that is, the relations between lattice values must be calculable. In order to make
this clear, two chord analysers are detailed below. The lattices for these analysers are
shown in Figure 6.8.
The first analyser —Anursery— is a “Nursery Rhyme” treatment of chords, where
the lattice simply comprises a node for each major and minor triad (Figure 6.8(a). In
this lattice, only two relationships are possible -SAMEandDISJOINT as all nodes are
direct descendants of the⊙, and have only⊖ as a child.
A jazz takes a richer, jazz oriented approach. Here again, we startwith a node for
each triad, but this is now augmented with nodes for all the major and minor seventh
variations of these chords. Node relations are worked out asfollows:
• for each node, its parents are any nodes which can be created by removing a
single note from the chord.
• a node’s children are any nodes which can be constructed by adding a single note
to the chord.
• using these parent/child relationships, the full range of relations can be com-
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(a) Nursery Rhyme chord analysis
(b) Jazz chord analysis
Figure 6.8: Two different lattices for analysing chords (showing chords related to C
minor, Eb major and G minor )
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Figure 6.9: Example music for analysis
puted; a node subsumes all of its descendant nodes, and is subsumed by all of
its ancestors; it is an alteration of nodes which share a commn ancestor, and
disjoint from those that do not.
A diagrammatic representation of this is shown in Figure 6.8(b)
Now consider the reaction of these two analysers to the pieceof music shown in
Figure 6.9, which contains two chords: C,Eb,G,Bb followed by Eb, G, Bb, D. The
analysers are asked to calculate the values for each of the chords, and the relation
between them.
Anursery cannot fully represent the C-7 chord, given that its universeconsists only
of three note triads. It has two possibilities — Cm or Eb — and would need some way
to determine which of these was more appropriate. There is a third possibility, which
is that it would refuse to classify the chord, but it will be assumed that it attempts to
locate every inputsomewhereon its lattice, even if the fit is not exact. It is likely that a
well designed analyser would choose Cm in this case. The following chord is analysed
in a similar manner as Eb, When computing the relation betweenth m, it can simply
note that they are different nodes, and say that they are disjoint.
A jazzcan classify both of these chords exactly on its lattice, as C-7 and Eb7 respec-
tively. Furthermore, when computing a relation between them, it can determine that Eb
is a parent to both chords — since adding a C to an Eb chord givesC-7 and adding a D
to an Eb chord gives Eb7 — and hence that moving from C-7 to Eb7 isan alteration.
There is then the matter of whether this ability to capture extra relationships be-
tween values and give richer descriptions of music makesA jazz a better analyser, and
the response is that it is up to a particular agent to decide which analysers are most
useful for the style of music which it is playing — whether C-7 is seen as an alter-
ation of Eb7 is dependant on the theory within which one is working, and different
approaches will be appropriate for different musics. This is important to the generality
of this model, as it means that any musical theory can be used so long as it can be
represented as a lattice of values and an analysis function from the musical surface to
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these values.
6.4 Understanding other musicians
This section expands the featural level to take into accountthe different agents
involved in an interaction, and what they can deduce about each other’s musical beliefs.
Imagine agent A plays a chunk of music
PlayedA(m)
It is useful to be able to talk about what can be understood from this, and what one
agent can expect the others to have understood. This sectiondevelops three concepts
related to this: current values, musical context and commonacceptance.
6.4.1 Extracting values
There are many features of this chunk of music which can be deduced by a musician
or musical analyst; for this model of a musical agent, each faet for which the agent
has an analyser results in a descriptor, e.g. ( Tonality, C minor ), ( TimeSignature, 4/4)
etc. Each chunk of music played has many of these properties.The symbol⇒A is
used to mean “A can extract the property3”, so if A has an analysis procedure for facets
F = { f1, . . . , fn}:
m⇒
A
{( f0,v0m), . . . ,( fn,vnm)}
In other words, for each facetfi ∈ F , A can extract a valuevim.
These properties are not tied absolutely to the musical surface - rather they are a
product of the interaction between an analyser and the surface, and different analyses
could produce different descriptors. Since there are a potentially infinite range of anal-
ysis procedures which give rise to facet-value pairs, thereis no objective, complete set
of all the possible descriptors which could be created from afragment of music, and
the production of descriptors must be discussed in the context of an entity which can
create those descriptors.
Each agent in the system has a set of analysis procedures, each of which can derive
a value for a particular facet when given a piece of music. Theformulation is then that
when agent B hears agent A play a chunk of music, B believes that A s expressed4
3Property is used interchangeably with descriptor here.
4Expressedis used in a weak sense here, to mean that those properties could be perceived in the
music - it does not necessarily mean that they wereintended.
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whereD = {( f0,v0m), . . . ,( fn,vnm)} for the set of descriptors whichB can extract from
m. It should be noted that this set of descriptions may be entirely different from what-
ever representation (or process) A used to create the music.
6.4.2 Temporality and Current Values
The extraction of values discussed above is outside of any temporal framework; it is
simply the method of determining what features are embodiedin a fragment of mu-
sic. Since music happens within its particular temporality, this extraction process must
similarly be embedded in a temporal structure. As previously noted, not all analy-
sis procedures work to the same timescale; some that deal with large scale musical
structures such as chord sequences will take several bars tohave an idea of what is
happening, while others which are close to the musical surface may react almost im-
mediately. In order to abstract some of the complexity of these t mporal mechanics, it
is useful to capture the notion of what an agent is doing “at the moment”. There are
two notions of “at the moment” we can use here, which will be term dCVI andCVL
(Instantaneous orLasting):
CVI says that current values hold only while they are being maintained — that is, an
agent is only counted to be outputting music which embodies acert in value after




CVL says that current values hold until the agent produces a new value for that facet:
ExpressedA((pc,vc)) →CV
L
A (pc,vc)W (ExpressedA((pc,vd))∧vd 6= vc)
It should be noted that analysers should maintain their output for the entire time
that output embodying their value is received. To use an example, a chord sequence
analyser, once it has determined that everyone is playing a 12 b r blues, would continue
to output the value representing this while there was harmonic playing which was based
on this blues. In the drum solo, however, it would stop, and itis at this point thatCVI
andCVL would have different values;CVI would say “there is no chord sequence”,
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while CVL would assume that everyone was still implicitly playing theblues, since
nothing has been heard to contradict this.
At this stage, it is not clear which formulation is more useful or representative of
real situations, so from here onCV will be used to mean either formulation, with the
choice of which to use being left as an implementation detailof a particular system.
6.4.3 A state indexed description of music
In order to hide some of the temporal complexity from our analysis, a state based de-
scription of the musical interaction is introduced. Looking at a single facet of analysis,
the description is constructed as follows:
• each timeslice, a new fragment of music is produced, received and passed to the
analyser, so the current value for that facet is updated to a new valuev; this is
timeslice indexed, so at timetn, the analyser will producevn. As an example,
Figure 6.10(a) describes the output of two agents (A and B) using an analyser
which extracts the root of the chord the agent is playing.
• the sequence of values produced will contain many repeats, especially if the size
of timeslices is small. In order to avoid having to list repetitive sequences, the
notion of state based time is introduced.sn now refers to the entire range of
time for which the current value wasvn — that is, states change when current
values change rather than being bound to timeslices. Properties which are state-
indexed use subscripts for their index, while those which are timeslice indexed
use superscripts.
• when a set of values which are changing over time is considered — for example,
the output of several agents for a single facet — a new state isd fined every
time one of the values changes. Figure 6.10(b) represents the same sequence of
output as Figure 6.10(a) in a state indexed manner.
6.4.4 Musical Context — the Musical Now
In informal language, the musical context, or “musical now”, is intended to capture
“what all the musicians are doing at the moment”. Although this may seem simple
on the surface, the fact that music is a process which unfoldsthrough time means
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A: A A A A F F
B: A G G G F F
t1 t2 t3 t4 t5 t6
(a) Timeslice indexed description
A: A A F
B: A G F
s1 s2 s3
(b) State indexed description
Figure 6.10: Timeslice and state indexed descriptions of musical interactions
that at any given point, describing the musical situation must certainly take into ac-
count events which are in the past, and may well refer to possible events in the future.
Some descriptions may span several bars “he’s playing the melody fromSummertime”,
“they’re jamming on a 12 bar blues”, and some may be far more temporally specific
“she’s playing an Eb”.
In the state indexed description of music, the musical context can be simply repre-
sented as the set of all values — for all agents, for all facets— which are present in the
current state. More formally, for an agentx in a group of agentsA, with a setF of facets






CVa( f ,vf )
6.4.5 Common Knowledge and Musical Common Ground
So far, these formulations work for a single agent analysingthe output of its peers. In
order to reason about what actions to take in a particular context, it is useful to be able
to draw some conclusions about the beliefs of other agents. So far, we have assumed
that all of the agents can hear each other’s output, but nothig has been assumed about
what any agent derives from the output of the others. The notio of common knowl-
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edge is useful here,
it is common knowledge thatφ among a group of agents iff all know that
φ, all know that all know thatφ, all know that all know that all know that
φ, etc.
This will be notatedCK(φ). Using the assumption that every agent can hear the
output of every other, and that this fact is common knowledge, it is clear that the
playing of any agent is common knowledge (in the next timestep):
PlayedA(m) → 2CK(PlayedA(m))
as is the fact that this has been heard by every other agent (for all B 6= A):
Played(A,m) → #CK(HeardB(PlayedA(m)))
It is, as noted before, easily possible to imagine situations in which it is not the
case that all of the musicians hear each other, but this covers a wide range of “normal”
musical situations, and is in most cases a state which is desirable even if not attained.
If an agent believes that another agent can analyse a certainfacet of music, and
will produce the same values for that facet, it will believe that this agent will derive the
same values from the music it hears:
BelA(CanAnalyseB( f ))
∧ HeardA(PlayedC(m))
∧ BelA(CVC( f ,vf ))
→ BelA(BelB(CVC( f ,vf )))
Hence, given a setFs of facets for whichA believesB will analyse in the same way:
BelA(CVc( f ,vf )) → BelA(BelB(CVc( f ,vf ))) (for f ∈ Fs)
Now, suppose thatA believes there is a setFc of facets which every agent can
analyse, that all agents will arrive at the same values for these facets, and also that
these facts are common knowledge. It follows then thatA believes the values which
can be deduced for these facets are common knowledge:
BelA(CVx( f ,vf )) →CGA(CVx( f ,vf ))) (for f ∈ Fs,x∈ Agents)
This is defined asmusical common ground— the set of values which an agent rea-
sonably believes to have been extracted by every other agent, and hence to be common
knowledge.
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So, is the existence of sets of common descriptions a reasonable assumption? Much
of music education, particularly music theory, is concerned with creating a common
vocabulary for musical occurrences; in general, within anyparticular style, there are
aspects of music which it would be taken as read that any skilled practitioner would
understand. It would be assumed that people will agree on thetime signature a piece
is in, what the chord structure is for jazz musicians, whatta l or raga is being used in
Indian music etc.
There are many situations where these assumptions turn out to be false: people may
disagree about what chords are being used, about whether a pice is in 6/8 or 3/4 etc.,
but they are reasonable assumptions to make within a given cultural context. Similarly,
when musicians with different backgrounds get together, thshared set of features may
be smaller; the marching band drummer may be insensitive to the varieties of “swing”
employed by a samba band; the classical pianist unable to disinguish between the
ragasemployed by the harmonium player etc.
For these reasons, the set of features which any agent shareswith another may
dynamically change, both within a single interaction and over the course of many in-
teractions as expectations are adjusted, new capabilitiesdiscovered and deficiencies
exposed.
It is sometimes useful to think of common ground among a subset of the players:
the beginning bassist may be happy to know the root of each chord being played, while
the pianist and guitarist share an understanding of the extensions and passing notes they
are using, and the drummer might have little knowledge of theactual chords used (see
Figure Figure 6.11), but share a deep understanding of the rhythmic properties with
the bassist. Here, there are several common grounds:
• between the entire group about what the time signature is, and what the structure
of the piece is,
• between the bassist, guitarist and pianist about the basicsof the chord sequence,
• between the guitarist and pianist of the complex harmonic material being used,
• between the bassist and drummer about the complex rhythmic material being
used.
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Figure 6.11: Example of different common grounds for a group of agents playing jazz
6.5 Actions within musical context
By defining the state of music, and the expectations or beliefsth agents involved
might have about each other, the groundwork has been laid fordiscussion about actions
within that framework. In order to do this, an assumption is made:
Acontext: everything which is of interest to an agent about the musicalinteraction is
contained in the context which it maintains.
Given this, in order for anything to constitute a free musical action from the point
of view of an agent hearing it, it must involve a change to thatagent’s context, and
hence must involve a new state in the state description:
Aaction: all free musical actions consist of a change of state.
Turning this around, the converse assumption is that:
Astate: every change of state constitutes a musical action on the part of the agent whose
value changed the state.
Both of these assumptions are discussed further in Section 6.5.7, but accepting
them leads to the conclusion that analysing the transitionsbetween states gives a pic-
ture of the intentional actions present in the interaction.
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6.5.1 Actions and relations
In order to extract actions from the musical surface, new playing is related to the con-
text in which it occurred — in other words, it is compared to the current values of the
whole group at the time the action happens. Every time a new value is expressed by an
agent, a new state is created. The action is then a combination of:
• the musical surface so far, including the part which constitutes the action,
• the state description of the musical interaction,
• previous actions,
• the agents involved in the interaction,
• the new value which has just been played.
This refers to a specific action, by a specific agent at a certain point in time in a
specific interaction. Since this is such a specific event, it is not easily generalisable to
other situations. Instead, amusical action signatureis constructed, which consists of:
• the relations between the new value being played and the currnt musical con-
text.
• relevant relations between values in the current musical context.
Figure 6.12 gives an overview of the relationships available, where arrows between
states indicate relations which may be used.
6.5.2 Action signatures for two agents
In order to simplify this, consider the case of two agents playing together; agentA
has introduced a new value for a particular facet, so the values which are available to
characterise the act are:
• A’s new value (anew),
• A’s old value (aold),
• B’s old value (bold).
Since relationships are directional, there are six possible relationships to consider.
However, since special significance is given to the new valuep ayed by agenta, rela-
tions are considered between:








Figure 6.12: Available relationships for construction of a new value, with agents






Figure 6.13: Relations between the values of two agents a and b, from the point of view
of a constructing a new value




(See Figure 6.13 for details)
Put together, this means an action signature is defined by a triplet of relations —
from the previous set of{SAME,SUBSUMES,SUBSUMED,ALTER,DISJOINT} — for val-




This does not entirely define the action; it characterises threlational aspects of it
independent of the context it occurred in. If more context isneeded in a particular
application, acontextualised action signaturemay be used, for example including the
agent carrying out the action, the agent the action is being calculated relative to, the
facet in which this action is occurring and the time it happened:
ContextualActionSignature↔
de f
(executor, relativeTo, facet, time,(Rsel f,Rother,Rprev))
In the rest of the text, it will often be important to know whicagent produced an
action signature. In this case, it will be writtenAgentName: (Rsel f,Rother,Rprev), e.g.
A:(SAME,ALTER,DISJOINT ).
This still does not completely define the action; it does not iclude the musical sur-
face, or even the part of it deemed to constitute the action; it is designed as a compact,
transferable representation of the components of the action which are useful from the
point of view of analysing interactions. The interaction canow be described using a
series of these action signatures, as will be demonstrated in the following paragraphs.
6.5.3 The universe of action signatures
An action signature consists of a triple of relations, whereeach relation can take one
of five values —SAME,SUBSUMES,SUBSUMED,ALTER,DISJOINT. At first glance, this
would appear to give 125 possible values for an action signature. On further inspection,
however, this is an overestimate; for example, it is not possible to have an action where
Rsel f is SAME— there would be no grounds for calling it an action. There areother
constraints on which relations can hold between three values, and this is the subject of
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an investigation in Appendix B. The final table of possible action signatures is given
in Figure 6.14.
6.5.4 A worked example
A this point a worked example is useful, to demonstrate theseconcepts in action. This
involves two agents,A andB, who are both jazz musicians, and looks at a chordal
analysis of their output. The analysis is going to be conducted from the point of view
of A, who is using the simple jazz chord analyser (A jazz) from Section 6.3.3 to extract
chords and their relationships.
At the start of the example,A is playing a C chord (i.e. C,E,G), whileB is playing
C7 (C,E,G,Bb), soA’s valueSUBSUMESB’s. At some point,B decides to start playing
C∆7 instead (C,E,G,B). This allows the calculation of three relations:
Rsel f is the relation betweenB’s new and old values. Even thoughA is conducting
the analysis, when analysing the actions of others,Rsel f describes the relations
between theother’s values. The relation is from C∆7to C7, and is henceALTER
— they have a common ancestor inC.
Rother is the relation betweenB’s new playing andA’s current playing, so between
C∆7and C, and is henceSUBSUMED.
Rprev is the relation which held betweenB’s old value andA’s current value, i.e. be-
tween C7 and C, and is againSUBSUMED.
This means that fromA’s point of view, B has executed a musical action with
the signature B:(ALTER,SUBSUMED,SUBSUMED). It should be noted thatB might have
been using an entirely different method of analysis and generation — this analysis
depends onA’s perceptions and capabilities, which may be entirely different toB’s.
The exchange can be seen in Figure 6.15.
A longer excerpt of the same example is encoded in Table 6.2.
6.5.5 Choices
This theory of musical actions has a dual purpose: to describe the music played by
agents in terms of high level actions, and to give agents a framework for making deci-
sions about what to play.
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Rprev = SAME





























Figure 6.14: Possible values for musical action signatures











Figure 6.15: Example of an action signature being extracted from playing
State A B Action Signature
s0 C ⊙ A:(SUBSUMED,SUBSUMED,SAME)
s1 C C7 B:(SUBSUMED,SUBSUMED,SUBSUMES)
s2 C C∆7 B:(ALTER,SUBSUMED,SUBSUMED)
s3 D C∆7 A:(DISJOINT,DISJOINT,SUBSUMES )
s4 D D B:(DISJOINT,SAME,DISJOINT )
Table 6.2: Example of representing a musical interaction as a series of actions
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At this point in the piece,A may make a decision about what to play next. Assum-
ing thatA is using musical actions as a basis for playing music, there ar two high level
components to this decision:
• what musical action signature to embody.
• what high level feature to use to embody it.
Firstly, A must decide on an action signature to produce. This can be seen as
choosing values forRsel f,Rother,Rprev, or action signatures can be seen as discrete
entities with some kind of performativemeaningas discussed later in this chapter. The
only constraint on this choice is thatRprev is already determined — it is the value
betweenA’s current playing andB’s new playing, in this caseSUBSUMES5.
Suppose now thatA decides to do something radical, and play some music which
does not match what is currently happening — that is to say, a new value which is
DISJOINT from bothA andB’s current playing.A would then decide to use an action
signature of A:(DISJOINT,DISJOINT,SUBSUMES ) for the next piece of output.
OnceA has chosen this action signature, it is necessary to find somemusical values
which embody it. The choice now is out of all the values which satisfy theRsel f and
Rother relationships — in this case, a value must be found which isDISJOINT both
from C and C∆7. If A were to choose to play a D chord, the interaction would be as
shown in Figure 6.16.
6.5.6 Extension to multiple agents
In a more general case, it is necessary to look at the actions which occur between
several musicians at once. An easy solution for this would beto suggest that the
interactions between each pair of agents be analysed separat ly. This has the benefit of
not introducing any more theoretical complexity. However,there is then the downside
of introducing a large number of interactions, which scaleswith O(n2). This also
misses the fact than in most musical situations, the group will be in agreement on the
majority of features.
To rectify this, the notion ofcommon acceptanceis introduced, based on themusi-
cal common groundwhich was introduced earlier. This is designed to capture the set
of musical values which the group agrees on through their playing.
5To be clear,Rprev for this signature is between the same two values asRother from the previous
signature, but the direction of the relationship is opposite, sinceA is now the one carrying out an action.
124 Chapter 6. A Theory of Musical Interaction
B C7 C∆7 C∆7
















Figure 6.16: Example of two action signatures extracted from the playing of agents
Recall that there is a common ground of values which is the set of all values for
each facet that an agent reasonably expects the others to understand. Looking at a
single facet from this common ground gives the set of values which the agents are
producing. Taking themeetof this set of values gives the most specific value for
that particular facet which contains the playing of every agent - this is thecommonly
acceptedvalue for that facet.
This formulation allows for an individual agent to construct groups of agents whose
playing is in some way similar, and construct responses to the group, rather than each
agent individually.
6.5.7 Reasonableness of Acontextand Astate
This section of analysis relies on three assumptions:
Acontext: everything which is of interest to an agent about the musicalinteraction is
contained in the context which it maintains.
Aaction: all free musical actions consist of a change of state.
Astate: every change of state constitutes a musical action on the part of the agent whose
value changed the state.
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There is a question as to how reasonable these assumptions are, and whether they
hold for all musical situations. Firstly,Acontext; within the bounds of this model, this is
a safe assumption — agents are modelled with a set of analysisrout nes for all of the
features that they understand. Given this, it it is fair to say that everything the agent
is capable of understanding is in the context. In a more general situation, it becomes
somewhat tautological: the contextis everything which the agent is interested in. Car-
rying on from this,Aaction seems reasonable, as if the context represents everything an
agent knows about the interaction, then anything which doesn t alter the context is
invisible to the agent.
Astateneeds more defence, however, on several counts:
• an agent may alter its values unintentionally — for instance, it may be attempting
to play a constant rhythm, but be unable to keep a steady pulse, or it may play
the wrong note in a chord.
• values may change in response to other processes. The major ex mpl of this
would be if the agents are playing with some form of score, which dictates cer-
tain aspects of the musical surface. In this case, the agentswould need a way to
differentiate between intentional actions, and those which come about from fol-
lowing the referent, which are effectively conventionalised actions, as they are
pre-arranged between the group.
• lastly, even if all changes constitute actions, do they all constituteequalactions?
Given these concerns, it appears that some measure of the importance or interest of
an action would be useful, so that expected or trivial actions are noted as such, leaving
more room to react to the truly novel and unexpected.
6.5.8 Relations to other kinds of actions
This chapter has been exclusively concerned with “free” musical actions, as opposed
to conventionalised musical actions or extramusical actions. However, it would be
useful to model the way in which other actions are present in the system, so simple
descriptions are given here of how other types of action can be integrated into the
current description. This is not a serious analysis of thesediff rent kinds of actions —
each of which could be expanded on indefinitely — rather an illustration of a possible
method for fitting them into this model of musical activity.
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Conventional musical actions again start from the musical surface. The agent has
some form of analysers, which are sensitive to certain patterns of musical events —
the patterns which embody the conventionalised actions. These analysers will produce
matches for their patterns in the output of the agents, creating layer analogous to the
featural layer from Section 6.2.2. However, it is not enoughto simply identify patterns
— it is necessary to examine them in context to see if a particular pattern is intended
as an action by the agent which emitted it. An example:
• a group of agents are playing salsa music — traditional CubanSon.
• the timbales player plays the pattern of strokes which can bei terpreted as an
abanico. An abanico is used to indicate the change from the slow beginning
section of the piece to the faster middle section.
• the other agents hear these notes, and their pattern extractors notice that this is a
potentialabanico.
• the musical context is then examined — is this an appropriatepl ce in the piece
for anabanico? Could one be expected from the timbales player? If the correct
conditions are met, then this pattern can be treated as anab icoaction, and
appropriate responses constructed. At other times, this meaning would not be
attached to this set of notes — for instance in the middle of a drum solo — so no
action would be created.
A similar story could be told about extramusical gestures — head movements are
processed into events such as nods, which may or may not be proc ssed into indications
that it is your solo next. However, this would be overreaching the bounds of this work
and will not be attempted.
6.6 Relations between Musical Acts and Musical
Action Signatures
Chapter 5 gave a top-down description of a method for interpreting musical inter-
actions in terms of intentional actions, which provided theimpetus for creating this
model of musical interaction. One of the prerequisites for using Musical Acts com-
putationally is a formal semantics for the conditions of expr ssing a musical act, and
constraints on the form in which it is expressed. In order to do this, an attempt will
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be made to generalise this to the performatives given in Section 5.1.3. The situation
is taken to be:A is performing an action on facetf by emittingvnew after previously
emittingvprev; vold is used to indicate the value played by the other agents — if differ-
entiation is needed, thenvall refers to the set of individual values, andvcommonrefers
to their common musical ground. The seven performatives canthe be formalised as
follows:
Propose requires that there was previously no accepted value for a particul r facet,
i.e. thatvold = ⊙; hence,Rsel f,Rother must beSUBSUMED(since⊙ subsumes
everything). Different formulations could be created around whethervold = ⊙
usesvall and hence means that none of the agents have a value forf (Propose-
New), or thatvcommon is used, so there is no common value forf (Propose-
Discussion).
Confirm conveys an acceptance of an idea proposed by another; so,Rother should be
SAME(althoughSUBSUMEDmight be allowed). It also requires that the new value
was not previously contained invprev, soRprev∈ SUBSUMES,ALTER,DISJOINT.
Additionally, sinceRother = SAME, Rsel f must be the inverse ofRprev.
Reject indicates that the new playing is not accepted, so it must be different from it;
henceRother∈ DISJOINT,ALTER . It could also be argued that there should be no
commonly accepted value for this facet, i.e.vcommon= ⊙.
Extend is the extension of currently accepted material, soRother must beSUBSUMED.
Since it is an extensions,Rsel f cannot beSUBSUMES, as that would indicate a
withdrawing from the current position.
Alter involves altering a value which is already being used; soRother must beALTER.
Argue was an example of a composite act, where several people play without accept-
ing each other’s values; this could be modelled as a stream ofacts whereRother
was continually eitherALTERor DISJOINT
Request is a conventionalised action, and so it cannot be modelled with action signa-
tures — it is an expected response to a certain pattern of playing.
It can be seen that a particular musical action could be used in several different
performatives; for example, (SUBSUMED,SUBSUMED,SAME) could be either Propose or
Alter, depending on the musical context and the interpretation of any particular agent,
which is as desired — attribution of intention should not be aformally derived process.
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Performative Rsel f Rother Rprev Additional










Table 6.3: Formulation of example set of performatives using action signatures
6.7 Discussion and further work
There are several points which come up from this formulation:
• currently, all the different facets of analysis are treateds parately. Real values
in musical playing are unlikely to be entirely separate, so it would be useful to
have some notion of an action which affected several values at once, especially
since a single piece of playing may do this. A composite musical a tion could
then involve the attachment of a set of musical action signatures to a certain part
of the musical surface.
• the idea of repetition is not fully handled at the moment; in ge eral terms, play-
ing the same phrase repeatedly would generate actions on thefirst r petition, but
then no new information would be added. However, this is not etirely in keep-
ing with accounts of listening to music, especially where mini alist (and other
repetition influenced) traditions are considered. A possible answer to this is that
an agent’s analysers could react to this repetition — as there are less large scale
changes, some “lower level” analysers could become more sensitised, and the
small differences between repetitions become more significa t. This becomes
more of an architectural decision for a particular implementation, but there is
the possibility of giving different facets different levels of importance, to model
the fact that certain changes are less obvious in the contextof others; this would
allow for these low level analysers whose output is generally ignored until such
time as the large scale changes diminish.
• nothing is said about the roles which agents take in interactions — soloist/back-
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ing, teacher/student etc. This is intentional — it is a layerto be built on top
of these structures. From the study of human interaction, e.g. Pelz-Sherman
[1998], roles can be abstracted and defined in terms of the type of musical action
signature which that role is likely to produce.
• in terms of the computability of objects in this domain, there a e two procedures
to consider: extraction of values for facets, and computation of the relations
between two values. The second of these depends on the structure of the values
used, but in general can draw on existing work in concept lattices and description
logics to ensure that all values have easily computable relations. The extraction
of values is less well defined, since values can be any aspect of music which can
be analysed. This then becomes an implementation question of finding features
with appropriate computational characteristics.
• all of this analysis has worked from the idea of a musical surface, where musical
output is divided into perceptually distinct musical objects. However, this is not
a necessary condition, rather it is a simplification to make it asier to discuss
the formulation. Any representation of music may be used so long as there are
analysers which produce lattice values from it, and it may bepassed between
agents in discrete fragments. There is also no reason not to use different analy-
sers which work on different levels of representation; for example, the acoustic
waveform of a performer’s output could be used to derive timbral features, while
a harmonic analyser worked on a representation involving pitches and durations.
• the role of the listener has not been addressed in depth; it isassumed that a
listener can use the same techniques as a performer, simply without the ability to
join in. The playing of any agent can be analysedfrom the point of viewof that
agent, or at least relations between values constructed with tha agent in the role
of self.
• one part of the theory which needs more exploration is the assumption that every
interesting musical property can be represented sensibly using concept lattices.
In response to this, it should be noted that the use of these structures was inspired
as a more general version of the reduction hypothesis in Lerdahl and Jackendoff
[1983]: their analyses of time-span and prolongational reduction depend on any
given set of pitch events being seen as an elaboration of a simpler structure —
this is fully in keeping with the idea of subsumption used in the lattice structures
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here. Although there are defined limits to the applications of this technique, it at
least provides an example of representing complicated musical tructure using
lattice-like concepts.
• the formalisation of performative actions opens up the possibilities for virtual
musicians to respond to the intentional aspects of human playing; with a given
set of performatives, there is a limited set of labels which can be applied to a
musical action, and some process could then be used to allow an agent its own
strategy for choosing one of these labels — for example by modelling the other
musicians, or referring to a database of past interactions.The formalisation also
allows and encourages different sets of performatives to beexp rimented with,
to find whatever set is most appropriate for a given circumstance. Desirable
qualities of performative sets might be formal completeness — any action can
only have one performative label, or all possible actions havesomeperformative
label — or resonance with natural language usage.
6.7.1 Relation to previous work
The most similar formulation of actions taken in a musical context is given in Pelz-
Sherman [1998], detailed in Section 3.1.4. This account talks bout several types of
i-events, where musical information is exchanged between two participants. It would
be useful to to define these in terms of musical act signatures, as they would then
provide a computational implementation of an already existing theory about the nature
of musical interaction.
The i-eventsgiven, and some possible action signature translations are:
Imitation is where one feature from an agent’s playing is adopted by another. In terms
of musical actions, the important fact is thatRother is SAME. However, it is also
important that the previous playing did not contain this feature, soRsel f andRprev
must beALTERor DISJOINT 6.
Question and Answer events consist of some form of response to a cue, but the re-
sponse need not use any features of the cue. Some of these are stylised, and
hence not detailed here, but the general definition would be thatRother is either
ALTER or DISJOINT . At this point, it might be useful to look at formulations
6it should be noted thatRsel f must have the same value asRprev if Rother is SAME
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across multiple values, such that some of theRothers are the same, while some
areDISJOINT .
Completion/Punctuation occurs when one agent initiates a “directed movement”,
which can be predicted to complete at a certain time, and another agent com-
plete this gesture. This can be modelled withRother becomingSAME, on a facet
which looks at these kinds of directed gestures.
Interruption involves one agent playing in an undirected manner, which isdecisively
responded to by another. This could be modelled as a specific case ofRother being
ALTERor DISJOINT on a feature which tracks some sense of musical direction.
So, musical action signatures can be used to provide a computational formulation
for these types of musical exchanges, conditional on there bing the necessary analy-
sers to produce “musical direction” values. This is a fairlyreasonable constraint, as to
be a high quality musical performer, an agent would need to have some ideas about the
directions that individual agents and the performance as a whole are taking.
Also, Pelz-Sherman [1998, page 130] mentions the idea of agent systems — sub-
groups of musicians whose playing is very closely aligned. The notion presented here
of overlapping regions of common ground within a group of agents gives a way to
analyse this computationally, and allow software agents tojoin these human agent sys-
tems.
Finally, a similar distinction is made between free musicalactions and
conventionalised:i-eventscannot be part of some prearranged schema, and must
occur in the moment, just as musical actions.
6.8 Conclusions
In this chapter, a computational model has been presented which can:
• model a group of agents improvising music together.
• model their analysis of music in a non style dependant manner.
• model the agents reasoning about the beliefs and actions of others.
• be related to existing theories and natural language descriptions of musical events.
Chapter 7
Implementation
This chapter details the creation of a real system which embodies the
architecture laid out in previous sections. It talks about some design
decisions which have been made in order to make the system techni-
cally feasible, and how this has resulted in an implemented system.
7.1 Introduction
This chapter deals with the details of implementing the infrastructure of an agent
system which conforms to the system architecture outlined iChapter 4. In terms of
the agent outline, the parts under discussion can be seen in Figure 7.1. In more detail,
the topics under discussion are:
Realising music discusses the issues involved in working with a real time musical
system, the different temporalities involved and the conversion of internal struc-
tures into music which can be listened to.
Representing musicdeals with the Music Representation for Agents (MRA) system,
which represent music as static scores, as Java objects and as messages in the
agent system.
Implementing Agents covers the mechanics of how agents respond to messages and
looks at some different types of agents which have been created.
Visualisations and Interfaces details the basic interfaces available for humans to ob-
serve and influence the agents while they are playing, and themechanisms by
which particular agent setups may be run.
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Figure 7.1: Parts of the agent overview covered by the Implementation chapter
The system currently consists of 264 classes, containing approximately 30K lines
of code, with 65 high level test classes; Appendix A gives an overview.
7.1.1 Technologies
Java Like the rest of the project, the representation system is imple ented using Java,
a platform independent, bytecode compiled object orientedlanguage1.
JADE is an agent toolkit for Java, which provides facilities for creating and running
agents, and handles message transport between agents in theystem2.
FIPA-SL is the “semantic language” developed by FIPA for agent communication,
and is used by JADE for exchanging messages between agents [FIPA Specifica-
tion].
Jade Ontologiesare used by JADE to link concepts in a FIPA-SL message with Java
objects.
MIDI is a standard for communicating with musical devices [MIDI Specification].
1http://java.sun.com
2http://jade.tilab.com
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Figure 7.2: Overview of the music realisation process
7.2 Realising Music
This section looks at:
• the relations between musical time and physical time, and how t is is used in the
system.
• how the agent’s representation of music is turned into sound.
• how the timing of the system as a whole is managed.
This all falls under the remit of the Environment and the Realiser (see Section
4.1.2). The overview of how this happens is shown in Figure 7.2.
The parts of this which this section details are:
• how the different types of time used in the system are reconciled.
• how the system manages internal timing.
• how music from the agents is turned into MIDI events.
The way thatRecordAgents extract events from theSequencer is touched on
briefly in Section 7.4.4, and the loop which details the transfer of music between agents
and theEnvironment is covered in Section 7.4.2.
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7.2.1 Musical Time, Physical Time and Beat Tracking
The Musical Middleware specification does not constrain howtiming is treated; the
agents and the Environment may have whatever conception of time is appropriate for
them. In the implementation of the system, however, it is necessary to make decisions
about this. There are two types of time used by the system:
Physical Time is the standard system which is used in day to day timekeepingand
scientific experiments. It is measured in seconds, which areconstant units of
time.
Musical Time is measured in beats and subdivisions. Events are related toan under-
lying tactus, which need not progress linearly with time.
Conversions can be made between the two types of time — for instance beat track-
ing and score following systems attempt to build a mapping from events in physical
time to musical time, a music performance system may take music specified in musical
time and transform it into sound events in physical time.
In order to keep the internal design of the system as simple aspos ible, all events
within the system are stored in musical time, in terms of beats and fractions of beats.
There are two conversions which then need to be made: events leaving the system
must be converted to physical time, and events entering the syst m must be converted
to musical time. There are many ways to perform this mapping,but in this case, the
simplest possibility is chosen: a constant relationship isas umed between beats and
seconds (or beats per minute, as it is more normally specified), and the system does
not deviate from this.
While it is a limitation of the system that it must work to an isochronous pulse, it
should be noted that:
• it would be possible to add a low level tempo tracking component at a later date;
agents could be adjusted so that they took input in physical time, and converted it
to musical time, with the higher level functionality remaining largely unchanged.
There would be some additional capabilities such as intentionally altering the
tempo, or responding to tempo alterations of others.
• When recording, many bands use a “click track”, which ensuresthat there is a
constant beat throughout, which everyone follows. This makes it far easier for
the recorded material to be edited later - if sections were atdifferent speeds it
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would be more difficult to replace a section from one take witha section from
another.
7.2.2 Converting MRA to MIDI
MIDI is a general standard for both representing music, and sending commands to a
variety of devices which cause them to emit or shape sounds. MIDI messagescan
be used to start or end notes, set the instrument a particulardevice is playing, alter
parameters of the sound which is being used and so on. A MIDIeventis a tuple of
a message and a time, and can be stored in atrack for later playback by asequencer,
which will ensure that the events are emitted at the appropriate time. MRAFragments
are converted into MIDI events, with each note being converted into aNOTEON and
a NOTEOFF event. EachFragment which the agent sends out contains information
about the agent who played it; a name, its position and what instrument it is playing
on.
The following features are taken into account:
• the timing of the events which start and stop the note are determin d from the
onset and duration parameters of the MRA note; Events in MIDI tracks are timed
in “ticks”, where a tick is some proportion of a beat3, so the beat timings of MRA
must be converted to ticks. This is still “musical time” — events can be played
back by the sequencer at any speed. The transformation from MRA time to
MIDI time is a linear transform, multiplying the floating point beat value of the
MRA time by the number of ticks per beat to get an integer numberof ticks.
• the volume and pitch of the note on message are determined by the volume and
pitch of the MRA note.
• the agent’s position within a virtual space alters certain characteristics of the
output: the y-axis is used to affect the volume of the note, sothat agents closer
to the back of the AgentSpace (Section 7.5.3) are quieter; thx-axis is used to
send a “pan” message, which shifts the output of that device towards the left or
right of the stereo field.
• the instrument which the agent is playing is mapped to the GM instrument set,
which defines a standard set of instruments present on most general purpose
3different midi formats provide for different numbers of ticks, or Pulses Per Quarter-note (PPQ)
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MIDI devices. A “program change” event is generated when each agent starts
playing to ensure that the correct sound is generated.
• the agent’s identifier is used to make sure that each agent is assigned to a partic-
ular MIDI “channel”. Most MIDI devices are multi-timbral, and can playback
sounds with a range of voices independently. Having each agent on a separate
channel means that pitch and timbre can be set individually.
7.2.3 Turning music into sound in time
The midi events which have been created must now be played. The Java platform
provides aSequencer 4, whose job it is is to turn events, specified in musical time,
into MIDI messages which are output in physical time. TheSequencer has a set of
tracks containing these events. In order for the Environment to produce sound, the
events produced from MRA music are added to one of the sequencer’s tracks. This is
where the scheduling latencytschedcomes in — the sequencer is always reading from
the Track ahead of where it is playing, so events added too close to the curr nt time
will not be played.tschedis the minimum time which must be left between scheduling
notes and their intended time of output to guarantee that they will play at the correct
time.
7.2.4 Timings for the agent system
TheSequencer is currently the only bridge between musical and physical time, so it
is used to force the timing constraints on theEnvironment agent. TheEnvironment
can set itself to listen for meta-events5. Every time a new fragment of music is added
to theTrack which theSequencer is playing, two meta events are added:
REQUEST MUSIC MESSAGE prompts theEnvironment to request the next frag-
ment from all currently playing agents.
FRAGMENT DEADLINE MESSAGE prompts theEnvironment to take whatever
music it has received from the agents, schedule it, disseminate t and then sched-
ule the next two meta events.
This allows the rest of theEnvironment to be written without worrying about real
time issues - everything runs in musical time, and does not worry about scheduling.
4javax.sound.midi.Sequencer
5midi messages with specialised, non-standard meanings
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Furthermore, all communication with theS quencer happens in a dedicated thread, to
minimise the possibility of events in the agent system causing timing deadlines to be
missed.
7.3 Representing Music
This section looks at the way in which music representation is implemented in
MAMA. Chapter 4 defined several properties of the musical representations to be used
in this system:
• the division of representation into structural componentsa d objects attached to
the structure.
• the criteria that the system should be structured, addressable, flexible, non-
specific, open, powerful, extensible and natural.
• the three forms which the music representation has to exist in
– in the agent’s memory,
– on the network,
– in files for creation and storage.
• that there must be a representation of fragments of music, repres nting the music
played by each agent, that can be passed around the network.
It was also noted that there are three forms in which the musicneeded to be repre-
sented. These are (see Figure 7.3 for a lifecycle diagram):
Files are used to store music on disk; scores are created in the MRA language by
composers, and later read into the MRA system.
Musical Objects are Java representations of the musical entities, which arem nipu-
lated by the agents to create more musical objects representing their output.
Network Messagesare used to transport the output of all the agents around the sys-
tem.
There are two parts to the representation system: the concepts which it embodies,
and the ways in which these concepts are represented at different times. The discus-
sion of the concepts and entities to be used can be found in Section 4.3.7, while the
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Figure 7.3: Lifecycle of music representation
remainder of this section deals with the representation of these concepts in different
forms.
7.3.1 Language Syntax
In general terms, MRA is a hierarchical representation, consisti g of objects which
contain other objects. Certain types of object have names, and all objects may have
attributes.
The MRA language draws inspiration from two sources: XML6 and FIPA-SL;
both of these are hierarchical languages, containing namedelements with attributes
attached. MRA is written from scratch, in order to make sure that it can be altered
as necessary to fit the constraints; it is very syntacticallyclose to FIPA-SL, and archi-
tecturally similar to XML, the exception being that MRA is domain specific, so some
constraints on the ordering and nesting of objects are enforced at a language level.
The core syntax for MRA is relatively concise. Objects are delimited by parenthe-
ses, with the type of the object as the first string inside them, and the object’s name as
the second string if it is a named object:
( ObjectType name )
6http://www.w3.org/XML/
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Attributes are written on separate lines, with the attribute name followed by a colon





Objects are named in MRA to allow them to be addressed, both by agents and
internally within the score - to allow reuse of similar objects where possible. In an
MRA file, a named object may be either referenced — by writing just the object’s type
and name — or defined — some attributes or contained objects are included; a symbol
table keeps track of all the named objects, and creates placeholders for objects which
have been referenced but not defined. Objects which have beenreferenced but not
defined, or defined more than once will produce warnings when tfile is parsed.
For example, in the following code, three things are happening:







• Object a is referenced, but not defined.
• Object b is defined and used.
• Object a is defined and used.
7.3.1.1 Pieces and Sections
The fundamental unit of structure in MRA is aPiece , and an MRA file must contain
exactly onePiece . Pieces contain some number ofSections , each of which may
contain either moreSections or some number ofChannels , as outlined in Figure
7.4. One of the top level sectionsmustbe called “main”, and this is used as the starting
point for the piece. This is in keeping with the specificationfrom Section 4.13.
For example:
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( Section intro )
( Section verse1 )
( Section verse2 )
( Section chorus )
)
)
defines the beginning of an outline of a piece of music.
7.3.1.2 Channels, Spans and Notes
Channels are defined just like most other objects, with the word “Channel”, and a
name, which is generally used to describe the type of events which the channel holds.
For example:
( Channel Chords
( ChordSpan: C minor, 4.0, 6.0 )
)
would be used to define part of a chord structure — that a C minorch d was
being used between beats four and six of the section the span was contained in. This
also illustrates a small piece of syntactic sugar: since theevents in channels are often
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simply specified but numerous, they can be specified without nami g the attributes,
using an implicit ordering (defined by the particular type).For example, rather than






the attributes may be passed as a tuple:
( Note: E, 1.0, 1.0 )
or for a gracenote (where no duration is specified):
( Gracenote: E, 1.0 )
Certain channel names will be recognised by the agents; in general a channel called
“Notes” will indicate that it contains notes the agents should consider playing; if an
agent knows it is playing a particular part, it will look for achannel with that name
containing the notes to play.
7.3.2 Music in Memory
When an agent has read in a score, it needs programmatic accessto it; this should be
fast, and allow the agent to perform any necessary operations as succinctly as possible.
This is provided by a hierarchy of Java objects, in the package com.mo-seph.mra .
There are two main families of objects: those descended fromSection , which are
structural, and contain other structural units, and those descended fromChannel ,
which contain objects with timing information. AFragment is a specialisation of
Channel , dedicated to note-based data. These match the structural description of the
language given in Section 4.3.7.
For working with music-as-played, there are some additionswhich go outside the
basic MRA language. Firstly,Fragments are associated with an agent which has
played that fragment. Secondly,Fragments may be combined into aScore (a slightly
inappropriate name, which remains for historic reasons), which represents the output
of a whole group of agents for a certain time period, and can bei dexed by agent ID.
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7.3.3 Music on the Network
Music must be transmitted round the network for other agentsto “hear”. Ideally, this
should be compact, fast to decode, and understandable by agents independently of the
technology platform used.
At present, there are two methods used, which both have advantages and disadvan-
tages:
Serialised Java Objectsare fast and easy to encode and decode, as they are a copy
of the representation in memory of the objects the agents arealready using. The
downside is one of compatibility — this cannot be guaranteedacross revisions
of Java, and it is definitely not possible to interoperate with other languages.
FIPA-SL is FIPA’s standard agent communication language, and is human readable.
It is a platform independent way to encode the content of messages, and allows
for interoperability. However, it can be slow, and there is overhead involved in
creating the ontologies necessary to support its use.
Currently, the time-critical, high throughput music messages are implemented us-
ing serialised Java objects, although an experimental SL based mechanism has been
used for some other messages — the rationale for this is to allow development to
progress easily, but leave the door open for creating a standards compliant version
later on.
7.3.3.1 Using FIPA-SL for message content
In order to use SL messages with an agent system, we must provide an ontology,
specifying what terms are allowed in the domain, and what values they may take;
so long as an agent understands both the ontology and the contnt language, it may
participate. In order for a message to be sent and processed in JADE, the following
steps are taken:
• The sender starts with some data structure, representing the message to be sent.
• The datastructure is encoded according to the agent language used (in this case
FIPA-SL).
• The encoded string is put into a message, and sent to the receiver.
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• The receiver parses the message according to the syntax of the communication
language, resulting in an abstract data structure.
• Using the ontology, the receiver can convert this abstract dta structure into ap-
propriate objects.
Implementing this on another system should (in theory) be a case of loading the
ontology, and making sure there is an appropriate set of objects to use with it.
7.4 Implementing Agents
The system design created a simple contract between the Environment agent and
every music producing agent in the system, shown in Figure 4.12. This can be sum-
marised as:
• the Environment will ask for musical output at the appropriate times, i.e. just in
time to schedule it for playback.
• the Environment will disseminate collated agent output as quickly as possible.
• each agent must respond with a reply immediately when it is asked for output.
Since the design of the environment has already been discussed, this section covers
the main musical loop, in terms of the messages which are passed between agents, and
the implementation of music producing agent’s responses tovents in this loop.
7.4.1 Concurrency in JADE
The JADE system handles concurrency as follows: [Jade Guide, page 24]
• every agent runs in its own thread.
• each agent has a set ofBehaviours , which are scheduled in a round-robin, non-
preemptive fashion.
Behaviours are used to create the agent’s responses to messages: when a message
is received, the scheduler attempts to match it to the behaviours active in the agent at
that time. Once a behaviour is found, it begins execution, and carries on until it has
finished. Since the scheduler cannot interrupt execution, it is up to the programmer to
make sure that behaviours complete in a reasonable amount oftime, or to split them
into smaller chunks which can be executed one after the other.
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Figure 7.5: Message flow in the Main Musical Loop
7.4.2 Main Musical Loop
In the main musical loop of the agent system, there are only threeBehaviours used:
(see Figure 7.5)
MusicCollection in the Environment constantly waits for music messages to
be sent from the rest of the agent system. When these messages are r ceived,
they are added to the current set of received music. The rest of the Conductor ’s
operation happens in response to internal events (generated by the sequencer),
so noBehaviours are used.
RespondWithMusic in MusicalAgent fulfils the agent’s main contract - it imme-
diately returns the next chunk from the agent’s output buffer.
ReceiveMusic in MusicalAgent is triggered by theEnvironment disseminating
the output of all the agents for the previous fragment.
7.4.3 Analysing and Creating Music in Agents
In order for theRespondWithMusic behaviour to function correctly, the agent must
have music already prepared in its output buffer. Since the agent does not have any
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Figure 7.6: Musical Agent generation of music in response to messages
setup for realtime operation, the creation of this music must be triggered by an external
event. There are only two possibilities here - the request for musical output, and the
delivery of output from the other agents. In order to allow the maximum amount of
time for music generation after music is received from the other agents, this is used as
the trigger for both analysing their output and generating new music - see Figure 7.6.
The sequence is as follows:
• the agent receives a message containing aScore , representing the musical output
of all the agents for the previous timeslice.
• the agent sends this to its analysis system for analysis and storage.
• the agent generates some music. It generates music until theou put buffer is
filled up to the end of the next timeslice, plus a “playahead buffer”. This extra
buffer can be used to ensure that the agent has output ready, even if the current
generation stage has not yet finished — at the expense of increasing the time it
takes the agent to respond.
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This model for behaviours is not strictly in keeping with theJADE philosophy -
the agent is doing a lot of work in a single behaviour, withoutallowing control to
be passed to other behaviours. It would be more architecturally sound to have this
behaviour execute in its own thread; however, at this stage,he extra work which would
be needed to ensure correct concurrency operations and the overhead of doubling the
number of threads in the system is not considered worthwhile.
7.4.4 Bestiary of agents
This section describes some of the agents which have been created to test the system
and to add necessary functionality.
Firstly, there are two classes which provide starting points for the development of
useful agents:
MusicallyAwareAgent is the base class for all agents which have anything to do with
music. It contains methods for serialising and deserialising music from/to mes-
sages, finding other agents, creating musical behaviours and interacting with the
agent environment.
MusicalAgent provides all the facilities an agent needs to play music except actually
generating the notes; it maintains an output buffer, and calls methods to fill it at
appropriate times, handles all the messages an agent must respond to, and has a
Location and anInstrument for producing sound.
Next, a set of agents which play music in some way, all derivedfrom MusicalAgent :
ScoreAgent is the agent used for most of the situations discussed; it plays some kind
of score, by rendering the notes in response to the playing ofother agents. This
agent contains the analysis, generation and reasoning systems discussed in the
rest of this thesis.
CopycatAgent is a simple agent for demonstrating the workings of the agentsystem.
Each copycat will listen to the output of another agent, and repeat it after a
certain delay. When that agent stops playing, the copycat will find another agent
to listen to and copy. Playing with a large group of copycats creates a repetitive
texture which responds to human input.
Finally, some agents which deal with input, output and visual ation:
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RecordAgent provides a way for humans to play music with the agent system.Each
RecordAgent is tied to a particular MIDI device and channel; it uses the same
Sequencer which provides timing for theEnvironment as a way to record notes
and transform them into MRA representations.
PlaybackAgent allows the playback of prerecorded MIDI files. It progressively reads
through a given track in a given MIDI file, and copies the notesinto its output
buffer.
OSCAgent allows communication with the agent system via OSC. It allowsexternal
systems to send messages to individual agents.
SpaceAgentprovides a graphical interface to the agent system. It allows the location
and status of agents to be altered, and agents to be created ord stroyed.
7.5 Visualisations and Interfaces
7.5.1 Interfaces
At this stage, the interface to the agents is relatively basic. The agents are started by a
dedicatedAgentRunner class. This class creates:
• a Conductor agent.
• a set of musical agents. Each agent is given a name, and the name of an instru-
ment to play. Additional configuration (e.g. which type of Reasoner to run) can
be added here.
• a GUI agent to allow the user to visualise and control the performance.
7.5.2 MRA
To aid the development of pieces in MRA, a set of visualisationtools are provided. At
present, these are read-only, and display the structure of the piece in a given file, but
this could be expanded to add full editing capabilities. An example is shown in Figure
7.7
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Figure 7.7: Visualisation of part of the score of Canto Ostinato using the MRA visuali-
sation tools
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Figure 7.8: AgentSpace: overview
7.5.3 Agent Space
The AgentSpace graphical interface gives a range of feedback to the user; Each agent
is represented by a circle, situated in a virtual space, as shown in Figure 7.8. The
display represents information about the agent as follows (see also Figure 7.9):
• the circle’s position represents the agent’s position in space.
• a text annotation details the agent’s name, instrument and what section it is cur-
rently playing.
• the circle’s colour can be used to represent different things; in one case study it is
used to give an indication of how far through the piece the agent is (see Section
10), while in another it relates the agent to a physical counter used to control it
(see Section 10.2.3).
• two bars at the side of the agent represent density (the proporti n f the time the
agent is playing notes) and dynamics (the average velocity of the notes the agent
is playing) to give the user some idea of the different outputof the agents.
The only mode of interaction with this view is the mouse. The us r can pick up
agents and move them around the room — or more correctly, the user canrequestthe
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Figure 7.9: AgentSpace: detail
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agents to move around the room; in the end, the agent has the decision over whether to
move or not. Each agent has a context menu (right click) whichallows the user to:
• “kill” the agent, so it leaves the current performance permanently.
• ask the agent to take a break, or return from a break; this makes the agent stop
playing as soon as possible, or resume playing as soon as possible re pectively.
• send a “bump” message; this is a contentless message, which agents may be set
up to respond to in different ways; Section 10 has more information on uses for
this.
There is also a general context menu, which allows for the creation of new agents,
and also for all agents to be sent on or recalled from a break.
7.5.4 Agent Interfaces
Each agent has its own GUI, which can display a range of things, depending on the
agent and the launch parameters. At present, there are two main views used:
Analysers shows the features extracted from the playing of other agents by this agent’s
analysers. (see Figure 7.10)
Reasoner shows the output of this agent’s deliberative process (see Figure 7.11), in
the form of itsRenderPlan (see Section 8.2.3).
Both of these views are purely for visualisation — they do not allow a user to
interact with the agents.
7.6 Discussion
This Chapter has dealt with the construction of the infrastructure of the system, so
discussion of the possibilities once this infrastructure is available are found elsewhere,
in Chapter 10.
7.6.1 Performance and Timing
One of the first questions to ask of a musical system infrastructu e is how good is it at
producing music? In this case, the main issue is timing — sound is provided by MIDI
synthesisers, and the notes are provided by whatever kind ofagent is used. The system
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Figure 7.10: Agent analyser screenshot
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Figure 7.11: Agent reasoner screenshot







Table 7.1: Arguments to the JVM for optimal musical performance
relies on the Java sequencer classes to provide timing, and there are some issues which
have been worked around here. One of the dangers of using Javafor realtime tasks is
that it is a garbage collected language, and the programmer has relatively little control
over when and how garbage collection is performed. In a default J va VM, memory
will be used up to a certain level, at which point the GC will run, and all other operation
will cease until it has finished. This is clearly not acceptable for musical operation, as
it introduces pauses, generally around 200ms, but sometimes much longer into the
output of the system. Recent versions of Java (v1.5+) providesome settings for GC
ergonomics— ways to modify the behaviour of the GC to suit particular tasks. These
have been set as shown in Table 7.1, which provides relatively solid operation.
Another question which could be asked is how many agents can the system run,
and what is the scalability like? At present, approximately20 agents can perform In
C together, on a Pentium Mobile 1.7GHz laptop. These agents are relatively simple
(see Section 10 for details), but they still perform some levl of musical analysis, and
producing notes. The fact that there is a central Environment agent may seem like an
issue with regard to scalability, as it provides a single point f concentration for musical
messages. However, the tasks of the Environment are relatively easy — it need only
exchange music and sonify it. Hence, as the complexity of theagents grows, it would
be possible to use more and more remote machines to run agents, while keeping the
Environment on a powerful local computer so the output can beheard.
7.7 Future Work
There are some limitations in the way the system currently functions, which could
be addressed by future work:
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• the fact that the system works to an isochronous pulse is a deliberate simplifica-
tion — or at least the fact that this pulse is treated as a musical object. It would
be desirable to allow the agents to keep their own notion of time and tactus, or
an intermediate simplification would allow the Environmentto match its tactus
to human musicians, and all of the individual agents conformto this beat.
• at present, only humans playing MIDI instruments can interact with the system.
The fact that the agents can take a higher level view of music than he note level
(Chapter 8) opens up possibilities for extracting features of ac ustic instruments
to use as input, without having to accurately transcribe each note.
• the fragment size is currently the same throughout the system, and set in a con-
figuration file. This could be changed to a dynamic property, managed by the En-
vironment, and could be altered on a per-agent basis, so thatagents with higher
latency have to work at a larger fragment size, or more fragments behind. A
whole investigation of the possibilities of distributed agents is possible, which
would become more interesting as more computationally intensiv agents were
produced.
• a wider range of behaviours should be specifiable through thescore; in order to
implement the group-following behaviour for In C, it was necessary to use a cus-
tom module; it would hence be interesting to collect a set of different behaviours
specified in musical scores from different canons and construct an extension to
the representation language which was capable of representing them concisely
and intuitively.
7.8 Conclusion
This Chapter has presented an implementation of the Musical Middleware speci-
fication, which provides an environment for musical agents to run, exchange music,
read human generated scores and interact with humans musically and through a GUI.
This demonstrates that the middleware specification is imple entable and relevant to
creating musical agents.
Chapter 8
Analysis and Generation in MAMA
This chapter describes the mechanism by which music is analysed
and generated in the MAMA system.
8.1 Introduction
Figure 8.1 graphically indicates the parts of the agent archite ture whose imple-
mentation is discussed in this chapter; specifically, the processes detailed here are:
• extracting high level features from music using a variable set of Features .
• using RenderPlans, which combine features with notes from the score, to pro-
duce finished output.
• a simple system which uses features extracted from the inputto produce output.
• maintenance of a context of the features extracted from the playing of the other
agents.
The intention here is to give an explanation which is low-leve enough to talk about
the issues involved in implementing this system without becoming swamped in im-
plementation details. It should also be noted that the musical features being discussed
here are not of particular interest for their own sake; the aim of this section is to discuss
the architecture within which these features are extractedand used, with the implicit
assumption that the current feature set could be expanded with more complex and in-
teresting features. This use of a “microworld” with a limited feature set aids clarity
when experimenting with complex, realtime systems by reducing the number of fac-
tors which need to be considered at any given time.
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Figure 8.1: Parts of the agent system covered in Analysis and Generation Chapter
Throughout this section, there are two notions of notes, or note objects which will
be used; played notes, and “ideal” (or scored) notes. It should be noted that this is
not an indication that there is a “correct” or “perfect” timeto play notes, rather that
this type of musical analysis is enabled by imagining a metrical grid on which scored
notes are placed, and relating the notes which are played to this grid. On a related
note, although the system at present is constrained to a strict i ochronous pulse, this is
an artifact of implementation; ideally another process would perform beat and tempo
tracking (probably in a feedback loop with the analysis section), and produce the notes
pinned to a metrical grid which are used here.
8.2 Analysis
The design of the analysis architecture is based on the modelof musical interaction
set out in Chapter 6, particularly Section 6.2.2. Here, an aget’s understanding of the
musical surface is built using any number of descriptors, with the constraint that the
values taken by these descriptors must be situated on a semilattice. So, the guiding
principles for implementing the analysis system are:
• the set of features and types of analysis must be modular and expandable, to
allow for different styles of music and expansion of agent capabilities.
• the values of these features must lie on a semilattice for that particular feature.
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Figure 8.2: Analysis system overview
• any analysis must be amenable to being carried out in real time; t should be
computationally inexpensive, and have reasonably constant time and space be-
haviour under normal conditions.
• as a whole, the analysis system must capture theinterestingaspects of the music
being heard.
Figure 8.2 gives an overview of the Analysis System; in more detail:
• music arrives as small fragments: the size depends on the configuration of the
agent infrastructure, but current values tend to be within 0.25 to 2 beats, de-
pending on the trade off between responsiveness and robustness required and
the network infrastructure.
• where appropriate, these fragments are matched against thescore: the position of
every other agent through the score is tracked, and the notesin he fragment are
compared to the expected score value, and links are built between the expected
and received notes if they match (this matching of played notes to scored notes
is necessary for certain analysers).
• these fragments, with or without annotations, are then fed into a windowing
system, which ensures that the amount of material the analysers have to work
with is independent of the fragment size of the underlying network.
• every available analyser is called, and it runs over the given window of music to
produce a value.
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Figure 8.3: Annotating played notes with links to scored notes
• the value for each analyser is stored in aFeatureSet , which is part of the
Context which the agent maintains.
8.2.1 Using the Score
As mentioned above, there is a process which attempts to create AnnotatedScores ,
where each of the notes that has been played is linked to a score note (see Figure 8.3).
For every agent, a score following module keeps track of where that agent is in the
piece, and can provide the next fragment of notes that agent is expected to play. At
present, in order for this to work, the agents must be constrai ed to playing a fixed
score, but this could be improved later. Once the played notes and the scored notes are
available, a very simple algorithm is run which matches a played note to a scored one
if they are the same pitch, and their onsets are within a certain threshold of each other.
This is only one way in which the score and the context are used; another important
aspect is that of quantisation. Some of the features, especially pattern based features
rely on a quantisation value; this is the finest level of granul rity which scored note
positions are expected to take. The value for this quantisation level is recorded in the
score, and each agent configures itself accordingly.
It is desirable that these properties — quantisation levels, ideal onset and durations
of notes, which are currently read from the score — could eventually be computed by
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the agents themselves. For instance, human listeners woulddifferentiate between a
note which is scored as a crotchet and played staccato and a note which is scored as
a quaver. Similarly, agents could be expected to calculate the kinds of metrical grid
which best explain notes they hear. Since these abilities are complex, and not necessary
for the task at hand, they have not been implemented.
8.2.2 Features
In general the range of possible features which can be analysed is immense; a small
subset of features is implemented here, as it is felt that these f atures can capture a
large amount of the information which is useful in the setupssed this project. Three
aspects of the music under examination are dealt with:
• dynamics are extracted from theNote objects
• note onsets are computed relative to “ideal” positions; this is either the closest
metrical grid point (the spacing of which can be set via a quantiz tion parame-
ter), or the position of the note this one is linked to, if annotati ns are available.
• ratios between note lengths and “ideal” lengths are calculated. Here again, either
the annotated note length is used, or the generally inaccurate assumption is made
that the note was scored as being one metrical unit long.
For each of these aspects, three features are calculated:
• the average level of the values is calculated, by adding the values for the entire
window and dividing by the number of notes.
• a simple linear regression is carried out on the values to determine the rate of
change of the values - modellingcrescendi, ritardandi, and so on.
• pattern values are calculated from the deviations in value which are not explained
by the linear regression model.
Pattern values are designed to model recurring features, inorder to pick up system-
atic variations in timing, dynamics and so on. A pattern analyser:
• is set to be a certain number of beats long, and divide each beat into a certain
number of buckets.
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• takes a set of values in, and computes their differences fromthe “predicted”
value; in this case, this is provided by the output of a linearr g ession analyser.
• assigns each value to a particular bucket. Timings are takenmodulo the length
of the pattern, so that every value falls into a valid bucket.
• computes the average value for each bucket.
Each of theseAnalysers is run, for the output of each agent, producing aAttribute
of the appropriate type: averages produceNumericFeatures , regressions produce
DualValuedFeatures and pattern analysers producePatternFeature 1. These are
then aggregated intoGroupFeatures , which also provide an average value for the
group, and stored in theFeatureSet which is part of the agent’s context.
8.2.3 Creating Analysers and Dependencies
It is up to each agent to determine what features to analyse - in general, the available
analysers will not be known until runtime. TheAnalysisSystem hence works as an
analyser factory, creating analysers and managing their dependencies. If an agent de-
cides to use a particular analyser, it passes the analyser’sname to theAnalysisSystem .
The system checks to see if thatAnalyser exists, and if not, it adds any dependencies
for that analyser, creates it, and adds it to the list of analysers to be called each time a
new fragment of music is received.
Dependencies are used to allow the analysers to use each others utput. For ex-
ample, in the previous section, it can be seen that pattern analysers rely on the output
of a regression analyser (to obtain predicted values for each note). Each pattern anal-
yser can list this dependency, and theAnalysisSystem will guarantee that the relevant
regression analyser exists, and that it is run before the patt rn analyser.
8.3 Generation
The aim of the generation system is twofold: firstly, it is generally desirable to
output music with the expressive characteristics that makeit fe l “human”; secondly,
and more importantly, the output must be capable of conveying the agent’s intentions
by embodying certain characteristics.
1The names of the Java classes do not exactly reflect this for historical reasons, but this is not impor-
tant here
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Figure 8.4: Overview of rendering pipeline for producing music
The conception for the generative system is that a set of highlevel decisions have
been made about what to play in general terms, but there is still ome work which needs
to be done to turn them into music. For example, the agent might have decided to play
a walking bass in Eb, using 8th notes, with strong accents on the 2 and 3, and gradually
crescendoing. There is now some work which needs to be done; the xact set of notes
must be worked out, then each note must be given a precise timing and dynamic value
combining all the necessary features. In some senses, the generative system can be
seen as similar to the unconscious actions which happen whena player’s hands fit
themselves around the instrument (see Sudnow [1993] for ideas in this area); although
the bassist knows they are about to play a walking bass, they might not know exactly
which notes they will play until their hands take over and they start playing music.
Currently, the system is not designed to generate its own notes: the notes to be
played must be provided by the score. Given this, the generation system can be thought
of asrenderinga set of abstract properties and notes into a concrete set of notes-as-
played, to be transmitted to the rest of the system. The set ofhigh level properties,
combined with some notes to play is termed aRenderPlan .
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The “rendering pipeline” for this stripped down situation is hence (see Figure 8.4):
• high level features from the deliberative system are placedtogether with notes
from the score in aRenderPlan .
• the rendering subsystem applies the features to the notes, and pl ces the result in
the agent’s output buffer.
8.3.1 RenderPlans and their realisation
As with the Analysis system (Section 8.2), there are three asp ct of notes which are
affected: onsets, dynamics and durations; there are three ways in which these are af-
fected, but these differ slightly from the previous set. Foreach of the three aspects, the
render plan carries a curve, which indicates a baseline value, nd a pattern, which indi-
cates repetitive deviations from baseline. It is also possible for notes to have properties
added to them, to signal that they should be accented in some way. In detail, for each
of the three aspects:
• the value of the curve at the time of the note’s onset (as scored, not as played) is
calculated and applied. Dynamics are given as absolute valus between 0 and 1,
onsets are given as beats, and duration is a proportion of thescor d duration.
• the value of the pattern is calculated for that note; the note’s time relative to
the previous “pattern anchor” is calculated, and used to extract a value from the
pattern supplied in the rendering plan. Pattern anchors that are used as the start
of a repeating pattern may not be the start of the fragment which is currently
being generated. At present, patterns are anchored at the start of each Section in
the score, but this could be changed by any agent that needed to do something
more complex. This pattern value is then added to the value for the note2.
• finally, any annotations which the notes carry are applied. Currently understood
annotations include gracenotes, slurs, legato, marcato; the effects of these have
not been rigorously calculated, as they are not used in the curr nt system. The
mechanism, however, is in place for later work.
At the end of this, a complete set of notes with onsets, dynamics and durations is
produced, and passed on to the rest of the agent system.
2The actual code implementation does not follow this exactly: duration is calculated asdplayed =
dscored∗ (dcurve+dpattern).
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8.4 The Mirroring Reasoner
The mirroring reasoner was created to use in the experiment described in Chapter
11. It is designed to be a “featural mirror” to a human performe , extracting features
from the human playing and applying them to the generated playing: as the human
starts playingstaccato, so does the system; as the human plays louder, so does the
system and so on. As previously explained, the task of a deliberative system is to
produce a Render Plan, which the generation system can turn into otes-in-time. The
basic operation of the mirroring reasoner is simple: for every f ature extracted from
the playing of the human partner, a similar feature is put into the render plan which is
later output.
In more detail, some other issues come into play. There are thre ypes of features
currently used in the system: averages, curves and patterns, and each of these types is
calculated for dynamics, timing and note lengths. When creating a Render Plan, the
mirroring reasoner works as follows:
• pattern values are copied across verbatim; whatever pattern of accents or articu-
lation the human used will be echoed by the system as quickly as possible.
• curve values are ignored.
• average values are used to construct a curve in the Render Plan, which goes
from the previous average value to the new average value, over the course of
one fragment. This means that, for example, volume is smoothly modulated, but
matches the player’s value as quickly as possible.
8.4.1 Value Reasoner
An alternative version of the mirroring reasoner was used inthe experiment; in this
case, once features have been extracted, they are convertedinto the symbolic features
used in Chapter 9, and then back to numeric values, before the rende plan is created.
This is to match the use of symbolic values in the other reasoner used in the experiment.
8.5 Discussion
As it stands, the system operates in a musical microworld: there are several areas where
major simplifications have been made. At this stage, these asp cts are not necessary,
and would add considerable complexity and overhead. However, in the context of
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a more general agent architecture, it is necessary to note the limitations and discuss
whether more functionality could be added in the future. Thecurrent system:
• requires a detailed score; there are many times where this would n t be possible,
even when some score is present. For instance, when playing with a “Fake Book”
which gives chord sequences and melodies but not actual notes. On the analy-
sis side, it is clearly possible to choose features which do not need to be linked
to a score. Note durations can be calculated absolutely, andinference could be
performed about the “ideal” notes that the played notes are de ived from, hy-
potheses could be constructed about metrical grids to fit theplayed notes to, and
so on. For generation, it is certainly conceivable to have a system which comes
up with notes based on high level features; the PACTS discussed in Pachet et al.
[1996] are a perfect example of this. Another example of a system which works
in a similar way to the module is Rubette, described in Mazzolaand Milmeister
[2006].
• forces adherence to an isochronous pulse; as discussed previously, this could be
handled by having another system perform beat tracking, andfitti g played notes
onto a metrical grid. This might entail some level of communication between
the layers, to allow analysis to take account of changing hypotheses about beat
placement.
• analyses features which are simple functions of the musicalurface. For a system
to be truly musical, it would need to be able to analyse more complex properties;
for example, the end of Chapter 6 called for analysis of the “musical direction”,
and of actions which would complete at certain points in time. Again there is no
reason that this system could not deal with these features, but currently nothing
is in place to support this.
8.6 Conclusion
This chapter presented an analysis and generation architecture which is compatible
both with the theory described in Chapter 6, and with the Musical Middleware specifi-
cation from Chapter 4. A simple method for constructing musical output in response to
a human performer was described, which is later used in the exp riment in Chapter 11.
Finally, the system currently operates with a restricted feature set, as this “microworld”
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allows the effects of different components to be clearly seen; however, it is believed




Previous chapters have detailed how an agent system can be implemented which can
generate music in response to the output of others; however,they have not touched
on the way these responses are generated. This chapter describes the creation of a
simple deliberative system based on the principles of Musical A t Theory described in
Chapter 6.
In a general sense, the task of this deliberative system is toanalyse the playing of
the agent’s peers and:
• look for playing which can be considered a communicative action.
• generate appropriate communicative actions in response.
• use these actions to influence the generation of music.
This is shown with reference to the overview of a musical agent in Figure 9.1.
9.1.1 Design Criteria
The work in this chapter relates both to a theoretical framework for constructing de-
liberative systems, and to the implementation of a module which is used in the current
system. There are a set of criteria which have influenced the design with respect to its
uses in the current system, which are:
• the system must work in realtime, so it should be both computation lly cheap
and consistent in execution time.
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Figure 9.1: Overview of the components covered in the Deliberation chapter
• the operation of the system should be understandable, to aiddebugging. This
applies both to whether the system is functioning as designed, and whether the
design is appropriate for the task.
• the system must be able to work with a relatively limited amount of data, as this
is not freely available.
9.2 Deliberation formalisation
The first task with the design of the module is a description ofthe states involved in
its operation. The deliberation system needs to provide actions for the system to enact.
In general, this means outputting a series of musical actions, which lower levels can
then render into features, and finally notes.
In this formulation, Musical Actions are used, as distinct from Musical Acts: the
intentional aspect of musical acts is not used. A musical action details the relationship
of a new piece of playing to the current musical context, so the job of the deliberation
system is to produce a set of relations which should hold for the next chunk of playing,
based on the relationships between previous playing, and onprevious actions.
A state description for events in a musical agent system has already been carried
out in 6.4.3; however, the system here will use a slightly different formulation, for two
reasons: Finally, this formulation is for the simple case oftwo agents playing together;
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the possibilities for generalisation to many agents will bediscussed at the end of the
chapter.
9.2.1 State formulation
Based on a the notion of a state indexed model of music which hasbeen discussed in
Section 6.4.3, the output of a pair of musicians can be thought of as a series of states,
where states change every time one agent’s value for a facet changes.
Each facet of music will be considered independently, so that the overall state will
be made up of a set of sub states which may change at different times; this simplifica-
tion is made so that each facet can be reacted to individually, without being dependant
on events in other facets.
A further simplification is made — that the actions which cause state change al-
ternate between the agents. This is not necessarily true, sothe analysis will insert
“dummy actions”, so that if agentA performs two actions, a dummy action by agent
B will be inserted between them. This is done to simplify delibration, as actions can
always be treated as an alternating sequence.
The only relations considered here are between a new state and values in the pre-
vious state; this may appear somewhat similar to the assumption made for a Markov
process, but this is not the assumption being made here. Instead, longer term rela-
tionships will be dealt with by another part of the model. Figure 9.2 shows the values
and relations between them through a progression of states,con idering onlyRsel f and
Rother.1 The repeated values are not shown, andvks represents the value for agentsel f
in stateSk.2
When examined in terms of states and actions, the picture becomes a linear se-
quence of states, with the edges between states labelled with the action which causes
the state transition. Figure 9.3 shows these states, which have been arranged to indicate
which agent caused the new state, with action leading to stateSk labelled asAk.
Each signature here is then a tuple(Rsel f,Rother), with both values coming from the
1In Section 6.4.5, three relationships were considered for each new state (Rsel f,Rother,Rprev). The
reasons for only considering two relations here are:
• the system of musical acts was still under development at thetime this module was created, and
so later changes were not taken into account.
• the formulation here relates more cleanly to the n-gram sequence model which is used.
• the reduction in alphabet size helps to deal with the small amounts of data available.
However, Section 9.4.2 discusses why this formulation was altered to that given in Section 6.4.5.
2This is not entirely consistent notation, as subscripts were previously used to indicate state indexed-
rather than fragment indexed- time.





















Figure 9.2: State Transitions in Dialogue Formulation with Relations, with only novel
values shown
Self Sn−1 Sn+1
Other Sn−2 Sn Sn+2o
An−1 An An+1 An+2
Figure 9.3: Musical Action Signature State Diagram
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set of lattice relations from Section 6.3.2, i.e.SAME,SUBSUMED,SUBSUMES,ALTER,DISJOINT.
This gives an alphabet of 25 possible signatures.
9.2.2 Role of the deliberator
The system model being used is hence a sequence of statesS1 . . .Sn, caused by a se-
quence of actionsA1 . . .An; when an agent decides to take action, and create a new
state, the task is to choose a new action, and then execute it to create the new state.
The role of the deliberative system is to chooseAn+1 given A1 . . .An,S1 . . .Sn. In the
general, this can be done by any appropriate method; for example some kind of inter-
action protocol could be used to generate new actions, internal goals could be used or
a human user could be continually specifying actions. The rest of this chapter details a
simplified case, in whichAn+1 is chosen based on sequence completion, supported by
a database of previous human-human interactions.
9.3 Deliberator System Design
The previous section detailed a model for the task that the deliberative system needs
to perform. This section integrates this model with the restof the agent system, and
describes an implementation.
In order to integrate with the rest of the agent system, an architecture is used as
shown in Figure 9.4. The main components of this are:
Act Extraction takes the high level descriptions of music produced by the Analysis
system, and extracts musical action signatures (MAS) from them.
Deliberation takes the stream of MASs and produces new MASs in response.
Action Realisation takes the generated MASs and produces high level descriptions
which can be put into aRenderPlan and passed to the Generation system.
9.3.1 Symbolic Values
The analysis system produces values for features; currently, these values are repre-
sented using floating point numbers: they are either a singlenumeric value or a struc-
tured set of numeric values. This allows for the representation of a wide range of
data, and also makes few assumptions about the ranges which the values take. When
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Figure 9.4: Overview of the deliberative system architecture
it comes to deliberating about values and situating them on alattice, it is easier if the
domain of the values is finite, so a layer of symbolic values isintroduced. For every
numerically based feature whose value is to be deliberated about, it is necessary to
define:
• a set of symbolic values on a lattice,
• a process to map numeric values onto symbolic lattice values,
• a process to convert the symbolic values back to numeric values.
9.3.1.1 Spectrum Values
First, there is the issue of how to convert scalar numeric values to ones which may be
placed on a lattice. The approach taken here is to assume thatany particular numeric
value has a “default” or “natural” position. This is equivalent to the level which a
player would assume for that feature if no markings were given n the score; for exam-
ple, dynamics would be aroundmf, note lengths would be about three-quarters of the
notated values, and notes would be placed exactly on the beat. This default position
is then taken to be the top of the lattice (⊙). From this root, two branches extend:
one where the value increases, and one where it decreases. Atthe extremes, when
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the value cannot be increased or decreased further, it is impossible for music to realise
these values, so the bottom of the lattice is reached (⊖). Figure 9.5 gives an example of
a generic numeric lattice, and a configuration for representing dynamics. These values
are termed spectrum values.
9.3.1.2 Pattern Values
As well as simple numeric values, the system also contains composite values: lists
of numbers which represent repeating patterns. The symbolic equivalents of pattern
values start from the numeric pattern values, and replace eah numeric value in the
pattern with a symbolic spectrum value. The lattices used for the spectrum values
need not be the same as the values which are used to represent the u derlying property
that the pattern is found in; that is, the lattice used for values in patterns describing
variations in dynamics would not be the same as the lattice used to represent average
dynamic values — the example in Section 9.3.1.4 may help to clear this up.
9.3.1.3 Implementing system values
One of the issues with symbolic values is that a numerical definition of the symbols
must be given to allow this conversion to take place. In this part of the system, there
are three aspects of music under inspection: dynamics, onsets and durations of notes.
For each of these, the average value is of interest, as is a “pattern” value (see Chapter
8). These values all have different ranges — for example, dynamics are between 0 and
1, while timing can be positive or negative, with no definite upper or lower bounds.
There is a choice about the number of symbols used for a particular value: are
they tied to common concepts (e.g. musical terms)? what numbers are used to define
them? These choices are considered to be entirely implementatio specific - it is quite
possible for a group of agents to have different values for thei symbols so long as they
do not attempt to communicate explicitly using them. Agentscould also adjust the
number and values of symbols they use as a piece progresses, to find the set which most
usefully describes the playing of others; they might even maintain different lattices for
analysing the output of different musicians.
In this particular implementation, the lattices are constructed on an ad-hoc basis,
as follows:
Dynamics are modelled using standard musical terms, as shown in Figure 9.5b, while
dynamic patterns are modelled using the lattice shown in Figure 9.5c.



































(c) Numeric lattice for dy-
namics pattern values
Figure 9.5: Example numeric lattices
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Note lengths are equated to legato, long, short and staccato. These values are relative
to their scored length, so this would come under the heading of articulation.
Note timings can be early, earlier, very early, late, later or very late, again relative to
their scored positions.
These lattices are maintained by a class which implementsLatticeManager , al-
lowing any agent to substitute a specific set of lattices if desired — this is important,
as it is not intended to force a particular set of lattices to be used — the values used
here are simply one possible setup.
9.3.1.4 Example
As an example, consider assigning dynamic symbols to a pieceof music. The Analysis
module (Section 8.2) has found the average dynamic value to b0.68, and the average
patterned deviation from this value to be(0.32,0.05,−0.15,−0.12).
Starting with the average, it will be assigned the most “extreme” value — furthest
from ⊙ — which is less extreme than the numeric value value. For example, ⊙ is
0.5, mf is 0.65 andf is 0.75, so the average dynamic of 0.68 will be classed asmf.
Accents are then modelled using the lattice in Figure 9.5c, so the symbolic version of
the pattern would be(++,⊙,−,−).
9.3.1.5 Computing relations between lattice values
It is necessary, given two lattice values, to be able to compute the relationship between
them. If the lattices used were fully explicit, this could bep rformed by walking
the graph representing the lattice to calculate ancestry. For spectrum values, this is
possible, and works as follows:
• if A is an ancestor of B, A subsumes B, and vice versa.
• if there is a common ancestor between A and B, then A is an alteration of B.
• otherwise, A and B are disjoint.
For pattern values, a more complex approach must be taken, asenumerating the
entire graph is impractical. For the values A and B:
• themeetof the two values is calculated, by calculating the pairwisemeet of each
value in the two patterns.
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• if the meet is equal to value A, then B subsumes A, and vice versa.
• if every value in the meet is⊖, then A and B are disjoint.
• otherwise, A is an alteration of B.
9.3.2 Act Extraction
Act extraction is driven by the analysis system; each featurwhich is analysed may
have anActExtractor attached to it. The design of the act extractor is simple:
• when started, the extractor asks theLatticeManager for an appropriate lattice
for the feature it is working on.
• every time new music is received, the analysis system generates a new value for
each of the musicians involved. The act extractor uses its lattice to symbolise
each of these values.
• each value is compared with the current value for that agent;if it is different, that
is counted as an action.
• when an action is found, the relation is computed between theew value and:
– the previous value for that agent.
– the current value for the agent doing the analysing.
Both of these are maintained in theContext . A MusicalAction object is cre-
ated, containing both these relations, the new value which has been found, and
the time at which the event occurred.
• for each timeslice, all of the actions which have been found are p ssed up to the
Deliberation module, and also stored in a history.
9.3.3 Deliberation
As stated before, the deliberation module is designed to be as simple as possible, both
conceptually and architecturally, and have well behaved operation. The operation has
been formulated as choosingSn givenS1 . . .Sn−1. One possible way to carry this out
is to have a database of sequences (of musical action signatures) and their frequencies,
and find the most frequent completion for the current sequence. This is attractive
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because it allows a very simple data-driven approach, without requiring any further
explicit knowledge about interactions. In implementation, this is carried out as follows:
• the SequenceManager provides a set ofSequenceTrees . Each sequence tree
accepts a sequence and returns a set of possible completionsalong with their fre-
quencies. Each tree accepts sequences of a particular length, a d aSeqeunceManager
of orderN will return a set of trees of order 1. . .N.
• When a new action is passed to the deliberator, it:
– retrieves the previous sequence of actions carried out by that agent for that
feature.
– extracts the lastN actions from the sequence, and attempts to find this in
the tree of of orderN.
– if the sequence has possible completions, one of these is chosen probabilis-
tically according to their frequency.
– if no completions are found, a sequence of lengthN− 1 is tried, until a
zero length sequence is reached, at which point a default response will be
chosen.
• the chosen action signature is then passed to the Realisationystem.
It can be seen from this that:
• each feature is treated completely separately — that is, an action extracted for
one feature will not cause an action to be emitted for anotherfeature, or influence
the choice of action if one is already being emitted.
• a database of sequences must be provided. This is discussed in S ct on 9.3.5.
• operation at run time is well behaved; at most,N sequence lookups are per-
formed before a chosen action is returned.
9.3.4 Instantiation
Once a particular action has been chosen, it must be instantiated. The action signature
defines relationships between the new value for this agent, and its previous value, and
the new value and the value from the other agent which precipitated this action. A
value must be found which satisfies both these conditions.
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(a) Possibilities forSUBSUMEDands (b) Possibilities forSUBSUMESando
In general terms, the combination of a value and a relationshp defines a portion
of the lattice; on a finite lattice this is the same as the set ofvalues which hold that
relation to the given value. If two relation-value pairs areneeded, then the intersection
of the sets produced gives the set of values which match both constraints. It is then up
to the particular implementation of deliberative system toch ose one of these values.
To clarify, imagine thatrs is to beSUBSUMED, and this agent’s current value iss; the
possible choices are shown in Figure 9.6(a). Ifro is to beSUBSUMES, and the value for
the other agent iso, the possibilities are shown in Figure 9.6(b). Putting togeher these
two constraints gives us the possibilities shown in Figure 9.6.
9.3.4.1 Implementing value choices
At this point, it becomes necessary to be able to both derive the relations between
lattice values, and construct a set of values from a value anda relation. This would be
relatively trivial given a finite lattice where the completegraph is known, but in this
system this is not always the case.
With the numeric “spectrum” values as demonstrated in Figure 9.5 (where the lat-
tice consists of two continuous chains from top to bottom with no interconnections),
this approach is possible. Given a value and a relation, the appropriate set is generated
by:
SUBSUMES: the ancestors of the current node.
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Figure 9.6: Combination of the two constraints on next value (nodes marked p are
possible)
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SUBSUMED: the descendants of the current node.
ALTER: the empty set.
DISJOINT: the other branch of the lattice.
For the pattern lattices the set of possible values is very large; for example, with a
10 step lattice representing dynamic accents (see Figure 9.5c), each step has 4 possible
values, plus⊙ and⊖, giving a possible space of 610 values for the whole pattern. It
would not be possible to perform set operations on even a portion of these sixty million
values, so an alternative approach is taken:
Generating a random new pattern with ra to pattern value a
• for each step of the pattern, the set of values which would be appropriate for that
step is calculated using the procedure given above for spectrum lattices. Then
for each step of the pattern, appropriate values are those which havera to the
current value for that step.
• a new pattern is generated by sampling each of the possibility lists in turn.
To construct a set of possibilities for two value-relation pai rs
• a sample is generated having relationra to valuea,
• this sample is tested for having relationrb to valueb,
• if this succeeds, it is added to the set of possible samples.
• repeat, alternating which value/relation pair is sampled from and which is tested
against, until the desired number of samples is reached.
For both pattern values and spectrum values, once a set of possibilities is generated,
a random value is chosen from the set. If the set is empty, thenthe value of the agent
which triggered this action is used.
9.3.4.2 Numerisation
The symbolic values produced by the deliberative module must now be converted into
the numeric form used throughout the system. There are many possibilities here, but
the simplest strategy is currently used: for each value, thenumber associated with
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each symbol is used to create a numeric equivalent. These numric values can then be
put together into aRenderPlan , and send to the generation system for rendering into
music.
9.3.5 Filling the RenderPlan
The deliberation module must now construct a RenderPlan, in asimilar manner to
Section 8.3.1. That is, pattern values are inserted directly into the plan, and average
values are used to create a curve from the previous average valu output to the new
average value, which lasts the length of the RenderPlan.
9.4 Training the reasoner
In order that the deliberative system behave as much like a human musician as possible,
it is seeded with a set of musical action signatures which areextracted from human
playing. This system used a small corpus of data, which was collected as described in
the following paragraphs.
9.4.1 Data Capture Setup
The sequence data was intended for use in the experimental setup described in Chapter
11, so it was collected using a similar setup; this should help ensure that the same
type of human behaviour is captured in the sequence tree as would be expected in the
experiment. Briefly:
• two pianists, who had not previously worked together, were us d; they were
seated on either side of a screen, wearing headphones and playing electronic
pianos.
• each pianist could hear their own playing, the other pianist’s playing, and a
metronome.
• deviating from the experimental setup slightly, the pianists were asked to repeat
certain sections from Canto Ostinato continually until theyboth stopped. This
meant that they did not have to be counting bars or trying to read the next notes
to play, so all of their attention could be focused on the interaction with the other
player.
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• these duets were saved as MIDI files. The obviously erroneouspart of the files
were removed, and the results fed into the analysis system for act extraction.
9.4.2 Analysing and Visualising the data
The analysis system used here is the same one used by agents inthe agent system, with
a few small additions:
• since the analysis is between two agents, rather than between “s lf” and several
other agents, dummy agents are created, and the interactionbetween them is
analysed.
• only the analysers which are used by the deliberative systemar loaded.
The analyser carries out the steps involved in creating a sequence of actions for the
deliberative system, namely:
• creating symbolic versions of the numeric features extracted.
• looking for changes in these symbolic values.
The analyser maintains an idiosyncratic context in order tocalculate relations be-
tween the actions of these dummy agents, and uses this to produce a stream of fully
defined musical action signatures from the MIDI file. Once thewhole file has been
processed, the analyser feeds the two signature streams into a SequenceManager to
create a full database of sequences. The two sequences are tre ted as being part of
the same data set, and simply added sequentially to give one overall database. This
database is then written to a file (as a serialised Java object) for the agent system to use
in its deliberation.
In conjunction with this, a visualisation tool is provided,which displays the output
of the two participants, along with the acts which have been extracted. A screenshot is
given in Figure 9.7.
9.5 Feedback from experimental trials
Chapter 11 details an experiment which compared the perceived interactivity of the
MAMA system using either this deliberative module or a simple module which mir-
rored the playing of a human participant. Traces of these expriments were saved, so
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Figure 9.7: Visualising the actions extracted from playing
that the actions of the reasoner could be discussed in a more general context. However,
upon examining these traces, a worrying result emerged: of all the times where an ac-
tion could be taken, the value generated for that action wasnull approximately 85%
of the time. This meant that in the experiment, the system wasbehaving mostly in the
same manner as the simple mirroring module.
The first cause for this was found to be in the manner of selecting values given two
value-relation pairs. When looking at one of the pattern features, the space of values
contains of the order of 107 possibilities. Each value-relation pair defines a subset of
this space. The original algorithm for generating a value from two value relation pairs
worked as follows:
• generate the two subsets of potential values, one from each value-relation pair.
• calculate the intersection of these sets.
• choose a value from this intersection.
This quickly proved to be impossible: the time alloted to this is fractions of a
second, so generating even half of 107 values is not an option. A modification was
188 Chapter 9. Musical deliberation
made, on the assumption that most of the time these subsets were likely to be widely
spread, and there would be a good chance that a value from one set would be in the
other:
• randomly sample each space 100 times.
• calculate the intersection of these two sample sets.
• choose a value from this intersection.
This is the algorithm which was used in the experiment. However, it too has a major
problem: the chance of any one value being in both of the sample sets is vanishingly
small: making the simplification that we are looking foranyof the samples being the
same, takingn samples from a space of sizes, this can be approximated as the chance







With s= 107,n = 100, the chance of having any two points the same is approxi-
mately 1 in 1000. In fact, analysing the results3 shows that a value was being chosen
approximately 15% of the time. This shows that often the space was smaller than this
— the spectrum values used for average levels of dynamics, timings and lengths have a
space of between 6 and 10 — or that sometimes sufficiently small ubsets of the space
were being selected that matches could be found. In responset this, the algorithm
was changed, to that given in Section 9.3.4.1, which is:
• sample from one value-relation pair, and test this sample for membership of the
other subset.
• repeat, starting with alternate value-relation pairs until a result is found.
Making this modification brings the proportion of instanceswhere value is found
up to 35%, which raises the question: what is happening in theot r 65% of cases? In
order to explore this, another modification was made to the cod : when looking for a
new value, the relation between the previous values was printed out. It became clear
that there were certain configurations of values and relations f r which no satisfactory
value could be found; for example if the action is(ALTER,SAME) , but the values are
3to verify this, the frequency of occurrence of the string “Value is:”, and “Value is: null” in the output
logs was compared.
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currently the same, it will be impossible to find a value whichsatisfies all of these
conditions.
After some reflection, it can be seen that there are many timeswh n there is no in-
tersection at all between the subsets defined by two value-reation pairs. This prompted
the discussion in Section 6.5.3 (and Appendix B) about what combinations of relations
are possible.
9.6 Discussion
This section has presented a formulation of a model for deliberating about what
action to take next in a musical interaction, and the implementation of a particular
embodiment of this.
Discussing the model formulation first, the first note is thata future version should
be brought into sync with the formulation of musical acts discussed in Chapter 6. The
main effect this would have is to change the form of the musical a tion signatures
which are reasoned over. The reason that this has not been donhere is that this is the
formulation used in the experimental work, and it might become confusing to present
an alternative formulation in this context.
There are several qualities which are ignored by the model atpresent:
• the time between actions is not used in calculation, and hence there is no ability
to use the timing of other’s actions to gain more insight intotheir playing, or to
plan the timing of one’s own actions. This could be attacked by adding some
kind of interval representation to the musical act signatures used, although this
would have the effect of increasing the space of possible signatures, making the
database sparser. In turn, using a larger corpus of data would help, as would
allowing some form of fuzzy matching between signatures.
• the relations between actions carried out in different features is not taken into
account; it would be reasonable to suspect that agents wouldvary several pa-
rameters of their playing in some kind of relationship — for example if the agent
is varying some expressive performance axis, this might affect dynamics, note
lengths and other timbral features. There are several possibilities to include this
information, but the one most in keeping with the musical acts pproach would
be to create an analyser which could extract that expressiveperformance axis
from the data. This keeps the deliberation simple, and does nt force any par-
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ticular model of interactions between values — agents couldhave their own
particular analysers for different expressive performance axes.
• only a pair of agents is dealt with. Expansion to multiple agents could be done
in several ways:
– running several separate streams, and choosingSn separately for each.
– using the ideas about musical common ground from Sections 6.4.5 and
6.5.6 to construct subsets of the group which can be responded to as one
agent.
Similarly, there are several issues to explore in the current implementation of the
system:
• the system is sensitive to the choice of values used in the symbolic lattices which
are reasoned over. At the moment, these values are constructedad-hoc, which
works for this prototype, but could be expanded on in future.One possibility
for this is to draw on studies of human playing, and create links between the
symbols used to describe music and low level features of the music. This has
limitations, however, in that:
– it only works for features which have symbolic descriptions.
– the terms used may not be the most useful divisions for agentsto u e.
It may therefore be a better strategy to allow the agents to learn their own cat-
egorisations, and dynamically adjust their lattices whileplaying. Although this
would be more computational work, it would result in more flexible and adaptive
agents, and reduce the amount of human legwork which must be don to intro-
duce new features for analysis. A final possibility would be to allow the system
to use continuous lattices, so the stage of symbolisation isnot necessary.
• the way in which values are chosen to embody actions is currently not very
intelligent; a value is chosen from the range ofvalid possibilities for the dialogue
formulation, but with little regard to how musically appropiate it is. Although
these two things are not completely disjoint, a more intellig nt selection process
could probably generate better music.
• the system cannot initiate actions; it may respond to the actions of others, and
it may do this in a seemingly creative manner, but it does not currently start off
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chains of actions and responses on its own. A version which could integrate
notions of intention, boredom, personal preferences and soon to take a more
active role in pushing the music in certain directions wouldbe a logical next step.
However, relative to the concept of musical middleware, thecurrent formulation
is quite appropriate — it provides interesting responses when asked to do so.
9.7 Conclusion
This section has presented a formulation for the way in whichthe playing of agents
in a musical interaction is related, and used this to design adeliberative technique.
This technique has been implemented as part of the agent system, and trained using
recordings of human performances.
Chapter 10
Case Studies - uses of the MAMA
system
This chapter describes three case studies which have been carried out using the system.
There are several reasons for this:
• by creating a system which realises the Musical Middleware architecture pro-
posed in Chapter 4, the architecture is shown to be a viable template for creating
real systems, and can be refined in response to issues encountered.
• to demonstrate that MAMA is a flexible system, and not constructed around a
single piece or application.
• to explore different methods of interacting with musical agents, in particular by
using the system in the different configuration suggested inSection 4.
• to present work which does not fit into the more rigorous structures used in the
rest of the thesis.
This chapter has three sections, which correspond to three case studies. “In C” ex-
plores collaboration between agents (with human oversight), “Canto Ostinato” looks
at musical communication between agents and humans, and “AgentBox” explores the
use of multimodal communication to enhance the experience of human/agent interac-
tion. Each case study is followed by a short analysis of the qualities demonstrated in
that particular application.
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10.1 In C
This section details the use of the system so far to execute “In C”, a seminal mini-
malist composition by Terry Riley. It discusses how the scorewas encoded, and what
portions of the system were used to support this. This score was chosen as an exam-
ple of a highly distributed piece; apart from a shared pulse,th re is no defined central
authority making structural decisions1.
This piece was chosen as an example of a score which allows a high degree of
autonomy for individual agents; this facilitates the exploration of the Composition and
Performance paradigms from Section 4, where a score is created that is then performed
by the system, with some non-musical interaction from one who is familiar with the
piece.
In order to implement the piece it was necessary to:
• encode the score for the agent system.
• develop the behaviours required to play the score.
• allow the user to control the behaviour of the system.
10.1.1 The piece: In C
Composed in 1964, “In C” was instrumental in the beginning of the Minimalist move-
ment. The piece consists of a list of 53 snippets of music, which are to be played
in sequence. Each snippet is repeated an undefined number of times, with each per-
former deciding when to begin playing the next section. Performers may take breaks,
omit sections they cannot play, and have control over dynamics and tempo. Some of
the key directions are: (taken from the score, which is reprinted in Appendix C)
• It is important not to hurry from pattern to pattern, but to stay on a pattern long
enough to interlock with other patterns being played. As theperformance pro-
gresses, performers should stay within 2 or 3 patterns of each other. It is impor-
tant not to race too far ahead or to lag too far behind.
1However, I recently had the pleasure of attending a performance of “In C” in which Terry Riley
was playing; it became clear by watching the body language ofthe players that Terry was playing a
strong role in guiding the shape of the piece (and also in moving beyond the score given). It should
hence be observed that the lack of defined roles in the score does not always mean that none are taken
in performance.
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• Patterns are to be played consecutively with each performerhaving the freedom
to determine how many times he or she will repeat each patternb fore moving
on to the next.
• Each pattern can be played in unison or canonically in any alignment with itself
or with its neighboring patterns.
• The group should aim to merge into a unison at least once or twice during the
performance.
• IN C is ended in this way: when each performer arrives at figure#53, he or she
stays on it until the entire ensemble has arrived there. The group then makes a
large crescendo and diminuendo a few times and each player drops out as he or
she wishes.
This shows a range of types of behaviour; there are behaviours which are entirely
up to the individual - where to place one’s pattern with respect to the rest of the group,
behaviours for individuals which are dependent on the actions of the group - making
sure that one stays within a few sections of the group; and there are behaviours which
call for entire group actions - reaching a unison at least once i the piece. A full
implementation of the piece would hence touch on many areas of musical agent
system: the balance between autonomy and group coherence, dealing with dynamic
structures, analysing the output of other agents and adjusting output to fit the current
musical context.
10.1.2 Encoding the Score
A portion of the final score of In C as encoded for the agent system is presented in
Appendix C.
Encoding of this piece, just as in the traditional score, takes two parts: specifying
the structure and content of the musical material, and then detailing how it is to be
used.
The musical structure is encoded with aSection for each of the 53 sections given
in the score, named s1 - s53. Each of these has aChannel called Notes, which contains
the notes specified in the score. A blank section s0 is added atthe beginning, to allow
the agents to start playing at different times. Finally, section 53 is split into two parts;
53a repeats until all the agents arrive there, and 53b is usedto add the crescendo/dimin-
uendo and dropping out behaviour. Sections s0-s52 all specify that they derive from
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a base section, which is outside the main tree. This section is used to specify some
attributes and behaviours which are used for all these sections.
10.1.3 Group Following
This direction in the score that “. . . performers should staywithin 2 or 3 patterns of
each other. It is important not to race too far ahead or to lag too far behind.” is perhaps
the most significant direction of all, as the manner in which performers move through
the piece is responsible for a lot of its character. In order to do this, theRepeatUntil
directive is used; this specifies that each agent should repeat th current section until a
certain condition holds. In this case, the condition isfollowLocus , which depends on
tracking which sections the other agents are playing, and works as follows:
• when an agent moves on to the next section, it sends a message to th other
agents to inform them of this. Each agent keeps track of wheret other agents
are.
• indices are calculated for each section that each other agent is playing - the fringe
of the representation tree is iterated over until the relevant section is found, and
its index recorded.
• the relative indices are computed, weighted by distance andsummed to give a





• this weight is turned into a probability using a sigmoid function; the composer/per-
former can specify
– the base probability - when the weighting is zero - of moving oto the next
section
– the weighting which is needed for a 0.95 chance of moving on.
By adjusting these variables, the composer can choose how quickly the agents move
through the piece, and how tightly grouped they are as they doso. They could poten-
tially be specified for each agent, to allow agents to have a little “personality”.






Figure 10.1: Agent Space explanation
10.1.4 Interface: AgentSpace
The realisation of In C uses the AgentSpace interface (described in Section 7.5.3) to
present the system to the user, and allow a range of commands to be sent. Most of the
functionality is standard, but some parts were designed specially for In C.
Visually, the main customisation is the inclusion of the circular bars above each
agent (see Figure 10.1). The operation of these is as follows:
• the upper bar reflects the position of the agent through the score relative to the
mean of all the agents. This is not weighted by distance, so itgives a human
controller an idea of which groups of agents are ahead or behind. As the agent
moves ahead of the average, the bar extends clockwise, and becomes increas-
ingly green; falling behind makes the bar grow redder and grow c unterclock-
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wise.
• the lower bar reflects the “pull” on the agent, as discussed above (Section 10.1.3).
As the agent is more strongly pulled (by its close neighboursbeing ahead) this
bar extends clockwise and becomes more green.
Several operations are available to the user from the contextual menu, but two of
these are heavily targeted towards performing In C:
• The use of “Bump” messages is slightly idiosyncratic for In C; the idea is to have
a relatively content free message — similar to abang in Max/MSP, for example.
This can be thought of as the equivalent of a nod, or glance. Ingeneral, there is
no defined interpretation, and it is up to the agent to figure out h w to respond.
When playing In C, however, the bump is conventionalised, and interpreted as a
request to move on to the next section of the piece. This provides a high level
gesture that human participants can use to control the movement of the agents
through the piece. This style of message could have a wider applic tion; as an
example it could be used when performing Canto Ostinato (see below) to suggest
that this particular repeat is the last one. There are many circumstances where a
single bit of communication can be effective.
• agents may be asked to take breaks and later rejoin the playing. Although this
is a generic idea, there are only certain types of music wherethis would be
appropriate. Again, this is a generally applicable idea, imple ented in reaction
to this particular score.
10.1.5 Example Performance
In order to give more of a feel for how the system works, here isa description of an
archetypal performance using the system:
• the system is started, and a group of agents playing random instruments are
arranged randomly around the space. None of the agents are playing, so there is
no sound.
• One of the agents begins to play; proximal agents start to join in, and the sound
becomes fuller.
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• the user decides that this is too confusing, and moves most ofthe agents to the
back of the space, so that only three agents at the front are clearly heard, while
the rest produce a general background noise.
• the user bumps one of the agents in front so that they move ontothe next section
of the piece. After some time, the other two agents at the front move on to the
new section.
• when a sparser section is encountered, the user decides thatmore instruments
can be brought into play, and starts both moving agents from the back to the
front, and creating new agents to join in.
• the piece continues, with the user adjusting the setup of theagent space accord-
ing to current desires.
• eventually, to create an ending, the user “kills” the agentso e by one, until there
are none left, and the performance is over.
10.1.6 Discussion and Future Plans
Playing this piece uses several aspects of the agent system:
• the logical encoding of the score allows for complex behaviour t be specified
concisely.
• the use of extramusical communication allows for the agentsto quickly deter-
mine the actions of their peers, without complex musical anaysis
• similarly, extramusical communication allows a human performer to take a role
in shaping the output of the system, as the agents combine thes directions with
the score and their own “decisions” into musical output.
There are several directions in which the system could be improved:
• there are other directions in the score which could be encoded, to do with dy-
namics and texture. These are the features which a human perform r can shape,
so their absence is not a major problem, but alternatively this setup could be a
testbed for a more detailed exploration of group dynamics inmusic.
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• the agents currently play whatever section they are playingcontinually, and it
would be more true to life if each agent could introduce shortbreaks, both to
provide more space, and to allow exploring different offsets for the placement of
the patterns.
• the sounds used by the system are produced by a General Midi sound module,
and are not very exciting; also, the agents do not understandthe sounds they
are using. In terms of creating a higher quality performance, this would be an
obvious place to start, although it would not help with investigation of agent
behaviour.
It is hoped to arrange for a mixed human/agent performance ofIn C at some point
in the future, where real human players are represented as agents in the system, and
features of their playing extracted and used to influence theagents. This would provide
a large scale demonstration of the Interactive paradigm froSection 4.
This case study has shown:
• that the system can function with a large group of agents, andcreate music in
real time.
• that the score language can encode complex instructions.
• that the use of extramusical gestures allows for high level int raction with human
participants, and reduced agent complexity.
10.2 Canto Ostinato
Canto Ostinato was written by Simeon ten Holt, in 1979. The score notes and
some excerpts from the score are included in Appendix D, but arief overview is given
here. As the name implies, Canto relies heavily on the use of ostinato; the bulk of the
piece is composed of repeated figures, based around equal five-note groupings. The
structure of the piece is fixed, but musicians have decisionst make about how long
to play each section for, and there is a range of material which can be used for each
section. In contrast to In C, section changes must be shared between the players, but it
is not specified whether section lengths should be determined in advance or during the
performance.
There are several reasons why Canto is used here; the main points are:
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• the score has a structure, and provides all the notes which are to be played, but
leaves many possibilities open to the performers about how long to play each
section for, and what collection of notes to use for a given section.
• the repetitive nature of the piece fits well with the types of analysis which have
been implemented in MAMA. In particular, the original direction of the sys-
tem towards jazz means that features were implemented to look at groovesand
recurring patterns of accents.
• the piece is pleasant to listen to, and parts can be selected which are relatively
easy to play, making it good for experimentation where participants will not have
much time to practise, and will have to play the same piece many times.
• a piano duet was needed to provide a way to test the system and the theory it
embodies when playing with humans.
More detail can be found in Chapter 11 about the use of the system under experi-
mental conditions; the discussion here focuses on what capabilities of the system are
explored by playing this piece, and what this shows about thesystem.
10.2.1 Encoding the score
Canto is scored for 2 to 4 pianists; in this case this was restricted to 2 to fit the exper-
imental setup. Further, in order to keep experimental conditions consistent, a number
of decisions have been made ahead of time, notably:
• each participant plays either the left- or right-hand stavefrom the central group
of staves.
• the number of times each section is repeated is specified.
The score is then encoded using a set ofSections , each containing aChannel
for the left- and right-hand parts, labelled so that an agentknows which hand to play.
Some detail from the score has not been encoded:
• dynamic markings have been ignored, as this is an axis which was to be left
entirely up to the performers.
• the score uses detailed indications to specify melodies built using the basic notes
presented. These have been ignored, as it would be an extra effo t to create a
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system which can both represent and interpret these, and this was not a necessary
part of the experimental design.
An excerpt from the encoded score can be seen in Appendix D.
10.2.2 Using features
Once the notes are determined, what is left to the player is how t e notes are played.
This is one feature of Canto which makes it particularly appealing: as the phrases are
repeated, the notes played fade into the background, and what becomes important is
the changes in the way the notes are played. Melodies are pickd out by accenting
certain notes, and the performance is more akin to an improvisation with the constraint
that only certain notes are available at certain times.
In order to do this, MAMA implements three types of feature, for the three aspects
of playing notes available through MIDI; the onset, duration and “velocity” of notes are
controlled, and for each of these an average value, a slope and a “pattern” is extracted -
see Chapter 8 for more details. The conception here is that listening to the recordings of
this piece shows the pianists using repeating patterns of accents or emphasis to create
interlocking melodic/rhythmic structures, and that thesestructures can be captured by
the features here.
Finally, Musical Actions are extracted from these features, and a deliberative mod-
ule, trained on a corpus of human playing, is used to choose new actions to respond
to the human input. The actions are then used to choose valuesthat hape the musical
output. This is fully explained in Chapter 9.
10.2.3 Discussion
At present, the system is only set up to play one half of a duet for this piece; the obvious
direction to take would be to allow for a larger ensemble, andllow the full range of
decisions allowed by the score. This would certainly make for interesting further work,
and could lead to a full performance of the work, again using both human players and
musical agents.
In contrast to In C, which looked at the capabilities of the Musical Middleware
architecture to support extramusical communication, thisdemonstrates the capabilities




The AgentBox project explores the use of tangible interfacesto upport multi-
modal interaction between humans and musical agents. The initial mpulse for the
project came from a need for demos of informatics research int e Centre for Intelli-
gent Systems and their Applications; the intended use is open days and science fairs,
where a wide range of audiences should be able to quickly grasp the ideas involved in
the demo. This project involved the creation of a physical artifact, a custom computer
vision system and interfacing these to the existing agent system.
The initial conception of the demo was to create a space in which every person has a
digital musical avatar. This avatar would track the person’movements in AgentSpace,
and produce sound spatialised to appear from their location. The sound of the space
would then reflect the activity within it, becoming more densas more people en-
tered. Each person would have a relationship with their own avatar, and indirectly with
the avatars of others; groups of people would create islandsof sound which would
gradually synchronise; people whose avatars were playing clashing music would in-
stinctively avoid each other.
Creating this kind of system is rather too involved for a demo,where it must be
easy to set up under a variety of different conditions, so an alternative route was taken.
Using a large cuboid, the AgentSpace discussed previously is reified, to create a tan-
gible representation of the agent system. Coloured disks repres nting agents can be
moved around, which alters the position of the agents, allowing people with no prior
knowledge to interact with the agent system. Figure 10.2 show the AgentBox being
used.
10.3.1 Computer Vision component
The tangible interface for the AgentBox is built around a computer vision system; a
camera is used to track the position of physical objects, which is then used to control
events in the virtual world. An overview of the process is shown in Figure 10.3, and in
more detail, the components are as follows:
• a large box with a translucent surface is the starting point fr the system; this was
built from scratch, using wood for the framework, and a 40% opal acrylic panel
for the top surface. The lower surface of the acrylic was sanded so that light is
transmitted in a diffuse manner; this means that only objects placed directly on
the surface may be clearly discerned, and the camera sees anything above the
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Figure 10.2: AgentBox in use
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Figure 10.3: Overview of the computer vision system used in the AgentBox
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surface as an indistinct blur.
• inside the box are two fluorescent tubes which provide light,and a webcam,
pointed at the top surface of the box.
• coloured counters are placed on the top of the box; as they arein direct contact,
they can be clearly seen by the webcam inside the box.
• the images produced by the webcam are analysed by a custom computer vision
application, written in “Processing”2, which works as follows:
– the image is converted to monochrome, and passed into a blob detection
algorithm, which extracts contiguous regions of light pixels. The counters
are designed with a coloured circle in the centre, surrounded by a white
ring, then a black ring. This ensures that the white ring of each counter will
be detected as a separate blob.
– the blob coordinates are then used to extract the coloured centres of each
counter, which provides a set of (colour,position) tuples.
• these (colour,position) tuples are sent to the agent systemusing Open Sound
Control [Wright, 2005].
• There are two modes of operation for the agent system:
Discovery happens before the system as a whole is started. Here, the colours
and positions of the blobs are shown, and any blobs which are too close in
colour to be reliably identified are indicated. This allows the agent system
to discover how many counters there are, and what their colours are. Once
the user is satisfied that the correct set of counters can be detected, the agent
system can be asked to start, and it will create the appropriate number of
agents, and colour them accordingly in AgentSpace.
Operation happens continually while the agent system is running. Eachfr me
from the camera generates a collection of (colour,position) tuples, which
are then matched to the colours of the agents which were set inthe Dis-
covery process. The colours are matched to the agent whose colour is most
similar, up to a certain threshold; if the blob is not sufficiently similar to
any known colour, it is ignored.
2http://www.processing.org
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• once the (colour,position) tuples are matched to a particular agent, a custom
agent sends position change request messages to those agents, lo g with some
other possibilities which will be discussed later.
This provides a system which is capable of recognising approximately 12 different
discs, running at approximately 5 frames per second.
10.3.2 Agent Capabilities
The AgentBox builds on the capabilities of the AgentSpace enviro ment discussed
previously (Section 7.5.3). Most of the same capabilities are offered, but in a multi-
user, collaborative environment. The user’s movements of the counters are interpreted
as follows:
• the position of the counter on the Box relates to the position of the agent within
AgentSpace. This has the “expected” effect that agents brought towards the
front of the box become louder, while moving the agents left or right makes their
output pan to the appropriate speaker.
• agents whose counters are removed from the Box are asked to stop playing.
When the counter is replaced, the agent will start playing again, starting from
the average section of the agents surrounding it.
• if a counter is “wiggled”, this sends a “Bump” message to the agnt, as discussed
in the section on In C.
Although this is a relatively simple set of possible actions, it quickly becomes clear
that there are many possibilities with this space; users can:
• rapidly shape the texture and timbrality of the piece, by shuffling the placement
of the counters
• create situations akin to solos and duets by bringing small groups of agents for-
wards and pushing the rest backwards, ensuring that the soloists are both loudest,
and paying most attention to each other
• use musical output as a basis for arranging musicians spatially; for example, a
line of musicians playing the same section arranged from front to back will give
a sense of temporally and spatially displaced echoes.
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These capabilities are latent in the agent system, and can beexplored using a tra-
ditional mouse and keyboard interface, but this is a significant “barrier to enjoyment”
for many people; it is fiddly, and it is only possible to manipulate a single agent at
any given time. Adding a tactile, natural system greatly increases both the initial and
lasting excitement of people using the system.
10.3.3 Discussion
The contribution of the AgentBox project to the overall thrust of the work is mostly in
exploring the way that the system can be interfaced to the rest of the world, and used
by the general public. The main points to note are:
• the relative ease with which the system could be integrated into the agent paradigm
demonstrates the power of the agent system approach, and that it is function-
ing as musical middleware. The entire AgentBox project was completed in a
(busy) three weeks, and most of that time was spent on creating robust physi-
cal and software vision system. Communication between the agent system and
the AgentBox is managed by a single agent, which receives OSC messages and
injects them into the agent system.
• the system allows for intuitive, high level control of the agent’s playing, using
extra-musical communication. This allows non-musicians to hape the perfor-
mance, and gives a sense of “performance” or “liveness” which is easily acces-
sible. This is aided by the physicality of the counters whichrepresent the agents.
• This is an instantiation of the “Installation” paradigm, (Section 4) in that the
system will keep playing music autonomously, but participants have ways in
which they can alter the music which is being produced.
There are several things which could be improved about the setup: spatialisation
is not very strong, a wider range of interactive gestures could be implemented, and it
would improve the sense of physicality if the agent space wasprojected onto the same
surface the counters are resting on. However, these would require extra work, and do
not detract from the value of the present system as a proof-of-concept. Also, the system
is put together using very cheap commodity hardware — the accur y and speed of
tracking and identification could be improved significantlyby using a more advanced
camera, and the feedback to the user could be greatly enhanced by the addition of a
projector inside the box displaying information from agentspace on the translucent top
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surface (e.g. Jord̀a et al. [2005]). Finally, a more developed computer vision system
could be used, e.g. recactiVision (as used by the reactTable, gain Jord̀a et al. [2005]).
In terms of interactivity, there are two kinds of effects:
• moving agents around and removing or adding them create immediate responses,
with simple, direct mappings which can easily be understoodand explained,
• manipulating the distances between the agents affects the be aviour in a much
less obvious manner, creating subtle relations between themusical output of
neighbourhoods of agents.
It is not always immediately clear to participants how the subtler mappings work,
and especially when there are a large number of agents creating sound, it can be dif-
ficult to tell what effects one’s manipulations are having onthe sound produced. This
level of indirect manipulation requires people to invest anamount of time into un-
derstanding the effects of their actions — it pushes the interac ion from being one of
control and reaction into being an influencing of a largely autonomous system, with
complex reactions to simple events.
Finally, the visceral enjoyment of being able to manipulatea large number of agents
directly using hands cannot be overstated. My personal use of the system quickly led
to creating spatial patterns of agents which passed musicalphr ses between each other;
continually shifting timbral textures by rotating all the agents at once with both hands;
solo style situations where most of the agents were pushed tothe back to provide a
background susurration while a changing group of agents were brought to the front to
provide a focal point.
10.4 Conclusion
These case studies have shown several abilities of the Musical M ddleware archi-
tecture, and the MAMA system:
• the architecture is implementable, and it allows for new capabilities to be added
relatively easily, and to beloosely coupled3 with the core system.
• the infrastructure can handle a group of musical agents interacting with humans.
• the system can use both musical and non-musical communication when interact-
ing with humans
3i.e. there is a simple interface with no complex dependencies.
210 Chapter 10. Case Studies - uses of the MAMA system
Finally, the system has implemented several of the paradigms set out in Section 4,





This chapter discusses an experimental hypothesis about the performance of compu-
tational musical agents, an experimental design to test it,and the results of running a
pilot for the experiment.
In order to perform an experiment which could produce a generally useful result
about the cognitive processes involved in making music, a gre t deal more work would
need to be carried out at several levels. This experiment aims t different goals:
• to provide a testbed to make sure that the system functions asrequired in real
life situations, both at an operational level, and at a theoretical level.
• to design an experimental setup which can be used to measure anotion of inter-
activity for computational musical agents, and to explore the issues involved in
carrying out such an experiment.
11.1 Overview and Hypotheses
The hypothesisH1 of this experiment is:
H1: the addition of an understanding of Musical Act Theory (MAT) to
a computational musical agent increases the quality of interac ion with
human musicians
This hypothesis was tested by creating a system which can perform a piano duet
with a human participant, informed by MAT, and analysing theresponses of the partic-
ipant to the system and several baselines. This allowed the testing of a series of more
211
212 Chapter 11. Experimental Design, Implementation and Results
concrete hypotheses (see Section 11.2.2), which together will provide support for the
main hypothesis.
This experiment is not concerned with whether the music produce in each interac-
tion is “good” - the actual quality of the music is of no directimportance here. What is
under test is the relationship between the musicians (humanor computational) during
the interaction. The main reason for this is that the MusicalAct Theory is directed
towards the communication which occurs when people play music together — it does
not address the music created as a result of this communication.
In overview (see Figure 11.2 for a system diagram):
• participants are sent a score to familiarise themselves with, and brief instructions
covering what they will be asked to do.
• participants enter the room in pairs, and sit at individual keyboards, wearing
headphones and separated by a screen.
• each participant answers a few demographic questions concerni g their playing
capabilities, familiarity with this style of music etc.
• the participants are asked to play a series of excerpts from the score, answering a
battery of questions after each excerpt directed towards the quality of interaction
with their partner.
• in each excerpt, the participants may be playing together, or ach may be playing
with an instance of the system in a variety of configurations,or they may be
playing with recordings of previous participants.
• factor analysis is performed on the questionnaire results to recover values for
variables relating to interactivity which are used to test the main hypothesis by
means of several subsidiary hypotheses.
11.1.1 Generation of main hypothesis
The main thrust of Musical Act Theory is a framework to model th interactions which
take place when people play music together. It is not designed with any particular style
or type of music in mind, although inspiration is drawn from more heavily improvised
musics. The embodiment of MAT in a computational system should allow the com-
puter to interact in an informed manner with human musicians, through the medium of
music.
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In order to verify this, a comparison must be made between a system which uses
MAT to inform its musical decisions, and one which does not. Since the area we are
interested in is interactivity, a technique must be developd to test interactivity, and the
comparison must be solely between the interactivity scoresf the two conditions. This
led to the main hypothesis of this chapter:
H1: the addition of an understanding of Musical Act Theory to a com-
putational musical agent increases the quality of interaction with human
musicians
11.1.2 Definition of terms
For the rest of this chapter, the discussion centres around two terms, relating to the
features used to evaluate one’s musical partner. The objects of discussion are believ-
able musical agents - that is systems which can function as anequal partner in an
improvisation with human musicians. The two features for analysis are:
Interactivity is concerned with the manner in which the actions of one participant in-
fluence those of others. One player might match the timing or harmonic output
of another; the use of certain material by one player may pushthe other partic-
ipants to use contrasting material. As a measurement, participant A’s score for
interactivity measures how participant B responds to A’s actions: does A’s output
affect B’s, and if so, in what ways? Is it a simple copying or fitting in? Do B’s
choices surprise A, or push the interaction in new directions? Is B predicting
where A is heading, and acting accordingly?
Expressivenessis used in the sense of “human sounding”; that is, on a superficial
level, does the playing sound as if performed by a human musician? For instance,
many pieces of software have a “humanize” function, where noise is added to
the onset and volume of notes makes the recording easier on the ear. Also, much
research on expressive performance focuses mainly on the relation between a
single performer and the score (e.g. Widmer and Goebl [2004])
There is clearly an overlap between expressivity and interac ivity - a musician’s
playing is likely to be considered more expressive if it fits in with the playing of the
rest of the group. However, a system might be:
Expressive but not interactive A system designed to play scores expressively might
not have any facility for accepting user input, or might be limited in scope (e.g.
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simply following a soloist). Music Plus One (MPO) [Raphael, 2001] would be
a prime example — it fits recordings of the accompaniment to the output of a
soloist.
Interactive but not expressive A system whose output is highly influenced by the
playing of others around it, but which either has no expressiv musical features
and simply renders notes in exact metrical time at constant velocity, or which
has a non-human form of expressiveness, that seems random orjarring to human
ears. Early versions of Swarm Music [Blackwell, 2003] might be placed into this
category — it is clearly highly interactive, but some of the music lacks expressive
features.
In order for a musical agent to be believable and interestingto play with, both of
these qualities are desirable. The reason for exploring andemphasising this distinction
is that the central hypothesis concerns the interactivity of the system, and this may
be obscured by issues of expressiveness; as an example, the output f the human and
the MPO system described above might be reasonably expressive, yet there is no deep
interaction going on.
Three terms from Section 4.2.5 are used heavily in this chapter:
Analysis is the extraction of high level features from the musical surface
Generation is the creation of music from high level plans, and may include a limited
computational load, but no serious reasoning
Deliberation is the formation of high level plans, based on the input from others and
any goals which the agent may have
11.1.3 Chapter Structure
The rest of this chapter is concerned with the following tasks:
• creating an experimental design which tests the main hypothesis assuming that
a method of measuring interactivity is available.
• creating a method for measuring interactivity.
• implementing an experiment which carries out these measurements.
• analysing the results from this experiment.
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Figure 11.1: Variables involved in the measurement of system performance
11.2 Experiment Design
This section explains the experimental factors used in the exp rimental design, and
creates a set of testable hypotheses directed towards supporting the main hypothesis.
It is assumed that a measurement technique is available which allows the measurement
of expressiveness (E) and interactivity (I ) — these measures will be developed in Sec-
tion 11.2.3.2. The discussion of the experiments in this section are constructed from
the point of view of a single human participant playing musicw th one other agent.
Even though this other agent may also be a human participant,only one side of the
experiment will be discussed at any given time.
11.2.1 Experimental Variables
Diagram 11.1 gives a causal model for the performance of the system in the experi-
ment, playing with a human subject. This is derived as follows:
• Two main factors are postulated, Expressiveness and Interactivity, as defined
above. For a given feature, these depend on the output of the agent, and the
subject which it is playing with.
• The output of the agent ultimately emerges from its generative subsystem, hence
this is the only direct causal link to the Expressiveness andInteractivity factors.
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• The generative system of the agent is influenced by its deliberation, which is in
turn influenced by the analysis system, working over the output of the subject.
• The agent’s representation of the piece will guide its analysis, generation and
deliberation; this representation is dependent on the piece chosen1.
• Finally, the style which the piece is to be played in, combined with the stylistic
knowledge of the agent influences the analysis, generation and deliberation of
the agent. However, since this is being held constant through the experiment, it
is only included for completeness.
In order to support our hypothesis, we must demonstrate thatthe interactivity score
for the system is higher when it is using its deliberative mechanisms; this means that
we must construct a situation where all of the variables are the same except for the
deliberation section. Our two main conditions are hence:
Deliberative is the system running with all of its components intact; its deliberative
mechanisms are used to construct high level plans in response t the input of the
subject. The interactiveness and expressiveness scores are written asIDelib and
EDelib.
Mirroring “short circuits” the deliberative process; all of the features produced by
the analysis module are fed directly to the generative module, so that the agent
copies as closely as possible the output of the subject. The scor are written as
IMirror andEMirror
These cover our main hypothesis, which can now be written as
H1∗ : IDelib > IMirror
11.2.2 Supporting Hypotheses
In order for the previous inequality to be a good substitution for the original hypothesis,
it is necessary to show that:
• I andE are measures which relate to the natural concepts of expressivene s and
interactivity as defined at the start of this chapter
1representation and piece are not the same variable, however, as one piece may have multiple repre-
sentations
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• This experiment provides sufficient sensitivity to differenc s in the variables,
and the values produced are free from floor and ceiling effects.
To do this, several benchmark conditions are introduced, along with expectations
about their behaviour:
Human is the condition where the subject is playing with another human. In this
case, this is the “gold standard” for both theE and I scores. While it may be
theoretically possible to have a system which is better in one r both of these
scores, it is considered extremely unlikely. It is thereforexpected thatEHuman
andIHumanare the maximum for their respective scores.
Recording is the condition where the subject is playing with a recording of a previous
human participant. In this case,E should be high - as it is real human playing,
but I should be low, as the recording is not being influenced at all by the subject
Straight is the condition where the human is playing with the system, and the system
is outputting all of the notes in the score with no expression- every note is
constant volume, precisely timed and a length exactly proportional to that in the
score. This condition is expected to have the lowest values for bothE andI , as
no expressive or interactive work is undertaken.
The supporting hypotheses this gives rise to are:
Hhuman: EHumanandIHumanare highest of all the scores.
Hstraight: EStraight andIStraight are the lowest of all the measurements; since they rep-
resent a completely mechanical rendering of the score, there should be no inter-
activity, and no expressiveness.
Hrecord: ERecord> EStraight, but IRecord< IHuman. Playing with a recording of a human
should have a higher expressiveness than playing with a mechanical rendering of
the score, but it should have a lower interactivity than playing with a live human
Hanal: IStraight < IMirror < IHumanWhen the system analyses the human’s playing and
mimics it, this improves interactivity, but not to the levelof a human player.
There are other possible hypotheses, but these are the ones nec sary to support
H1∗ as a valid recasting ofH1.







Table 11.1: Ideal Results
A set of ideal variable values which demonstrates all the necessary characteristics
is shown in Table 11.12.
11.2.3 Experimental Stages
If time and resources were no object, the experiment would beconducted in two
phases, as outlined below. This was not the case, and the experiment was actually
run as described in Section 11.2.3.2.
11.2.3.1 Phase 1: Design Validation
The first phase of the experiment is used to validate the design. Hhuman, Hstraight,
Hanal andHrecord are confirmed on a run with a limited number of participants. Some
possible failure modes are:
EMirror 6> EStraight If the mirroring system fails to produce a significant improvement
in expressivity over a basic rendering, then it is poor at introducing the kinds of
expressive features which humans are sensitive to, or the measur ofE is not
functioning correctly. This would not necessarily pose a large problem for the
validity of the experiment, as it does not affect the measurement of interactivity.
IMirror ≈ IHuman If the mirroring system is perceived as being highly interactive, it
would reduce the chance of finding a significant difference betwe nIMirror and
IDelib. In the extreme case, if it scores as highly as a human player,the experi-
ment cannot show that the deliberative system is better, andit i icates a ceiling
effect in the experiment.
2It should be noted that while these values have all the necessary qualities not all of the relations
derivable from the table are necessary predictions.
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IRecord≈ IHuman If the interactivity when playing with a recording is close to that when
playing with a human, then the score is not a valid measure of interactivity, and
an experimental redesign would be required.
IRecord≈ IMirror If the interactivity when playing with a recording is close to that when
playing with a mirroring system, then some doubt is cast on the validity of the
interactivity score. However, this might be because the output of the mirroring
system scores poorly for interactivity, and hence less of a serious problem for
the measurement of of the quality of the deliberative system.
11.2.3.2 Phase 2: Main Experiment
Once the validity of the above hypotheses is clear, investigation of H1∗ is possible,
given that:
• expressiveness and interactivity are measured in a meaningful manner
• it is possible for our results to supportH1∗
• we are avoiding any floor and ceiling effects in the design of the experiment
Subjects are now run in the deliberative and mirroring conditions, with human,
recording and straight conditions added as a safeguard to ensure that the previous in-
vestigation still holds true.
At this point, it is possible that the results may or may not support H1∗, and this
translates into supporting (or failing to support)H1.
11.3 Experiment Implementation
The previous section provided a high level view of what the experiment will show.
This section details the mechanics underlying the claim, especially the development of
measurements forE andI .
In overview, participants play piano duets, and rate the quality of interaction using
a questionnaire. Without the participant’s knowledge, someti es these duets are with
another human, and sometimes they are in a variety of artificial conditions. The ques-
tionnaire scores are then used to determine the quality of the in eractions. In overview:
• participants are run in all five conditions.
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• the questionnaire results from the Human, Straight and Record nditions are
used to construct a factor loading matrix from questions onto E andI .
• this matrix is used on the data for the Mirror and Deliberative conditions, to
constructE andI scores which can be compared.
11.3.1 Experimental Setup
In order to maximise psychological validity, it is necessary to make the conditions
as close as possible in all aspects except the variables which are being purposefully
manipulated. In order to keep personal bias out of the experiment, it is desirable that
participants keep their belief that they are playing with another human. To ensure
this, participants are run in pairs, so they believe they areplaying with each other.
Although the questionnaire makes mention of the possibility that they are playing with
recordings, it is never suggested that they may be playing with a computer system.
There are several ways in which the system at present is clearly distinguishable
from a human, which must be controlled for:
Physical presence and perceptionWhen humans play together, they will look at each
other, and a variety of information can be exchanged. Similarly, they may dis-
cuss things verbally, or count out loud through difficult sections. In order to
reduce this behaviour, a screen is placed between the partici nts so that they
cannot see each other.
Playing different parts of the piece Each person is playing with the system in some
configuration, and they are likely to be playing different parts, in different man-
ners to each other. In order to prevent this from being obvious, headphones are
worn, so that the participants may only hear each other in thecondition where
they are playing together. Also, the conditions are arranged so that the partici-
pants are playing complementary parts at any given time3
Expressive use of tempoSince the system is not currently set up to follow tempo
or perform beat tracking, all conditions must be played against a metronome,
produced by the system.
3for example, even though participants A and B are playing with v rtual partners, participant A is
playing part X for section N and participant B is playing partY for section N, which are the same parts
they would be playing if they were both playing section N together
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Figure 11.2: Experimental setup block diagram
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The setup is shown diagrammatically in Figure 11.2. The playing of each partici-
pant is sent to a computer, which sends
• that participant’s playing,
• the systems’s playing,
• a metronome.
to a sound module connected to the player’s headphones. In the condition where the
two participants are playing together, one computer provides the metronome, and dis-
tributes the output of the two players to each other. Each computer also records (as a
MIDI file) the complete output of every interaction it runs.
11.3.2 Questionnaire Design
The questionnaire is directed toward measuring two quantities - expressiveness and
interactivity - which are subjective measurements of a participant of the interaction
they have been engaged in. A complete questionnaire can be found in Appendix E.
The questionnaire consists of three parts:
• a preface describes the experiment, and asks some questionsof the participant,
covering age, musical and pianistic competence, familiarity with the style of
music being played and how much they play with other people.
• the main body of the questionnaire
• a coda, which asks questions about the participant’s personal performance in
the experimental setup compared to their normal performance, and queries any
difficulties or suggestions relating to the setup.
Questions are designed to probe the participants opinions about certain subjects.
As such, they are presented as Osgood Semantic Differentials [Snider and Osgood,
1969] — a pair of bipolar possibilities in response to a particular question, with the
participant being asked to choose between seven different positions between the two
extremes, e.g.:
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How difficult did you find it to play with a partner you could notsee?
very hard very easy
The other standard choice here would be a Likert scale [Likert, 1932], but it was
felt that the use of two extremes in a semantic differential more accurately captures the
nature of the questions which were asked, and has less chanceof biasing the results.
The main body of the questionnaire is arranged around a series of xcerpts the
participant is asked to play (see next section for details ofthe excerpts). Each of these
excerpts is played in a different condition, although the participant is not aware of this.
The order of the excerpts and conditions, and the order of questions after each excerpt
is randomised. The participants play each excerpt, and thenanswer questions on it
before playing the next.
The questions in the questionnaire are directed toward exposing the two quantities
of interest (expressiveness and interactivity), and can beseen in short form in Figure
11.3. Since the true relevance of each question to these quantities is not known, factor
analysis is performed to recover factor weightings for the qu stions, and values for the
quantities.
11.3.3 Choice of piece
The choice of piece to be played is an important factor in thisexperiment. The current
sophistication of the system does not extend to generating new notes, so a piece is
needed which allows for a wide range of choices and expression, while also supplying
the notes to play. For this reason, “Canto Ostinato” by Simeont n Holt is used. This
piece may be played by between 2 and 4 pianists, and is highly tonal, makes use of
structural harmony and cause and effect (tension-release)4. It is written as a single
score, with a selection of staves containing variation which the players can choose to
play from. As the name suggests, the piece is made up of repeated os inato phrases.
These are divided into sections, with each section being repeat d indefinitely. The
large scale decisions available to players are:
• how many times to play each section
4paraphrased from the score notes in Appendix D.
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Interactivity Questions
1 ”Did you feel the other participant was paying attention to your playing?”
2 ”Did your partner adopt your ideas in their own playing?”
3 ”Did the other participant surprise you with their playing?”
4 ”Did your partner play their part in a way you had not experienc d before?”
5 ”Did your partner introduce new ideas?”
Expressivity Questions
6 ”Did your partner articulate phrases expressively?”
7 ”Did you and your partner stay in time?”
8 ”Did your partner vary their timing in a musical manner?”
9 ”Did your partner use dynamics expressively?”
General Questions
10 ”Did you enjoy playing the excerpt you just played?”
11 ”Would you choose to play with your partner again based on theexc rpt you
just played?”
12 ”How would you rate your partner’s competence based on the exc rpt you just
played?”
13 ”Was your partner playing live, or was it a recording of another person?”
Figure 11.3: Questions used in questionnaire to probe I and E
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• which variation/stave(s) to play
• when to play, and when to be silent
• certain sections allow movement backwards as well as forwards in the score.
On a smaller scale, the effect of the constantly repeated phrases is that the phrases
themselves become background, and the ear perceives the differences between them.
As a result, much of the way the piece sounds is dependent on the timing, dynamics
and articulation used by the performers. Stationary patterns of accents, timing and
articulation are used to pick out certain notes, to create structure and melody from the
constant stream of notes.
The temporal nature of the piece makes it amenable to excerpts being taken; the use
of repetition to establish “time [as] the space in which the musical object floats” allows
for a dialogue to build up around small structural units, with progressive refinements
before moving on to the next section. Three short excerpts from the piece have been
chosen. This choice is intended to allow exploration of aspects of the piece, but not
require the participants to spend an undue amount of time familiarising themselves
with the piece. The excerpts are:
Sections 2-9are the beginning of the piece, and relatively static; this allows the par-
ticipants a lot of freedom to work together to explore dynamics and timing, on a
stable harmonic base
Sections 69-78are more “expressive” than other sections, with some longersections
containing more defined melodies, and faster harmonic changes
Section 88 is the bridge, and contains many similar sections which the performers
may freely move backwards and forwards in.
For each excerpt, the participant is told which sections to play. In order to reduce
the workload for each participant, they are asked to only plaa single line from the
piece - either the left or right hand from the central stave.
11.3.4 Capabilities of the system in relation to the piece
As noted previously, the piece allows for a range of structural and featural decisions to
be made by performers. In a performance situation, some of these would be determined
in rehearsals, and some may be left open to spontaneity during the performance itself;
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(c) Deliberative reasoning configuration block diagram
Figure 11.4: Comparison of different system configurations
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this would be dependent on the preferences of the performersand their chosen style of
interpretation.
This allows for the complexity of decision-making to be tailored to the capabilities
of the system at the time of experimentation - any decisions which the system is not
capable of making can be taken as predetermined, and passed onto the participant.
At present, the functioning of the system covers what would typically be called
expressivefeatures - no decisions are made about which notes to play, simply about
how to play them. However, in contrast to typical notions of expressive performance,
the features are analysed relative to the features expressed by the other participant,
without making use of information from the score or a knowledg of music theory.
Hence, even though the features used would normally come undr the heading of ex-
pressive performance, they are decided in an interactive manner, and are hence treated
as interactive.
The system deals with note onset times, note lengths (relativ to their scored val-
ues) and note volumes. For each of these features, the systemworks with the average
value, the rate of change of the values, and the pattern of residual left once the under-
lying trends have been taken into account. For more details on this, see Section 8.2.
Decisions about how long to play each section for, and which part to play are assumed
to have already been made, and are encoded into the score and specification given to
the system at the beginning of each excerpt.
The system is required to provide three different modes of music generation: straight,
mirroring and deliberative. This is provided in the following manner: (see Figure 11.4
for a diagrammatic overview)
Straight uses theStraightReasoner class, which totally ignores all input, and pro-
duces rendering plans which maintain a constant volume and proportional note
length, and play every note exactly at the metrical positionndicated by the score.
Mirror uses theValueReasoner from Section 8.4.1, which extracts the features noted
above from the playing of the participant, and constructs render plans which em-
body these features - mirroring the expressive output of theperson it is playing
with.
Deliberative uses theSequenceReasoner , which uses the Musical Act Theory de-
veloped in Chapter 6 and the deliberation method from Chapter 9, trained on a
corpus of data from human-human interactions, to constructresponses. Chap-
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ter 9 gives full details; the important point is that this is the setup which uses
Musical Act Theory as the basis for constructing its responses.
The two further conditions are:
Player is when the two participants are playing together
Record is when each participant is playing with a recording of a previous human
performance. For consistency, the same recordings are usedfor ach trial; these
recordings were produced using the same setup as the main experiment, but only
running people in the Straight, Mirror and Human conditions.
11.4 Analysis of Results
This section describes the investigation of the propertiesE and I with respect to
the raw question data, the extraction of appropriate factors fr m the raw user question
data, and the comparison of these properties between different conditions.
The main dataset for the experiment consists of the questionna res filled out by
each participant. Each participant was asked to play a series of xcerpts, and rate the
performance of their partner using a set of questions after each xcerpt. Each of these
sets of questions is the result of an interaction, so their answers will be termed an
Interaction Result, or IR. This questionnaire also contains a series of pre- and post-
questions, assessing the participant’s general attitudesand competences for making
music and specific questions about their overall performance on the day, which have
not been included in this analysis5.
The data for each IR can be represented as a tuple of integer valu responses to the
questions:
IR = (q1, . . . ,qn)
Each IR was also played by a person, playing a one hand for a section of the piece,
5they were intended to allow extra methods of analysis, such as comparing quantifiable skill levels
(e.g. amount of practice, years spent playing) and perception of personal performance on the day with
the ratings given by participants in the main experiment. Inthe end this level of analysis was not
considered appropriate
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against a partner (condition). So a completeInt ractioncan be represented as6:
In = (p,h, r,c,(q1 . . .qn))
p ∈ People
h ∈ {Le f t,Right}
r ∈ {1,69,88}
c ∈ {Player,Recording,Straight,Mirror,Reason}
From this the procedure is as follows:
• preprocessing the data so that we can separate the data by condition.
• Separate out the three “baseline” conditions - Partner, Recording and Straight
and perform a factor analysis on all of the IR’s in these conditions, to recover
factor loadings for two main factors
• use the characterisations of the different conditions to decide which of the factors
representsE and which isI , by looking at the factor loadings for the different
groups of questions.
• separate out the two conditions under test - Mirror and Reasoning - and use the
computed factor loadings to generateE andI scores for each participant in each
condition.
• perform a paired t-test on theI samples between these two conditions.
11.4.1 Data capture and participants
The dataset was collected from keyboard students at Napier University, all of whom
had been playing piano for more than five years, and considered it their main instru-
ment.
There were some issues which should be noted at the beginningof the analysis:
• the data set is very small, with only five participants havingbeen run. When run-
ning experiments involving skilled people of any variety, with limited resources,
it can be difficult to find an appropriate number of participants. If the effect size
is estimated as being “large”, then 28 participants are needed to have a power of
6r refers to the sections of the piece chosen as excerpts
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0.8 Cohen [1988, page 102]. Several attempts were made to workwith pianists
from the University, but due to the difficulty of combining pairs of pianists in a
room with the correct equipment, this proved unworkable. Eventually, in order
to find close to this number of skilled pianists an arrangement was made with
a local keyboard school to work with the students there. Thiswa expected to
yield 16 participants, which while not as many as desired would nevertheless
have a reasonable chance of showing a result: withα = 0.05,d = 0.8,n= 16 the
power is 0.76. In the end, due to several factors, only five pianists could be run.
While this would be an issue in an experiment which depended onconclusive
results, for the pilot study here, it is a reasonable starting point.
• the experiment asks participants to familiarise themselvewith the piece before
the experiment. Unfortunately, not all of the pianists did,although they were
of a sufficient standard that they quickly adapted. Due to thefact that this level
of familiarity was not reliably classified, and the fact thatthe data set is already
small, runs from these pianists are included in the analysis.
• the structure of the piece proved difficult for several of thepianists; in many
interactions, human players reached the end of their score well in advance or
well after the system. Anecdotally, it seemed to be that the humans were more
likely to finish early than late. This indicates that counting the number of repeats
(in an already repetitive piece) caused significant difficulty.
• due to the absence of one participant, their prospective partner performed the
experiment alone. This had two effects: they were aware thatthey were not
playing with a human, and all of the “Player” conditions had to be skipped.
Again, due to the already small data set these results were usd in the analysis.
• there was an issue with the module used in the Deliberative conditi n, which is
discussed in Sections 11.5.2 and 9.4.2. The effect of this bug was that the Delib-
erative condition was behaving less deliberatively and more like the Mirroring
condition than was expected.
11.4.2 Initial data preprocessing
Each participant performed 12 interactions7, the conditions for which were randomly
chosen. This means that each person will have played a different number of excerpts
7except where this was impossible, as noted in Section 11.4.1
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cn IRp1,cn . . . IRpn,cn
Table 11.2: Preprocessed data set: Interaction Results by Participant and Condition
in each condition, and that there will be a different number of interactions in each
condition overall; the data for each person in each condition s hence averaged. At the
same time, data relating to which hand and excerpt is played is ignored. The dataset
hence becomes a 2d matrix, with participants on one axis and co itions on the other,
with each cell containing the averaged list of question respon es from that person in
that condition - see Table 11.2.
As well as discarding the hand and excerpt data, it should be not d that the data
about which participants were playing together has been implicitly discarded. This is
an assumption which needs to be stated, as it could potentially have a large effect on
the perceived quality of the “Player vs. Player” interactions.
11.4.3 Direct analysis of question data
Before the detailing the main part of the analysis, an exploration of the raw question
data is described. Here, the question answers by participant and condition are used
(see Table 11.2). In order to get a general feeling for the effectiveness of the questions,
two versions of the covariance matrix are shown in Figure 11.5.
From these plots we can see that:
• in general, most strong correlations are positive.
• Questions 1 and 2 correlate with several other questions, particul rly the general
competence questions, indicating that perception of attention and competence
are linked.
• Similarly, questions 8 and 9 correlate positively to most questions, indicating
that musical timing and dynamics are related to enjoyment and attention.
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(a) Correlation matrix of averaged scores;
green represents a positive correlation, red
a negative correlation and black is no corre-
lation
















(b) Balloon plot of correlations which are sig-
nificant atp < 0.05; the diameter of circles
is proportional to the size of the correlation,
and the upper triangle (including main di-
agonal) cells are left blank. Green circles
represent positive correlation, and red are
negative
Interactivity Questions
1 ”Did you feel the other participant was paying attention to your playing?”
2 ”Did your partner adopt your ideas in their own playing?”
3 ”Did the other participant surprise you with their playing?”
4 ”Did your partner play their part in a way you had not experienced before?”
5 ”Did your partner introduce new ideas?”
Expressivity Questions
6 ”Did your partner articulate phrases expressively?”
7 ”Did you and your partner stay in time?”
8 ”Did your partner vary their timing in a musical manner?”
9 ”Did your partner use dynamics expressively?”
General Questions
10 ”Did you enjoy playing the excerpt you just played?”
11 ”Would you choose to play with your partner again based on theexc rpt you just played?”
12 ”How would you rate your partner’s competence based on the exc rpt you just played?”
13 ”Was your partner playing live, or was it a recording of another person?”
(c) Question Texts
Figure 11.5: Visualisations of the correlation matrix for averaged question scores over
the entire dataset; in both diagrams, green represents positive correlation and red neg-
ative
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• Questions 11,12 and 13 have several strong correlations, showing that perception
of quality is related to other factors.
• the fact that correlation is not particularly strong insidequestion groups indicates
that the three types of questions are not probing sharply defined, orthogonal
factors.
Figure 11.6 shows the average score for each question by condition, and the overall
variance in the answers to each question, although nothing of ote is concluded from
these graphs.
11.4.4 Preliminary Factor Analysis
In order to carry out a successful factor analysis, it is necessary to decide on a number
of factors to use ; in this instance, as in many others, there may be a tension between
the desired number of factors, and the number suggested by the da a. Here, two fac-
tors are desired, which could then be mapped onto the concepts ex ressiveness and
interactivity, givingE andI scores.
Breakwell [2006, page 387] suggests two methods of determining the number of
factors — examination of eigenvalues, and theint rpretabilityof factors with respect
to theory — with a strong preference for the latter. However,in the interests of com-
pleteness, scree plots of eigenvalues are also presented here8.
The factor analysis has been carried out in the “R” programming la guage [R De-
velopment Core Team, 2007], using thefactanal package. This performs maximum
likelihood estimation to recover the factor loadings, and also outputs the proportional
and cumulative variance for each of the recovered factors. The dataset is only the data
from the baseline conditions (Record, Player and Mirror). This ensures that the data
with which the model is built is distinct from the data it is later used to explain.
11.4.4.1 Choice of Factors
Figure 11.7 shows two different analyses which can inform the c oice of the number
of factors:
• Figures 11.7(b),11.7(a) show the variance explained by each factor, both indi-
vidually and cumulatively. It can be noted that there is a reltively large drop-off
after the third factor, and that three factors explain more than half of the variance.
8a scree plot shows the size of eigenvalues against their index. It gives a visual representation of the
importance of factors
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(a) Average score for each question by condition























(b) Variance by question
Figure 11.6: Average question scores and question variance for the entire dataset
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(a) Cumulative variance for each factor recov-
ered by factor analysis
























(b) Variance explained by each factor












(c) Scree plot of the eigenvalues from a PCA decomposition ofthe data
Figure 11.7: Visualisations of the explanatory power of different factors
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• Figure 11.7(c) shows a scree plot of the eigenvalues produced from a Principal
Components Analysis (PCA) decomposition of the data9. There are two read-
ings of this graph:
– 3 factors fits the heuristic “choose all eigenvalues greaterthan 1”.
– the sharpest change in gradient is between factors 2 and 3
For a more theory oriented approach, the factor loadings when using both 2 and 3
factors are compared, in Figure 11.8. The full loadings are shown, and also the top 4
loadings for each factor, in order to get a feel for which concepts a factor relates to.
Finally, Figure 11.9 shows the summed absolute values of thefactor loadings for each
of the groups of questions.
It now becomes necessary to refer to the intended factor mappings outlined at the
start of this chapter, and the hypotheses associated with them. It was hoped that two
factors would emerge, one associated withexpressiveness(E), and one associated with
interactivity(I ). This does not line up with the graph in Figure 11.9, which shows:
• a first factor, which loads most strongly onto the interactivity questions.
• a second factor, loading onto the general competence and expressivity questions.
• an optional third factor, which loads onto the interactive and general questions.
In light of this, a three factor analysis will be used, since th re was not a conclusive
argument from looking at variance and eigenvalues, and there is no definite relation to
the originally proposed factors. It could be argued that thethird factor has a larger dif-
ference between the loadings for interactivity and the others, but in response it should
be noted that the overall weight of this factor is also much smaller, so it is more desir-
able to use Factor 1 asI . This assignment of factors should be regarded as tentativeat
best, and more work would be needed to determine a defensiblefactor model.
11.4.4.2 Relation of factors to original hypotheses
The results from the Factor Analysis do not support the existnce of an “Expressivity”
factor; the second factor could more closely be described as“competence”, covering
both expressive features, and general “quality of playing”measures. The third factor
could be seen as another measure of competence, so the factors will be labelledI ,C1,C2
9PCA was used since the maximum likelihood estimation moduleused previously for Factor Anal-
ysis does not produce eigenvalues
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(a) Full factor loadings when 3 factors are
used
























(b) Full factor loadings when 2 factors are
used

























(c) Top 4 factor loadings when 3 factors
are used
























(d) Top 4 factor loadings when 2 factors
are used
Interactivity Questions
1 ”Did you feel the other participant was paying attention to your playing?”
2 ”Did your partner adopt your ideas in their own playing?”
3 ”Did the other participant surprise you with their playing?”
4 ”Did your partner play their part in a way you had not experienced before?”
5 ”Did your partner introduce new ideas?”
Expressivity Questions
6 ”Did your partner articulate phrases expressively?”
7 ”Did you and your partner stay in time?”
8 ”Did your partner vary their timing in a musical manner?”
9 ”Did your partner use dynamics expressively?”
General Questions
10 ”Did you enjoy playing the excerpt you just played?”
11 ”Would you choose to play with your partner again based on theexc rpt you just played?”
12 ”How would you rate your partner’s competence based on the excrpt you just played?”
13 ”Was your partner playing live, or was it a recording of another person?”
(e) Question Texts
Figure 11.8: Factor Loadings by question, for 2 and 3 factors, using Maximum Likeli-
hood estimation, and varimax rotation


























































































(b) Loadings by group for 2 factors
Figure 11.9: Summed absolute factor loadings by question group


































Figure 11.10: Distribution of factor scores for baseline conditions (for 3 factor varimax
factor analysis)
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Figure 11.11: Distribution of factor scores for all conditions (for 3 factor varimax factor
analysis)
respectively. SinceI is the only factor which matches the original hypotheses, thi is
the only one which will be extensively analysed, although the others will be included
on graphs for completeness.
From the initial hypotheses (Sections 11.2.2 and 11.2.3.1), it would be expected
thatIPlayer> IRecord. If it is accepted that the measurement ofI is not absolutely perfect,
it can also be expected that a recording of a human will be perceived as being slightly
interactive, so thatIRecord> IStraight.
In order to test this, it is necessary to reconstruct factor sc es for the different
conditions. The average answers by person and condition were multiplied by the fac-
tor loading matrix to give an average level for each factor, feach person in each
condition.
The distribution of these factor levels is shown in Figure 11.10 as box and whisker
plots. It can be seen on the graph (although naturally no conclusions may be drawn
without further statistical analysis) thatIPlayer > IRecord> IStraight, as desired (Factor
1). This is not inconsistent with the idea thatI is a measure of interactivity.
11.4.5 Comparison of Conditions
In order to investigate the proposed hypotheses, paired t-tsts are carried out between
the distributions of the factor values produced for each person in each condition, plot-
ted in Figure 11.11.


































Figure 11.12: Distribution of factor scores for target conditions (for 3 factor varimax
factor analysis)
It is now possible to compare the factor scores for the different conditions, to de-
termine the validity of our supporting hypotheses (Section11.2.2). After removing all
of the hypotheses involvingE — since no factor was found which looks like a measure
of expressivity — the following tests may be performed (using α = 0.05).
IRecord< IHuman performed in unpaired mode, as one of the participants lacksdata for
IHuman, gives t(3)=0.56, p=0.3, which is not significant.
IStraight < IMirror gives t(4)=1.98, p=0.06, which is almost significant.
IMirror < IHuman gives t(3)=0.38, p=0.36, which is not significant.
It can be expected from the plots of these factor levels that no statistically signif-
icant conclusions may be drawn, in large part due to the high variance in the Player
and Record conditions, and the t-tests performed back this up. The fact that the Mirror
and Straight conditions are almost significantly differentis encouraging, as it implies
that the participants are sensitive to the musical effects which the system is capable of
producing.
There is one overarching question in this whole analysis, which is “does adding
the layer of reasoning about musical acts to the system make it fe l more interactive?”,
which has been boiled down to “isIReason> IMirror ?”. Figure 11.12 shows the factor
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scores for the two conditions of most interest. In order to asses whether there is a
significant difference, a one-tailed paired t-test withα = 0.05 is performed. This gives
t(4)=1.26, p = 0.14, which is not significant.
11.4.6 Power Analysis
While it is disappointing that the visible differences are not statistically significant, it
is not altogether surprising, given the very small sample siz . In order to get a measure
of the size of the effect and its relation to the sample size, abrief power analysis may
be performed - see Cohen [1988], Cohen et al. [2002] or Cohen [1992] for a concise
overview.
The Effect Size is a metric-free measurement of the size of effect, linked to a par-
ticular test. For t-tests, “Cohen’sd” is used [Cohen, 1992], and the convention for
values of d is that effect sizes of 0.2 are consideredsmall, 0.5medium, and 0.8large
[Cohen, 1988, pages 24 – 26].
In this case, looking at the difference in the average scoresf Factor 1 for each per-
son between the Reason and Mirror conditions, we haved = 0.40 which lies between
a medium and small effect.
Using thepower.t.test in R [R Development Core Team, 2007], there are two
calculations to perform:
• given the current dataset, what is the power of the experiment; what is the
probability of failing to rejectH0 when an effect of sized is present. Using
n = 5,α = 0.05, givesβ = 0.86: the experiment has an 86% chance of failing to
rejectH0 when there is an underlying effect of the size given — in otherwo ds
a power of 0.14.
• given the mean and pooled deviation of the dataset, what sizeof dataset would
be necessary to increase the power to a certain level, in thiscase 0.8 [Cohen,
1988, page56]. Usingα = 0.05,β = 0.2 givesn = 80, So 80 participants would
be necessary to be able to have a reasonable chance of detecting a true effect,
and hence confidence that a lack of significance implies a lackof effect. This
number of participants is beyond the resources of this study.
11.5 Discussion and further work
This experiment was performed for two reasons, which shouldbe iscussed sepa-
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rately:
• what can be said about the experimental design and implementation in terms of
comparinginteractivitybetween systems?
• what can be said about the performance of this particular system in the experi-
ment.
11.5.1 Experimental Setup
At the start of the chapter, it was hypothesised that two factors — expressivity and
interactivity — would be recovered by the experiment, and that ese two factors could
then be used to examine the differences between the conditions being tested. Instead,
three factors were examined; the first relates to interactivity, and the second two seem
to relate to more general notions of competence, or quality of playing. This is not a
problem for the overall idea of the experiment, as the presence of the interactive factor
is far more important than the expressive factor, but it doesraise the question of why
the expressive factor was not found. Some possible responses to this are:
• the experimental setup was challenging for some of the participants; as previ-
ously noted, issues included not being able to see each other, playing with an-
other person and a metronome, and not having looked at the material in advance.
For the experiment to work well, it can be important to have a partner who can
play solidly.
• the general questions asked may have been more important to the participants,
than the expressive questions, and it would be more appropriate to use a factor
based around these ideas of enjoying the interaction and whether the participant
would choose to play with that person again.
• the wording of the expressive questions was not clear to all of the participants,
and it may be that this caused less accurate answers.
In the future, it would be beneficial to create a standardisedbattery of questions
about interactivity which could be used, although this is too large an undertaking for
the current work.
If the setup was challenging to the participants, what couldbe done to alleviate
this? Although the piece was picked so that each participantonly had to play a single,
repetitive monophonic line, there were still difficulties,mainly centered around having
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to count many bars accurately. Without having seen a performance of this piece, I
would expect that in a standard setting, physical gestures would be extensively used
to reduce the need for accurate counting, and extensive rehearsal would allow for a lot
of the counting to become very internalised. Since this experiment is only concerned
with the interactivity shown, it would have been appropriate to remove the counting
altogether, either by giving the participants some signal to indicate changes of section,
or by reducing the structure to a single section which could be repeated indefinitely
— this was used when collecting performance data to train thedeliberative system in
Section 9.3.5
Finally, there is the issue that people are being asked to intr spect about the in-
teractions they are engaging in; this is a skill which is posses ed to varying degrees.
Furthermore the answers given depend on the relations between th person, the in-
teraction and the questionnaire, which allows for a large amount of variability. The
alternative route would be to develop a computational metric for the quality of inter-
action, which could then be applied to recordings of each interaction10. This would
reduce the number of variables involved, and move towards a more objective measure-
ment, but this measurement would then only be as good as the metric which was used.
In the future, this is one of the possibilities opened up by Musical Act Theory — see
Section 12.2.2 for a discussion.
11.5.2 Performance of the System
The other objective of the experiment was to test the operation of the interaction of the
MAMA system, with the possibility of seeing a difference in interactivity caused by
the addition of a module based on Musical Act Theory. In termsof the performance of
the system, the following can be said:
• All of the experiments proceeded successfully, without anyinstances of software
failure. The system was able to play with people, in realtime, in a reasonably
convincing manner.
• Do the features which the system works over capture the expressive components
of music to which humans are sensitive? This would be indicated by improved
scores for the Reason and Mirror conditions relative to the Straight condition,
particularly for the expressive factor. Despite the fact that t e second and third
10these recordings might be audio, MIDI or some other high level construct
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factors could not be directly related to expressiveness, the graphs in Figure 11.11
show the hoped for trend between the three conditions for allfactors. Although
nothing can be definitively concluded from this, it is an encouraging result.
• Did the addition of the MAT reasoning affect the results? Again, nothing can be
concluded definitively, but the difference between the means was in the desired
direction.
• Analysing the output of the system after the experiment showed that the rea-
soner was not performing as hoped; this was both due to an algorithmic bug and
a theoretical deficiency. This finding led to the reworking ofb th the reasoning
module (Section 9.4.2) and the theory (Section 6.5.3), so this experiment suc-
ceeded in making the system and the theory it is based on better d v loped and
more robust.
• The effect of the bug noted above was that in many cases, the reason r could
not find an appropriate action to carry out — see the discussion in Section 9.4.2,
but of the possible opportunities to take some kind of action, only 15% were
taken. The resultant behaviour is that when the reasoner does not know what to
do, it falls back towards a mirroring behaviour. This means that he performance
of the system in this experiment is likely to fall somewhere between an “ideal”
Musical Act reasoner and the mirroring system — in other words, the results of
the experiment are a lower bound on the utility of Musical ActTheory in this
application.
11.6 Conclusion
This chapter has presented a pilot of an experiment, with thefollowing contribu-
tions to the thesis:
• an experimental design for assessing the interactivity of similar systems.
• an implementation of this design, and a pilot study using it,which demonstrated
some areas which need work, but that the design as a whole is workable.
• feedback about the performance of the system and the theory,which has been
used to improve both the system and the theory.
Chapter 12
Conclusions and Future Work
This chapter presents a quick recap of the major claims and achieve-
ments presented here, and extends into a discussion of possible future
work
12.1 Recap
Architecture The novel term “musical middleware” was coined, to describea layer
of intelligent musical agents which generate musical output based on a score, each
other’s actions and input from humans, either musical or extramusical. Several scenar-
ios surrounding the possible uses of this middleware were described, and an architec-
ture for musical agent systems was created. This is described in Chapter 4.
Model of musical interaction A formal system for modelling musical communica-
tion was developed in Chapter 6. On a basic level, this models th process of playing
and hearing music in a group; the next layer builds on this to model the high level
features individual agents can extract from the music they hear, and what they can de-
duce about the knowledge of the other agents in the system; the final layer builds a
set of communicative actions based on this knowledge. This level of Musical Actions
provides a foundation on which protocols for interaction cabe built, which is inde-
pendent of the style of music being played, and the particular representation of music
used. Possibilities were also sketched for relating these communicative actions to the
intentional acts described in Chapter 5.
MAMA In order to test aspects of this theory, an agent system was implemented —
MAMA, as detailed in Chapter 7; this system works in real time,and is designed to
handle the difficulties of coordinating actions between distributed musicians. MAMA
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was used in several roles, based on the uses for musical middleware: as a performance
tool when playing In C, as a musical companion when playing Canto Ostinato, and
as an installation when using the AgentBox as a tactile interfac (see Chapter 10 for
details). This demonstrated that the basic infrastructureof the system could be used
for a variety of tasks, and that it could be used in real time, with human musicians.
Experiment Finally, a central hypothesis was tested (Chapter 11. The hypot esis
was:
H1: the addition of an understanding of Musical Act Theory to a com-
putational musical agent increases the quality of interaction with human
musicians.
A reasoning module was created, which extracts musical actions from the playing of
human participants, and then uses sequence completion to find the best action to carry
out next, based on a corpus of data collected from human pianists. An experimen-
tal setup was created, a cousin of the Turing Test, in which pianists played several
short excerpts of a duet, with an unseen partner. Sometimes the partner was a human,
or a recording of a human; sometimes a completely straight rendition of the piece;
and sometimes the MAMA system, either with or without the Musical Act reasoning
module. The quality of each excerpt was rated by the human partici nt, using a ques-
tionnaire decoded with factor analysis. The experiment wasrun as a pilot study, and
highlighted some theoretical issues which were then resolvd.
12.2 Evaluation
Section 2.3.3 described a few axes for the classification andevaluation of computer-
music systems, which can be used to evaluate different partsof the thesis:
Expressive Completeness/Structural Generalityapplies to music representation sys-
tems. The MRA specification (Section 4.3.7) represents notesat a similar level
to MIDI — i.e. pitches, durations etc., so it cannot currently be said to have a
high level of expressive completeness; it is designed with ex ensibility in mind,
however, so there is the possibility of adding extra features in. In particular, the
current software implementation allows curves in arbitrary features to be imple-
mented, which would allow for a much wider range of expressivity. In terms
of structural generality, the representation departs froma linear representation,
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and allows for scores with a degree of flexibility. Currently,it implements dif-
ferent methods for choosing what musical section to play next, including adding
custom decision procedures; this potentially allows for a high level of structural
generality, but this has not been fully explored in the current work.
Interactive Systems classifies systems in terms of their drive, response and agency.
MAMA as implemented is largely score driven, could be counted as either se-
quenced or transformative, and is much more of aplayerthan aninstrumentsys-
tem. However, the thrust of the musical agent architecture is v ry much towards
combining score and performance driven systems, and generative/transforma-
tive/sequenced modes of output as appropriate at any given tim .
Net Music Approaches classify systems as Bridges, Shapers, Servers and Construc-
tion Kits, which has been re-interpreted as specifying their temporality and mode
of communication. MAMA works on two levels: music is synchronous, with
direct communication between software agents, but cannot support direct syn-
chronous musical communication between dislocated humans. Humans can
potentially influence the behaviour of remote agents, however, providing syn-
chronous communication through “shared objects”1. The underlying architec-
ture is a possible route towards a highly distributed real-time system, and ap-
pears to be viable; however, this aspect of the system has notbeen fully explored
and tested.
Interaction Levels define sets of capabilities or activities which constitute aset of
graded labels for improvisatory situations. On this scale,th system is currently
capable ofI1 (adding extra detail to the score) andI3 (adding extra measures
to the score, in an approved manner). This classification does n t capture the
complexity of the manner in which extra detail is added, however, so it is only
partially relevant. Again, there is the possibility of moreinvolved forms of im-
provisation — once a set of agents have a set of beliefs about the musical rep-
resentations being used by their peers, there is a lot of scope for changing and
defining the structure of the work dynamically — but this areahas not been
explored so far.
Creativity classifies systems as being combinatorial, exploratory or transformational;
much of MAMA’s output is combinatorial, for instance combining the small
1although an agent might resent the lack of autonomy implied in be ng called an object
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fragments of music inIn C in different ways. Some of the output can be said to
be exploratory — whenever a new musical value is chosen by thedeliberative
module, the space of possible values is explored, allowing for novel values from
that space. This exploratory mechanism is currently crude,and could be greatly
enhanced by the addition of a more informed decision procedure.
Finally, there were several methodological approaches to musical system develop-
ment and evaluation taken from Pearce et al. [2002]. Due to the scope of this project,
these different ideologies are appropriate to different sec ions of the work, as follows:
Algorithmic Composition is a personally motivated approach, with the evaluation
being based on whether the system so created fulfils personalg als. In this
case, it is based on my relationship when playing with MAMA, and so will be
expanded to included algorithmic performance. I have had a variety of enjoyable
interactions with the system, of two main types. Firstly, using the AgentBox
allows me to perform In C in a way which is musically interesting to me; I can
sculpt the music at a high level, changing texture and instrumentation; I can
set up patterns of playing between a group of agents; I understand what effect
my actions are likely to have, but there is a complex mapping which means
that the system has a sense of autonomy, rather than a simple direct reaction
to input. Secondly, when jamming Canto Ostinato, I could playphrases with
certain articulation and accents and hear MAMA respond to mypla ing; again,
while it often followed my lead, at other times it would respond with new musical
directions — getting quieter as I got louder, replying with alternative patterns of
accents etc. So, from a personal perspective, in terms of creating a system which
can play with humans, it is a good start. There are many areas which could use
expansion, but it fulfils the basic aim of being a non-trivialresponsive system.
Theories of musical style is not really relevant to this system.
Compositional Tools relates musical system development to software development
methodology, and to my mind relates to the ecological viability of the resultant
system. From this point of view, the system has been very succe sful: an archi-
tecture for musical agents was created, which then allowed aformal model to be
created and an implementation to be produced. This means that the rchitectural
design has been verified in practice — it has been shown to be impl mentable,
and that it supports a variety of different modes of interaction. The fact that all
three components are present has strengthened each one individually.
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Cognitive Theories relate computational models to human cognitive processes.It
was the aim of the experimental section to provide a cognitive justification for
the Musical Actions used in the theory of musical interaction; the results found
were encouraging, but no significant conclusions could be drawn from the pilot
experiment performed.
12.2.1 Original Aims
The work should also be evaluated with reference to the original set of aims (presented
in a different order to their statement in Chapter 1):
“produce music, in real time, by interacting and communicating with hu-
man musicians.”
A system was produced, which is capable of playing music in real time, and re-
sponding to both musical and extramusical actions. The system was stable enough
that it could be used for experiments, and it was also capableof running several sim-
ple agents at once on modest computing equipment. Significant work was required to
create a system which could implement the various ideas produced as the thesis pro-
gressed, and this has resulted in a system with a wide range ofcapabilities, although
some of these capabilities need further expansion in order to be generally applicable
— for example, methods for specifying ordering in scores arecu rently quite “brittle”,
representations which work on features other than notes canbe created, but the agents
do not understand them, and the features which the agents useare r latively limited.
There is a positive aspect to these limitations, however, which is that they provide
a “microworld”, which allows a clear perception of the relation between theory and
behaviour. In summary, the system meets this goal, althoughdevelopment is always
possible.
“develop the idea of intelligent musical agents as part of a system of mu-
sical middleware, looking at musical avatars, networked music and novel
ways of interacting with music.”
A specification for musical middleware was created, and its evaluation lies in the fact
that it was implemented, and supported several different activities. Particular conclu-
sions are:
• The combination of extramusical gestures with communicative musicality is
very powerful, as it allows non-musicians access to musicalystems, whilst also
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paving the way for new interaction techniques; the visceralffect of being able
to reach out and adjust music which is happening is significant. This has not
been experimentally verified, although the reactions of several participants was
encouraging, both in terms of interest in playing with the system and in under-
standing the way in which their actions influenced the music.
• The architecture of the agent system proved to be a suitable platform for combin-
ing different modalities — in particular, the addition of a tangible interface to the
base agent system was relatively simple, due to the distributed, loosely coupled
nature of the agent system. This is extremely encouraging for the possibilities of
using this middleware system in a wider range of applications.
Some of the original aims were not thoroughly addressed; in particular, the idea of
musical avatars which composers and musicians could createto execute their musical
ideas in a networked musical space was not developed here; thsystem shows some
promise in this direction — AgentBox was originally conceived around the idea of
musical avatars — but this has not come to fruition. Similarly, the networked aspect
of the agent system was assumed — largely through the use of anagent framework
which provides network transparent messaging — but not fully explored. So it is a
theoretical possibility that the system works in a distributed manner, but it has not
been experimentally verified, and issues such as scalability and latency have not been
fully worked out.
Overall, the basic aims of musical middleware have been fulfilled, but significant
room for development remains.
“develop a cognitively plausible model of musical interaction, which is
computationally implementable, supports musical agents in reasoning about
the actions of others, and is suited to real-time musical applications.”
A model of musical interaction was developed (Chapter 6), which was found to
be computationally implementable; however, the theory wasdeveloped more from a
formal standpoint than a cognitive one. So, the question of cognitive validity remains.
Even if strong evidence had been shown that adding an understanding of this the-
ory improved the performance of an interactive system, thiswould not be conclusive
evidence that the theory relates to cognitive processes in humans. This leads to the
question of whether the aim of this work should be to model howumans interact mu-
sically, or to create a system which can interact musically with humans; my personal
feeling is that the second question is more interesting, andhence that this theory is a
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step on the road towards an understanding of human music making, even if it is not
similar in terms of low level cognitive processes. The emphasis hence shifted towards
developing a theory which was internally consistent and as broadly applicable as pos-
sible. The fact that this theory has been implemented in a real system gives weight to
the idea that it is consistent, implementable and useful. Finally, the use of the theory
to sketch a formal semantics for the Musical Acts which were the initial impetus for
this work, as well as modelling the musical communication proposed in Pelz-Sherman
[1998] is encouraging. Although in both cases sketches weregiven rather than a fully
complete model, it appears that the theory is suitable for these purposes, and provides
a technique to describe musical activity in a formal and computational manner which
did not previously exist.
“develop a method by which the effect of adding an implementatio of this
theory to a musical system can be quantitatively tested.”
An experimental design was created to determine precisely this effect, in a quanti-
tative manner. The experiment was implemented as a pilot study, due to a number of
unknowns and the difficulty of procuring pianists. The experim nt assumed the exis-
tence of two factors, interactivity and expressivity; no strong evidence for these was
found, and the two factors recovered were closer to interactivity and competence, but
this could not be strongly claimed. The effect of the addition of the theory also could
not be seen. So as a pilot study, the conclusions which could be made were that a fuller
investigation of the experimental design is needed — in particular a model which in-
cludes competence as a factor — along with more work on the batt ry of questions
used. Progress has been made towards this aim, but it cannot be said to have been
fulfilled.
“Explore the social aspects of music, and develop a clearer understanding
of the communicative properties of music making.”
The work carried out here has been inspired by the conceptionof music as a com-
municative process; the question is then how much this conception has been explored
and implemented. The theory developed explicitly models muical communication,
but little attention has been paid to the more social aspectsof this — for example, the
implications of this musical communication between groupsof agents, both within in-
teractions and evolving across multiple interactions, or the relations between humans
and musical agents, particularly when engaged in networkedmusic creation. Overall,
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the ideas presented here provide a starting point from whicht e social aspects of mu-
sical communication can be explored, but this work does not explore the ramifications
of these ideas.
12.2.2 Overall conclusion
Looking at the conclusions for each of the aims listed does not paint a highly positive
picture of the work, as most of the aims were only partially met. This must be taken
in the context of the range and ambition of the original aims,and the multidisciplinary
nature of the work. Since the plan was to create several related components, it is in-
evitable that each component is less complete than desired.The strength then comes
from the combination of all these different approaches: themiddleware architecture
which gives rise to a theoretical model, which is implemented by a computational
system. The partial satisfaction of the aims is a consequence of the scope and nov-
elty of this work, which provides a broad foundation for increasing the computational
understanding of human musical communication and encouraging the use of this un-
derstanding in real world projects.
12.3 Future Work
This thesis has provided a sketch of techniques which could potentially be applied in
many different ways, but each of which requires significant further work.
Communication in Human Music Making: The original thrust of this theory was
to be a computational implementation of the kind of musical communication carried
out by humans; this proved to be a slightly ambitious goal, asthere did not exist a
clear, structured approach to the analysis of improvised music which is suitable for
computational analysis. Hence, the theory developed as much from a logical standpoint
as a cognitive one. Since the ultimate test of any theories about music making has to be
the relation of the theory to the practice of making music, itwould be of great interest
to apply this theory to a wide range of musical situations, and examine how the analysis
aids understanding of the dynamics involved. As the corpus is bu lt up, patterns may
be extracted: particular sequences of musical actions which are commonly used. There
is then the work of comparing the usage of different patterns:
• by different people,
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• by different roles in the performance (e.g. soloist, rhythmsection),
• to the intentions of the performers,
• across different styles and cultures of music making.
As well as helping understand the process of human improvisation, this would en-
able virtual improvisers to create musically sensitive, styli tically appropriate playing.
Agents would be able to take on particular roles at differenttimes in the playing, and
tailor their response making to the task at hand. Also, a model relating musical actions
to intention could be built up, to allow for the musical surface to be interpreted in terms
of performative Musical Acts.
Interactivity Measure: Building on the the idea of analysing a corpus of human im-
provisations, there is the possibility of creating a computationally implementable mea-
sure of interactivity, which can be applied to performances, both during creation and
post-hoc, as follows:
• a corpus of musical performances are created, and questionnaires at the end of
each excerpt are used to get a score for their interactivity.
• the sequences of Musical Actions which gave rise to these score are extracted,
allowing sequences of Musical Actions to be given a partial score, or particular
features of the act stream to be used as predictors of the interactivity score.
• new musical performances can then be run through an act extractor, nd have a
score generated for their interactivity.
Such a system would have a wide variety of applications; it could provide a metric
for comparing musical systems; it could provide a score or fitness function for machine
learning systems to use when making music; it could be a new way to index general
musical content.
A system which could produce realtime musical act analysis of group performance
would have an even wider range of applications. It would allow teachers to under-
stand their lessons with students — particular patterns of Musical Actions could then
be moved towards or avoided, and the teacher could see a relation between teaching
methods and transfer of musical ideas. Bands could analyse the way they play together,
and work towards a more interactive, collaborative style ofplaying.
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Interactive Musical Interfaces: The current tangible interface to the system, while
exciting, is more of a proof of concept than a final product. There is a rich area of
possibility opened up by having a set of intelligent agents which react to physical
input. The current system of communication could be expanded, with reference to
human extramusical gestures, to allow a fuller range of gestur and gesture types. As
well as the relatively “formal” gestures currently used, a variety of more “expressive”
gestures could be captured from human body movement and injected into the agent
system; the infrastructure would make this relatively easy: the challenge is in choosing
what gestures to interpret, and how the agents might react tothese.
Distributed Jamming: One of the most complex of the paradigms suggested for Mu-
sical Middleware is that of Distributed Jamming, where several agents work together
to alter a shared score, with or without human interference.This would build on the
ideas introduced in the development of Musical Act Theory about Common Accep-
tance, but would require on top of this a layer of reasoning which could create ad hoc
musical structures and make decisions about:
• which section of the structure is being played at the moment
• when a rendition of a section is sufficiently different from the current value to
become a new section in its own right
• choosing an appropriate sequence of sections
and so on; this would provide a powerful compositional tool -a player could work
with a band of (virtual) accomplices, who would adapt the ideas presented to their own
particular styles of playing, and help create (or at least elucidate) structures.
Responsive Accompaniment: At present, the MAMA system is not able to gener-
ate notes, and must rely on a detailed score. There are existing systems, which take
high level representations, and generate accompaniment; the most famous of these is
“Band in a Box”(BiB) [Gannon, 1991], which produces MIDI accompaniments. How-
ever, BiB does not have a lot of real time functionality, and isnot very responsive to
play with. The possibility then arises of using the BiB systemto generate notes, while
MAMA is used to manage the interactive aspects of the performance. Some different
levels of operation would be:
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• BiB generates notes according to the predefined structure; MAMA’s existing
expressive analysis and generation is then used to modify the output in response
to the output of human performers. This would require very little change to
MAMA - simply replacing reading from a score with input from BiB.
• MAMA could be allowed to interfere in BiB’s note generation process; for ex-
ample, when BiB is choosing drum rhythms or keyboard patternsto u e, MAMA
could use the accent structures extracted from human playing to influence this
choice and pick patterns which work with the current performance.
• MAMA’s harmonic capabilities could be extended to analysing the chord se-
quences which humans were playing, and allow the creation ofmusical structure
“in the moment”, so that BiB was used to provide notes for particular chords,
but MAMA managed the musical and harmonic structure in respon e to the rest
of the musicians.
12.4 Contributions
The major contributions which have been presented in this the is are:
• creation of a computational model of musical interaction, which includes a sys-
tem of musical actions which describes the communicative content of the music.
• design of an architecture based on this model, and implementatio of a system
which embodies this architecture.
• three case studies demonstrating the use of the system for different tasks.
• an experimental design and pilot study examining the hypothesis that adding an
understanding of the model of musical interaction to a system will improve its
interactivity when playing with humans.
Appendix A
Map of MAMA source code
259
260 Appendix A. Map of MAMA source code
Figure A.1: Map of MAMA source code
Appendix B
Derivation of two agent value relations
Figure B.1 shows the relations of interest between the three values involved when agent
A produces a new value for a single facet of the musical surface.
If R= Same,Subsumes,Subsumed,Alter,Dis joint is the set of possible relations, it
could be expected that since each relation can take one of these fiv values, the possible
set of three way relations is the Cartesian cube of this set, orR3, with 125 members.
However, due to structural considerations on the relationsbetween the values, and the
context in which we are interested in these values, this may be reduced significantly.
Firstly, it should be noted thatSAMEis not an allowable value forRsel f, as this
would not count as the execution of an action under the present formulation.
This derivation will proceed as follows:
• select a value forRprev.





Figure B.1: Relations between the values of two agents a and b, from the point of view
of a constructing a new value
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Rprev = SAME





























Figure B.2: Possible Relationships produced by Prolog program
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are possible
This is performed in two different manners: using a Prolog program to generate
the results, and by hand, explained with natural language reasoning.
B.1 Automatic Generation
Since it is highly possible to make mistakes in this type of analysis, a more rigorous
approach is appreciated. To this end, a Prolog program was cre ted (with a perl script
to manage it) which generates the possible relations. In order to deal with Prolog’s
negation-as-failure, a set of facts can be derived from eachrelation, which can then be
checked for incompatibilities. The output of the program issummarised in Figure B.2.
B.2 Manual Derivation
B.2.1 Rprev= SAME
If a’s current value is the same asb’ current value, then necessarilyRsel f = Rother.
Hence, the following possibilities are allowed:
Rprev = SAME






If aold is subsumed byb, then in graph terms, we know thatold hasb as an ancestor.
This guides the following deductions for different values of Rsel f:
SUBSUMED means thataold is an ancestor ofanew, henceb must also be an ancestor
of anew, hence the only possible value forRother is SUBSUMED
SUBSUMES makesaold a descendant ofanew; this allows for construction of situations
in which all possible values forRother hold.
ALTER means thatanewcannot be an ancestor ofaold, ruling outSAMEandSUBSUMES.
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DISJOINT requires that there is no common ancestor betweenanew andaold, which
must also mean thatanew is not an ancestor ofb, soSUBSUMESis ruled out, as
this would makeanew and ancestor ofb, and hence ofaold. ALTER is ruled out
as this would make a common ancestor betweenb a danew, and by extension
betweenaold andanew. SUBSUMEDwould makeb a common ancestor between
aold andanew. SAMEis clearly not a possibility.
Rprev = SUBSUMED






If aold subsumesb, thenaold must be an ancestor ofb, so the following can be deduced
for different values ofRsel f:
SUBSUMED meansaold is an ancestor ofanew, so it will always be a common ancestor
for b andanew, ruling outDISJOINT .
SUBSUMES meansanew is an ancestor ofaold, and hence ofb, so onlySUBSUMESis
allowed.
ALTER rules outSUBSUMEDas this would makeanew a descendant ofaold (via b).
Also rules outSAME
DISJOINT means thatanew cannot have a common path withaold, hence it cannot
be a descendant ofaold (rules outSAME,SUBSUMED), but it may be an ancestor,
or share an ancestor.
Rprev = SUBSUMES
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B.2.4 Rprev= ALTER
If aold ALTERs b, then they must share a common ancestor, but may not be ancestors
or descendants of each other. The deductions for different values ofRsel f are:
SUBSUMED means thatanewmust be a descendant ofaold; it hence cannotSUBSUME
b (as that would makeb a descendant ofaold), and it cannot beDISJOINT , as
there is already a common ancestor betweenaold andb, andaold is an ancestor
of anew; anew cannot be theSAMEasb, asb cannot be a descendant ofaold.
SUBSUMES makesaold a descendant ofanew; anew cannot be subsumed by, as that
would makeaold an ancestor ofb, and it cannot be theSAMEasb, as that would
makeb subsumeaold.
ALTER allows all possibilities
DISJOINT means that there is no common ancestor betweenaold and anew; this
means thatanew cannot be a descendant ofb (or theSAME) as this would provide
a common ancestry.
Rprev = ALTER






Here, there can be no common ancestry betweenaold andb. Looking at different values
for Rsel f, this means that:
SUBSUMED makesanew a descendant ofaold; it may haveb as an ancestor, but may
not be a descendant of (or theSAME) asb.
SUBSUMES makesanew an ancestor ofaold; since there is no common ancestry be-
tweenaold andb, anew cannot have any common ancestry withb either (as this
would provide a point of common ancestry betweenaold andb).
ALTER meansaold andanew share a common ancestor.anew cannot be an ancestor of
b (violatesRprev = DISJOINT ).
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DISJOINT places no restrictions on the relation betweenb andanew, as they are both
DISJOINT from aold.
Rprev = DISJOINT





B.3 Descriptions of Musical Actions
In order to aid understanding of what a musical action signature means, Figure B.1
presents a table of all possible action signatures, along with a simple diagram which
illustrates a possible graph-fragment corresponding to that signature. The graph uses
the nodes{b,o,n} to stand for the other agent’s value (b stands for Agent B), o for the
old value and n for the new value. The nodes x,y,z are used whena node needs to exist
which is not⊙, and not otherwise defined — mostly to provide a common ancestor for
ALTERSrelations. Finally, the node⊙ has its usual meaning as the top of the lattice
structure, except in two cases where it appears twice in the graph; this is purely for
typographical reasons, and the diagram should be read as if both of the⊙ nodes were
the same node — connections from the lower copy of⊙ should be assumed to come
from the top version.
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Table B.1: Complete table of possible action signatures with descriptions and illustra-
tions
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Developing B’s elaboration further
Table B.1: Complete table of possible action signatures with descriptions and illustra-
tions
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Table B.1: Complete table of possible action signatures with descriptions and illustra-
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Table B.1: Complete table of possible action signatures with descriptions and illustra-
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An elaboration which creates a
commonality with B
Table B.1: Complete table of possible action signatures with descriptions and illustra-
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Table B.1: Complete table of possible action signatures with descriptions and illustra-
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B.4 Example Musical Act Analysis
Time (s) Instrument Performative Description
0:00 - 0:09 Bass, Guitar PROPOSE Bass + Electric Guitar establish a
tonal centre. Bass suggests tonic,
and guitar replies with n extenison.
Bass, Guitar CONFIRM Repeated as a confirmation, and
then the guitar suggests an alterna-
tive extension
0:09 - 0:34 Cuica CONFIRM Cuica confirms the current beat
Tablas PROPOSE Tablas suggest a “1 2+” rhythm
0:34 - 0:55 Trumpet PROPOSE Trumpet suggests a scale 1 and a
lyrical phrase
Clarinet CONFIRM Clarinet echoes the same scale, in
a similarly lyrical style
Xylophone EXTEND Xylophone follows the given
scale, but adds dissonant elements
Backing None Backing abandons complex
rhythm
0:55 - 1:08 Trumpet EXTEND Exploring scale 1
Clarinet CONFIRM Follows trumpet’s exploration of
scale 1
Triangle PROPOSE Suggests a more explicit rhythm
Trumpet CONFIRM Spiky notes agree with triangle’s
suggestion
1:08 - 1:35 Triangle REQUEST A loud clang signals the start of a
new section
Clarinet PROPOSE1 A new scale 2 still in a lyrical style
Trumpet REJECT By sticking with scale 1, the trum-
pet rejects the clarinet’s proposal
1:35-1:47 Xylophone CONFIRM Xylophone confirms clarinet’s
scale 2
Table B.2: Musical Act Analysis of Little Blue Frog, by Miles Davis
1Repeated suggestion, so maybe followed by PROPOSE-AGAIN?
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Time (s) Instrument Performative Description
Trumpet CONFIRM2 Trumpet gives in to the new scale,
and leaves with a few parting
blasts
1:47 - 2:00 Triangle EXTEND Many muted notes extend and em-
phasise the rhythmic ideas
Trumpet EXTEND Using scale 2, the trumpet adds an
increasing rhythmic element
Clarinet PROPOSE Clarinet introduces a new scale 3
(More eastern sounding), ignores
the trumpet’s rhymic direction and
continues lyrically
2:00 - 2:13 Trumpet PROPOSE A spiky, stabbing phrase, based on
scale 2
Clarinet CONFIRM briefly seems to agree with the
trumpet.
2:13 - 2:29 Bass clarinet CONFIRM Confirms scale 3
Trumpet REJECT Ignores bass clarinet, and contin-
ues with stabs
Clarinet REJECT Ignores bass clarinet, and contin-
ues with lyricism in scale 2
2:29 - 2:43 Trumpet
Clarinet
Bass clarinet
ARGUE All play lyrically, with clarinet on
scale 2, trumpet on 1 and Bass
Clarinet in 3
2:43 - 3:08 Trumpet PROPOSE proposes a resolution, by playing
stabs which fit with any of the
scales
3:03 - 3:08 E-Piano
Vibes
CONFIRM supports the trumpet’s resolution
3:08 - 3:17 Backing REJECT Increased dissonance and rhyth-
mic confusion reject the proposed
resolution
Table B.2: Musical Act Analysis of Little Blue Frog, by Miles Davis
2Also withdraws - do we need a WITHDRAW?
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Time (s) Instrument Performative Description
3:17 - 3:35 All CONFUSION
3:55 - 4:11 Snare REQUEST Snare enters to call for new section
with crescendoing 8th notes
Winds CONFIRM Winds join in with the 8th note
idea
4:08 - 4:11 Triangle CONFIRM A bar of loud crotchets pinpoints
the section change called for by
the snare drum
Table B.2: Musical Act Analysis of Little Blue Frog, by Miles Davis











The following pages show the complete score for In C, which is currently available
from: http://www.otherminds.org/SCORES/InC.pdf. The scoreis c©1964 Terry Riley;
permission has been asked from the publishers to reproduce this here. This section
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In C
Performing Directions
All performers play from the same page of 53 melodic patterns played in sequence.
Any number of any kind of instruments can play.  A group of about 35 is desired if
possible but smaller or larger groups will work.  If vocalist(s) join in they can use any
vowel and consonant sounds they like.
Patterns are to be played consecutively with each performer having the freedom to
determine how many times he or she will repeat each pattern before moving on to
the next.  There is no fixed rule as to the number of repetitions a pattern may have,
however, since performances normally average between 45 minutes and an hour and
a half, it can be assumed that one would repeat each pattern from somewhere
between 45 seconds and a minute and a half or longer.
It is very important that performers listen very carefully to one another and this
means occasionally to drop out and listen.  As an ensemble, it is very desirable to
play very softly as well as very loudly and to try to diminuendo and crescendo
together.
Each pattern can be played in unison or canonically in any alignment with itself or
with its neighboring patterns.  One of the joys of IN C is the interaction of the
players in polyrhythmic combinations that spontaneously arise between patterns.
Some quite fantastic shapes will arise and disintegrate as the group moves through
the piece when it is properly played.
It is important not to hurry from pattern to pattern but to stay on a pattern long
enough to interlock with other patterns being played.  As the performance
progresses, performers should stay within 2 or 3 patterns of each other.  It is
important not to race too far ahead or to lag too far behind.
The ensemble can be aided by the means of an eighth note pulse played on the high
c’s of the piano or on a mallet instrument.  It is also possible to use improvised
percussion in strict rhythm (drum set, cymbals, bells, etc.), if it is carefully done and
doesn’t overpower the ensemble.  All performers must play strictly in rhythm and it
is essential that everyone play each pattern carefully.  It is advised to rehearse
patterns in unison before attempting to play the piece, to determine that everyone is
playing correctly.
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The tempo is left to the discretion of the performers, obviously not too slow, but
not faster than performers can comfortably play.
It is important to think of patterns periodically so that when you are resting you are
conscious of the larger periodic composite accents that are sounding, and when you
re-enter you are aware of what effect your entrance will have on the music’s flow.
The group should aim to merge into a unison at least once or twice during the
performance.  At the same time, if the players seem to be consistently too much in
the same alignment of a pattern, they should try shifting their alignment by an
eighth note or quarter note with what’s going on in the rest of the ensemble.
It is OK to transpose patterns by an octave, especially to transpose up.  Transposing
down by octaves works best on the patterns containing notes of long durations.
Augmentation of rhythmic values can also be effective.
If for some reason a pattern can’t be played, the performer should omit it and go
on.
Instruments can be amplified if desired.  Electronic keyboards are welcome also.
IN C is ended in this way:  when each performer arrives at figure #53, he or she
stays on it until the entire ensemble has arrived there.  The group then makes a large
crescendo and diminuendo a few times and each player drops out as he or she
wishes.
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C.2 Coded Score
This is a short excerpt from the score as coded for the agent system:
Listing C.1: Short excerpt from In C as coded for the agent system
1 ( Piece InC
2 BPM: 120
3 ( Section main
4 RepeatUnt i l : fo l lowLocus
5 ( Section s0
6 Derives : baseSect ion
7 Length : 0.5
8 )
9
10 ( Section s1
11 Derives : baseSect ion
12 Length : 3
13 ( Channel Notes
14 ( Gracenote : C, 0)
15 ( Note : E , 0.0 , 1.0 )
16 ( Gracenote : C, 1)
17 ( Note : E , 1.0 , 1.0 )
18 ( Gracenote : C, 2)




23 ( Section s2
24 Derives : baseSect ion
25 Length : 2
26 ( Channel Notes
27 ( Gracenote : C, 0)
28 ( Note : E , 0, 0.4 )
29 ( Note : F , 0.5 , 0.4 )





D.1 Excerpts from the score
The following pages show:
• The full score notes
• The first excerpt used, from section 2 to section 11 (3 pages)
• the first page from each of the next two excerpts (sections 69 and 88)
Canto Ostinato isc©1979 by Donemus, Amsterdam. The publishers permission
has been requested to reprint these excerpts here, but the maerial remains copyright
and does not fall under the Creative Commons licence of the restof the thesis.
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D.2 Coded Score
This is a short excerpt from the score as coded for the agent system:
Listing D.1: Short excerpt from Canto Ostinato as coded for the agent system
1 ( Piece CantoOstinato1 -9
2 BPM: 54.0
3 Quantisat ion : 5
4 ( Section main
5 ( Section s2
6 Repeats : 3
7 Length : 2.00
8 ( Channel NotesLH
9 ( Note : Bb1 , 0.00 , 0.20)
10 ( Note : F2 , 0.20 , 0.20)
11 ( Note : C#3 , 0.40 , 0.20)
12 ( Note : Bb2 , 0.60 , 0.20)
13 ( Note : F2 , 0.80 , 0.20)
14 ( Note : Ab1 , 1.00 , 0.20)
15 ( Note : Eb2 , 1.20 , 0.20)
16 ( Note : C3 , 1.40 , 0.20)
17 ( Note : Ab2 , 1.60 , 0.20)
18 ( Note : Eb2 , 1.80 , 0.20)
19 )
20 ( Channel NotesRH
21 )
22 )
23 ( Section s3
24 Length : 2.00
25 Repeats : 3
26 ( Channel NotesLH
27 ( Note : Bb1 , 0.00 , 0.20)
28 ( Note : F2 , 0.20 , 0.20)
29 ( Note : C#3 , 0.40 , 0.20)
30 ( Note : Bb2 , 0.60 , 0.20)
31 ( Note : F2 , 0.80 , 0.20)
32 ( Note : Ab1 , 1.00 , 0.20)
33 ( Note : Eb2 , 1.20 , 0.20)
34 ( Note : C3 , 1.40 , 0.20)
35 ( Note : Ab2 , 1.60 , 0.20)
36 ( Note : Eb2 , 1.80 , 0.20)
37 )
38 ( Channel NotesRH
39 ( Note : A3 , 0.00 , 0.20)
40 ( Note : C#3 , 0.20 , 0.20)
41 ( Note : F3 , 0.40 , 0.20)
42 ( Note : A3 , 0.60 , 0.20)
43 ( Note : F3 , 0.80 , 0.20)
44 ( Note : A3 , 1.00 , 0.20)
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45 ( Note : Eb3 , 1.20 , 0.20)
46 ( Note : Ab3 , 1.40 , 0.20)
47 ( Note : A3 , 1.60 , 0.20)




Example Questionnaire: Piano Duet
Interaction Survey
E.1 Instructions
You will be asked to fill out a series of questions which describe your musical activities
and competence, and some preferences about playing with other musicians. You will
then be asked to play a series of excerpts with an unseen partner, which you will rate
for several qualities. Your partner will not be able to see your ratings. Finally, you will
be asked to fill out a few questions about your overall experience.
Since this is a long running experiment, we are not able to debrief you immediately.
However, if you give your email address to the investigator,y u will receive full details
once the experiment is complete (although no participant ratings will be shared at any
time).
E.1.1 Playing Instructions
The excerpts you will play are from Canto Ostinato, by Simeon ten Holt. The score
for these excerpts has been attached, along with the score notes. You are asked to
familiarise yourself with the excerpts beforehand, so thatyou can play one part at once
without difficulty. The score, despite specifying the notesto be played, is open to a
large degree of interpretation, with regard to dynamics, articulation, patterns of accents
etc. - you are encouraged to make full use of this freedom in building an interpretation
with your partner.
For each excerpt, you will be given a range of sections to play, and be told which
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“hand” you will be playing. For each section, you may choose on f the range of
variations apropriate to that hand, in whatever manner you see fit. The score does not
specify a number of repeats for each section - this is an arrangement arrived at by the
performers. In some excerpts you will be told how many times to repeat each section
- as if you had previously rehearsed and decided on this number. In other excerpts this
may be unspecified, and it will be up to you and your partner to respond to each other’s
actions in an apropriate manner.
You will both play wearing headphones. You will hear your playing, and that of a
partner in your headphones, along with a metronome. You are exp cted to follow the
metronome as closely as possible, but this does not mean you must play completely
mechanically.
Each excerpt will also specify who is “in control”. If you arein control, then it is
up to you to determine the course of the excerpt, and your partner will be expected to
be responsive to your actions. Similarly, if your partner isin control, you should react
to their playing apropriately. Some excerpts will specify that control should be passed
between partners in a fluid manner, so that sometimes you are re cting to your partner,
and sometimes your partner reacts to you.
E.2 Initial Questions
E.2.1 Personal Information
The following questions concern your abilities, competences and experiences with rel-
evant types of music. You do not have to answer any questions yu are not comfortable
with.
What is your gender?
FEMALE
MALE
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These questions look at how much you play music, and how famili r you are with the
particular piece and style to be used in this experiment. Some f the questions ask you
to rate yourself on a scale; please do not try to be modest.
How many years have you been playing a musical instrument (Please cirle one)
less than 6 months
6 months to 1 year
1 - 2 years
2 - 3 years
3 - 5 years
more than 5 years
How many years have you been playing piano
less than 6 months
6 months to 1 year
1 - 2 years
2 - 3 years
3 - 5 years
more than 5 years
How many hours a week (on average) do you practise the piano






How much do you listen to minimalist music
not at all very often
How often do you play minimalist music?
not at all very often
How familiar are you with Canto Ostinato
not at all played it in
concert
Is the piano your main instrument?
no
yes
After briefly practising the piece, how easy do you find it to play the correct notes, and
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After briefly practising the piece, how well do you think you will be able to play these
excerpts with another person?
very badly very well
E.2.3 Playing with others
The following questions concern your attitude to playing music with others. Please tick
a value which represents how important you find these qualities in a musical partner
How often do you play music with at least one other person
rarely every day
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You will now be given the details for several excerpts. Afteryou have played
each excerpt, you are asked to fill out the corresponding section of the sheet, and then
indicate to the experimenter that you are ready to move on.
If you are unsure about a particular question, a central choice indicates either that




How would you rate your partner’s competence based on the excrpt you just played
low high






Did you feel the other participant was paying attention to your playing
none at all complete
attention
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Did you and your partner stay in time
out of time completely
in time
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(A similar section is now repeated for each short interaction)
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E.4 Post Questions
Finally we would like to get some feedback on how you rate yourparticipation in
this experiment, and how you felt about the experiment as a whole
How would you rate your playing today relative to your general level of competence
very poor very good
Did you feel you had the opportunity to play to your standard,or were you restricted




How difficult did you find it to play with a partner you could notsee?
very hard not difficult
How difficult did you find it to play with the metronome
very hard not difficult
How well did you feel you could differentiate between the different partners or exper-
imental setups
very poorly very well
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Was there anything which was particularly intrusive, distre sing or annoying about
the experiment and the environment?
Are there any suggestions you would like to make, or general thoughts about the
experiment?
Bibliography
AR Addessi and F. Pachet. Young children confronting the Continua or, an interactive
reflective musical system.Musicae Scientiae. Special Issue, 2006.
Àlvaro Barbosa. Displaced soundscapes: a survey of networked systems for music and
sonic art creation.Leonardo Music Journal, 13:53–9, 2003.
Torsten Anders, Christina Anagnostopoulou, and Michael Alcorn. Strasheela: Design
and usage of a music composition environment based on the oz programming mod-
eal. In P. Van Roy, editor,MOZ 2004, LNCS 3389, pages 277–291. Springer-Verlag,
2004.
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