Synapses are complex because they perform multiple functions, including at least six mechanistically different forms of plasticity. Here, I comment on recent developments regarding these processes. (i) Short-term potentiation (STP), a Hebbian processthat requires small amounts of synaptic input, appearsto make strong contributions to some forms of working memory. (ii) The rules for long-term potentiation (LTP) induction in CA3 have been clarified: induction does not depend obligatorily on backpropagating sodium spikes but, rather, on dendritic branch-specific N-methyl-D-aspartate (NMDA) spikes. (iii) Late LTP, a process that requires a dopamine signal (and is therefore neoHebbian), is mediated by trans-synaptic growth of the synapse, a growth that occurs about an hour after LTP induction. (iv) LTD processes are complex and include both homosynaptic and heterosynaptic forms. (v) Synaptic scaling produced by changes in activity levels are not primarily cell-autonomous, but rather depend on network activity. (vi) The evidence for distance-dependent scaling along the primary dendrite is firm, and a plausible structural-based mechanism is suggested.
Introduction
Synapses are complex because they must produce at least six different forms of synaptic plasticity. This complexity is itself sufficient to explain why progress at understanding the synapse has been difficult, but there is also another reason: the field has been working with what now turns out to be a highly oversimplified view of how the quantal response of the synapse is generated. Fortunately, computational and anatomical methods are now converging to provide a new understanding of the structure/function relationship of synapses, leading to a new view of synaptic function and the basis of the quantal response. These developments are important steps towards the ultimate goal of understanding the electrophysiological, biochemical and structural processes that underlie synaptic plasticity.
In the following four parts of this article, I will review six major forms of synaptic plasticity, with brief reference to what has been learned about the underlying mechanisms ( §2). In §3, I will turn to the question of how the quantal response is generated. In §4, I will discuss the theoretical and experimental evidence that & 2017 The Author(s) Published by the Royal Society. All rights reserved.
individual synapses are composed of functionally independent modules. This new framework forms the basis for a hypothesis about how synapses produce early LTP, late LTP and scaling. In §5, I will discuss how these and other processes inform our understanding of ocular dominance plasticity, a natural form of plasticity that has served as a test bed for understanding the role of various forms of synaptic modification.
Functionally different forms of synaptic plasticity
There are at least six functionally different forms of synaptic plasticity -short-term potentiation (STP), -early long-term potentiation (LTP), -late LTP, -long-term depression (LTD, homosynaptic/heterosynaptic; metabotropic-dependent/N-methyl-D-aspartate (NMDA)-dependent), -distance-dependent scaling, -homeostatic scaling (cell-autonomous and global).
(a) Short-term potentiation
After LTP is induced using a typical tetanus protocol, the excitatory postsynaptic potential (EPSP) is initially quite large but within approximately 10 min relaxes to a smaller maintained level that defines early LTP. The initial large potentiation is termed STP and may itself have various components [1] . Importantly, such STP can be evoked in isolation (without LTP) by much weaker stimulation protocols (even a short burst of action potentials) [2] . Such STP is synapse-specific. It is largely dependent on NMDA receptors (NMDARs) and can therefore encode associative information by a Hebbian process. Although not widely considered, STP is a strong candidate mechanism for some forms of working memory, a mechanism that could complement the persistent firing that is often viewed as the sole mechanism of working memory. Consistent with an important role for STP in working memory, experiments on GluA1 knockout (KO) mice show a profound decrement in both STP [2] and working memory [3] .
The mechanism of STP is not known. Given that STP can develop within seconds after stimulation [4] , it would seem likely that such rapid changes in synaptic strength might be produced by phosphorylation of a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs) already held within the synapse rather than by slower processes dependent on changes in receptor trafficking or anchoring. For this reason, phosphorylation of GluA1 by CaMKII [5] , a phosphorylation that increases channel conductance, should be considered as a candidate mechanism for STP and working memory. Recent work shows that phosphorylated GluA1 is very rare during LTP maintenance, but this in no way rules out a transient role for such phosphorylation in STP [6] .
(b) Early long-term potentiation LTP is a synapse-specific strengthening that occurs when the presynaptic cells are active and there is strong postsynaptic depolarization (i.e. the Hebbian condition). Under these conditions, NMDARs are activated, leading to Ca entry. Ca binds to calmodulin, which activates many enzymes, most notably CaMKII (reviewed in [7] ). LTP is somewhat artificially defined as the potentiation measured 30 min after induction. At this time, there is an enhanced response to glutamate pulses produced by uncaging methods, thus unequivocally demonstrating a postsynaptic component of LTP [8] .
Understanding LTP induction requires identification of the critical postsynaptic depolarization that opens the NMDAR and thereby provides the Ca elevation that activates CaMKII. One proposal is that this critical depolarization is the backpropagating Na spike. Moreover, according to the theory of spike-timing-dependent plasticity (STDP), the timing of this spike relative to presynaptic input is the major determinant of whether LTP or LTD occurs [9, 10] . However, it was clear from the outset that Na spikes unreliably invade the dendrite [11] and that there were serious problems with translating the protocols of STDP into a normal physiological setting [12] . More recently, experiments have shown that LTP, when evoked in a physiological way (i.e. without the experimenter producing artificial postsynaptic depolarization), often occurs without Na spikes [13, 14] . This complements much previous work showing that LTD can occur without Na spikes.
Importantly, in some cases, the dendritic depolarizing event responsible for LTP induction has been identified both in slice experiments and in vivo [13, [15] [16] [17] . These studies point to the importance of branch-specific long-duration spikes mediated by NMDA channels. In CA3, Na spikes can sometimes trigger NMDA spikes, particularly if the Na spikes occur in bursts [16] . It is therefore now clear that STDP, a process that assumes that only Na spikes determine LTP/LTD, is an incorrect description of plasticity. Given how easy it is to observe Na spikes by extracellular recording, the conclusion that such spikes are not critical for synaptic plasticity is unfortunate; recording NMDA spikes in dendrites is far more difficult but possible, even in vivo [17] .
On the positive side, rapid experimental progress is now being made in further understanding the complex associative events that actually trigger NMDA spikes and plasticity. A major finding is that spine heads are not isopotential with the parent dendrite, implying that spine heads are quasiindependent electrical compartments [18] . Importantly, however, the NMDA spike that occurs in the spine head requires both synaptic input to that spine and depolarization from other spines, thus implementing the Hebbian association. The recent development of an expressible optical voltage sensor [19] should lead to rapid progress in understanding more exactly how voltage events in spines and dendritic branches arise and provide the depolarization necessary for Hebbian plasticity.
Once NMDA channels open and the resulting Ca-mediated activation of CaMKII occurs, there must be biochemical mechanisms that enhance AMPAR-mediated transmission. Two types of processes have been implicated (reviewed in [20] ) in producing the increased number of AMPARs within the synapse: (i) receptors in the extrasynaptic membrane diffuse into the synapse and get anchored to PSD-95 as a result of CaMKII-dependent phosphorylation of stargazin [21] or the exposure of binding sites on postsynaptic density-95 (PSD-95) that are revealed as a result of the CaMKII-dependent phosphorylation of SynGAP [22, 23] , and (ii) a CaMKII, SynGAP, ERK cascade that triggers vesicle-mediated delivery of additional AMPAR to the extrasynaptic membrane, receptors that can then diffuse to the synapse and be captured there [24] . Recent work has begun to identify the molecular processes that mediate the form of vesicle fusion involved [25] . The relative role of these two types of processes remains to be determined. Late LTP is mechanistically different from early LTP. Late LTP is a structural process that involves enlargement of the synapse itself [26, 27] . Although spines enlarge during early LTP, synapses do not; it takes several hours to do so. This enlargement must require new building blocks, and this probably explains the protein synthesis requirement for late LTP. Not only does the PSD enlarge during late LTP, but the presynaptic bouton also enlarges [27] . Thus, late LTP is a trans-synaptic process that produces enhancement of release mechanisms [28] . These presynaptic processes work in concert with the postsynaptic enlargement of the synapse and the resulting incorporation of additional AMPARs. The end result is enhanced transmission. Late LTP is associated with an increase in the probability of quantal transmission, with little change in quantal size [29] ; the reason for the lack of change in quantal size will become apparent later in this article, once a revised view of quantal transmission is developed ( § §3 and 4).
Importantly, it is also now clear that late LTP is not strictly Hebbian. A Hebbian rule is a two-factor rule ( pre/post), but late LTP has been termed 'neoHebbian' because it involves a third factor [30] . In the CA1 hippocampal region, this factor is dopamine. This modulator promotes dendritic protein synthesis, as is necessary for late LTP [31] . Surprisingly, this dopamine is released from axons of the locus coeruleus in which dopamine is a precursor for noradrenaline [32] . The existence of this third factor makes the transition from early LTP to late LTP conditional on properties such as the novelty, salience, or reward value of stimuli. Brain-derived neurotrophic factor (BDNF) is also involved in allowing the transition to late LTP [33] , but the interaction of this pathway with the dopamine pathway remains unclear.
(d) Long-term depression
The field of LTD is an enormous one, especially because of the multitude of different forms (reviewed in [34, 35] ). Here, I focus on a few points relevant to homeostasis. Homosynaptic LTD (either NMDAR-dependent or mGluR-dependent) occurs when there is persisting low-frequency input to a synapse and can occur in the absence of postsynaptic spiking [36] . When induced by extracellular stimulation of input axons, there is an increase in the induction probability with increasing stimulation strength [36] , indicating a requirement for input cooperativity. The basis of this cooperativity, however, remains unknown. A key question is whether homosynaptic LTD can reverse previously established LTP. While this appears to be the case for NMDAR-dependent LTD, mGluR-dependent LTD appears to be a process that is not simply a reversal of LTP [37] .
Heterosynaptic LTD occurs to 'unstimulated' inputs when other inputs are strongly stimulated [36] . It was originally thought that the unstimulated inputs that become weaker do so in the absence of synaptic input, but a careful study of heterosynaptic LTD in the dentate gyrus, the hippocampal region where heterosynaptic LTD has been most successfully studied, showed that spontaneous presynaptic activity is, in fact, required [38] . By contrast, a study of LTD in layer 2/3 pyramidal cells induced heterosynaptic LTD in the slice, where spontaneous input is unlikely [39] . The authors argued that this form of LTD has a role in preventing runaway synaptic modifications in the network and thus may be a form of homeostatic control [40] .
(e) Distance-dependent scaling
In the original description of this phenomenon [41] , it was shown that miniature excitatory postsynaptic currents (mEPSCs) evoked by local sucrose application in the distal primary dendrite of CA1 stratum radiatum are more than twofold larger than those generated in the proximal dendrite. Distally generated mEPSPs are strongly attenuated as they spread electronically to the soma, whereas proximally generated mEPSPs are not; thus, distance-dependent scaling serves to make synapses have a nearly equal ability to depolarize the soma, independent of their location along the primary dendrite. Although distance-dependent scaling is generally not considered a form of plasticity, it is, however, dependent on activity levels for its existence [42] .
Recent work [43] on the role of oblique dendrites has added another wrinkle to this story: along a given oblique dendrite, synapse size is larger proximally than distally, perhaps compensating for the dendritic input resistance, which is higher distally than proximally. Given the importance of branchspecific NMDA spikes in LTP induction, differential strength of synapses along oblique dendrites may allow synapses along the branch to have an equivalent role in triggering LTP and, secondarily, influencing somatic voltage [43] . These results underscore another goal that synapses must accomplish: adjusting synapses at different locations to allow them to have equal influence on processes that depend on the cooperative action of synapses. Distance-dependent scaling along the primary dendrite can be prevented by knocking out GluR1, GluR2 or the AMPAR auxiliary subunit, cornichon-2, albeit by different mechanisms [44, 45] .
(f ) Homeostatic synaptic scaling
Neurons have up to 100 000 excitatory inputs, but fewer than 50 simultaneous inputs are sufficient to make the neuron fire. The average level of activity in presynaptic regions may vary, and input synapses may be strong or weak depending on the past history of LTP/LTD. If synapses are too weak, they may not be able to fire the postsynaptic cell. This suggests that neurons may have a homeostatic autonomous mechanism that adjusts 'average' synaptic strength (quantal size) to bring the average level of their postsynaptic response into an appropriate range (reviewed in [46] ). Moreover, because even nearby cells can differ strongly in activity (e.g. hippocampal place cells), efficient homeostatic synaptic scaling should depend on the postsynaptic response in individual cells; thus, a cell-autonomous form of scaling would be of particular utility.
Although there has been an enormous amount of work on scaling, almost all of it has explored the scaling produced by changing the activity of populations and thus does not provide specific information whether the resulting scaling is produced by a cell autonomous process. One study that did investigate autonomy inhibited postsynaptic firing by local application of tetrodotoxin (TTX) to the soma and found an increase of AMPARs in that cell [47] . However, whether mEPSPs were affected was not determined. Another study [48] lowered cell activity by expressing a K channel and found that mEPSP frequency, but not amplitude, was enhanced, contrary to the idea of synaptic scaling. A third study [49] excited single cells using channel-rhodopsin. This led to an approximately 50% reduction in mEPSP frequency and an approximately 50% reduction in spine number. Thus, the cell-autonomous homeostatic processes that respond to changes in cell activity appear to eliminate rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160260 particular synapses and cannot therefore be described as synaptic scaling, a process that by definition affects all synapses proportionally. A further surprising aspect of cell-autonomous homeostasis is that it does not appear to depend on Na spikes. When cells are excited by channel-rhodopsin, synaptic homeostasis can occur even when Na spikes are blocked by TTX. On the other hand, homeostasis is dependent on high-voltage activated Ca channels [49] . These results resonate with other recent work suggesting that the trigger for homeostasis is a synaptically driven process other than somatic spiking [50] .
A great deal of effort has gone into understanding population scaling. In this type of experiment, agents are applied that globally excite or inhibit all cells in the population. The results show that bidirectional changes in activity can lead to homeostatic changes in mEPSP amplitude that scale across synapses and do not involve changes in mEPSP frequency [51] . This form of plasticity is induced very differently than the protocols that produce cell-autonomous changes because both presynaptic activity and postsynaptic activity are lowered. Given the large number of cell types affected by such procedures, it is not surprising that modulatory factors (e.g. TNF-alpha and retinoic acid) are released and affect scaling [52, 53] . Thus, population-level scaling is likely to be quite different mechanistically than cell-autonomous scaling.
(g) Metaplasticity and the sliding modification threshold
According to Bienenstock -Cooper-Munro (BCM) theory, lowering the level of postsynaptic firing leads to a homeostatic change in synaptic plasticity [54] . Specifically, the curve that relates firing frequency (or postsynaptic response) to the sign (LTP versus LTD) and magnitude of synaptic change becomes shifted to the left. Such 'metaplasticity' in V1 has been demonstrated to occur in response to visual deprivation, and there is substantial evidence that one mechanism for this change is a shift in the NMDAR subunit composition such that NR2B becomes more prevalent [55 -58] . This may lead to an enhancement of plasticity because of the longer open time of NR2B channels compared with NR2A and/or because NR2B, but not NR2A, is the critical target of activated CaMKII important for increasing synaptic strength. It has also been proposed that activity-dependent changes in the h current (I h ) could alter the generation of the dendritic depolarization necessary for LTP and thereby affect metaplasticity [59] .
In addition to the cell-autonomous mechanisms of metaplasticity described above, neuromodulatory processes can also affect metaplasticity. An important plasticity control mechanism operates within spines; it allows Ca entry through R-type Ca channels and NMDA channels to trigger an apamin-sensitive SK potassium channel that produces a hyperpolarizing influence [60] . The resulting Mg block of NMDA channels provides negative feedback that limits Ca entry and LTP induction. Inhibiting this negative feedback, as occurs during cholinergic modulation [61] , enhances LTP induction [62, 63] . Other work on neuromodulatory control points to a general principle: that neuromodulators acting on G-proteins of the Gs type can produce a state in which only LTP can occur, whereas those that couple to Gq11 can produce a state in which only LTD can occur [64] . This raises the possibility that strong interventions, such as monocular deprivation or dark rearing, might affect neuromodulatory systems and thereby affect ocular dominance plasticity.
3. How the quantal response is generated (a) The quantal response is generated in a small subregion (hotspot) of the synapse
The argument that the quantal response is generated within a small subregion of the synapse developed from a detailed model of AMPA channel activation [65] . This model was an advance over previous models because it incorporated the finding that channel opening depends on glutamate binding to each of the four subunits of the channel, a process that strongly affects the cooperativity of glutamate effects on channel opening ( previous models assume only two glutamate bindings). This model was further constrained by very accurate quantitative data about AMPA channel activation and desensitization obtained using ultra-fast solution application to membrane patches from CA1 [66] . By combining a model of glutamate diffusion (through the fusion pore of the synaptic vesicles and then through the synaptic cleft) with the AMPA channel model described above, one could address the question of whether the kinetics of the quantal synaptic response could be accurately predicted. Such enterprise of course requires an accurate measurement of these kinetics. Fortunately, dendritic recording of quantal response generated by nearby sucrose application provides such measurements [41] . The model of the AMPA channel and glutamate diffusion described above was able to correctly predict (figure 1a) the amplitude and fast kinetics of the measured mEPSC (the rising edge of the mEPSC occurs in less than 100 ms) [65] . This could only be achieved using a model with the high degree of cooperativity of AMPA channel activation. This computational model was then used to visualize the spatial distribution of the open AMPA channels that generate 
synaptic cleft away from the fusion pore, and because of the low affinity of the activation process for glutamate and the high affinity of the desensitization process for glutamate (see below), the majority of the current during a quantal event results from the activation of the tens of AMPA channels within a 'hotspot' centred around the vesicle release site. As shown in figure 1b, this hotspot has approximately 100 nm radius and thus covers only a small fraction of most synapses.
One important mechanism of hotspot generation is the fact that AMPARs somewhat distant from the site of vesicle fusion may desensitize before they activate. The importance of this desensitization in understanding the generation of the quantal response is underscored by the fact that blocking desensitization leads to a large increase in the total charge of the mEPSC, primarily due to increased duration of the response. The operation of the AMPA channel can be understood as a race between activation, which can occur very quickly if the concentration of glutamate is high, and desensitization, which is slower but is stimulated by lower concentrations. Within the hotspot, activation beats desensitization. However, further away from the site of vesicle release, desensitization beats activation, and there are therefore few channel openings. Distant channel openings do, however, occur if desensitization is blocked, a fact that will become important in the discussion of the structure/function of the synapse in §4.
The existence of a hotspot of channel activation during mEPSP generation has major implications for understanding the synaptic response and the concept of synaptic strength. Notably, because the quantal current is generated only within a small subregion of the synapse, the size of the quantal response will not be substantially affected by growth of the synapse. It is for this reason that as discussed earlier, late LTP is not associated with an increase in quantal size. Thus, quantal size is not a reliable indicator of synaptic strength. However, quantal size can be increased by increasing the single-channel conductance of AMPA channels, by increasing the density of these channels (e.g. by filling vacant AMPA channel binding slots), by increasing the glutamate content of vesicles, or by increasing the size of the fusion pore (which will elevate glutamate concentration in the hotspot). One or more of these processes may underlie the increase in quantal size that occurs during early LTP [5, 68] . In summary, the developing understanding of how the quantal response is generated provides a new conceptual view of synaptic function and requires a revision of what can be learned from quantal analysis.
The modular structure/function of the synapse (theory and experiment)
With this new understanding of quantal transmission, the literature on quantal transmission and LTP was reviewed [69] with the goal of providing a working structure/function model that could account for these findings. Several experimental results (see below) seemed particularly difficult to explain using traditional models of synapses in which the structure is uniform. However, these results could be explained if one assumed a modular structure of the synapse. A model was proposed [69] with two novel elements: (i) synapses are composed of multiple trans-synaptic modules that are nearly independent units of AMPA-mediated transmission; (ii) the transmission within each module can be AMPA functional or AMPA silent. A module might be silent because the postsynaptic part of the module lacked AMPA channels. Because AMPA channel activation is so local, such silent modules could exist side by side with functional modules that did contain AMPA channels. Silence might also arise because of presynaptic factors: the presynaptic part of the module might lack vesicles or involve a form of vesicle release that utilized a small fusion pore; this would produce a glutamate concentration in the cleft too low to activate AMPARs. With this model, several experimental results could be accounted for that are otherwise difficult to explain. Perhaps most dramatic is the very large increase in mEPSP frequency caused by blocking AMPAR desensitization with cyclothiazide [70] . Although cyclothiazide can have presynaptic effects, it does not appear to affect vesicle release [71] ; thus, the increase in mEPSP frequency appears to be due to postsynaptic changes. This could be explained if vesicles were released within a module containing no AMPAR; glutamate could diffuse to nearby modules, but the low concentration achieved would make desensitization occur before activation, thereby preventing channel opening. Generation of mEPSP could, however, occur if desensitization was blocked, thus accounting for the increase in mEPSP frequency. Alternatively, glutamate might be released slowly due to a small fusion pore [71] . In either case, the concept of a 'silent module' has explanatory power. Other evidence for silent modules comes from the finding that, within the same synaptic puncta, some evoked responses have both AMPA and NMDA components, while others have only an NMDA component [72] (NMDA channels, because they have higher affinity for glutamate, can be activated over a larger fraction of the synapse than AMPA channels). The NMDA-only responses might thus arise because the vesicle was released within an AMPA-silent module. Work using an optical indicator of fusion mode provides direct evidence that fusion mode can change the AMPA/NMDA ratio [73] . Definitive evidence for the modular basis of transmission would come from demonstrating that some vesicle release events have both an AMPA and NMDA component, whereas other events have only an NMDA component. It would have to be further proven that both types of responses were generated by the same synapse (i.e. there being only one relevant PSD). The experiments noted above [72] nearly meet this requirement; however, because the experiments were done in cultured neurons that lacked spines, it is unclear whether only one synapse (with only one PSD) was involved.
(a) Structural framework for understanding early longterm potentiation, late long-term potentiation, and distance-dependent scaling
Within this new framework, several aspects of LTP can be explained in a coherent way by the model shown in figure 2 . First, it has been found that LTP induction causes a decrease in the effectiveness of competitive NMDA antagonists in blocking the NMDA component of the EPSP, consistent with the idea of stronger glutamate release after induction of early LTP [71] . This could occur because of the appearance of releasable vesicles within a module or because of an increase in the rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160260 size of the fusion pore within a module. Modules that are presynaptically silent may also be postsynaptically silent (i.e. lack AMPAR). Thus, the well-documented addition of AMPARs to synapses during early LTP may not involve the addition of AMPARs to an already functional module, but rather be part of a "trans-synaptic" process that converts a non-functional module (a silent module) into a functional one.
As noted earlier, late LTP involves slow trans-synaptic growth of the synapse. Although the earliest phase of LTP appears to be due to an increase in quantal size, later phases are due primarily to an increase in quantal content [29] . According to the new view of synaptic structure, the increase in quantal content could be owing both to the addition of modules that is part of the growth process of the PSD and to the conversion of silent modules to functional modules, a change that may involve both an increase in the number of effective release sites and the addition of AMPARs. Because the quantal response is generated almost exclusively within a module, the quantal response would not be expected to be bigger after additional modules become functional, even though AMPARs are added to modules.
Another aspect of the proposed model is how it accounts for distance-dependent scaling and, furthermore, why this process is blocked in the GluA1 KO mice (leaving a substantial residual synaptic efficacy that is independent of distance) [44] . According to the model, there are two types of slots within the synapse, one requiring the presence of GLuA1 and the other not. It was supposed that distance dependence somehow affected the filling of GluA1-requiring slots, thereby producing a change in quantal size with distance. Knockout of GluA1 would obviously disable this mechanism while leaving the other distance-independent binding (not GluA1-dependent) intact. Recent work using post-embedding immunogold electron microscopy (EM) labelling confirms that distal stratum radiatum synapses contain more AMPAR than proximal ones but also shows that distal ones have a higher tendency to have a perforated structure, a structural specialization the function of which remains unclear [74] . figure 1 caption for definition of structural elements) at a partially silent synapse. In the early phase of LTP, the AMPA-silent module is made functional by a coupled process in which there is both a change in vesicle release mode (from kiss and run to full fusion mode) and the addition of a hyperslot containing many AMPA channels to the postsynaptic membrane. This mode change is represented by a change in the size of the fusion pore; the higher cleft concentration of glutamate achieved after full fusion enhanced the activation of local AMPA channels. The coupled presynaptic and postsynaptic changes convert an AMPA-silent module into a functional one and thereby increase the apparent quantal content. By a different vesicle-mediated process, LTP induces a transient elevation of extrasynaptic GluA1 (GluR1), leading to a transient increase in the number of filled GluR1þ slots and therefore to a transient increase in quantal size. In the slower phase of LTP, the synapse grows through a trans-synaptic process that adds an AMPA-silent module to the synapse. This model can also explain distance-dependent scaling and why residual AMPA currents are equal distally and proximally after GluA1 KO: it is assumed that GluA1 extrasynaptically is in a simple equilibrium with GluA1 bound to GluA1-binding slots (green) within the synapse. Because measurements show that extrasynaptic GluA1 is greater in distal dendrites than proximal dendrites [44, 45] , the density of slots occupied by GluA1 distally will be greater than proximally, thereby producing distance-dependent scaling of quantal amplitude. Note that slot proteins are assumed be grouped into hyperslots; the addition of a hyperslot after LTP induction would account for the observed sudden large increases in AMPA-mediated currents (adapted from [69] The advent of super-resolution methods, photo activated localization microscopy (PALM) and stimulated emission depletion (STED), has suddenly begun to provide information about the molecular substructure of the synapse, providing direct evidence that it has a modular character. As shown in figure 3a, PSD-95 is concentrated within a small number (up to about five) of subclusters (nanodomains; 70-80 nm diameter) [75] [76] [77] . Moreover, the diameter of nanodomains has a relatively small variance (figure 3b), suggestive of a stereotyped modular subunit. Very recent work indicates that presynaptic release sites are located opposite to nanodomains [78] , thus providing evidence for the kind of trans-synaptic module postulated in figure 2 [69] . Classical EM reconstructions of the synapse have also provided support for substructures on the presynaptic side. There are vesicle-free zones of the presynaptic grid called nascent zones (NZs; figure 3c ) [79] . These tend to disappear after LTP induction, suggesting that plasticity mechanisms can enhance vesicle capture in these regions. However, as the synapse grows over hours, new NZs are added. These results thus provide direct support for the concept of a presynaptically silent module. Other EM work has provided unexpected evidence that PSD-95 addition to PSD is modular. This work shows that, when molecular methods are used to reduce the expression of PSD-95, gaps appear in the PSD that are much larger than single PSD-95 molecules [80] .
Network homeostasis and ocular dominance plasticity
The need for homeostatic processes is generally formulated as a solution to the positive feedback problem in which synapses get stronger by Hebbian LTP, making subsequent LTP more likely. Synaptic homeostastis and metaplasticity have been put forth as potential solutions to this problem, but the discussion should be enriched by consideration of several other physiological processes.
(a) Synapse saturation
The problem of runaway Hebbian LTP may not be as serious as often claimed, given the strong evidence that LTP and the associated growth in spine size are saturable. Perhaps the most direct demonstration of this is that persistent LTPassociated spine growth cannot be evoked in spines that are already large [8] .
(b) Feedback inhibition
Another factor that can compensate for variability in excitatory input is gamma-frequency feedback inhibition. This process makes neuronal computation quite different from textbook models according to which the net excitation (after subtracting inhibition) leads to a firing rate proportional to how much net excitation exceeds threshold. The problem with this textbook theory is that it does not take into account the rapid dynamics of inhibition: on each gamma cycle, the extent of feedback inhibition is proportional to the amount of firing of principal cells on the previous gamma cycle [81] . As this inhibition rapidly declines, the most excitable cells will fire first, setting in motion rapid feedback inhibition (and generating the next gamma cycle). This mechanism for finding the most excitable cells is a type of winner-take-all process termed E%-max [82] . As a result, it is not true that the number of cells that fire depends strongly on variation in excitatory drive. Indeed, in V1, such a gamma-mediated inhibition results in firing properties (tuning) that are nearly independent of the contrast in the visual input, a finding that can be simply explained by negative-feedback inhibition [82] . A further prediction of the E%-max mechanism [83] is that the most excited cells fire first in a gamma rstb.royalsocietypublishing.org Phil. Trans. R. Soc. B 372: 20160260 cycle but that somewhat less excited cells (less well tuned to the preferred orientation of the cell) fire somewhat later (because inhibition has slightly declined). Consistent with this prediction, orientation selectivity is higher for cells that fire early in the gamma cycle than for cells that fire later in the gamma cycle [84] . These findings underscore the importance of including gamma-frequency feedback inhibition in models of V1 and in efforts to explain how networks can adjust to variable levels of excitation.
(c) Mechanisms of ocular dominance plasticity
A now classic finding is that depriving one eye of patterned vision during the critical period leads to a large loss of sensitivity of binocular V1 cells to that eye, followed by enhanced sensitivity to the non-deprived eye. The literature relevant to these effects is becoming quite large and has revealed substantial complexity. Notably, different mechanisms may apply to cells in layer 4 than in other layers [85] . More generally, even cells in a given layer may function differentially [86] . That said, experiments in rodents [87] have isolated the binocular lateral geniculate nucleus inputs to layer 4 cells and have shown that the classic properties of ocular dominance plasticity exist at these synapses [88] [89] [90] , which thus form the most straightforward testbed for understanding the synaptic mechanisms that underlie a behaviourally relevant form of plasticity. There seems to be general agreement that the initial weakening of the deprived eye depends on homosynaptic LTD [91] . Several types of experiments have demonstrated that biochemical alterations that block LTD in slice experiments can block the downregulation of the V1 response to the deprived eye. These include block of NMDARs [92] [93] [94] and the use of GluA2-binding peptides [95] .
In the classic anatomical studies of Hubel & Weisel [96] , there is a morphological correlate of the weakening of the deprived eye pathway: geniculate axons retract from regions that they would normally innervate. Such retraction involves the breaking of synapses and thus goes beyond what is typically thought of as LTD. However, recent work using long-term imaging resolves this difficulty [97] : after a delay of many hours, stimulation protocols that produce LTD also produce a loss of synaptic contacts. This appears to be the converse of the effect of LTP, which produces a stabilization of synaptic contacts [98] .
A question that remains controversial is whether the strengthening of the non-deprived eye during monocular deprivation is due to a synaptic scaling process (triggered by the reduction of activity caused by monocular deprivation) or whether it is due to additional LTP of synapses from the non-deprived eye (arising because lowered activity modifies a sliding modification threshold such that it becomes easier for ongoing activity in the non-deprived eye to induce LTP) (this metaplasticity explanation is reviewed in [99] ). To the extent that a synaptic scaling hypothesis is considered, the focus should be on the population form of scaling rather than the cell-autonomous form, given the lack of evidence for the latter. In support of the metaplasticity hypothesis, several studies have shown that the strengthening of the non-deprived eye is experience dependent [100, 101] and can be blocked by NMDA antagonist [56] . However, synaptic scaling, which by definition is global, should lead to an enhancement ( perhaps slowly) of the deprived eye response. While this has sometimes been observed, it is not a general phenomenon. Moreover, when it occurs, it is unlikely to be functional, given the classic evidence for the persistent loss of function of the deprived eye pathway. Suggestive evidence for scaling comes from the finding that open-eye potentiation is absent in juvenile mice lacking the glial cytokine, TNF-alpha; neurons from these mice fail to show 'upscaling' following TTX treatment [53] . However, there remains the possibility of defective metaplasticity in these mice, and additional experiments have shown that open-eye potentiation in adults is normal in this and other mutants that lack scaling affects in culture [102] ).
Conclusion
As noted in §1, achieving an understanding of the glutamatergic synapse has been difficult. This is both because the task is inherently difficult (the synapse has many functions) and because the methods previously available were simply not up to the task. We are now entering an era where progress is likely. With the utilization of super-resolution microscopy, fundamental questions about structure and function can now be approached. A key question that is likely to be answered in the near future is whether all modules of the synapse are molecularly similar or dissimilar. The latter would raise the possibility that different plasticity processes are mediated by different types of modules. A further important breakthrough would be the identification of silent modules.
Although there has been progress in understanding the structure of synapses, the field still lacks an important capability: the ability to routinely monitor the function (the synaptic current) of individual glutamatergic synapses. Glutamate uncaging allows the postsynaptic function of individual synapses to be studied, but ultimately the field needs methods that also reflect presynaptic involvement. Current presynaptic stimulation methods are not up to the task because they activate multiple axonal inputs to a target cell and even if only one axon is excited, that axon often makes multiple synapses with a target cell. For structure/function work to proceed optimally, a method is needed that allows the recording of postsynaptic responses to synaptically released glutamate at single identified synapses.
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