Sentence classification is one of the foundational tasks in spoken language understanding (SLU) and natural language processing (NLP). In this paper we propose a novel convolutional neural network (CNN) with attention mechanism to improve the performance of sentence classification. In traditional C-NN, it is not easy to encode long term contextual information and correlation between non-consecutive words effectively. In contrast, our attention-based CNN is able to capture these kinds of information for each word without any external features. We conducted experiments on various public and inhouse datasets. The experimental results demonstrate that our proposed model significantly outperforms the traditional CNN model and achieves competitive performance with the ones that exploit rich syntactic features.
Introduction
Spoken language understanding (SLU) typically involves identifying user's intent, which is to predict one label for each natural language sentence [1] . In natural language processing (NLP), sentence classification is also an essential component in many applications, such as question classification [2] and sentiment analysis [3] . In sentence classification, n-gram is one of the most used features. However n-gram cannot capture long term contextual information between non-consecutive words. Some studies introduced syntactic parsing information [4, 5] and showed that this kind of information plays an important role in modeling sentence.
Recently, neural network methods have achieved new stateof-the-art performance in a wide range of SLU and NLP tasks. In sentence classification, prior studies have presented recursive neural networks (Recursive NN) [6] , recurrent neural networks (Recurrent NN) [7] and convolutional neural networks (CNN) [8] . To leverage syntactic parsing information, Recursive N-N [6] accepts a syntactic parse tree and generates the sentence representation along the branches in a bottom-up way, which has been proven to be efficient on capturing the semantics of sentence but its performance heavily relies on the performance of the syntactic tree construction. On the other hand, Recurrent NN [7] models a sentence word by word from left to right and stores the information of all previous contexts in a fixed-sized hidden layer, which could capture semantics of long sentence but has bias on later words. Therefore, some studies [9, 10] tried to combine the benefits of Recursive and Recurrent NNs such as feeding syntactic parse tree into LSTM which is an improved variant of Recurrent NN. CNN was originally proposed in computer vision, and recently it becomes popular in NLP tasks, such as sequence labeling [11, 12] , machine translation [13] , and sentence modeling [8, 14] . Different from Recursive and Recurrent NNs, CNN encodes n-grams by convolution operation and generates a fixed-sized high-level representation by pooling. Experimental results demonstrate that CNN is very efficient on capturing sentence information, which achieves new state-of-the-art performances on various classification tasks and doesn't have the bias problem.
However, there's a major limitation on basic CNN: it only considers sequential n-grams that are consecutive on the surface string, and thus overlooks some long distance correlation between non-consecutive words, while this kind of correlation plays an important role in many linguistic phenomena such as negation, subordination, and wh-extraction, all of which might dully affect the sentiment, subjectivity, or other categorization of the sentence. To address this problem, Ma et al. [15] proposed a dependency-based CNN which replaces the sequential contexts of word to word's parent, grandparent, great-grandparent, and siblings on the dependency tree; Mou et al. [16] proposed tree-based CNN on either constituent trees or dependency trees of sentences to directly extract sentence structural features of sentence. Unfortunately, both of these two models require syntactic parsing which needs additional knowledge.
In parallel, a new direction of neural network research has emerged that make models learn to put different "attention" on different parts of input, which has been applied in machine translation [17] , caption generation [18] , handwriting synthesis [19] , visual object classification [20] , speech recognition [21, 22] and question answering [23] . In general, most of the existing studies on attention in NLP focus on modeling the correlations between different modalities, such as word alignment between source language and target language in machine translation and word similarity between question and answer in question answering. To our knowledge, there's few research on modeling the correlations between words within a sentence.
In this paper, we propose a novel attention based CNN (abbreviated to ATT-CNN), in which attention mechanism is used to capture long term contextual information and correlation between non-consecutive words automatically without any external syntactic information. We conduct experiments on several datasets and show that the proposed ATT-CNN model outperforms the basic CNN significantly and achieves competitive performance with the state-of-the-art models that exploit rich syntactic features.
Attention-based CNN
2.1. Basic CNN CNN was adapted to various NLP tasks by Collobert et al. [11] , and was extended to sentence classification task by Kalchbrenner et al. [8] , Kim [14] and Ma et al. [15] . Take Kim's CNN [14] as an example. The model first replaces each word in a sentence with its vector representation and create sentence matrix A ∈ R l×d where l is the (zero-padded) sentence length, and d is the dimension of word embedding,
where xi ∈ R d is the d-dimensional word vector corresponding to the i-th word in the sentence. Secondly, the convolution operates on a sliding window of width n (n words). Concretely, the operation takes the dot product between a filter W ∈ R nd×h and each n-gram in the sentence to obtain another sequence c which is composed of a series of h-dimensional vector ci computed by:
where f is a non-linear activation function such as rectified linear unit (ReLU) or sigmoid function, and xi:n denotes the concatenation of n word vectors: xi:n = xi ⊕xi+1 ⊕· · ·⊕xi+n−1. Finally, max pooling operation is applied on c, which is followed by a fully connected softmax layer whose output is the probability distribution over labels. Therefore, basic CNN cannot capture long term contextual information and correlation between non-consecutive words. This weakness is partially overcome in dependency-based CN-N, but it always requires extra resources to get good dependency tree in practical use such as spoken language processing. In this paper, we propose a novel attention-based CNN to alleviate this problem. Fig. 1 demonstrates the architecture of our proposed ATT-CNN model. As Fig. 1 shows, an attention layer is introduced between input layer and convolution layer. Concretely, the attention layer is to create a context vector for each word. The context vector is concatenated with the word vector as a new word representation which will be fed to the convolution layer. Intuitively, a pair of words that are far away from each other tends to be less connected. Therefore, we add distance decay to the attention mechanism.
ATT-CNN
The idea of the attention mechanism is to learn to focus the attention on specific significant words when deriving context vector gi of xi. The red rectangles in Fig. 1 represents gi. The attention mechanism is an additional MLP which is jointly trained with all the other components of ATT-CNN. This mechanism determines which words should be put more attention on than other words over the sentence when predicting sentence class. The scored words are combined in a weighted sum:
where αi,j are called attention weights and we require that αi,j 0 and that j αi,j = 1 through softmax normalization. The equations describing the attention mechanism are [17, 24] :
where score value is computed by the MLP mentioned above. Simply put, we use this MLP to model the correlation of words pair (xi, x j,j =i ). And those x j,j =i that have large score have more weights in context vector gi. Take the following sentence in sentiment classification as an example:
There's not one decent performance from the cast and not one clever line of dialogue. When we learn the context vector for the word performance in this sentence, the attention mechanism focuses more attention on the words not and decent than other words. Particularly, score(performance, not) and score(performance, decent) is expected to be greater than other word pairs.
Furthermore, we introduce a decay factor λ ∈ [0, 1) as a penalty to the output of score function to reduce the impact of noise information which would be produced as the sentence length grows.
where k = |j − i| − 1. As we set λ → 0, contexts in a wider range would be taken into consideration; while if we increase λ to make it close to 1, only the contexts in a local range would be considered. Finally, we define the extended word vector x i for xi as the concatenation of xi and the its context vector, and x i is then used to update the sentence matrix A, which will be fed into the CNN as described in Section 2.1.
3. Experiments
Datasets
We conducted experiments on various public datasets as well as an in-house dataset. TREC [2]: A question classification dataset containing 5952 sentences, which are classified into 6 coarse-grained classes, namely, abbreviation, entity, description, human, location and numeric.
TREC2 [2]: It contains the same sentences as TREC, but with 50 fine-grained classes annotated, such as numeric:temperature, numeric:distance, and entity:vehicle.
SST (Stanford Sentiment Treebank) [25] : A movie review sentiment corpus contains 11,855 sentences annotated with 5 labels, namely, very negative, negative, neutral, positive, and very positive.
SLU-UI: This is our in-house dataset for user intent classification in SLU. This corpus is collected through crowdsourcing, which makes sure the collected utterances are similar with the spoken language. This dataset contains 13 [6] 43.2 − − RNTN [25] 45.7 − − DRNN [26] 49.8 − − S-LSTM [10] 48.0 − − Tree-LSTM [9] 51.0 − − Paragraph-Vec [27] 48 We compared our model with the basic CNN [14] that only exploits consecutive word embedding, a variant that replace consecutive n-gram convolution with dependency n-gram convolution DCNN [15] and TBCNN [16] . In addition, we compare our model with three recursive-based methods and two recurrent-based models: The recursive-based models are RNN [6] , RNTN [25] and DRNN [26] . The recurrent-based models are Tree-LSTM [9] and S-LSTM [10] . On the SLU-UI dataset, we compared our model with the basic CNN [14] and DCNN [15] . The Stanford dependency parser [28] is used for evaluating on DCNN. Due to the time limit, we didn't test Recursive NN and Recurrent NN.
We use the publicly available word2vec and GloV e word embedding, both of which have dimensionality of 300. The word2vec was trained on 100B words from Google News using the continuous bag-of-words architecture [29] . The GloV e was trained on the Common Crawl with 840B tokens [30] . Words not present in word embeddings are initialized randomly. For regularization, we adopt the following two ways: (1) employ random dropout on the fully connected layer [31] . (2) apply L2-norm penalty. Training is done through stochastic gradient descent over shuffled mini-batches with the Adadelta update rule [32] . 
Results and Discussions
The results on the public datasets is shown in Table 1 and we can observe that: (1) Our ATT-CNN achieves competitive performance with the Recursive NN, Recurrent NN and DCNN on the SST dataset and performs as well as DCNN and TBCNN on the TREC and TREC2 dataset, though our model does not use any external syntactic information which are necessary for the others. (2) Our ATT-CNN significantly outperforms the basic CNN on all of the datasets thanks to the attention mechanism. (3) Currently the best results we are aware of on the TREC and SST are 96.0% and 51.4% which is obtained by TBCNN [16] . However their model needs to parse sentence into syntactic tree as input and has a very complicated structure. Our model achieves the competitive performance with the state-ofthe-art results with far less complexity.
Comparison between the proposed ATT-CNN with the basic CNN and DCNN on the SLU-UI dataset is shown in Table 2 .
As we expected, our model achieves better performance comparing with basic CNN. But comparing with DCNN, ATT-CNN wins when using word2vec, but fails when using GloV e. The result illustrates: (1) both of DCNN and ATT-CNN outperform baseline indicates the information of non-consecutive words is also important in SLU. (2) DCNN performs quite well since our SLU-UI corpus does not contain many non-fluent utterances which are difficult for dependency parsing. (3) ATT-CNN is still competitive comparing with DCNN since ATT-CNN does not require additional information.
Effect of distance decay
This section presents the effect of applying distance decay on the TREC and SST datasets in Fig. 2 . It can be easily found that distance decay λ performs differently on these two datasets. We think the reason why performance on the TREC drops as long as λ grows is that words in the sentence of TREC have closer relationship with each other due to the average sentence length is only 10 words, and setting λ to small values could make the model consider the context in a wider range. But on the SST dataset, the longer sentence length (19 words in average) indicates the relationship among words in one sentence is not as close as it is in TREC, so narrow down the context range by increasing λ a little bit could improve the performance. But we can see that keep on increasing λ also leads to performance degradation because only local context is considered. Fig. 3 and 4 show the attention visualization of SST and TREC. Each row of the matrix denotes one α vector, and the darker of a cell the more attention is put on the word of the corresponding column. As Fig. 3 shows, the negative sentiment patterns not ... decent and not ... clever are quite significant in the first and second part of the sentence. In Fig. 4(a) , a typical DESC pattern what ... do is top-scored by the attention model. In Fig.  4(b) , flower getting more attention is a strong ENTY indication and in Fig. 4 (c) a typical LOC word habitat get more attention. From Fig. 3 and 4 , we can conclude that the correlation of a pair of words (xi, x j,j =i ) can be considered as how much does xi depend on x j,j =i to indicate the corresponding sentence class.
Visualization of attention

Conclusion
We introduced attention mechanism to basic CNN to model the words correlations within sentence and proposed the ATT-CNN model. Our proposed model is able to capture long term contextual information and correlation between non-consecutive words without any syntactic information. The experiments demonstrate that our model significantly outperforms basic C-NN, and achieves competitive performance with Recursive and Recurrent NNs on various datasets.
Currently we only consider the attention between word pairs, we will consider rich information into attention mechanism in the future work. 
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