The Golomb Ruler problem consists in finding n integers such that all possible differences are distinct and such that the largest difference is minimum. We review three lower bounds based on linear programming that have been proposed in the literature for this problem, and propose a new one. We then show that these 4 lower bounds are equal. Finally we discuss some computational experience aiming at identifying the easiest lower bound to compute in practice.
Introduction
Golomb Rulers refer to rulers with unequally spaced and integral marks such that no two pairs of marks measure the same distance. A Golomb Ruler is optimal if it has the smallest possible length, for a given number of marks. This is best illustrated by the example depicted in Figure 1 : the 5 mark ruler measures the distances 3, 7 and 9 as indicated on the figure, as well as distances Since these distances are all distinct, the ruler is a Golomb Ruler. It turns out that this is an optimal Golomb Ruler for 5 marks.
More formally, a Golomb Ruler can be seen as a set of integers such that no two distinct pairs of them have the same difference. By convention the smallest integer of the set is taken equal to 0. The Golomb Ruler Problem (later abbreviated as GRP) consists in finding such integers while minimizing the largest difference. It is a special case of the difference triangle sets problem, denoted DTS problem, which calls for finding a given number of integer sets such that all differences between 2 integers from the same set are distinct. Again the largest difference is minimized. The GRP problem corresponds to the DTS problem with only one set. The Golomb Ruler problem is also related to difference sets, see Jungnickel and Pott [18] for a recent survey on this topic.
The problem of finding an optimal Golomb Ruler arises in many applications where spacing constraints have to be satisfied, for example in crystallography [5] , in radio-astronomy [21] , in telecommunication [13] or in coding theory [7, 19] .
First studied as a mathematical curiosity [8, 9] , this problem is now considered as a challenge by computer scientists and used to test the concept of distributed computing [1, 2] . Despite intensive computation involving hundred of computers used in parallel, the problem has been solved exactly only for n ≤ 24 [2] where n denotes the number of marks. Good Golomb Rulers can however be efficiently generated using finite geometry tools, see for example Shearer's list [26] for Golomb Rulers with up to 150 marks. The best exact algorithm up to date is the so-called GARSP algorithm. It is an evolution of the algorithm used by Dollas et al. [11] to solve the case n = 19. The details of the improvements, as well as the list of people that contributed to these changes can be found in [3] . The main feature of the GARSP algorithm is the use of a bitmap data structure to speed up the enumeration of potential solutions. Moreover, a partial ruler (e.g., a ruler where only p marks out of n have been fixed) is eliminated from further consideration if it can be shown that there exists no Golomb ruler with n − p + 1 marks, measuring none of the distances already measured by the partial ruler and such that the sum of the length of the 2 rulers is less than the best known length. This elimination test relies on a large database: it stores Golomb rulers of minimal length that do not measure distances of given sets of forbidden values for a given number of marks. Computing time as well as the number of nodes can be reduced by using more precise lower bounds when the number of marks is less than 15: see [17] . Several authors have also attacked this problem using constraint programming (see, e.g., [12] ) but without improving on the performance of the GARSP algorithm. Several heuristics have also be developed: projective plane and semi-affine methods [28, 20, 7, 6] which are based on number theory and seem to perform very well, tabu search [15] and genetic algorithm [29] .
Mathematically the problem of finding an optimal Golomb Ruler with n marks can be formulated as follows (GRP ) min x n − x 1 s.t.
where n is an upper bound on the length * n of the optimal Golomb ruler and P = {(i, j) : 1 ≤ i < j ≤ n}. This formulation was proposed by Lorentzen and Nilsen [22] in the more general framework of difference triangle sets. Constraint x 1 = 0 in (GRP ) only ensures that the set of optimal solutions is bounded. Since we are only interested in the optimal length of Golomb rulers, we will remove this constraint in the sequel of this paper, The focus of this paper is on lower bounds based on linear programming formulations for the Golomb ruler problem. Analytical lower bounds were proposed by several authors and are surveyed in [16] . In [14] , Freeman proposes a lower bound for the Golomb ruler problem and conjectures that this lower bound is actually the optimal value. Unfortunately, this lower bound requires to solve a nonlinear problem in continuous variables. The first lower bound based on linear programming was proposed by Lorentzen and Nilsen [22] for the more general problem of finding optimal difference triangle sets. When specialized to the Golomb ruler problem, it consists in solving the continuous relaxation of the formulation (GRP) described above. Another linear programming based lower bound was proposed by Shearer [27] , again in the more general framework of difference triangle sets. More recently a lower bound based on flows in a graph was proposed in [16] . The main purpose of this paper is to prove that these 3 lower bounds as well as a new one derived from the (GRP) formulation are actually equal. In the next section, we present formally the four lower bounds. In Section 3, we state and prove their equivalence. Section 4 presents some computational experience that aim at identifying the most easy lower bound to compute. We conclude in Section 5 with some open questions.
2 Linear programming based lower bounds
Notations
We first introduce some notations that will be used throughout the paper.
We denote by Q the set of flow vectors ϕ ∈ IR m satisfying the following flow conservation equations:
For any integer p and q (q ≥ p), we define R p q as the set of p-dimensional vectors with components in {1, . . . , q} and such that no two components are equal. We next define the function ν q :
where ϕ is a m-dimensional vector. Note that the function ν q is superadditive (Nemhauser and Wolsey [25, p. 229] ), i.e., it satisfies
for any ϕ, ψ.
For any vector u of dimension p and any integer q ≥ p, we define t p,q (u) as the vector of dimension q obtained by sorting the components of u in non-increasing order and inserting q − p zeros between the positive and the negative values.
Observe that ν q (ϕ) = t m,q (ϕ) · z for any m-dimensional vector ϕ, where z is the vector (1, 2, 3, . . . , q).
Recall that P is the set of pairs (i, j) with 1 ≤ i < j ≤ n. We denote by S the set of subsets of P.
Lorentzen and Nilsen's lower bound
This first lower bound was proposed by Lorentzen and Nilsen [22] and corresponds to the continuous relaxation of problem (GRP):
We now present an alternative formulation for (LN91-A) which will be easier to manipulate. Consider the following problem
Proposition 1 Formulations (LN91-A) and (LN91-B) are equivalent.
Proof:
Consider the subsystem (S) defined by inequalities (6), (7) and (8) . Clearly (S) defines a polytope P in the variables δ. Therefore (S) can be written equivalently as
where the summation is on the extreme points of P . Now observe that (S) is totally unimodular (see, e.g., Nemhauser and Wolsey [25] for a definition of total unimodularity). Hence the extreme points δ t of P are 0 − 1 points. To each of these 0 − 1 extreme points δ t , we associate the point r t of R m n defined by r t ij equal to the unique k such that δ t ijk = 1, for all (i, j) ∈ P. Conversely, to each point r of R m n , we can associate an extreme point δ t . Because of this one-to-one correspondence, we will index the extreme points of P by r from now on. Substituting the expression (12) of δ in (5), we get
Hence the equivalence of (LN91-A) and (LN91-B).
Clearly (LN 91-B) has always a feasible solution with a bounded optimal value. By using linear programming duality (see, e.g., Luenberger [23] ), an equivalent formulation for (LN 91-B) can be obtained:
Using the notations introduced in Section 2.1, a nonlinear but more compact formulation is:
It will be useful later for some proofs.
Shearer's lower bound
This lower bound was proposed in Shearer [27] in the more general framework of triangle difference sets. It uses a family of inequalities that was introduced in Lorentzen and Nilsen [22] as cuts for solving a relaxed version of (LN91-A).
(She99-A) min
For any S ∈ S and for k = 1, . . . , n, define α
for the left-hand side of (13) . The dual of (She99-A) is then
The following result on the structure of the optimal solution of (She99-A) will be used later:
Proposition 2 Letx be a feasible solution of problem (She99-A). Then the sets S corresponding to inequalities (13) satisfied at equality byx can be ordered in such a way that S 1 ⊂ S 2 ⊂ · · · ⊂ S q .
Proof:
Let S and S be two distinct sets such that the corresponding inequalities (13) are satisfied at equality. Let us write S = C ∪ A and S = C ∪ B where A, B, C are mutually disjoint sets, and let a = |A|, b = |B| and c = |C|. We have
The following inequalities, corresponding to S = A ∪ B ∪ C and S = C respectively, are valid:
Summing them and using (18), we deduce
which simplifies to ab ≤ 0. Since a, b ≥ 0, it follows that one of the sets is included into the other one.
Hansen, Jaumard and Meyer's lower bounds
Let ϕ = (ϕ ij ) 1≤i<j≤n be a non-null circulation in the graph G. Let w be the difference vector defined by w ij = x j − x i for 1 ≤ i < j ≤ n, and let ϕ + (resp. ϕ − ) be the positive (resp. negative) flow contribution of ϕ, i.e., with
Then it can be shown (see [16] ) that
Bounding both sides, we obtain
where e = (1, 1, . . . , 1) is the vector with m components equal to 1. From this, we derive *
The best possible lower bound of this family is obtained by maximizing ν(ϕ) over all non-null circulations ϕ in the graph G.
It was conjectured in [16] that the best lower bound is always attained for a circulation ϕ with all components nonnegative, except on the arc v 1 → v n where the flow is negative. In view of (19), we can then assume without loss of generality that ϕ − 1n = 1. This yields the following formulation for the lower bound
where we replaced ϕ + by ϕ to simplify the notation.
An equivalent linear formulation is the following:
A new lower bound
This new lower bound is derived from the Lorentzen and Nilsen lower bound by replacing the equality constraints (5) of (LN91-A) by the inequalities
The interest for studying this lower bound is twofold. First, as it will be shown later, it is equivalent to the (LN91-A) bound. Second the linear program that must be used to compute it requires less variables than the one for computing (LN91-A), as it will be shown at the end of this section. A first linear programming formulation for this new lower bound is the following:
Using the same reasoning than for (LN91-A) leads to the following equivalent formulation:
By taking the dual, we next obtain:
or, using the notations introduced in Section 2.1,
The number of variables δ ijk in formulation (MJ03-A), and of variables β r in formulation (MJ03-B), can be reduced with the following observation. Let (x,β) be a feasible solution of (MJ03-B) such that there existsr ∈ R 
Note that this last formulation differs from (HJM99-A) only by the constraint ϕ 1n = 0.
Lower bound equivalence
Our main result is that the 4 lower bounds presented in Section 2 are all equal:
Theorem 1 All four lower bounds are equal, i.e.,
This section will be devoted to the proof of this result. We first show in Section 3.1 that z M J03 = z HJM 99 (Proposition 3). In Section 3.2, we prove that z She99 = z M J03 (Propositions 4 and 5). The most difficult equality z LN 91 = z M J03 is established in Section 3.3 (Theorem 2).
Equality
Proposition 3 z M J03 = z HJM 99 .
Proof:
Since (MJ03-E) is a relaxation of (HJM99-A),
To show the reverse inequality, let ϕ * be an optimal solution of (MJ03-E).
If ϕ * 1n = 0, ϕ * is a feasible solution for (HJM99-A) with the same optimal value z M J03 , hence z HJM 99 ≥ z M J03 and we are done. Let us assume that ϕ * 1n > 0 and defineψ as follows:
Clearlyψ belongs to the set Q and satisfies the constraints ϕ ≥ 0 and ϕ 1n = 0, hence is a feasible solution for (HJM99-A). Now as ν is superadditive, we have
The vectorψ − ϕ * has all its components equal to zero, except those of the form (i, i + 1) with value ϕ * 1n , and component (1, n) with value −ϕ * 1n . Hence by definition of ν m , and as m =
Thereforeψ is a feasible solution for (HJM99-
, which leads to conclude that
To establish z She99 = z M J03 , we proceed in 2 steps. In Proposition 4, we first prove the inequality z She99 ≤ z M J03 . The reverse inequality is next considered in Proposition 5.
Proof: Let x * be an optimal solution of the primal formulation (She99-A) and let µ * be an optimal solution of the dual formulation (She99-B). Definẽ
We will show thatφ is a feasible solution for (M J03-E) with value z She99 . Observe first that by definition,φ ≥ 0. We now show thatφ satisfies the flow conservation constraints. By definition ofμ, α + k,S and α − k,S , we have:
From the feasibility of µ * for (She99-B), we deduce
From the complementary slackness condition in linear programming duality, inequalities (13) corresponding to S such that µ * S > 0 are satisfied at equality by x * . Using Proposition 2, it is possible to order these sets
Let us reindex the elements of these sets so that
. . .
Multiplying each equality by µ * S and summing, we obtain
by feasibility of µ * . On the other hand,
with the convention that |S 0 | = 0, and sinceφ i j = We now show that the reverse inequality is also satisfied.
Proof:
Let ϕ * be an optimal solution of (M J03-E). Denote by {b 1 , b 2 , . . . , b p } the set of distinct non-null values of ϕ * ij , (i, j) ∈ P. Without loss of generality, assume that they are in decreasing order, i.e.,
. . , p. We defineμ as follows:
Let us show thatμ is a feasible solution to (She99-B) with value z M J03 . First note thatμ ≥ 0. Consider now (14)- (16) . As {(i, j) ∈ P : ϕ * ij = b } is equal to S \ S −1 if ≥ 2, and to S 1 if = 1, we obtain
Using (1)-(3), it then follows that (14)-(16) are satisfied. Henceμ is a feasible point of (She99-B). Now
Since (She99-B) is a maximization problem, z She99-B ≥ z M J03 .
Equality
The main result of this section is stated as the following theorem:
One direction of the proof is obvious: since (MJ03-A) is by definition a relaxation of (LN91-A), we have z M J03 ≤ z LN 91 . For the reverse inequality z M J03 ≥ z LN 91 , the idea of the proof is to show that to any optimal solution of (LN 91-D), we can associate a feasible solution to (M J03-D) with an objective value at least as large. Observe that (LN 91-D) and (M J03-D) differ only by the absence of the nonnegativity constraint ϕ ≥ 0 in the first problem. The proof will require several intermediate results.
Recall that
where the function ν and the set Q were introduced in Section 2.1.
We say that a vector ϕ of Q is symmetric if it satisfies
Note that if ϕ belongs to Q, then its symmetric ϕ also belongs to Q and we have ν
Proposition 6 Any optimal solution of (LN91-D) is symmetric.
Proof:
Let ϕ * be an optimal solution of (LN91-D) and let ϕ * be the symmetric
By definition of ν, we must have ϕ * ·r ≥ ν n (ϕ * ) and ϕ * ·r ≥ ν n (ϕ * ). These two inequalities must hold at equality, otherwise
, contradicting the optimality of ϕ * . Assume now that ϕ * is not symmetric. It follows that there exists (i, j) ∈ P such that ϕ * ij < ϕ * n−j+1,n−i+1 . By definition of the symmetric, ϕ * ij > ϕ * n−j+1,n−i+1 . Since the values of components (i, j) and (n + 1 − j, n + 1 − i) compare differently in ϕ * and in ϕ * ,r cannot simultaneously be such that ϕ * ·r = ν n (ϕ * ) and such that ϕ
. It follows that ϕ * must be symmetric.
Proposition 7 Any optimal solution of (LN91-D) satisfies
Proof: Let ϕ * be an optimal solution of (LN91-D). Assume by contradiction that ϕ * ik > min{ϕ * ij , ϕ * jk } for some i, j, k such that 1 ≤ i < j < k ≤ n. By Proposition 6, ϕ * is symmetric. Without loss of generality we can then assume that min{ϕ * ij , ϕ * jk } = ϕ * ij . We define ϕ such that ϕ ij = ϕ * ik , ϕ jk = ϕ * jk − ϕ * ij + ϕ * ik , ϕ ik = ϕ * ij and such that ϕ coincides with ϕ * on the other components. Note that ϕ is a feasible point of Q. We have ν n (ϕ ) > ν n (ϕ * ) since t m, n (ϕ ) ≥ t m, n (ϕ * ) with a strict inequality for at least one component (recall that t m, n (u) denotes a permutation of vector (u, 0, . . . , 0), with n − m zeros, such that the components are in non-increasing order). This contradicts the optimality of ϕ * . Therefore ϕ * satisfies the stated inequality.
Proposition 8 Any optimal solution of (LN91-D) satisfies ϕ , +1 ≥ 0 for = 1, . . . , n − 1.
Proof:
Let ϕ * be an optimal solution of (LN91-D). Assume by contradiction that there exists such that ϕ * , +1 < 0. By summing equations (2) for k = + 1, . . . , n − 1 and equation (3), we get i=1 n k= +1 ϕ * ik = 1.
Hence there exists (i, k) such that 1 ≤ i ≤ < + 1 ≤ k ≤ n and ϕ * ik > 0, contradicting the result of Proposition 7.
For any point ϕ of Q, denote by N − ϕ the set of components (i, j) such that ϕ ij < 0. The following result characterizes N − ϕ when ϕ is an optimal solution of (LN91-D).
Proposition 9 Let ϕ be an optimal solution of (LN91-D) such that
and such that
Moreover, if ı 2 denotes the greatest i ≤ α 1 such that α i ≥ i, then 2ı 2 ≤ n − 1 and
where
Proof:
Let us first show the first part of the proposition. By Propositions 6, 7 and 8, ϕ is symmetric and satisfies
Let α be the largest i such that ϕ in < 0. Note that α is well defined because ϕ 1n < 0 as a consequence of inequalities (27) and the existence of at least one component of ϕ with a strictly negative value. Observe that due to (27) , ϕ i,n−j+1 ≥ 0 for α + 1 ≤ i < n − j + 1 ≤ n. For i such that 1 ≤ i ≤ α, let α i be the greatest j ≤ n − i such that ϕ i,n+1−j < 0. Note that α 1 = α (since ϕ 1,n+1−j = ϕ jn by symmetry) and α i ≤ n − i − 1 (because of (28)). Now let us show that
for i = 1, . . . , α. Indeed, by definition of α i , we have ϕ i,n+1−α i < 0. Using inequalities (27) for (i, n + 1 − α i , n + 1 − j) and j = 1, . . . , α i − 1, we then get (29) . Inequalities (30) directly follow from the definition of α i . Hence we have (25) . Observe also that we have
Indeed, assume that α > α i for i < ≤ α. Then ϕ i,n−α +1 ≥ 0 by definition of α i . On the other hand, ϕ ,n−α +1 < 0 by definition of α . Hence inequality (27) is violated for (i, , n − α + 1), a contradiction. Hence α ≤ α i . Finally to show (24) , observe that by (29) and due to the symmetry, we have ϕ j,n+1−i = ϕ i,n+1−j < 0 for 1 ≤ j ≤ α i . Hence by definition of α j , α j ≥ i.
Let us now show the second part of the proposition. Note first that ı 2 is well defined because α 1 ≥ 1. Also since α i ≤ n−i−1, we have 2ı 2 ≤ n−1.
Since ı 2 ≤ α 1 and by (25) 
Let us now show the reverse inclusion. Again we start from (25) . We par-
{(i, n + 1 − j) : j = 1, . . . , α i } into 3 subsets and we show that each of these subsets is included in
• (i, n − j + 1) for i = 1, . . . , ı 2 and j = i, . . . ,
• (i, n − j + 1) for i = 1, . . . , ı 2 and j = 1, . . . , i − 1 belong to N − ϕ (j, 2). Indeed, let us show that j + 1 ≤ i ≤ α j and 1 ≤ j ≤ ı 2 . These inequalities are true because j ≤ i ≤ ı 2 and α j ≥ α ı 2 ≥ ı 2 ≥ i.
• (i, n − j + 1) for i = ı 2 + 1, . . . , α 1 and j = 1, . . . , α i belong to N − ϕ (j, 2). Indeed, by (24), we have α j ≥ i. Since i > ı 2 , we have α i < i. Hence α j ≥ i > α i ≥ j, which shows that i ≥ j + 1 and, using the definition of ı 2 , that j ≤ ı 2 .
This concludes the proof of (26) . 
By Propositions 6, 7 and 8, ϕ is symmetric and satisfies
Note in particular that (1, n (1, 2, . . . , i, j, j + 1, . . . , n, 1) with value δ. The flow vector associated with this circuit will be denoted by ψ ij + ψ ij with
Note that ϕ ∈ Q and N 
We now turn our attention to ν n (ψ ). Let a ip , p = 1, 2, 3 be the number of times the arc (v , v +1 ) appears in a cycle C jk corresponding
Assume first that 2α i ≥ n + 2. Recall that α i ≤ n − i − 1. Then
In the case where 2i ≤ 2α i ≤ n + 1, we have
Note that there is a symmetry with respect to n 2 in the expressions of a i , = 1, . . . , n−1. Moreover in both cases and for all i, a i is decreasing in the interval 1, . . . ,
. This allows the inversion of the min and the symbol in the expression of ν n (ψ ), i.e., ν
Let ı 1 be the greatest i ≤ ı 2 such that 2α i ≥ n + 2 (if ı 1 does not exist, ı 1 is set to 0 by convention). Observe that 2α i ≥ n + 2 for i = 1, . . . , ı 1 and n + 1
Using (34), (35) and (36), showing that ν
As |N
(2α i − 2i + 1), we obtain, after some tedious algebraic manipulations: Using the Cauchy-Schwartz inequality leads to 2ı 2
. . , ı 1 and since 2ı 2 ≤ n − 1, T 1i (α i ) is nonnegative for i = 1, . . . , ı 1 .
Since α i ≥ α ı 2 ≥ ı 2 for i = ı 1 + 1, . . . , ı 2 and since the α i are integral, T 2i (α i ) is nonnegative for i = ı 1 + 1, . . . , ı 2 . It remains to show that K(n) ≥ 0. Its derivative with respect to n is
Hence K is increasing with respect to n, so we have K(n) ≥ K(2ı 2 + 1).
Looking at this last expression, we see that K(2ı 2 + 1) is always nonnegative except when we simultaneously have ı 2 − ı 1 = 2 and ı 1 = 0, or equivalently when (ı 1 , ı 2 ) = (0, 2). Therefore ∆(α) ≥ K(n) ≥ K(2ı 2 + 1) ≥ 0, except possibly for ı 1 = 0 and ı 2 = 2.
For this last case, let us return to ∆(α). For ı 1 = 0 and ı 2 = 2, we have
Recall that α 1 ≥ α 2 ≥ 2. If α 1 = 2, then α 2 = 2 and the expression is equal to 0. Otherwise, α 1 ≥ 3, in which case the first term is nonnegative and the second positive. Since α 2 is an integer greater than or equal to 2, the third term is nonnegative. By definition of the flow ϕ , we have N 
Consider the new flow defined by
It is easy to see that ϕ ∈ Q and N 
. This concludes the proof.
Proof of Theorem 2 : As indicated above, we have readily z M J03 ≤ z LN 91 .
To show the reverse inequality, let ϕ be an optimal solution of (LN91-D). We apply several times Proposition 10 until |N 
Computational results
In the previous section, we have shown that the various linear programming formulations presented in this paper all lead to the same lower bound. To complete the study we present in Table 1 the numerical value of this lower bound for several values of n. Note that the rounding of the lower bound to the next integer provides an even better lower bound. We however provide the values found using the linear programming formulations (rather than the rounded ones) as this could possibly be useful to recognize other formulations that are equivalent to the 4 presented in this paper. We also recall for each n the optimal value of the Golomb Ruler problem or, if not available, the value of the best known ruler: see Shearer [26] . We implemented each of these formulations in a rather straightforward way. For (LN91-A), n is taken equal to the value of the best known Golomb ruler. For (MJ03-A) the observation made at the end of Section 2.5 is used to reduce the number of variables.
For (She99-A), we do not generate all possible constraints. Instead we first solve the formulation with a subset of the constraints corresponding to the sets S = {(i, i+1)}, i = 1, . . . , n−1. Some violated constraints are generated and added to the problem, which is solved again. We iterate this process until all constraints are satisfied. Finding violated constraints is done as follows: given a solution x, we compute all differences x j −x i and sort them in non-decreasing order. Then for each p, we compute the sum of the p smallest differences. If this sum is less than
, the set S corresponding to these p smallest differences (HJM99-B) is solved in a similar way than (She99-A), i.e., we first solve it with a small subset of constraints, then generate violated constraints as they are needed. We use the symmetry (see Proposition 6) to divide by 2 the number of variables ϕ ij and we include explicitly the inequalities of Proposition 7 in the linear program.
We run the 4 implementations on a Sun's Enterprise 10000 computer, using only 1 processor. Cplex 8.1 was used to solve the linear programs. The computational results are reported in Table 2 . We observe that the polynomial formulations (LN91-A) and (MJ03-A) are clearly outperformed by the 2 nonpolynomial formulations (She99-A) and (HJM99-B) . The best formulation is by far (She99-A), despite a very straightforward implementation that do not exploit the symmetry properties. Its efficiency seems to be due to its ability to allow the generation of more than one violated constraint at the same time.
n (LN91-A) (MJ03-A) (She99-A) (HJM99-B A first direction for future research would be to study further these formulations in an attempt to fasten the computation of the lower bound. It may also be interesting to consider strengthening these formulations with the aim of improving the value of the bound: see Meyer and Jaumard [24] for some work in this direction.
After proposing formulation (LN91-A), Lorentzen and Nilsen [22] argued that the number of variables and constraints in this formulation was too prohibitive for the formulation to be useful in practice and suggested to consider a variant of it where all variables δ ijk are removed (as well as the constraints in which they appear), except those of the form δ v,v+1,k . To compensate the weakening of this new formulation, they considered 2 classes of valid inequalities. The first class corresponds to the set of inequalities (13) later used in the formulation of Shearer. Let us now discuss the inequalities of the second class. Let k be an integer between 1 and n and consider a decomposition of k as a sum of t distinct integers νkt :
The following inequality expresses that if x j − x i = k (i.e., if δ ijk = 0), then for at least one ν, x ν+1 − x ν must be distinct from ν−i+1,k,j−i+1 : j−1 ν=i δ ν,ν+1, ν−i+1,k,j−i+1 ≤ j − i − 1 + δ ijk .
(Note that if δ ijk = 1, (37) is always satisfied as δ ν,ν+1, ν−i+1,k,j−i+1 ≤ 1 for all ν, i, j, k). Let S be a subset of P. Then by (7), we have 
Inequalities (38) define the second class of valid inequalities in the second formulation of Lorentzen and Nilsen that will be denoted by (LbLN2). The computational results reported in [22] show no improvement of the lower bound with respect to that given by the formulation (She99-A). Note that (She99-A) is a relaxation of (LbLN2), hence the lower bound of the formulation (LbLN2) is never weaker than the one of (She99-A). However it is still an open question whether z LbLN 2 = z She99 .
Inequalities (37) were not considered by Lorentzen and Nilsen as they involved the too numerous variables δ ijk . Another open question is how does formulation (LN91 + inequalities (37)) compare with formulation (LN91-A) ?
