Abstract: The linear stochastic differential system with uncertain intensity of noises in dynamics and observations is considered. For this system the minimax filtering procedure is proposed. The filter is optimal in terms of integral criterion. The obtained filtering equations depend on the dual optimization problem solution, which can be obtained by means of provided numerical procedure. The convergence of the numerical procedure is also considered. Some numerical results are described.
INTRODUCTION
The optimal recursive filtering algorithms for linear stochastic systems are well-known and widely used in various fields (Liptser and Shiryaev, 1978; Davis, 1977; Pugachev and Sinitsyn, 1987) . For practical applications of those methods the whole information about the first and second order moments of noises in dynamics as well as in observation system is necessary. Inaccurate definition of the moments can lead to serious difference between the real filtering errors and their nominal values (Sage and White, 1977) .
In (Bertsekas and Rhodes, 1971; Morris, 1976) the minimax approach was applied to systems with uncertain deterministic disturbances, and the guaranteed estimate problem solution was obtained. Models with deterministic disturbances 1 This work was supported by INTAS were also investigated in (Matasov, 1998) , and discrete stochastic dynamic models were investigated in (Golubev et al., 1989; Katz and Timofeeva, 1994; Verdu and Poor, 1984) . Some new valuable results for minimax filtering of processes in discrete-time systems with uncertain dynamics and perturbations are presented in (Li et al., 2002) . Statistically uncertain models described by stochastic differential equations were examined in (Matasov, 1998; Bobrik et al., 1997; Orlov and Basin, 1995; Borisov and Pankov, 1998) . Rather general results were obtained only for stationary systems by applying the spectral methods. The theory for time-dependent differential systems implies the necessity of solving the nonsmooth variational problem when using the local optimization criterion (Matasov, 1998) . It is a complicated problem unless some serious simplifications are made.
In this paper, a model described by a system of stochastic differential equations with piecewise continuous coefficients is considered. It is assumed that the noise intensities in dynamics and observation equations are not known exactly, but belong to some known uncertainty sets. The estimate accuracy is determined by the integral mean-square criterion.
The minimax filter is obtained by solving the dual optimization problem (Borisov and Pankov, 1998; Pankov and Miller, 2001) . Using this approach the criterion saddle point existence is proved, and is shown, that the minimax estimator can be expressed analytically as a function of the dual optimization problem solution. The main objective of this paper is to provide an effective convergent numerical method, which makes possible to solve the dual optimization problem and, hence, to derive the minimax filtering algorithm.
THE MODEL DEFINITION
Consider the following continuous-time observation model:
(2) In (1),(2) y t ∈ R p is the system state and z t ∈ R q is the observation vector at time t ∈ [0, T ]. The process w t ∈ R r is supposed to be homogeneous random process with orthogonal increments:
The matrix-valued functions a t , b t , c t and d t are assumed to be known and piecewise continuous. The intensity γ is not known, but belongs to some set of positively definite matrices: γ ∈ Γ ⊂ R r×r . It is assumed also that the observation model is nonsingular (Liptser and Shiryaev, 1978) :
Letŷ t be a nonanticipating linear estimate for y t given the observations Z t = {z τ , 0 ≤ τ ≤ t}. Then y t can be represented as follows:
In (5) F is a filter operator and g(t, τ ) is it's weighting function. Denote F the set of filters (5), satisfying the condition M ŷ t 2 < ∞. This set is convex and closed but unbounded in general.
Let P w ∈ P w be the distribution law of the process w t , where P w is the set of all distributions which satisfy (3) with γ ∈ Γ.
For every P w ∈ P w the estimateŷ t accuracy is determined by the following integral mean-square criterion
where M [·] is the expectation operator (with respect to the distribution P w ); ξ t =ŷ t − y t is the estimate error; Σ t is given piecewise continuous weighting matrix function, Σ t = Σ * t and Σ t ≥ 0, t ∈ [0, T ] (a matrix inequality A ≥ B means that the matrix A − B is positively semidefinite one).
Using (1)- (3), (5), (6) it can be shown by straightforward calculations that (7) where R t (F, γ) is the error ξ t covariance matrix, which depends only on the operator F and the intensity matrix γ.
MINIMAX FILTER
Definition 1. The operatorF is minimax one with respect to J T (F, γ) criterion on the set F × Γ if
If the set Γ contains only one point Γ = θ, then the Kalman-Bucy filter provides the operator which is minimax with respect to J T (F, γ) (Morris, 1976; Verdu and Poor, 1984) . For the case (1), (2) we have
The equation (8) describes the direct minimax optimization problem, and the following equation describes the dual optimization problem:
where
Theorem 1. Let Γ be a convex compact set of positively definite matrices γ satisfying (4). Then 1. the dual criterion J 0 T (γ) has the following analytical representation:
where R t (γ) is determined by (10), (11) with θ = γ; 2. the dual problem (12) solutionγ exists; 3. the pair (F ,γ), whereF = F K (γ) is the Kalman-Bucy filter (9)- (11) with θ =γ, forms the saddle point of J T (F, γ) on F × Γ; 4. the guaranteed valueĴ T of criterion (7) is equal tô
The proof is given in the Appendix.
The operatorF is recurrent and is determined by (9)- (11) with θ =γ.
Now consider the same problem on the extended set of admissible operators. Let F 0 be the set of all nonanticipating estimation operators, so F ∈ F 0 ifŷ t = F (Z t ) is measurable with respect to the σ-field generated by
, and M ŷ t 2 < ∞. Let P w be the set of all distributions of the process {w t , t ∈ [0, T ]}, satisfying (3) while γ ∈ Γ. Let also J T (F, P w ) be the integral mean-square criterion determined on F 0 × P w by (6).
Theorem 2. The pair (F ,P w ), whereF = F K (γ), γ is the solution of (12), (13) andP w is the distribution of the Wiener processŵ t with covariance cov(ŵ t ,ŵ τ ) =γ min(t, τ ), forms the saddle point of J T (F, P w ) on F 0 × P w .
THE DUAL PROBLEM SOLUTION
In this section it is shown how the dual optimization problem (12) can be numerically solved in the general case.
Let F K (θ) ∈ F be the Kalman-Bucy filter for some θ ∈ Γ. Then it can be shown (Lemma 1 in Appendix) that
and K t (θ) is determined by (10), (11).
From the dual criterion definition we derive
The iterative algorithm of the dual problem solution is as follows.
Algorithm 1. 1. Choose some initial value γ (0) ∈ Γ and set k = 0. 2. Calculate H k = H T (γ (k) ) using (15)- (17). 3. Solve the linear programming problem
and terminate the iterative process.
If δ k > 0, go to step 5. 5. Solve the one-dimensional maximization problem
, increase k by 1 and go to step 2.
The convergence of the sequence {γ (k) } to the set of the dual problem (12), (13) 
The proof of this theorem is mostly the same as the proof of the similar result for discrete systems provided in (Pankov and Miller, 2001 ). 
THE GUARANTEED ERROR VARIANCE
Since Γ is a compact set, there existsγ t such that D
. Obviously,γ t depends on (l, t,γ) and does not coincide withγ in general. Therefore,
In particular, if the set Γ has a "maximal point"
is the unimprovable guaranteed value of the covariance of the estimation error
EXAMPLE
Let the system (1), (2) be stationary on t ∈ [0, 1] with the following coefficients: The initial value y 0 = 0.
Assume γ = diag(S 1 , S 2 ) ∈ Γ, where diag(S 1 , S 2 ) denotes a block-diagonal matrix, and the uncertainty set Γ is determined by the following elementwise constraints: The accuracy of the estimate is determined by criterion (6) with Σ t = 1, t ∈ [0, 1]. Under the assumptions of Theorem 1 the minimax filtering problem solution is determined by (9)- (11) with θ =γ, whereγ is the dual problem solution.
For obtaining this solution Algorithm 1 was used with the initial conditions S (0) 1 
and R t (·) is determined by (16), (17).
Note, that the linear programming problem (18) with element-wise constraints on γ has the analytical solution. Let Γ = {γ : 
APPENDIX
The auxiliary results considered below are necessary for the theorem 1 proof.
Let the matrix L ij ∈ R r×r has all zero elements, except the element l ij which is 1. Lemma 1. Let θ, γ,γ ∈ Γ, and
K t (θ) is determined by (10), (11).
The proof is rather straightforward, and hence is omitted.
Lemma 2. Let the functional J T (F, γ), F ∈ F, γ ∈ Γ, where Γ is a convex subset, satisfy the following conditions
3. the solution of the dual problem exists:
4. for any γ ∈ Γ, andF =F (γ) the following property is valid:
where γ α = (1 − α)γ + αγ, α ∈ [0, 1].
Then (F ,γ) is a saddle point of J T (F, γ) on F ×Γ.
The proof of Lemma 2 can be found in (Pankov and Siemenikhin, 2003) . Note, that the result of Lemma 2 extends the similar result of (Verdu and Poor, 1984) to the infinite-dimentional case.
Proof of Theorem 1: Let F K (θ) be the KalmanBucy filtering operator given by (9)-(11) for the case θ ∈ Γ. Ifγ ∈ argmax 
