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Abstract 
An orthogonal drawing of a graph is a drawing such that vertices are placed on grid points and edges are drawn 
as sequences of vertical and horizontal segments. In this paper we present linear time algorithms that produce 
orthogonal drawings of graphs with n vertices. If the maximum degree is four, then the drawing produced by 
our first algorithm needs area at most (roughly) 0.76n 2, and introduces at most 2n ÷ 2 bends. Also, each edge 
of such a drawing has at most two bends. Our algorithm is based on forming and placing pairs of vertices of 
the graph. If the maximum degree is three, then the drawing produced by our second algorithm needs at most 
(roughly) (l/4)n 2 area and, if the graph is biconnected, atmost [n/2J + 3 bends. These upper bounds match 
the upper bounds known for planar graphs of maximum degree 3. This algorithm produces optimal drawings 
(within a constant of 2) with respect o the number of bends, since there is a lower bound of n/2 + 1 in the 
number of bends for orthogonal drawings of maximum degree 3 graphs. © 1998 Elsevier Science B.V. 
1. Introduction 
Graphs have been extensively used in recent years to represent various important concepts or objects 
not only in computer science but in other sciences as well. Examples of such objects in computer 
science include parallel computer architectures, networks, state graphs, entity-relationship diagrams, 
subroutine call graphs, automata, data-flow graphs, Petri nets, VLSI circuits, etc. In all of these cases, 
we require that the graph be represented (or drawn) in the plane so that we can understand and study 
its structure and properties. It is for that reason that, typically, drawing of a graph is accompanied by 
optimizing some cost function such as area, number of bends, number of edge crossings, uniformity in 
the placement of vertices, minimum angle, etc. As a result, research on algorithms for drawing graphs 
has received increasing attention recently. For a survey of graph drawing algorithms and other related 
results see the annotated bibliography of Di Battista et al. [6]. 
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In this paper we focus on the problem of orthogonal drawings of graphs, that is drawings in 
which each edge of the graph is a polygonal chain consisting of horizontal and vertical segments. 
A graph admits such a drawing if it has maximum degree 4. Most of the drawings used in Software 
Engineering to represent dependencies among program modules are orthogonal. Also, it turns out that 
many project management diagrams and business chedules are orthogonal drawings. In addition to 
the above, orthogonal drawings have been traditionally used in circuit schematics, and VLSI layout. 
There are various aesthetic riteria for orthogonal drawings that look "nice"; minimizing the area, 
bends and crossings are some of these criteria. Our goal, here, is to minimize the area and to obtain 
a drawing with a small number of bends. 
Several results have appeared in the literature regarding planar orthogonal drawings of graphs. In 
[19,21] it is shown that every biconnected planar graph of maximum degree 4 can be embedded in
an n x n grid with 2n ÷ 4 bends. If the graph is not biconnected then the total number of bends rises 
to 2.4n ÷ 2. In all cases, no more than 4 bends per edge are required. The algorithms of [21] take 
linear time and produce drawings, such that at most one edge may have 4 bends. Kant [13] shows 
that if the graph is triconnected of maximum degree 4, then it can be drawn on an n x n grid with at 
most 3 bends per edge. The total number of bends is no more than L(3/2)nj + 3. For planar graphs 
of maximum degree 3 it is shown in the same paper that a gridsize of Fn/2] × Fn/2] is sufficient and 
no more than [n/2J + 1 bends are required. In this case, no edge bends more than twice. Some more 
results on orthogonal drawing of graphs of maximum degree 3 have also appeared in [3,5]. Even and 
Granot [10] present an algorithm for obtaining an orthogonal drawing of a 4-planar graph with at most 
3 bends per edge. If the embedding of a planar graph is fixed, then an orthogonal drawing with the 
minimum number of bends can be computed in O(r~ 2 log n) time [20]. If the planar embedding is not 
given, the problem is polynomially solvable for 3-planar graphs [7], and NP-hard for 4-planar graphs 
[12]. 
It is interesting to note that there is a lower bound of 2n-  2 bends for biconnected planar graphs [22]. 
There are also examples of biconnected graphs [22], for which every bend-optimal planar drawing 
introduces a single edge with length ~2(rz 2) having f2(n) bends along it. Although these drawings 
achieve optimality in terms of the total number of bends, they are not aesthetically pleasing. This 
suggests that research in this area should concentrate on deriving orthogonal drawings of graphs with 
O(1) bends per edge (usually 2 or 3) and O(n) maximum edge length. 
Upper and lower bounds have been proved in the case when the orthogonal drawing of a graph is 
not necessarily planar. Leighton [14] presented an infinite family of planar graphs which require area 
f2(n log n). Independently, Leiserson [15] and Valiant [23] showed that every planar graph of degree 3
or 4 has an orthogonal drawing with area O(n log 2 n). Valiant [23] showed that the orthogonal drawing 
of a general (nonplanar) graph of degree 3 or 4 requires area no more than 9n 2, and described families 
of graphs that require area ~(n2). Valiant was not concerned about minimizing the total number of 
bends. In fact, an analysis of his construction shows that each edge can have up to 4 bends. Recently, 
Biedl [2] has come up with a number of lower bounds on the area and number of bends for orthogonal 
drawings of different families of graphs of maximum degree 4. 
Some algorithms for drawing general graphs of degree 4 in an orthogonal but not necessarily planar 
fashion have appeared in the literature. Sch~iffter [18] presents uch an algorithm which constructs 
orthogonal drawings of graphs with at most two bends per edge. The area required is 2n x 2•. A better 
algorithm is presented in [ 1,4], which draws the graph within an n x n grid with no more than 2 bends 
per edge. This algorithm introduces at most 2• ÷ 2 bends. 
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In this paper we present an algorithm that produces an orthogonal drawing of an n-vertex graph of 
maximum degree 4 that needs at most (roughly) 0.76n 2 area and at most 2n + 2 bends. The number 
of bends that appear on each edge is no more than two. If the maximum degree is 3 and the graph 
is biconnected, then we present another algorithm which produces an orthogonal drawing with at 
most (roughly) (1/4)n 2 area, and at most ~n/2J + 3 bends. In this drawing, no more than one bend 
appears on each edge except for one edge, which may have at most two bends. This algorithm is also 
extended to the case of connected but not biconnected graphs of maximum degree 3, with the same 
results on the final drawing of the graph, except for the total number of bends, which now is at most 
[n/2J + 21 + 1. Note that 1 is the number of the biconnected components of G that are leaves in G's 
block tree. A preliminary version of this work appeared in [16]. Graphs of degree higher than 4 can 
be handled in exactly the same way as in [4]. 
The significance of our results lies primarily on three facts. First, to the best of our knowledge, it
is the only algorithm that produces an orthogonal drawing of a graph of maximum degree 4 which 
requires less than n × n area. The second fact is that in most cases of graphs, our algorithm is 
expected to introduce a total number of bends which is smaller than the upper bound, as suggested by 
our experimental results. The third fact is that the drawings produced by our algorithm for biconnected 
degree 3 graphs have at most two bends more than Storer's [19] lower bound. Another aspect of our 
work is that for biconnected graphs of maximum degree 3, we match the upper bounds which are 
known for planar graphs of maximum degree 3. 
2. Definitions and preliminaries 
Various graphic standards exist for the representation f graphs in the plane. Perhaps the simplest 
one is to assign vertices to distinct points in the plane and to connect wo adjacent vertices through 
a line between their corresponding points. Typically, this line is a straight line or a set of contiguous 
line segments (i.e., bends are allowed); when the latter happens, we talk about a polyline drawing. 
A drawing is planar if no two edges intersect. 
An orthogonal drawing is a special case of a polyline drawing in which each edge is drawn as a 
sequence of horizontal and vertical segments. The rectilinear grid is the infinite plane graph whose 
vertices have integer coordinates, and whose edges link pairs of vertices at unit distance. A polyline 
drawing is a grid drawing if the vertices and the bends have integer coordinates. Orthogonal drawings 
are grid drawings uch that edges correspond to grid paths. It is for that reason that orthogonal drawings 
are also known as rectilinear drawings. 
Consider the smallest rectangle which encloses the orthogonal drawing of a graph. If this rectangle 
has height nl and width n2, then we say that the area of the drawing is nl × n2. We use n (respectively 
m) to denote the number of vertices (respectively edges) of a graph. The graphs we consider are simple, 
that is they have no loops or multiple edges. A graph is biconnected if the removal of any vertex and 
its incident edges does not disconnect the graph. An st-ordering is an ordering vl, v2,. •., vn of the 
vertices such that every vj (2 ~< j <~ n - 1) has at least one predecessor and at least one successor, 
that is neighbors vi, vk with i < j < k. It is known that the following holds. 
Theorem 2.1 [11]. Let G be biconnected and s, t be two vertices of G. Then there exists an st-ordering 
such that s is the first and t is the last vertex, and it can be computed in O(m) time. 
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A linear time algorithm for producing orthogonal drawings of biconnected graphs of maximum degree 
4 is presented in [1,4]. The basic idea of the algorithm is that the vertices of the graph are placed 
on the grid consecutively, according to a precomputed st-ordering. At each step, a vertex v is placed 
in a new row. In the same step, v's incoming edges are drawn and we allocate as many columns as 
necessary for the outgoing edges of v. This technique results in very efficient drawings, both in terms 
of area and bends. 
Theorem 2.2 [ 1,4]. Let G be a biconnected graph of maximum degree 4. Then there exists a linear 
time algorithm which embeds G on an n × n grid with at most 2n ÷ 2 bends. Each edge is bent at 
most twice. 
3. Improved bounds  for degree 4 graphs 
In this section we present an algorithm for obtaining orthogonal drawings of general (nonplanar) 
biconnected graphs of maximum degree 4. Our algorithm achieves better esults in terms of area than 
any previously known algorithm for orthogonal drawings. Let G be a general (nonplanar) biconnected 
graph of maximum degree 4. We obtain an st-numbering for G, with s as the source and t as the 
sink. We call a vertex with a incoming edges and b outgoing edges an a-b vertex (1 ~< a, b ~< 4). For 
example, a vertex with one incoming edge and two outgoing, is a 1-2 vertex. 
After the st-numbering is complete, we scan the graph G looking for those 1-1 vertices whose 
outgoing edge enters a 1-2 or a 1-3 vertex, if there are any. In order to simplify the description of 
our algorithm, we "absorb" these vertices into a single edge until no 1-2 or 1-3 vertex has a 1-1 
vertex as its unique immediate predecessor. Notice that no double edge is introduced when these 1-1 
vertices are (temporarily) removed from G. Also notice that if a vertex was an a-b vertex in G and 
it was not removed as a result of the above procedure, it will still be an a-b vertex in the reduced 
graph. Let us use the notation G t for the reduced graph, and n ~ for its number of vertices. We then 
modify the st-numbering of G ~ so that there are no gaps in the st-number sequence assigned to the 
vertices of G t as a result of the removal of some 1-1 vertices from G. 
The main idea of the algorithm is to create pairs of vertices of G ~ so that every 1-2, 1-3 and 2-2 
vertex is a member of exactly one such pair. We distinguish between two different kinds of pairs. 
• Row pairs: 
- the two vertices of such a pair share the same row in the final drawing of G, or 
- the two vertices of such a pair are placed in two different rows but one of them shares the same 
row with one or more other vertices which either belong to another pair or do not belong to any 
pair at all. 
In either case, we save a row. 
• Column pairs: The two vertices of such a pair are placed in such a way so that a column is reused 
in the final drawing of G. A column is reused when at least two different edges use it. In other 
words, we save a column. 
Algorithm Form_pairs considers the vertices of G ~ in reverse order of the st-numbering starting with 
the vertex which is right before the sink t. If a vertex already belongs to a pair, the vertex is called 
assigned, otherwise it is called unassigned. The next unassigned vertex we consider is always either a 
1-2, 1-3 or 2-2 vertex and we pair it with some other lower numbered vertex in G ~. The assignment 
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of the 1-2, 1-3 and 2-2 vertices of G ~ to pairs is called pairing of G ~. The vertex of a pair with the 
lowest st-number of the two is called the first vertex of the pair, and the other is called the second 
vertex of the pair. 
In the rest of this paper, when we talk about a predecessor of a vertex in G or G ~ with respect o 
the st-numbering, we mean the immediate predecessor of this vertex. 
Algorithm. Form_pairs 
Input.  A reduced graph G ~ of maximum degree 4 along with an st-numbering. 
Output.  A pairing of G t. 
1. i :=-n~- l .  
2. While i > 2 do 
(a) Consider the next vertex vi according to a decreasing order of the st-numbering. 
(b) If vi is a l - l ,  2-1 or 3-1 vertex then 
• j :=0;  
• goto (e). 
(c) If vi is a 1-2 or 1-3 vertex then 
• form a pair containing vertex vi-1 and vi; 
• j := l ;  
• goto (e). 
(d) If vi is a 2-2 vertex then 
(i) j := l; 
(ii) While vi- j  is a l - l ,  2-1 or 3-1 vertex and vi- j  is not a predecessor f vi do 
• j := j+ l ;  
(iii) End_While 
(iv) form a pair containing vertex vi- j  and vi. 
(e) i := i j 1. 
3. End_While 
This algorithm assigns every 2-2, 1-2 and 1-3 vertex vi where 3 <~ i ~< n I - 1 to one pair. Vertex 
v 2 (which is a 1-1 or 1-2 or 1-3 vertex) might or might not be paired with another vertex and this 
depends on the graph and the st-numbering. Every 1-2 or 1-3 vertex vi is always paired with vertex 
vi-1, when v~ is the next vertex that algorithm Form_pairs considers in line (a). If the next vertex vi 
to be considered is a 2-2 vertex, then algorithm Form_pairs looks for the highest j < / so that vertex 
vj is one of the following types, and pairs vi with vj. Vertex vj may be: 
• a 2-2 vertex, or 
• a 1-2 vertex, or 
• a 1-3 vertex, or 
• a 1-1 vertex which is also a predecessor f v~, or 
• a 2-1 vertex which is also a predecessor f vi, or 
• a 3-1 vertex which is also a predecessor f vi. 
Since v 2 and v3 are not 3-1 vertices, the algorithm will pair all 2-2, 1-2 and 1-3 vertices except 
possibly for v2. Let us assume that vertex v~ is paired with vertex vj (j < / )  as a result of algorithm 
Form_pairs. Vertex vj might be a predecessor f vi, or the two vertices might not have a predecessor- 
successor relationship. If the latter is the case, they are called independent. For different ypes of pairs, 
88 A. Papakostas, I.G. Tollis / Computat ional  Geometry 9 (1998) 83-110 
: ', ,, : : 
,, ,_ 
I II T I 
(a) (b) (c) (d) (e) 
Fig. I. v~ is a 2-2 vertex and a column is reused when (a) vj is 2-2 and vi 's predecessor, (b), (c) vj is independent from 
vi, and (d) vj is 2-1 or 3-1 and vi 's predecessor. (e) A row is shared when vj is l -1.  
: : i ' v .  :v .  i ~ J £v~ . ' j :  -~,  
(a) (b) (c) 
Fig. 2. (a) v~ and vj  share the same row. (b) vj is placed in a row above vi and a column is saved. (c) vi and v~ i are 
independent and share the same row. 
we draw the vertices of the pair in a different fashion. The pair (vi, vj) can be one of the following 
types. 
(1) If v~ is a 2-2 vertex, we distinguish three cases for vj. 
(a) vj is a 2-2 vertex; we have a column pair. If vj is vi's predecessor, then a column which vj's 
placement closes can be reused as shown in Fig. l(a). If vi and vj are independent, then we 
can always reuse one column regardless of the arrangement of the columns of the incoming 
edges of vi and vj (see Figs. l(b) and l(c) for two examples). Notice that in order for this 
column reuse to be possible, sometimes we might have to place vi in a row that has lower 
y-coordinate than vj's row. This placement is possible since the two vertices are independent, 
and can be depicted by Fig. l(b) if we just swap the names of the two vertices shown. 
(b) vj is a 1-1, 2-1 or 3-1 vertex and vj is a predecessor of vi. If vj is 2-1 or 3-1 a column 
can be reused (i.e., we have a column pair), as shown in Fig. l(d). If vj is 1-1, then the two 
vertices can share the same row (i.e., we have a row pair) as shown in Fig. l(e). 
(c) vj is a 1-2 or 1-3 vertex. If vj is a predecessor of vi, we have a row pair, since vi can be 
placed in the same row as vj, at the intersection point between the edge coming from v~'s 
other predecessor and vj's row, as shown in Fig. 2(a). Notice that vi's other predecessor, say 
vk, has to be such that k < j .  If vi and Vj are independent, we have a column pair since vj 
can be placed in the row right above vi's row and thus reuse one column (see Fig. 2(b)). 
(2) If vi is a 1-2 or 1-3 vertex, it always pairs with vertex vi-1. We distinguish four cases for vi-~. 
(a) Vi-1 is a 2-2, 2-1 or 3-1 vertex; we have a column pair. vi is placed in a row above vi- l 's  
row and a column is reused as described in cases (1)(a) and (1)(b). 
(b) vi-1 is a 1-2 or 1-3 vertex and vertices vi and vi-1 are independent. We have a row pair, and 
vertices vi and vi-1 are placed in the same row as shown in Fig. 2(c). 
(c) vi_ 1 is a 1-2 or 1-3 vertex, vi-  1 is vi's predecessor and both of the following conditions hold 
(if not, see (2)(d) below). 
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Fig. 3. v~ and v~_ ~ share the same row and edge e will connect to an appropriate v rtex described in pair type (2)(c). 
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Fig. 4. (a) v~_~ shares the same row with an 1-1 vertex which is placed on the bend of edge (v~_~,v~). (b) v~ shares the 
same row with the vertex which is next to be placed in the drawing. 
• vi is connected later to another vertex, say vj, which is 1-1, 1-2 or 1-3. Or v i is connected 
later to a 2-2 vertex vj which is either the second vertex of the pair of type (1)(c) shown 
in Fig. 2(a), or the second vertex of the pair of type (1)(b) shown in Fig. l(e). 
• Edge (vi-1, vi) has not absorbed any 1-1 vertices from the original graph G. 
Then we have a row pair and vi and vi_ 1 are placed in the same row, as shown in Fig. 3. In 
this case, we have to ensure that edge e (see Fig. 3) will connect o vj later in the drawing. 
This way, every edge is bent at most twice. Also notice that the total number of bends for 
both vi and Vi_l is the same as if these two vertices were placed in two different rows. 
(d) v i - i  is a 1-2 or 1-3 vertex, vi-1 is vi's predecessor and at least one of the two conditions 
described in pair type (2)(c) does not hold. Then vi and vi- l  are placed in two different rows 
as shown in Fig. 4. A row is still saved as explained by the two following cases, so vi- l  and 
v~: form a row pair. 
• The first condition of pair type (2)(c) is satisfied but not the second; we make sure that one 
of the absorbed 1-1 vertices of edge (vi- l ,  vi) is placed in vi- l 's  row and on the bend of 
edge (vi - l ,  vi) (see Fig. 4(a)). We do that at the last phase of our algorithm when all the 
absorbed 1-1 vertices are restored. 
• In any other situation, we make sure that the vertex (vertices) which is (are) supposed to be 
placed in the next row after vi is (are) placed in the same row as vi (see Fig. 4(b)). Notice 
that this is possible since vi together with the columns that it opens are placed entirely 
outside the boundaries of the current drawing. If new columns have to be opened in vi's 
row, we open them in the middle of the current drawing, and to the immediate right or left 
of the vertex (vertices) that open(s) the new columns. 
Let us assume that we have a pair of type (2)(d) described in Fig. 4, and the next pair to be placed 
is a column pair, say (vi+l, vi+e). Let us also assume that there is an edge between vi and Vi+l. Then, 
because vi and vi+l are placed in the same row, the savings for column pair (vi+l, vi+2) really comes 
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from reusing one of the columns that might have been used for the edge (vi, Vi+l) had it not been 
drawn horizontally. 
If it should happen that vi is paired with a vertex vj for which j < i - 1, then this means that 
all vertices vk where j < k ~< i - 1 are 1-1, 2-1 or 3-1 vertices and they are not predecessors of
vi. Since this is the case, vi can be placed in a row which is below the rows of vertices vk, without 
affecting the pairing or the drawing algorithm. 
Recall that in order to simplify our description, we absorbed some degree 2 vertices. After the 
drawing of C is complete, we need to restore the degree 2 vertices of the original graph G which 
were absorbed at the beginning of the procedure. These vertices are placed primarily on bends, or on 
grid points (i.e., points of integer coordinates that do not have a crossing). In the extreme case where 
this is not possible, we introduce new rows as needed. Notice that all the other vertices of the drawing 
maintain their positions, that is the rows and columns in which they are placed. 
We are now ready to present our algorithm formally. 
Algorithm. 4_ORTHOGONAL 
Input. A biconnected graph G of maximum degree 4. 
Output. An orthogonal drawing of G. 
1. Compute an st-numbering of G. 
2. Produce a reduced graph G I and modify the st-numbering so that there are no gaps in the st- 
sequence. 
3. Run Form_pairs on the reduced graph G ~. 
4. Place vertices vl and v2 in the same row, if v2 does not belong to a pair in which it shares a row 
with another vertex (see Fig. 5(a)). If Vl and/or v2 have degree less than 4, then the placement of 
vl and v2 might require one or two rows. Fig. 5(b) shows the case where vl had degree 3 and v2 
has degree 4. Notice that in this case there is only one bend along edge (vl, v2). If v2 is assigned 
to a pair, we place Vl as shown in Fig. 5(c) (if vl has degree 4). Vertex v2 will be placed when its 
pair is considered. 
5. REPEAT 
(a) Consider the next vertex vi according to the st-numbering of G ~. 
(b) If v~ has already been placed, then go to Step 6. 
(c) If vertex vi is unassigned, then place v,i in a new row. Connect vi with each vertex vj (j < i) 
such that (vj, vi) is a directed edge of G ~. Add as many uncompleted edges as required, 
depending on vi's outdegree. 
(d) If vertex vi is assigned to a pair, then place vi together with the other vertex in the same pair 
following the placement rules described above for the specific type of pair. 
6. UNTIL the only remaining vertex is vn,. 
7. Insert vn, in a new row. If vn, is of degree 4, then there is an incoming edge that enters vn, from 
the top and bends twice. This edge is chosen to be the one that connects to vn,_l. 
8. Restore the degree 2 vertices of G that were absorbed in Step 2, as described above. 
9. End. 
Notice that the difference between the given graph G and the reduced graph G ~ is that some degree 2 
vertices of G have been (temporarily) removed, as discussed earlier in this section. We also saw that 
in Step 3 of algorithm 4_ORTHOGONAL we apply the pairing process to the vertices of G I. The 
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(a) (b) (c) 
Fig. 5. vt and v2 placed by algorithm 4_ORTHOGONAL. (a) vj and v2 can be placed in the same row. (b) The placement 
of v~ and v2 when v~ has degree 3. (c) The placement ofv~ when v2 is assigned to a pair. 
pairing of the vertices of G' "transfers" to G since we can always assert hat if two vertices participate 
in some pair in G ~, the same two vertices participate in the same pair in G. 
Lemma 3.1. Let us assume that there is a total of pl column pairs, p2 unassigned egree 2 vertices, 
P3 unassigned egree 3 vertices in G, and that kl = Pl + P2 + p3/2. Then the width of the drawing 
of G will be at most n + 1 - kl. 
Proof. When we place a vertex v of G with outdeg(v) outgoing edges, we increase the width of the 
current drawing by outdeg(v) - 1. Since all vertices of G but vn have at least one outgoing edge, the 
width of the drawing can be at most y~v~G\vn(OUtdeg(v) -- I) ~< m -- n + 1. For each one of the Pl 
column pairs of G there is exactly one vertex of the pair which reuses some column for one of its 
outgoing edges. This means that the width of the drawing is at most m - n + 1 - Pl. Let us assume 
that there is a total of P3 unassigned egree 3 vertices of G (these are 2-1 vertices), and a total of 
P2 unassigned egree 2 vertices of G (this also includes the vertices that were temporarily removed 
from G). From that it follows that the total number of edges of G can be at most m <<. 2n -P2 -p3 /2 .  
If we use this bound for the edges of G in the above expression for the width of the drawing of G 
it follows that the width is at most 2n - n + 1 - (pl + P2 -}-p3/2), or n + 1 - k l ,  assuming that 
kl = Pl q- P2 + p3/2. [] 
Lemma 3.2. Let us assume that there are k2 row pairs of vertices in G. Then the height of the 
embedding will be n + 1 - k2, when k2 ) 1, or n when k2 = 0. 
Proof. Let us assume that we have a total of k2 row pairs in G, that is pairs of vertices placed in the 
same row. Vertex vn requires one extra row if it is of degree 4. Vertex vl also requires an extra row 
if it is of degree 4 and not able to share the same row with v2. All the other vertices of G are placed 
in separate rows. Hence the height of the final embedding of G is at most n + 1 - k2. 
Let us see what happens when there are no row pairs in the graph (i.e., k2 = 0). If this is the case, 
vertex v2 does not belong to any row pair. So, the placement of vertices vl and v2 requires at most 
two rows (see Figs. 5(a) and 5(b)), according to Step 4 of algorithm 4_ORTHOGONAL. Since vertex 
vl does not require any extra row (see argument of previous paragraph), it follows that the height G 
i snwhenk2=0.  [] 
Proposit ion 3.1. Consider a biconnected graph of maximum degree four along with an st-numbering. 
Then the maximum number of vertices of type 4-0, 0-4 and 3-1 is [(n + 2)/2]. 
Proof. The graph can have at most one 4--0 vertex and at most one 0-4 vertex. Let us assume that 
the graph has one 4-0 vertex, one 0-4 vertex and x3-1 3-1 vertices. To maximize x3-1, the remaining 
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vertices should be minimized while contributing as many outgoing edges as possible. This means 
that the remaining vertices must be only 1-3 vertices. Let xl-3 be their number. Since the number 
of outgoing edges is equal to the number of incoming edges, we have that 4 + 3xl-3 + x3-1 = 
xl-3 + 3x3-1 + 4. It also holds that x3-1 + Xl-3 + 2 = n, where n is the number of vertices of the 
graph. Solving this system of equations reveals that the number of vertices of type 4-0, 0-4 and 3-1 
satisfies the above expression. We obtain a similar result in the cases where the graph has one 4-0 
and no 0-4 vertices, or one 0--4 and no 4-0 vertices, or no 4-0 and no 0-4 vertices. [] 
Theorem 3.1. Algorithm 4_ORTHOGONAL constructs an orthogonal drawing of an n-vertex maxi- 
mum degree 4 biconnected graph with area no more than (roughly) 0.76n 2. The total number of bends 
of the drawing is at most 2n + 4, and no edge has more than two bends. The algorithm runs in O(n) 
time. 
Proof. From Lemmas 3.1 and 3.2 we have that the area of the orthogonal drawing of any graph G of 
maximum degree 4 is at most (n + 1 - kl) × (n + 1 - k2). It holds that in any such graph G, the total 
number of vertices of degree 2, 3, and those with degree 4 that are of type either 1-3 or 2-2, is at 
least r(n - 2)/21 (see Proposition 3.1). Since all vertices of this type are either paired (see algorithm 
Form_pairs) or contribute to reducing the number of columns (see proof of Lemma 3.1), it holds that 
k 1 ÷ k 2 ~ F(n -- 2)/41 . Notice that the area is maximized when kl = k2 = (n - 2)/8. If this happens, 
the area is at most 
( 8 + : )  (7~ + ~)  = 0.76n2 + 2.18n + l.56 ~ O.76n2. 
The analysis on the number of bends is similar to the one in [1,4]. Each vertex v inserted in the 
drawing introduces deg(v) - 2 bends, with the exception of vertices vl, v2, vn, and the vertices which 
form a pair of the type shown in Fig. 3. In this figure, we can see that one of the two 1-3 vertices 
(vi-l) introduces 1bend, and the other one (vi) introduces 3 bends. When we have pairs like this, we 
can assume for the sake of the analysis that each one of the two 1-3 vertices introduces 2 bends since 
the combined total is still 4 bends. Vertices Vl and V 2 introduce deg(vl) + deg(v2) - 2 bends and v,~ 
introduces 4 bends. So we have a total of at most ~vcG(deg(v) -2 )+ 4 = 2m-  2n + 4 bends. Since 
the number of edges can be at most 2n (if our graph is regular of degree 4), it follows that the total 
number of bends introduced by algorithm 4_ORTHOGONAL is at most 2n + 4. Notice that, because 
of the construction of the drawing, no edge bends more than twice. 
Although new rows are always inserted on top of the existing current drawing, new columns can 
be inserted arbitrarily anywhere in the current drawing. For this reason, we need to be able to keep 
track of the relative order among all the columns. If we use the data structure proposed by Dietz and 
Sleator [8], we can answer column order queries in O(1) time. This also means that the total running 
time of algorithm 4_ORTHOGONAL is linear. [] 
The disadvantage of the Dietz-Sleator approach is that the data structure is very complicated. So, 
in practice, a simple balanced binary search tree should do the job, although the time complexity of 
the algorithm will increase to O(n log n). In the next section we will show how we can reduce the 
total number of bends to 2n + 2 with a minor adjustment of the drawing. 
Our algorithm has two important features: the first is that when a 2-2 vertex is placed in the same 
row as its 1-2 or 1-3 predecessor, then two bends and one column are saved. Also, two bends and 
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one column will be saved in the case where we have a pair of two 1-3 vertices, say vi and v j, and vj 
is placed in a row above vi's row. Then, if the vertex which is placed in vj's row is a 2-2, 2-1 or a 
3-1 type, and has vj as its predecessor, two bends will be saved. If we have a pair of type (2)(c) in 
which the second vertex is a 1-2, then the placement of this pair in the way described in Fig. 3 will 
save one bend. This means that we expect he total number of bends to be less than the upper bound 
proved in the above theorem. The second important feature is that when we place vertices in the same 
row we save the potential crossings that would have been introduced if the vertices were placed in 
separate rows. 
Notice that in practice, the area which is typically required by the orthogonal drawing of a graph 
produced by 4_ORTHOGONAL is better than what the above theorem claims, for two reasons: the 
first is that, the total number of 1-1, 1-2, 1-3, 2-2 and 2-1 type vertices is usually larger than n/2. 
The second reason comes from the following observation. In the proof of Theorem 3.1 we looked 
only at vertices of type 1-1, 1-2, 1-3, 2-2 and 2-1 to determine the total area. It should be noted 
here, though, that when we form pairs, we typically expect some vertices of type 3-1 to participate 
as the first vertex in some column pairs of type (1)(b) or (2)(a). If this is the case, the total number 
of pairs increases. 
In fact, experimentation on the performance of algorithm 4_ORTHOGONAL was conducted on 
about 15 dense graphs of maximum degree 4. The size of these graphs varied from as small as 13 
vertices to as big as 150 vertices. Each graph had a very small number (no more than six) of degree 
3 vertices, whereas all the rest were vertices of degree 4. The set included both biconnected and 
non-biconnected graphs. 
The first observation that we made is that the shape and area of the produced rawings depended 
heavily on the specific st-numbering that was employed. We used two different ypes of st-numberings. 
The first st-numbering produced rawings in which the height was larger than the width, but the area 
was no more than 0.65n 2. The second st-numbering produced more squarish drawings, with shorter 
edges, but the column reuse was not as good as in the case of the first type. As a result the area 
was a bit larger, but never more than 0.72n 2. The first type resembled Depth-First-Search whereas the 
second type resembled Breadth-First-Search [9]. Finally, in all the cases, the number of bends was no 
larger than 2n. We also noticed that for the larger graphs, the number of bends was significantly lower 
than 2n. 
Fig. 6(a) shows a regular degree 4 graph with 13 vertices and Fig. 6(b) shows the orthogonal 
drawing which our algorithm produces for it. Notice that vertices 1 and 2, 3 and 4, and 6 and 7 are 
placed in the same row. Also, the pairs (10, 8), (7, 6), (5, 4) and (3, 2) save one column each. A total 
of 4 bends are saved in the rows where vertices 3 and 4, and 6 and 7 are placed. Our drawing has 
height 11 and width 10. 
4. The one-connected  case 
In this section we extend our results to the case where the given graph is one-connected. The 
technique is based on breaking the graph into its biconnected components, which is also suggested 
in [4,21]. In [4] it is shown that each component has to have no more than 2n - 1 bends and 
(n - 1) × (n - 1) area in order for the final drawing (after merging the components ogether) to have 
at most 2n + 2 bends and n × n area. Our technique is similar to the one in [4]. In order to apply this 
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Fig. 6. (a) st-numbering of an example graph. (b) Orthogonal drawing of the graph in Fig. 6(a) produced by algorithm 
4_ORTHOGONAL. 
technique for one-connected graphs, we have to guarantee that, when algorithm 4_ORTHOGONAL 
draws any biconnected graph of maximum degree 4, neither the height nor the width of the drawing 
can be larger than n. Moreover, the number of bends has to be at most 2n + 2. 
Notice that it is possible for algorithm 4_ORTHOGONAL to produce a drawing with 2n + 4 bends 
or width n + 1. In order for either of the two or both to happen, the following must hold. 
• The graph is regular of degree four. 
• There is no row pair in the graph of one of the first two kinds described in the paragraph following 
the proof of Theorem 3.1 (recall that these row pairs also save one column and two bends). Let us 
call these row pairs good row pairs. 
Consider a regular degree four biconnected graph G. Let us assume that when we run Form_pairs on 
G, there are no good row pairs. In this case, the drawing of G under algorithm 4_ORTHOGONAL 
might have 2n + 4 bends; the width of the drawing may be less than n ÷ 1 (if there are column pairs). 
Here we describe a technique which forces a good row pair in G's pairing. We scan the vertices 
starting from v2 and following the st-numbering, until we find the first vertex v that is not a 1-3 
vertex. We distinguish two cases for v. 
(1) v is a 2-2 vertex. Let u be v's highest numbered predecessor. Vertices v and u do not belong to 
the same pair, since in that case we would have a good row pair. We break the pair that v is in, 
and pair v with u. This new pair is a pair of type (1)(c) (the case shown in Fig. 2(a)). Notice 
that in order to form the new pair, we have to break the pair that u was previously assigned to. 
However, doing so will not increase the width or the total number of bends. 
(2) v is a 3-1 vertex. We break any pair that v might have been assigned to with another higher 
numbered vertex. We check v's highest numbered 1-3 predecessor, say u (notice that, since v 
has three incoming edges, u cannot be vertex v2). Vertex u has to be assigned to a pair with 
another 1-3 vertex, and u is the second vertex in that pair, as a result of the running of algorithm 
A. Papakostas, I.G. Tollis / Computational Geometry 9 (1998) 83-110 95 
Form_pairs. This pair becomes a pair of type (2)(d) (we disregard whatever kind this pair was 
before). In this case, v will be placed in u's row. 
From the above it follows that, if we have a regular degree 4 biconnected graph G, we can always 
place one 2-2 or 3-1 vertex (vertex v in the above description) in the same row as its highest numbered 
predecessor (vertex u in the above description). We accomplish this by forming a new row pair of 
type either (1)(c) (u is the first vertex and v is the second vertex of the pair), or (2)(d) (u is the second 
vertex of the pair, v becomes an unassigned vertex and is placed in u's row). In either case, the row 
pair is a good row pair and the resulting drawing has at most 2n + 2 bends; also, the width of the 
drawing is at most n. Notice that although we might have to break two existing pairs, the new good 
row pair that we form saves one row, one column and two bends. Therefore we have the following 
theorem. 
Theorem 4.1. Algorithm 4_ORTHOGONAL constructs an orthogonal drawing of an n-vertex maxi- 
mum degree 4 biconnected graph with area no more than (roughly) 0.76n 2. The total number of bends 
of the drawing is at most 2n + 2, and no edge has more than 2 bends. The algorithm runs in linear 
time. 
In Lemma 3.2 we saw that the height of a drawing under algorithm 4_ORTHOGONAL can be 
n + 1 - k2, if vertices v2 and v3 form a row pair (in this case, k2 ~> 1). For the rest of this section, we 
assume the same pairing process as described in the previous section, except hat we will not count 
the row pair formed by v2 and v3 in k2. In this way, we have a new k~ for a biconnected graph, which 
is defined in the same way as in Lemma 3.2 and has the adjustment we just described. It follows that 
the height of the drawing of a biconnected graph is no more than n - k~ (k~ >~ 0). From the discussion 
above, the next lemma holds. 
Lemma 4.1. If we are given a biconnected graph G of maximum degree 4, then algorithm 
4_ORTHOGONAL can produce an orthogonal drawing of G whose size is as follows: the width 
of the drawing is at most rain(n, n + 1 - kl) (see also Lemma 3.1), and the height of the drawing is 
at most n - U 2 (U 2 >~ 0). 
Algorithm 4_ORTHOGONAL can be extended to the case of one-connected graphs of maximum 
degree 4. Let us assume that we have such a graph G. We split G into its biconnected components, 
produce G's block tree [9] and apply algorithm 4_ORTHOGONAL (see Theorem 4.1) on each bicon- 
nected component separately. Then we put the components together to form the final drawing. We 
use an inductive approach for producing the drawing of G, which is similar to [4]. The base case is 
always a biconnected graph. In the induction step we consider a subtree of G's block tree and we 
split the subtree into a biconnected component Go (i.e., the root of the subtree) and (not necessarily 
biconnected) subgraphs G~, G2,. . .  ,Gq+s. Each one of the Gi's is already drawn according to the 
induction hypothesis. The drawing of the subtree of G's block tree then reduces to drawing Go and 
merging the G~'s at their appropriate places. 
We now give a description of our technique. There are q subgraphs of the Gi's that are connected to 
Go through a bridge, while the rest s of the Gi's are connected to Go via a cutvertex which is shared 
by both Go and a Gi. Clearly, Go has a total of q + s cutvertices. For those subgraphs Gi which are 
connected to Go through a bridge, the edge representing the bridge is not part of the drawing of the 
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subgraph. This edge will be added when the drawing of the corresponding subgraph is merged with 
the drawing of Go. First, we insert subgraph G1. The cutvertex shared between Go and G1, or the one 
of the two cutvertices of the bridge connecting Go and G1 is in the top row of the drawing of G1. We 
continue from there with the drawing of Go. 
Go is drawn as a biconnected graph, making sure that none of its q + s cutvertices i  the "final" 
vertex (i.e., vertex drawn in the top row, locally, in the subgraph considered). Go has some other vertex 
(say w) as the final vertex of the drawing. Vertex w will be used to attach the produced rawing of Go 
and the Gi's (i.e., the drawing of the subtree of G's block tree) to the drawing of another biconnected 
component considered at a later induction level. For this reason, vertex w must be a cutvertex for 
graph G. The important hing to note here is that we regard Go and G1 as "one" subgraph. This 
means that the vertices of Go are placed (forming row or column pairs) as if we were continuing the 
drawing of G1. In other words, G1 's "final" vertex as well as the three first vertices of Go may form 
pairs which count towards reducing the number of rows and columns of the subgraph consisting of 
the union of Go and G1 (see Fig. 7(a)). 
When the time comes to place a cutvertex v that is also shared by some Gi, we do the following. 
We properly rotate the drawing of Gi (G~ was already drawn with v as the final vertex) and place it 
in such a way so that a total of at least three rows and/or columns of the current drawing of previous 
components are reused. Note that the rows and/or columns that are reused as a result of Gi's insertion 
are different from the row and the column that vertex v is placed in. If additional rows and/or columns 
need to open up to accommodate Gi's drawing, we do so now. In order for this row/column reuse to 
be possible, we make sure that Gl is selected so that it has at least four rows or at least four columns. 
If no such subgraph exists, we select Gl to be the next largest graph. 
In order to simplify the description and proof of our inductive technique, we consider that each 
subgraph is large enough so that three rows/columns can be reused. In the proof of Theorem 4.2, we 
will describe how smaller components can be merged. In Fig. 7(b) we can see how four consecutive 
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Fig. 7. (a) Go continues the drawing of Gi. (b) Examples of subgraph rotation, placement, and column/row reuse. (c) Reusing 
row(s) when G, is connected toGo through abridge. (d) Drawing of a graph whose G~'s are small size graphs (each G~ 
here is a triangle). 
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subgraphs Gj, Gj+~, Gj+2, Gj+3 can be inserted following our technique. Subgraphs Gj and Gj+~ 
have four columns each, and their shared cutvertices are in the corners of their drawings. Notice that 
three columns are reused when Gj is inserted, and another three columns are reused when Gj+I is 
inserted. Subgraph Gj+2 had four rows and three columns, before it was rotated and placed as shown 
in Fig. 7(b). Also, Gj+2's shared cutvertex was in the middle column of the drawing of Gj+2 before its 
rotation. Notice that three columns are reused after Gj+2's rotation and placement. Finally, subgraph 
G3+3 had three rows and four columns, before it was rotated and placed as shown in Fig. 7(b). Also, 
Gj+3's shared cutvertex was in one of the middle columns of the drawing of Gj+3 before its rotation 
and placement. Notice that three rows are reused after Gj+3's rotation and placement. 
We follow a similar procedure if subgraph Gi is connected to G0 through a bridge. However, when 
such a subgraph Gi is inserted to the drawing, we tend to reuse mostly rows. For example, let b be 
the bridge that connects Gi with G0, and let u be the cutvertex of G0 that was incident o bridge b. 
We place b along u's row (right or left), and then we place the rest of the drawing of Gi (rotated 
appropriately). Note that Gi was already drawn with the vertex incident o bridge b as the final vertex. 
Both this vertex and u are placed in the same row (thus we have a row pair), so we only need to reuse 
two more rows. This example is illustrated in Fig. 7(c), where G~ (whose drawing has three rows) is 
reusing three rows. 
From the discussion above (especially Lemma 4.1 and Theorem 4.1) it follows that each biconnected 
component of G can fit within a grid of size (n - 1) × (n - 1) with 2n - 1 bends, when the component 
is drawn using our algorithm and with some vertex of maximum degree three as final vertex. Using a 
simple induction (similar to the one in [4]) we can show that the drawing of one-connected graph G 
requires area at most n × n and no more than 2n + 2 bends. We will not provide further arguments 
on the number of bends. However, since each component of G has area at most (roughly) 0.76n 2 
(because of pairing within the component), our target is to show that the same upper bound holds for 
one-connected graph G. It turns out that in order for the induction to yield this upper bound, we have 
to reuse at least three rows and/or columns, as discussed above. This is formalized in the following 
invariant, which we maintain during the drawing process. 
Invariant. Let G be a graph of maximum degree 4. We draw G using our approach and with some 
vertex of maximum degree 3 as the final vertex. Let K1 and K2 be all the savings we have along the 
x and the y axis, respectively (i.e., columns and rows saved). It holds that 
K,+K2~>[~-~] -2 ,  K, )O  and / (2/>0. 
Additionally, the drawing of G requires at most (n - 1 - Kj)  x (n - 1 - K2) area. 
Proof. We prove the invariant by induction on the number of vertices. In the base case, G is bicon- 
nected, and with an argument similar to the one we made in the proof of Theorem 3.1, we have that 
in such a graph G, the total number of vertices of degree 2, 3, and those with degree 4 that are of 
type either 2-2 or 1-3, is at least [(n - 2)/2] + 1 (since G's final vertex is of degree 3 or less). In the 
discussion before Lemma 4.1 we also argued that we will not count the row pair formed by vertices 
v2 and v3 in the sum of all row pairs. What this means is that the total number of vertices of G that 
contribute to row or column savings is at least [(n - 2)/2] + 1 - 2 = [(n - 4)/2]. 
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Also, in the sum of K1 + K2, we do not want to count the column saving that makes G have width 
n - 1 (which comes from the fact that G's final vertex has degree 3 or less). Due to this and the fact 
that, in the worst case, the width of a regular degree 4 biconnected graph may be as much as n + 1, we 
subtract two units from the expression for KI +K2 and we have K1 +K2 >~ [(n - 4)/4] -2  (note that 
each vertex of G that contributes to row or column savings participates in a pair). If Kl + / (2  satisfy 
this expression and from the discussion above we have that the width of G is at most (n - 1 - K1). 
Also, the height of G is at most n - 1 - /£2  (see also Lemma 4.1) since G's final vertex is of 
degree 3 or less (that is there is no extra final row). We split G into biconnected component Go and 
subgraphs Gi as described above. By induction, the invariant holds for Go and all the Gi's, that is 
Kil + Ki2 >~ ~(ni - 4)/4] - 2 (where i = 0, 1 , . . . ,  q + s), since Go and each one of the Gi's has 
fewer vertices than G. 
Recall that we have a total of s cutvertices in Go that are not incident o a bridge, and q cutvertices 
that are incident o a bridge. Also, Go and Gl are considered together in terms of pairing as explained 
above, and at least three rows and/or columns are reused with each Gi's (i > 1) insertion. Moreover, 
we have to be careful not to count twice G0's cutvertices that are also shared by some of the Gi's. 
Taking these facts into consideration, we have for G in the induction step 
KI÷K2>/  [ n0÷nl-l-41 q+/:~ ([ --~l ) 4- -2+ 2 +3(q+s-1)  
I >>" 4 -2 -  2q-  2s+ 2 + 3q+ 3s -  3 ) -2 .  
In this computation we assumed that Subgraph G1 shares a vertex with Go (in this case s ~> 1). If G1 
is connected to Go through a bridge, then the "K1 + K2" expression for Go and G1 combined will be 
[(no + nl -4 ) /4 ]  - 2. [] 
Notice that when the Gi's are attached to G0's appropriate places, they are typically rotated by 7r/2, 
rr or 37r/2. The rotation of the Gi's does not affect the sum of K1 + K2, since a row saving will 
become a column saving and vice versa as a result of the rotation. We have described a technique 
that reuses at least three rows and/or columns, and that was sufficient in order to prove our bound for 
K1 +/£2. However, a clever implementation of our algorithm will reuse as many rows and columns 
as possible, when subgraphs Gi merge ,with component Go, yielding better bounds for Kl +/ (2  and 
thus drawings with smaller area. 
Theorem 4.2. There is a linear time algorithm which constructs an orthogonal drawing of an n-vertex 
graph of maximum degree 4 with area no more than (roughly) 0.76n 2. The total number of bends is 
at most 2n + 2, and no edge has more than 2 bends. 
Proof. The bound on the number of bends follows from the discussion above. The linear time and the 
number of bends per edge follow from Theorem 3.1 and from the fact that putting G back together 
using the described approach does riot affect either of the two. We saw that, when drawing G using 
our approach, the total area required can never be larger than n x n. We argued that K1 columns 
are saved along the x axis and /(2 rows are saved along the y axis, so the total area is at most 
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(n --/(1) × (r~ -- K2). From the bound obtained for K1 ÷ K2 we have that the area is maximized when 
K1 =/£2  = (n - 12)/8. If this happens, the area is at most 
(7--~ + l-~) x (7--~ + l-~) =O.76n2 + 2.625n + 2.25 ~O.76n2. 
Notice that our arguments have implicitly assumed that we can always reuse at least three rows 
and/or columns when we merge the various subgraphs Gi. However, in the case where the subgraphs 
are smaller (i.e., their drawings take only two or three rows and columns), the situation is even better. 
In this case, we use the same technique xcept hat we now reuse at least two rows and/or columns 
when some G~ is inserted (the rows/columns to be reused can be any rows/colunms of Gi). Notice 
that these small-size subgraphs have at least three vertices. For such a small-size subgraph Gi we 
typically have no row or column pairs, but the above upper bound in the area still holds for the 
whole one-connected graph. We will now show that this happens because ach time such a subgraph 
is inserted, the total number of new rows and columns that we open up is no more than the number 
of new vertices inserted. Note that, according to our algorithm, a drawing with two rows and two 
columns has to have three or more vertices. Also, a drawing with at least two but no more than three 
rows and at least two but no more than three columns such that the sum of rows and columns is at 
least five, has to have four or more vertices. 
Let us assume that we have an n-vertex drawing with r rows and c columns such that r <~ n, c ~ n, 
r + c ~< 2n and re ~< 0.76n 2. We add to that the drawing of another subgraph which has no more than 
three rows and no more than three columns. The subgraph as n p vertices, and as a result r ~ new rows 
and d new columns are added to the drawing. We also assume that the total number of new rows and 
columns opened up is no more than the number of vertices of the subgraph, that is r ~ + c ~ <~ n ~, which 
also means that r~c ~ ~< 0.25n 12. The area of the resulting raph is (r+r~)(e+d) = rc+rd+r~c+r~d. We 
have that re <~ 0.76n 2 and r~c ~ <~ 0.25n/2. Recall that we have the following two cases for the subgraph. 
• The subgraph as two rows and two columns. The total number of new rows and columns that open 
up is r ~ + c p ~< 2; it also holds that n ~ >~ 3. 
• The subgraph as at least two but no more than three rows and at least two but no more than three 
columns such that the sum of rows and columns is at least five. The total number of new rows and 
columns that open up is r ~ + e ~ ~< 4 (since two rows and columns are reused); it also holds that 
nt~>4. 
For either of the two cases we can derive that re s + r~c <, 1.5nn ~ + 0.5n ~2. Using this in the above 
expression for the area, we have that the area of the resulting graphis at most 0.76(n + nt) 2. Consider 
the degenerate case when a subgraph Gi is a simple path consisting=of one, two or three vertices 
and drawn with one row and one, two or three columns, respectively. If Gi has n ~ vertices (n ~ ~< 3) 
we can always insert Gi opening up either n ~ new rows or n ~ new columns (in the worst case). If 
the n-vertex drawing before the insertion of subgraph Gi had r rows and e columns (r, c, n satisfy 
the expressions given previously), then after the insertion the drawing has r rows, c + n ~ columns 
(assuming that n ~ new columns opened up) and n + n ~ vertices. The area of the new drawing is at 
most r(c + n') = re + rn' <~ 0.76n 2 + 1.5nn' + 0.76n '2 ~< 0.76(n + nt) 2. [] 
Consider the example of Fig. 7(d): each subgraph G~ is a simple triangle (we have a total of seven 
triangles), Go is a simple cycle, and the total number of vertices is n = 21. Drawing this graph using 
100 A. Papakostas, LG. Tollis / Computational Geometry 9 (1998) 83-110 
our technique, returns the drawing of Fig. 7(d) whose area is just 0.08n2; this result is mostly due to 
the very small size of these subgraphs, and not to the pairing process. 
5. Improved bounds for degree 3 graphs 
It is known that every planar graph of maximum degree 3 can be drawn in an orthogonal fashion 
so that the area is at most In/2] × In/2] [13]. Also, in such a drawing, no more that [n/2J + 1 
bends are required. In this section we present an algorithm for obtaining an orthogonal drawing of any 
graph (not necessarily planar) of maximum degree 3. If the graph is biconnected, then our algorithm 
matches the bounds for planar graphs. 
First we consider the biconnected case, and later in this section we will show how we can apply our 
algorithm to any connected graph of maximum degree 3. Let G be a biconnected graph of maximum 
degree 3. For every placed vertex we define its degree of freedom as the number of directions around 
the grid point where the vertex is placed which are not occupied by edges of G in the drawing that 
we have so far. Clearly, every placed vertex has four possible directions around it. Consider placed 
vertex v. If there are no graph edges using the portion of v's row to the right (respectively eft) of v, 
then we say that v has a degree of freedom to the right (respectively eft). If there are no graph edges 
using the portion of v's column that starts from v and goes upward (respectively downward), then we 
say that v has a degree of freedom up (respectively down). We maintain the following two invariants. 
Iuvariaut 1, Each newly inserted vertex (except for the first and the last) creates either a new row, 
or a new column in the drawing, but never both. In other words, each vertex is placed either in a row 
or in a column which already holds at least one other vertex of G. 
Invariaut 2. For each placed vertex, we draw only the incoming edges of the vertex. 
Algorithm. 3_ORTHOGONAL 
Input. A biconnected graph G of maximum degree 3. 
Output. An orthogonal drawing of G. 
1. Compute an st-numbering of G. 
2. Insert he first two vertices, source vl and v2 as shown in Fig. 8(a). Notice that we have two possible 
positions for vl, P1 and P2 (see Fig. 8(a)): P1 is below and to the right of v2, and P2 is below and 
to the left of v2. In both cases, there is a bend along edge (vl, v2). The decision about which one 
of the two positions is actually chosen depends on which one of vl's degrees of freedom will be 
~V 2 Z~ l ~ ' ~  Vn V ' : O 
P2 :: P, Y~- ,,r .k v k 
• . . . . . . . . .  • t v 
V 1 V 1 X ~ / x 
(a) (b) (c) (d) 
Fig. 8. (a) Placement of the first two vertices vt and v2: there are two possible positions for vl. (b), (c) Sink Vn as placed 
by algorithm 3_ORTHOGONAL. (d) Vertices vj and vk with their degrees of freedom. It can never be the case that such 
vertices are the two predecessors of some other vertex that is about to be placed. 
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(a) (b) (c) (d) 
Fig. 9, Insertion of v~ by algorithm 3_ORTHOGONAL. (a) v3 and vk have free edges towards the same direction. (b)-(d) 
vj and vk do not have free edges towards the same direction: (b) free edges for each one of vj and vk are opposite to each 
other and a new column is inserted in the middle of the drawing; (c) free edges for each of vj and vk are vertical to each 
other and a new column is inserted in the middle of the drawing; (d) same as in (c) but a new row is inserted in the middle 
of the drawing. 
the next one to be used. More specifically, if the degree of freedom is to the fight or down, Vl'S 
final position will be position P1, and if it is the degree of freedom to the left, Vl's final position 
will be position P2. 
3. REPEAT 
(a) Consider the next vertex vi according to the st-numbering. 
(b) If indeg(v~) = 1, then let vj (j < i) be the predecessor f vi. We distinguish the following 
cases for vj. 
• If vj has a degree of freedom to the fight, we place v~ in the same row and in the first free 
column (i.e., no other vertex has been placed in that column so far) to the fight of vj. 
• Otherwise, we place v~ in a new row and in a position which is directly above vj. The 
column remains the same. In Lemma 5.1 we show that v 5 will always have a free direction 
either to the fight or up. 
(c) If indeg(vi) = 2, then let vj, v~ (3, k < i) be the two predecessors of vi. Each one of vj and 
vk has at least two degrees of freedom, so we distinguish the following cases. 
• Both vj and vk have a degree of freedom to the fight, or down, or left, or up; vi will be 
placed to the fight, or down, or left or up of vj and vk so that one bend and either one 
row, or one column is introduced, but not both (see Fig. 9(a)). If vj and vk have more than 
one degree of freedom towards the same direction, we will use the first available direction 
in the order: fight, down, left, up for inserting vi. There are always two possible positions 
for placing v~. We choose to place vi at the position with the highest x-coordinate between 
the two; if they have the same x-coordinate, we place v~ at the position with the highest 
y-coordinate between the two. Clearly, the other position will be a bend (see Fig. 9(a)). 
• vj and vk do not have a degree of freedom towards the same direction, and each one of 
them has degrees of freedom towards opposite directions (e.g., vj has up and down, vk 
has left and fight). In this case, we insert v~ in the way shown in Fig. 9(b). Notice that a 
new column (in the middle of the drawing), and a new bend will always be inserted. The 
inserted vertex v~ now has degrees of freedom towards opposite directions too (up and down 
in Fig. 9(b)). 
• vj and vk do not have a degree of freedom towards the same direction, and the directions 
of the degrees of freedom of each one of them are orthogonal to each other (e.g., vj has 
degrees of freedom to the left and up and vk has degrees of freedom to the fight and down). 
We distinguish the following two cases. 
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Fig. t0. 3_ORTHOGONAL moves vk on a bend and changes its degrees of freedom, right before the insertion of v~. 
- vj is to the fight or down of vk. vi can be placed in such a way so that either a new row 
or a new column is introduced in the middle of the drawing, as demonstrated in Figs. 9(c) 
and 9(d). Again, from the two possible positions to place vi, we choose the one with the 
highest z-coordinate or y-coordinate (if the z-coordinate is the same). 
- vj is above and to the left of vk. We distinguish two cases. 
* vk (which is below and to the fight of vj) has outdegree 2. In this case, vk has to be 
the last vertex in its row. vk's outgoing edge that goes upward enters some vertex u of 
indegree 2. Notice that u cannot be of indegree 1, since in that case (and according to 
Step 3(b)), u would have been inserted to the fight of vk. There has to be a bend in one 
of the two incoming edges of u. We move vk up and place it where the bend is (see 
Figs. 10(a)--10(c)). If vk collides with u (i.e., u is placed directly above vk), we move 
u on to the bend instead (see Fig. 10(d)), and place vk where u used to be. A bend is 
formed where vk used to be. However, this does not increase the number of bends so 
far, since vk's (and possibly u's) move eliminated one bend. Now vk has a degree of 
freedom to the left (see Figs. 10(a) and 10(c)), or up (see Figs. 10(b) and 10(d)). 
, Otherwise, vk (which is to the fight and down of vj)  has indegree two and exactly one 
• of vk's incoming edges has a bend. Notice that vertex u, after the end of the action 
described in the immediately preceding case, also has indegree 2 but no incoming edge 
with a bend. vk cannot be like vertex u, though, since the action described in the 
immediately preceding case (see Figs. 10(a)-10(d)) results only in indegree 2 vertices 
that have degrees of freedom to the right and up, or to the left and up (recall that vk 
has degrees of freedom to the fight and down). We move vk on the bend of one of its 
two incoming edges (see Figs. 10(e) and 10(f) for two such cases). As we just argued, 
such a move is always possible and it will change the degrees of freedom of vk; as a 
result we will fall into one of the previous cases. 
4. UNTIL the only remaining vertex is vn. 
5. Insert sink vn. We will discuss shortly how vn is inserted (see Lemma 5.3 and Figs. 8(b) and 8(c)). 
Lemma 5.L A vertex vi with indegree 1 can always be placed either to the right or above its 
predecessor. 
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Proof. We use induction. The above statement is true if the predecessor is either one of vertices vl 
or v2. Notice that we will pick position P1 (see Fig. 8(a)) for source vl, if the next adjacent o Vl 
vertex that is placed has indegree 1. This happens because a vertex with indegree 1 is placed to the 
fight or above its predecessor (see Step 3(b)). Let us assume that the statement is true for the first 
i - 1 vertices inserted to the drawing. In the induction step, we have that vertex vi with indegree 1 is 
the next vertex to be inserted. We distinguish the following cases. 
• vi's predecessor has indegree 1. According to the induction hypothesis, it was inserted to the right 
or above its own predecessor, therefore it has to have a degree of freedom either to the fight or up, 
even if it currently has only two degrees of freedom. 
• vi's predecessor has indegree 2, and it was not forced to move as a side effect of moving another 
vertex of indegree 2. In this case, the predecessor will have a degree of freedom to the right or up 
as a result of the special placement we do for vertices of indegree 2 (see Figs. 9(a)-9(d) and the 
description of the corresponding cases in Step 3(c)). 
• vi's predecessor has indegree 2, and it was forced to move as a side effect of moving another vertex 
of indegree 2. There is only one such case and is shown in Fig. 10(d) with vertex u. But vertex u 
(and hence vi's predecessor) has a degree of freedom up. [] 
An interesting observation about 3_ORTHOGONAL is that at any intermediate drawing, there is no 
placed vertex that has exactly two degrees of freedom and these degrees of freedom are to the left and 
down. This holds for vertex vl no matter where we finally choose to place it (see Fig. 8(a)). Recall 
that position P2 (see Fig. 8(a)) will be chosen only when the next one of Vl'S degrees of freedom to be 
used is the one to the left; in this way, the above observation is satisfied. Notice that this observation 
holds for v2 as well, regardless of the position of vl. For the remaining vertices, we distinguish the 
following cases. 
• The vertex has indegree 1; it follows from Lemma 5.1 above. 
• The vertex has indegree 2; it follows from the special placement we do for such vertices (see Fig. 9), 
and also from the fact that if such a vertex is forced to move (see Fig. 10(d)) there is still a degree 
of freedom up. 
The significance of this observation lies on the fact that 3_ORTHOGONAL never has to deal with the 
following case: vi is the next vertex to be inserted and has indegree 2; vi's two predecessors vj and 
vk are such that vj has degrees of freedom to the left and down, vk has degrees of freedom to the 
fight and up, and vj is to the left and down of vk (see Fig. 8(d)). 
In the cases of 3_ORTHOGONAL that are depicted in Figs. 10(a)-10(d), we claimed that vertex vk 
(which has degrees of freedom to the right and down), can always move to a bend. In order for this 
to be possible, vertex u has to have one incoming edge with a bend. This is always the case if u is 
of the type shown in Figs. 10(a) and 10(b). Let us assume that in the situation depicted in Figs. 10(c) 
or 10(d), there is no bend on any of the two incoming edges of u. This can happen only if the other 
predecessor f u is moved to occupy that bend in a situation similar to Figs. 10(c) or 10(d). But this 
implies that when u was placed, its two predecessors had degrees of freedom to the fight or down 
available and we chose to use the degree of freedom up. This is a contradiction since the degrees of 
freedom are considered in the order: fight, down, left, up, when there is more than one available (see 
first case of Step 3(c)). 
Notice that when a new vertex is inserted in the drawing, either a new row or a new column is 
introduced in the middle of the drawing, but never both (except for vertices vl, v2 and v~). In Fig. 9(b), 
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we have a situation where vi is the next vertex to be inserted, and vj, vk are its two predecessors. Also, 
vj has a degree of freedom down and vk has a degree of freedom to the left. It is possible to insert v~ 
at the intersection point between vj's down free direction and vk's left free direction. Nevertheless, we 
choose to introduce a new column in the middle of the drawing and a new bend along edge (vj, vi) 
(see Fig. 9(b)). We do that in order to ensure that each vertex of indegree 2 and outdegree 1, that may 
possibly need to move to the bend of one of its two incoming edges, will always be able to do so (see 
Figs. 10(a) and 10(b)). 
Lemma 5.2. After vertices vl, re , . . .  , Vn-1 have been placed, every edge has at most one bend. 
Proof. A new bend is introduced to the drawing only when either a new row or a new column is 
inserted. At each stage of algorithm 3_ORTHOGONAL, exactly one new row or exactly one new 
column is introduced, but never both. Also, when we move a vertex along one of its two incident 
edges (which are already drawn) so that it is placed on that edge's bend (see last two cases of Step 
3(c) and Fig. 10), one bend is introduced on the other edge, but recall that that edge had no bends to 
start with. 
Let us check edge (vl, v2). This edge has a bend (see Fig. 8(a)), but neither V 2 nor vl is ever 
moved. This is because v2 does not have a degree of freedom down, so it can never be like vertex vk 
in Figs. 10(a)-10(d). Also, Vl can never have exactly two degrees of freedom which are to the right 
and down. This is clear if P2 is V 1 'S final position. If, on the other hand, vl is placed in position P1, 
then vl's either fight or down degree of freedom has been used (see Step 2). Therefore, edge (vl, v2) 
always has exactly one bend in the final drawing. [] 
Consider vertices x, y and z such that they are all incident o the sink vn, that is edges (x, Vn),  
(y, vn) and (z, Vn) are in G. If all three of them have a degree of freedom towards the same direction, 
then Vn can be placed so that it introduces either a new row or a new column and no edge that bends 
twice (see Fig. 8(b)). Otherwise, since each one of vertices x, y and z has two degrees of freedom, 
there must be at least two of these vertices that have a degree of freedom towards the same direction. 
In this case, both a new row and a new column are required and one edge bends twice (see Fig. 8(c) 
for one such case). Hence we have the following lemma. 
Lemma 5.3. The placement of the sink v,~ introduces at most one new row and one new column in 
the drawing, and draws an edge with two bends. If  vn is of degree 2, there is no edge that bends 
twice. 
It is worth observing that this algorithm tends to group vertices of indegree 1, which appear along 
the same directed path of G, in the same grid row. We call the sequence of vertices placed along the 
same row, a chain. A second observation is the fact that new rows and columns are added at the top, 
the bottom, or even in the middle of the current drawing. Hence, the drawing is not upward. 
Proposition 5.1. Consider an n-vertex biconnected maximum degree 3 graph, and an st-numbering 
of it. Then, the maximum number of vertices with indegree 2 and outdegree 1 is: 
• [(n - 2)/2] tf the source has three outgoing edges and the sink has two incoming edges, or 
• ~(n - 2)/2 3 in any other case. 
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Proof. Let us assume that there are Xl-2 1-2 vertices (i.e., one incoming, two outgoing edges) x2-1 
2-1 vertices (i.e., two incoming, one outgoing edges) and xl-1 1-1 vertices (i.e., one incoming and one 
outgoing edges) in the graph. Note that there are no degree 1 vertices because the graph is biconnected. 
Our first equation comes from the number of vertices: xl-2 + x2-1 + xl-l + 2 = n. It also holds that 
the total number of incoming edges is equal to the total number of outgoing edges, so our second 
equation is on the number of edges: Xl-2 ÷ 2x2-1 + xl-i + xt = 2xl-z + x2-1 ÷ Xl-1 ÷ xs, where xs 
is the number of outgoing edges of the source, and xt is the number of incoming edges of the sink. 
From the above two equations it follows that x2-1 is maximized when xN = 0, and then we have 
x2-1 = (n - 2 + xs - zt) /2.  Hence, the result follows. [] 
Theorem 5.1, There exists a linear time algorithm for constructing an orthogonal drawing of a 
biconnected graph of maximum degree 3 with at most Ln/2] + 3 bends, and there is at most one edge 
that bends twice. Moreover, the drawing requires at most (roughly) n2/4 area. 
Proof. If we use the data structure proposed by Dietz and Sleator [8] in order to keep track of the 
relative positions of the rows and columns of the drawing, it holds that algorithm 3_ORTHOGONAL 
takes constant time per vertex insertion. Therefore, 3_ORTHOGONAL runs in linear time. The place- 
ment of the first two vertices Vl and/~2 introduces at most one bend (see Fig. 8(a)), and the placement 
of the sink introduces at most three bends (Lemma 5.3). The rest of the bends of the drawing can 
only come from the vertices of indegree 2 and outdegree 1 for which one incoming edge does not 
have any bends and the other incoming edge has exactly one bend. Notice that moving vertices along 
edges (see Fig. 10) does not alter the total number of bends up to that moment in the drawing, since 
when a new bend is introduced, an old one is eliminated (see description of the last two cases of 
Step 3(c) of 3_ORTHOGONAL, and Lemma 5.2). From Proposition 5.1 we have that the maximum 
number of vertices with two incoming and one outgoing edges is I(n - 2)/2] if the source has three 
outgoing edges and the sink has two incoming edges (the sink contributes only one bend in this case), 
or [(n - 2)/2J in any other case. Hence, the total number of bends can be at most ~n/2J + 3. 
Vertices v3; v4,.. •, vn-1 introduce ither a new row or a new column but never both. Let us assume 
that there are kl vertices that introduce a new row and k2 vertices that introduce a new column. 
Clearly, kl + ~2 = n - -  3. The first two vertices Vl and v 2 introduce at most two new rows and the 
sink introduces at most one new row (see Figs. 8(a)-8(c)), so the total number of rows is kl + 3. 
The first two vertices introduce at most two new columns and the sink introduces at most one new 
column, therefore the total number of columns is k2 ÷ 3. From this, it follows that the total area is 
(hi + 2) × (k2 ÷ 2). Since this is maximized when kl ~- k2 = (n  -- 3)/2, we have that the area of the 
drawing is at most 
= 0 .25n  2 + 0 .5n  + 0.25 ~ n 2. [] 
For graphs of maximum degree 3, Storer [19] has shown a family of graphs that require at least 
n/2  + 1 bends under any orthogonal drawing. From this it follows that algorithm 3_ORTHOGONAL 
is optimal in terms of the number of bends for biconnected graphs, within an additive constant of two. 
Fig. 1 l(a) shows an st-numbering for graph K3,3. Note that/£3,3 is regular of degree 3 and nonplanar. 
In Fig. 11 (b) we demonstrate he orthogonal drawing of this graph produced by our algorithm. 
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Fig. 11. (a) st-ordering computed for graph K3,3. (b)/(3,3 drawn by 3_ORTHOGONAL. 
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Fig. 12. (a) G's block tree with the sources and the sink as produced by the numbering. (b) Placing three leaf components 
with the appropriate row and/or column reuse. 
Let us assume now that we have a general n-vertex graph G of maximum degree 3, which is 
connected but not biconnected. We break G into its biconnected components and derive its block tree 
[9] (see Fig. 12(a)). Notice that for a graph with maximum degree 3, this can be done in linear time. 
Then, we obtain a global numbering for the vertices of G from 1 to n in the following way: we 
construct a local st-numbering for each biconnected component of G, and then we put all these st- 
numberings together to form a global numbering for G. In the local st-numbering of each biconnected 
component we require that: 
• the local source of each component be one of the cutvertices that are adjacent (through a bridge) 
to a cutvertex of a component of the previous level (i.e., one level down) of the block tree (if there 
is such a level), and 
• the local sink of each component be a cutvertex that is adjacent (through a bridge) to some other 
component of the next level (i.e., one level up) of the block tree (if there is such a level). 
For example, in Fig. 12(a) the local source of component bl+l is adjacent to the local sink of component 
bl, and the local sink of component bt+l is adjacent o the local source of component bt+e. When 
we merge the local st-numberings we follow the order from the lowest level of the block tree to the 
highest, and from left to right within the same level. For example, in Fig. 12(a) we start with the 
st-numbering of component bl, then we attach the st-numbering of component b2 to the end of it, and 
this level is completed with the st-numbering of component hi. Then we continue to the next level 
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with component bl+l, and we keep merging the local st-numberings in this way until there are no 
more components in the tree. 
The derived global numbering of G implies an orientation of the edges of G in the same way as 
an st-numbering implies an orientation of the edges of a biconnected graph. This orientation features 
the following two properties for G (see Fig. 12(a)). First, there are as many sources as the number 
of biconnected components that are leaves in the block tree. Second, there is only one sink and it is 
located in the biconnected component which is the root in the block tree. We call the components hat 
are leaves in the block tree leaf components. Note that each leaf component contains one source of G. 
In Fig. 12(a), vertices vi~, vi2, . . .  ,vi, are the sources, and vertex Vn is the sink. Vertex vl, the first 
vertex of the numbering of G, is one of the sources. 
We use algorithm 3_ORTHOGONAL to place each individual vertex with respect o the new global 
numbering of G. Except for the special handling of the drawings of the leaf components, any other 
vertex of G that algorithm 3_ORTHOGONAL is about to place, is either a vertex with one incoming 
edge, or a vertex with two incoming edges, or a sink (note there is only one sink, and it is the last vertex 
considered). Since this is the case, all the properties, features and observations regarding algorithm 
3_ORTHOGONAL that we discussed earlier in this section, still hold when 3_ORTHOGONAL is 
applied to G. 
The placement of the leaf components needs special treatment and is described below. Let us 
assume that we have l such components ( ee Fig. 12(a)) in G's block tree. We draw each one of these 
components separately in the way described in algorithm 3_ORTHOGONAL, and then we merge them. 
The first two vertices of G, that is vertices Vl and v2 (vl is a source), introduce two new rows and 
two new columns, as we have seen. Since each one of the remaining 1 - 1 sources (together with the 
vertices that immediately follow them) introduce the same number of rows and columns, we require 
that, each time we merge the drawing of a component which contains a source (i.e., a leaf component), 
at least two rows and/or columns are reused. In this way, after we have merged all l leaf components, 
each vertex inserted so far will have introduced either a new row or a new column but never both 
(except for vertices Vl and v2). 
The first leaf component to be placed is the one that contains ource vl. Then we insert the drawings 
of the remaining I - 1 leaf components (no rotations) reusing at least two rows and/or columns. The 
local sink of a leaf component is always connected to some other vertex in a component located 
in the next higher level of the block tree. For this reason, when a leaf component is placed, we 
require the degrees of freedom of the local sink of the component to be free. This means that the 
portions of the row and column of the local sink that constitute its degrees of freedom cannot be 
reused by any other leaf component that has been placed or will be placed. This is necessary in 
order to guarantee the local sink's degree of freedom. Notice that there can be no leaf component 
with exactly two rows and exactly two columns, since even if the component has only three vertices, 
algorithm 3_ORTHOGONAL draws it with two rows and three columns. In the degenerate case where 
a leaf component has only one vertex, we simply insert it reusing either one row or one column; in 
either case, this vertex still has three degrees of freedom. It is also important hat the leaf component 
containing vertex vl have at least three vertices, so that the following leaf components may be able 
to reuse rows and/or columns. 
After we place the vertices of the leaf components we continue with the placement of the remaining 
vertices of G, following G's global numbering. Since each one of these vertices is a 1-2, or 2-1 or l-1 
vertex (recall that there is also one sink in the root of G's block tree), they are placed as described in 
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algorithm 3_ORTHOGONAL. In Fig. 12(b) we show the insertion of three leaf components, namely b, 
b ~ and b ~. Let us assume that the drawing of b has two rows and three columns, and that the drawing 
of U has three columns. Vertex v is the local sink for component b, v ~ is the local sink for U and v/~ 
is the local sink for b ~. Notice that, when the drawing of b ~ is inserted on top of the drawing of b so 
that two columns are reused, we also "stretch" the drawing of b ~ to the right. In this way, the degree 
of freedom up of v is still available. Also, the drawing of b ~ reuses two rows, and the degrees of 
freedom of its local sink v ~I are not affected by any row or column reuse. 
The placement of the sink might introduce an edge with two bends as discussed in Lemma 5.3. All 
the other edges will have at most one bend, since algorithm 3_ORTHOGONAL draws G regardless 
of whether it is biconnected or not, except for the special placement of the leaf components which 
introduces row and/or column reuse. Hence, the statement of Lemma 5.2 holds for G. The only thing 
that remains is counting the total number of bends of the drawing of graph G. We will argue in a way 
similar to the proof of Theorem 5.1, and try to find the maximum number of vertices of indegree 2 
and outdegree 1 in G. 
Using an argument similar to the one in the proof of Proposition 5.1 and assuming that G has l 
sources, we can find out that the number of vertices with two incoming and one outgoing edges is at 
most: 
• ~r~/2J + l - 2, if the sink has three incoming edges, 
• [n/2J + l - 1, if the sink has two incoming edges, 
• ~n/2J + l, if the sink has one incoming edge. 
Taking also into account he fact that the sink vn might introduce up to 
• 3 bends (see proof of Lemma 5.3), if the sink has three incoming edges, 
• 1 bend, if the sink has two incoming edges, 
• no bends, if the sink has one incoming edge, 
and that each source is responsible for one bend, we have that the total number of bends of the 
drawing of G can be at most [n/2J ÷ 21 + 1, where l is the number of the leaf components of the 
block tree. Using an argument identical to the area argument of the proof of Theorem 5.1, we obtain 
an upper bound for the area of the drawing of G which is the same as the bound for biconnected 
graphs. Therefore we have the following result. 
Theorem 5.2. There exists a linear time algorithm for constructing an orthogonal drawing of a 
general graph of maximum degree 3 with at most [n/2J + 21 + 1 bends, where l is the number of the 
biconnected components of G that are leaves in G's block tree. Also, there is at most one edge that 
bends twice. Moreover, the drawing requires at most (roughly) n2/4 area. 
6. Conclusions and open problems 
In this paper we presented two algorithms for obtaining orthogonal drawings of general (nonplanar) 
graphs. The first algorithm produces orthogonal drawings of graphs of maximum degree 4. Our upper 
bound on the area is lower than the upper bounds of previously known algorithms. Moreover, our 
algorithm is expected to introduce a small total number of bends and crossings. 
Our second algorithm (3_ORTHOGONAL) produces orthogonal drawings of graphs of maximum 
degree 3 and matches the upper bound for the area of planar degree 3 graphs. Also, if the graph 
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is biconnected, this algorithm matches the upper bound for the number of bends of planar degree 3 
graphs. Another interesting property of algorithm 3_ORTHOGONAL is that, for biconnected graphs, 
it introduces at most two bends more than Storer's [19] lower bound for maximum degree 3 graphs. 
Some of the problems that still remain open in the area of producing orthogonal drawings of planar 
and nonplanar graphs are the following. 
• Is it possible to obtain better area upper bounds than 0.76n2? 
• Develop algorithms to produce orthogonal drawings of graphs of arbitrary degree, and establish 
bounds on the area and number of bends. An issue that has to be studied here is the way that the 
vertices are represented. 
• Develop interactive graph drawing algorithms. We would like to be able to efficiently update the 
area and the number of bends, when edges and/or vertices are added or removed. Some preliminary 
work was presented in [17]. 
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