Selecting a graphical item by pointing with a computer mouse is a ubiquitous task in many graphical user interfaces. Several techniques have been suggested to facilitate this task, for instance, by reducing the required movement distance. Here we measure the natural coordination of eye and mouse pointer control across several search and selection tasks. We find that users automatically minimize the distance to likely targets in an intelligent, task dependent way. When target location is highly predictable, top-down knowledge can enable users to initiate pointer movements prior to target fixation. These findings question the utility of existing assistive pointing techniques and suggest that alternative approaches might be more effective.
Introduction
A fundamental task in modern computer interfaces is the selection of a graphical item with a pointing device (e.g. a mouse).
The difficulty of such a pointing task is well described by Fitts' Law as the logarithm of the amplitude (distance to the target) of the movement divided by the target width (the required accuracy) [MacKenzie 1992] . Several techniques have been developed to facilitate pointing tasks by decreasing their difficulty along the lines of Fitts' Law [Balakrishnan 2003 ]. For instance, techniques exploit eye-tracking technology to move the pointer to the location of a detected eye fixation on the computer screen [Zhai, et al. 1999; Bieg et al. 2009; Drewes and Schmidt 2009] or to select one of several pointers near the fixation point [Räihä and Špakov 2009; Blanch and Ortega 2009] , thereby reducing the amplitude and thus also the difficulty of the pointing movement. The underlying assumption is that the item of interest is fixated before it is acquired and that turn-taking occurs between eye and pointer movement to maximize movement time savings. The purpose of this work is to test directly whether this assumption holds across a range of tasks.
Eye and hand coordination has been extensively studied for reaching and pointing actions with the hands [e.g. Neggers and Bekkering 2000] but not for tasks with a computer input device in a graphical user interface. A first study was carried out by Smith et al. [2000] to examine differences in the coordination of eyes and pointer movements when using various computer input devices. Smith and colleagues found that participants employed three different eye and hand coordination strategies when carrying out simple target acquisition tasks: a) eyes leading the pointer to the target (target gaze), b) eyes directly tracking the pointer (following), and c) switching between target and pointer (switching). Similar patterns were found by Law et al. [2004] albeit with a specialized laparoscopic tool and not with a common computer pointing device.
In the present study we investigated the coordination of eyes and pointer movements on several selection tasks. In contrast to previous studies, these tasks required visual search for the target item before selection. Such a combination of search and selection is a staple of numerous human-computer interaction tasks [Fleetwood and Byrne 2008] . We wanted to see whether and how visual search affected the coordination of eye and mouse pointer movement.
Method

Participants
The experiment was performed on 12 participants with normal or corrected-to-normal vision. Data from one participant was removed because of large eye-tracker calibration errors. All participants were regular computer and mouse users.
Tasks
Three tasks were presented (T1-T3) that required searching for and selecting (i.e. clicking on) one or several target items or drag-and-drop of the target item (see Figure 1) . A fourth task was also presented during the experiment but is not discussed here. Task T1 was a simple target acquisition task. Users started at a location 800 px to the right of the target item and moved a graphical pointer with the mouse to select it and drag it over to the circular area. Task completion was confirmed by clicking on a button labeled "done" next to the circular area. In the second task (T2) participants searched a 13 × 13 grid for a single target, specified uniquely by shape (triangle, rectangle, circle) and color (red, green, blue) before performing the same drag-and-drop task. The position of the grid on the screen was fixed and the locations of target and distractor items were randomized within the grid. In task T3, the same amount of items were scattered across the whole screen. Five target items had to be searched and clicked on in this task. The size of each item was approximately 20 px (3.3 cm, 1.92° visual angle). Before each trial, a screen was shown to inform participants of the current target's color and shape. For reasons of consistency, this was also done in task T1. This preparatory screen contained an instance of the target item and an "ok" button which had to be clicked in order to start the trial. For tasks T1 and T2, the button and item instance were located at a constant position to the right of the screen. The button was at the exact same position as the "done" button in the trial display. The item instance was above the button. For task T3, item and button were shown in the center of the screen. With this arrangement, gaze and pointer position were at an approximate constant starting position for each trial (near the "done" button on the right side for T1 and T2 or center of the screen for T3).
Figure 1 Schematic representation of the experimental tasks.
Apparatus
Participants used an optical computer mouse to complete the task (Logitech Optical Wireless). The experimental computer ran Ubuntu Linux version 8.10. Participants sat 100 cm in front of a large back-projected screen which displayed the graphical stimuli at a rate of 120 Hz (resolution 1400 × 1050 px, size 94.1° × 89.1° visual angle, 2,15 × 1,97 m). While carrying out the tasks, participants' gaze was tracked with a mobile eyetracking system. The system allowed for unconstrained head motion by combining a head mounted eye-tracker (SR Research Eyelink II) with an infrared motion capturing system (Vicon MX 13 with four cameras) using the libGaze tracking library [Herholz et al. 2008] . With this system, gaze was computed in terms of screen coordinates at 120 Hz.
Procedure
Each experimental session lasted around 90 minutes with short pauses every 15 minutes and regular recalibration of the eyetracker before each block. Prior to data collection, the tasks were explained, demonstrated to the participants, and one round of practice trials was presented. Each participant then carried out five blocks of tasks. Each block started with 10 trials of task T1, followed by 10 trials of T2, and 3 trials of task T3.
Results
It is well known from experiments on visual search that search for combinations of features (e.g. shape and color) take more time as a function of the number of items and difficulty of discrimination. In addition, the number of fixations is correlated with search difficulty [Zelinsky and Sheinberg 1997] . We compared trial completion times and number of fixations of tasks T1 and T2 to see whether an effect of the added requirement to search an item prior to selection was present. The mean trial completion time for a simple drag-and-drop trial (T1) was 3.5 s (std. dev.: 0.45). In the search condition (T2) completing the trial took considerably longer (mean: 5.5 s, std. dev.: 0.60, 95% CI of difference: 1.5-2.3 s, t(10)=10.5, p<0.01). Fewer fixations were made during the single-target task T1 (mean: 6.0, std. dev.: 0.78) compared to the search task T2 (mean: 14.4, std. dev.: 2.37, 95% CI of difference: 6.7-10.0, t(10)=11.1, p<0.01). Thus, it took participants approximately 2 seconds longer to complete task T2. This time was likely spent on the search for the target item and eye movements required for item identification.
Since almost 40% of trial completion time seems to be spent on search, how do users coordinate pointing movements during this time? Analysis of pointer movement in task T2 shows that the pointer was already close to the target when the first fixation on the target item was made. For instance, in more than 80% of trials, the pointer had already moved half of its initial distance to the target (Figure 2 line a) . For the simple selection task T1, the pointer's distance to the target was generally larger. Still, in almost 60% of trials, the pointer had already moved more than half of the initial distance (Figure 2 line b) . In task T2, the median latency between the first fixation on the target item and the beginning of the pointer movement was -1.7 s. In T1, the median latency was -190 ms. In more than 60% of trials of T2 the pointer movement was initiated almost 1 s before the target had been fixated (Figure 3 line a) . In trials of T1, the latency was shorter but still mostly negative.
Figure 2 Cumulative histogram of the distance (as proportions of the initial pointer-to-target distance of approximately 800 px, 68° visual angle) between the pointer and the target item at the time of the first fixation on the target.
Two explanations for these findings seem probable. First, participants moved the pointer immediately once the trial started by using knowledge from previous trials about the approximate target location (T1) or grid location (T2). This movement required no visual guidance and was carried out while the eye made a saccade to the target to guide the final targeting phase of the movement. Similar findings were also reported for hand movements by van Donkelaar et al. [2000] .
A second explanation could be that, in the case of T2, participants parallelized search and pointer movement. To investigate this, we analyzed pointer movements during task T3. In this task target locations could not be predicted from memory. A typical example of eye scanpaths and pointer motion is shown in Figure  5 . Trajectories for the vertical and horizontal dimension along the time axis are shown in Figure 5 b and c. From the inspection of individual trial data it seems that the pointer roughly followed the scanpath throughout the trial. To test this hypothesis, we calculated the mean Euclidean distance between the location of the mouse pointer and eye gaze across all trials of T3 for all participants. The mean Euclidean distance was minimal when the mouse pointer signal was shifted a few hundred milliseconds forward in time (see Figure 4) . Even though the extent of the shift varied between participants (see participant means in Figure 4) it was positive for all participants. A positive shift can be conceived as a shift of the mouse pointer path to the left in Figure 5 b and c. This means the mouse pointer generally lagged behind the eye movements but it does not give any clues to whether it did so consistently throughout the trial.
Figure 3 Cumulative histogram of the latency between a fixation on the target and movement initiation (the point in time when the pointer was moved more than 40 px from the starting position).
Figure 4 Mean distance of the pointer to the gaze point on the screen across trials of task T3 as a function of the amount of phase shift of the mouse pointer "signal". Pictograms indicate effect of shift.
To analyze whether the pointer followed gaze throughout a trial, we implemented a model of pointer motion in which the pointer was moved directly from selection point to selection point and remained motionless during the periods in between. This model simulates the turn-taking strategy assumed by some assistive interaction techniques in which a user moves the mouse to acquire a target but keeps it stationary while searching. Compared against actual pointer motion the mean Euclidean distance across all trials and participants was significantly larger for this turn-taking model (95% CI difference: 238-289 px, t(10)=23.0, p<0.01). This indicates that participants generally moved the pointer while searching and did not adopt a turn-taking strategy. 
Conclusion
In this study, we investigated the coordination of eye movements and mouse pointer movements during a range of search and selection tasks. In performing these tasks, participants use two main eye-hand coordination strategies. First, when the approximate location of the target is known, participants perform pointer movements that are initiated without eye guidance, possibly in parallel to an eye movement to the target item. Second, in tasks requiring visual search for a target item prior to selection, users parallelize search and pointer movements. This behavior might have two functions: First, in order to utilize "slack motor time" while looking for the target, users roughly follow their scanpath to keep the pointer close to the searched area. Thereby they minimize the amplitude of the acquisition movement, once a target is found. Second, users might employ the pointer as an active reference tool for marking potential target items or as a reference for keeping track of the search area. Such "deictic" pointing behavior [Ballard et al. 1997 ] has also been observed in menu selection and web browsing tasks [Cox and Silva, 2006; Rodden et al. 2008] . Further analyses and experiments are required to clarify the function of the observed behavior in the current task.
Our results also show that the eye reaches the targeted item prior to the pointer. This is in line with the "target gaze" behavior identified by previous studies [Smith et al. 2000; Law et al. 2004] . However, our findings also imply that the eyes fixate on the target rather late in the pointing process if the approximate target location is known. This gives rise to the assumption that eye fixations are only needed for precise targeting motions during the final pointing phase. We did not find evidence for the "following" or "switching" behaviors described by Smith and colleagues [2000] . We cannot exclude the possibility that these behaviors may occur. In the context of search tasks, however, our data suggest that participants consistently follow their gaze with the mouse pointer rather than the other way round.
These findings also have implications for the design of optimized pointing techniques, for instance, gaze-assisted techniques that reduce the amplitude of the pointing movement [e.g. Zhai et al. 1999 ]. An implicit assumption of these techniques is that the eyes precede a pointer movement so that movement time savings could be gained by moving the pointer to the point of gaze. Results of the present study indicate that users tend to minimize pointing amplitudes with little effort by carrying out approximate pointer motions in parallel to visual search when the target is unknown or initiating movements even before fixating the target when the target location is known. Both scenarios are very common in many user interface tasks. Locations of interface elements such as window controls are often well known whereas content elements such as links on a web page must often be searched [Rodden et al. 2008] . In fact it is hard to construct a scenario where no knowledge is available or no search is needed. It might therefore be reasonable to explore other optimization techniques, for instance, techniques that do not minimize movement amplitudes but the needed endpoint precision, for instance using target-expansion [e.g. McGuffin and Balakrishnan 2002] .
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