ABSTRACT One of the challenges of future space missions is the deployment of instruments distributed across multiple satellites that fly in an autonomous formation. This type of mission requires that the spacecraft communicate using inter-satellite links (ISL) and collaborate to fulfil the role of a large-scale, complex scientific instrument. In this context, precise information regarding the relative positioning of the satellites in terms of distance and orientation is essential. In radio frequency (RF) based techniques, obtaining the relative orientation between the satellites starts with estimating the angle-of-arrival (AoA) of the radio signal. This paper proposes an AoA estimation technique that can be used in Orthogonal Frequency-Division Multiplexing (OFDM) communications. Our approach consists in obtaining the AoA using the ISL, specifically the preamble whose primary roles are data link synchronization and channel estimation. Our technique allows a more accurate measurement of the AoA due to an improved ambiguity resolution of phase measurements. We give theoretical results regarding the accuracy of the AoA estimator and we validate them by tests on a real-time functioning testbed consisting in multiple National Instruments Universal Software Radio Peripheral platforms. We show that the carrier frequency offset introduces only a negligible bias in the AoA estimation and we discuss the effect of multipath propagation.
I. INTRODUCTION
Many potential future science missions, such as interferometer missions and optical or ultraviolet deep space imagers would call for instrument apertures or baselines beyond the scope of deployable structures. The practical approach for providing the measurement capability required by such missions is precision formation flying (PFF) of distributed instruments. PFF refers to multiple satellites that continually communicate and cooperate to achieve the goal of a single, larger and more complex structure.
Knowledge of the relative position is crucial to synthesize structures for large instruments. Direct optical and radio frequency sensing (RF) of inter-satellite range and orientation are essential, especially for missions that cannot fully utilize global positioning system (GPS) capabilities.
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Space-qualified, high-precision metrology systems with a large dynamic range and the ability to simultaneously track multiple neighboring spacecraft are required.
Although common satellite applications include land mobile satellite systems [1] , satellite terrestrial relay networks [2] or fixed satellite service [3] , our paper is focused on space-to-space satellite applications. Recently several scientific missions for autonomous formation flying satellites have been developed. For instance, PRISMA, which was launched in 2010, was designed to demonstrate formation flying and rendezvous technologies [4] . Another example is PROBA-3, scheduled to launch in 2020, whose primary mission is to demonstrate formation flying technologies of multiple spacecraft. The scientific payload of PROBA-3 consists in a large-length distributed coronagraph used to study the Sun's corona [5] .
In formation flying satellites, when GPS data is not available, the relative positioning is usually estimated using dedicated hardware. Examples of optical sensors include the Vision Based Sensor (VBS) in PRISMA [6] or the Coarse Lateral Sensor (CLS) and the Fine Lateral and Longitudinal Sensor (FLLS) in PROBA-3 [5] . In PRISMA, the VBS can identify the TARGET satellite at distances up to 500 km and can track it down to 10 m during approach maneuvers [7] . The accuracy of CLS is 3.5 arcsec in a field-of-view of ±5 arcdeg [8] . FLLS is expected to provide lateral and longitudinal accuracies of 21 and 30 µm, respectively [9] .
The Formation Flying Radio Frequency (FFRF) sensor deployed in PRISMA falls under the category of RF based metrology systems. FFRF achieved accuracies of 1 cm on distance and 1 • on Line-of-Sight (LoS) for low signal elevations [10] . In the case of higher elevations, the performances degraded because of high multipath errors. The LoS is computed based on an antenna triplet: the path differences between the receiver antennas are measured and then the LoS components are calculated [6] . In PRISMA, two inter-satellite links (ISL) are implemented: the main link is in the UHF band and is used to communicate position and status information; the second link is implemented in the FFRF in S-band and is used to transfer metrology measurements. For PROBA-3, the accuracy of the GPS system onboard is specified at 7.5 cm at orbit perigee [11] . The GAMALINK system that is used to implement the ISL contains a redundant GPS system with positioning precision of 5 m.
All these solutions use dedicated hardware, which means an increased budget in terms of energy consumption, mass and satellite volume. A rationale solution from this point of view is to control the relative position by using the existing RF ISL. Such solution implies few supplementary hardware and moderate computational effort.
In RF-based techniques, the estimation of relative orientation starts with calculating the angle-of-arrival (AoA) of the ISL. In formation flying missions single-carrier communication is commonly employed [4] . This paper investigates a method for measuring the AoA in the case of an ISL that employs Orthogonal Frequency-Division Multiplexing (OFDM). In wireless communications, the main advantages of OFDM are the high spectral efficiency, robustness against narrow-band effects, inter-symbol interference and fading and simple channel equalization. One of the drawbacks of OFDM could be high peak-to-average power ratio, but this effect can be compensated by techniques such as signal predistortion [12] .
In our approach the preamble that serves to synchronize the ISL in time and frequency and to estimate the channel is also used to obtain the AoA. More precisely, the AoA is estimated by measuring the correlation of preambles received by a couple of antennas. Based on this idea, we derive an analytical expression for the AoA and analyze the impact of several factors on the precision of the AoA estimate. In order of presentation these factors are: the sampling frequency, the receiver noise, the FFT size, the Carrier Frequency Offset (CFO) and multipath propagation. Compared to PRISMA or PROBA-3, our approach is different in the following aspects: a single ISL is jointly used for data communication and AoA estimation, no secondary, dedicated link is needed and no optical systems are employed. Thus, our solution reduces the hardware that needs to be deployed on the satellite platform.
The idea of using the OFDM preamble for AoA measurement was published in our previous work [13] . This paper extends the work in [13] • ] and channels with various SNRs. The rest of the paper is organized as follows: Section II presents related work regarding RF-based AoA estimation techniques in both ground-based and GPS systems. Section III describes the system model, special subsections being devoted to path difference measurement by correlation method, wide-lane technique and Half-Cycle Rounding (HCR), which is our approach for phase ambiguity resolution. Occasionally, simulation results are included to support the theoretical assertions. Section IV discusses the errors introduced in AoA estimation by CFO and multipath propagation. Section V describes the USRP testbed and the results obtained with real-time measurements. Finally, Section VI concludes the paper.
II. RELATED WORK
Most AoA estimation algorithms are based on antenna arrays. The algorithms are implemented using conventional, subspace, maximum likelihood (ML) or integrated techniques.
Conventional methods are based on beamforming, require a large number of elements to achieve high resolution and do not exploit the statistical properties of the useful signals or the noise [14] . One of these techniques is the Delay-andSum method, also known as classic beamforming [15] . It is one of the simplest AoA estimation algorithms and is based on performing the weighted sum of the signals received by the antennas. This method has many disadvantages, such as poor resolution, which could be increased by adding more sensors (which ultimately leads to more receivers and storage capacity for the calibration data). Another conventional method is Capon's Minimum Variance [16] , which aims to increase the resolution of the Delay-and-Sum method. Capon's method estimates the data covariance matrix and minimizes the output power such that the gain in the desired direction is unitary. This implies steering the beam electronically towards the correct direction while attenuating other signals that impinge on the sensor array from other directions [17] . Capon's technique is able to detect signals arriving from closely spaced sources compared to the first method but fails if multiple correlated signals are present. In [18] an extension of Capon's method that takes into account the uncertainty in the sensor array manifold is provided.
Subspace based methods aim to improve the resolution of conventional techniques and are based on eigen decomposition of the covariance matrix of the received signals. The most popular technique from this category is Multiple Signal Classification (MUSIC) [19] , which is a signal parameter estimation algorithm that provides information about the number of incoming signals, their AoAs, noise power. Various modifications of the MUSIC algorithm have been proposed to increase its resolution and decrease the computational complexity. The authors in [20] propose an improved version of MUSIC that can consistently separate closely spaced sources. Root-MUSIC [21] is based on polynomial rooting, but can be applied only with uniform spaced linear arrays. Cyclic MUSIC [22] exploits the spectral coherence properties of the incoming signals. In [23] it is shown that Root-MUSIC outperforms other techniques in the case of two closely spaced users. Most implementations of MUSIC and Capon in the literature use antenna elements spaced at λ/2 in order to avoid phase ambiguities. In the case of formation flying satellites, the accuracy demands could require longer baselines.
Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT) is another subspace-based method which reduces the computational and storage requirements of MUSIC. ESPRIT does not involve extensive search throughout all possible steering vectors [24] . However, it requires that the sensor array can be decomposed into two identical subarrays whose elements are displaced by a fixed translational distance [25] . In [24] it is shown that MUSIC outperforms ROOT MUSIC and ESPRIT in Space Division Multiple Access systems.
ML techniques [26] outperform subspace methods, especially in low SNR conditions, but are very computationally expensive because they require solving nonlinear equations and are rarely implemented in real-time scenarios. In [27] a lower complexity, iterative ML technique for GPS AoA estimation that outperforms Capon and MUSIC in low SNR conditions is proposed. Another iterative ML technique for GPS AoA using a uniform linear array sensor configuration that provides accurate estimations at SNR values under −20 dB is proposed in [28] .
The integrated techniques estimate the AoA of the LoS and multipath components of a signal from their spatial signature [29] . Similarly to subspace methods, the spatial covariance matrix is computed, followed by eigen decomposition.
Other RF techniques, such as [30] , [31] and [32] , implement Kalman filtering to improve the accuracy of AoA estimation.
Several Global Navigation Satellite System (GNSS) based methods have also been developed. For example, two methods for low Earth orbit satellite attitude determination using GPS are proposed in [33] : one is based on carrier phase measurements and the other exploits the received signal strength considering the GPS antenna radiation pattern. The accuracy of the second technique was very low (up to 10 • ). The authors in [34] propose a GNSS based attitude determination system for nanosatellites using a single antenna and GNSS-derived accelerations whose accuracy is 0.6 • .
III. SYSTEM MODEL
We consider a formation composed of two spacecraft: one is the master and performs the metrology tasks, and the second satellite is the slave and acts as a positioning reference. The measurement of AoA requires one transmission antenna at the slave satellite and two receiver antennas at the master satellite. If the two satellites are not aligned, the wavefront emitted by the transmitter antenna Tx travels different distances, d 1 and d 2 , to the receiver antennas Rx1 and Rx2 (Fig. 1) . The estimation of the AoA denoted by α in Fig. 1 is based on the measurement of the path difference d 2 − d 1 . For the purpose of this model, the distance y between satellites is considered to be the distance from the Tx antenna of the slave to the center of the Rx antenna baseline at the master, instead of the distance between the center of masses of the satellites. Fig. 1 is a representation of the flight formation geometry used to derive the mathematical relation between α and d 2 − d 1 . The segments a and b are functions of α:
The distances from the Tx antenna to the receiver antennas Rx1 and Rx2 are: Substituting a and b and solving by respect to the difference d 2 − d 1 , we obtain the following equation for α:
This equation shows that the angle α can be obtained from the path difference d 2 − d 1 , when the distance y is known. The path difference is estimated by measuring the phase difference between the signals received on Rx1 and Rx2 (the method is detailed in Section III-A). The following shows that the knowledge of y is not necessary if the inter-satellite distance is long enough.
As known, at long distances the spherical wavefront can be approximated by a planar wavefront (Fig. 2 ). This approximation allows a simplified calculation of α. In Fig. 2 , if the segment z is written as:
then the two distances are:
and the path difference becomes:
By substituting (4) in (6), the following simplified equation is obtained for α:
This equation is an approximation of (3). It can be derived directly from (3) by considering y much larger than d 2 − d 1 and r, in which case the only relevant term under the square root remains 4y 2 that cancels the denominator. The major advantage of using this approximation is that the inter-satellite distance y is no longer necessary for the estimation of α that now relies only on the difference d 2 − d 1 . Thus, by using the planar wavefront approximation, the AoA calculation is simplified and decoupled from ranging. Fig. 3 shows the approximation error when α is calculated with (7). The error depends on both α and the distance y. Considering a conservative antenna separation of 37.5 cm, imposed by the size of the satellite face (which are in the range of 40 to 130 cm) and an α = 15 • , at the minimum inter-satellite distance y = 25 m where autonomous flying is employed in PROBA-3 and where the accuracy must be highest, using (7) to calculate the AoA introduces an error of only 0.0026%, meaning about 0.0004 • . For the same α (least favourable case considered), at distances greater than 100 m, the approximation error drops under 0.0002
The relative orientation is a more complex task that demands the measurement of AoA in different planes. A solution can be the triplet method, which requires two orthogonal antenna rows, each row consisting in two receiver antennas (Fig. 4) [35] . One row is used to estimate the pitch angle while the other estimates the yaw angle.
A. ESTIMATION OF PATH DIFFERENCE BY CORRELATION MEASUREMENT
The path difference d 2 − d 1 can be obtained by measuring the correlation between the signals received by the two antennas. Next we show how this difference is estimated in the case of an OFDM transmission with a preamble composed of a unique symbol.
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An OFDM symbol has N subcarriers X [k], equally spaced in frequency. With an intercarrier spacing of F s /N , the subcarrier frequencies can be written as
where F c is the central frequency of the channel and F s is the sampling frequency.
On an ideal channel -without noise or multipath effects -after traveling a distance d, each subcarrier is subject to a phase shift described by the phasor e −jdβ k , where β k is equal to 2πF k /c. Therefore, the subcarriers of the OFDM symbol received by the two antennas will be:
In time domain, the corresponding signals are y 1 (t) and y 2 (t).
The difference d 2 − d 1 is estimated from the correlation of y 1 and y 2 : (10) where T = 1/F s . For practical reasons, the correlation is calculated on a limited time support equal to the length of OFDM symbol. At τ = 0, the two received symbols are perfectly superposed. This produces a maximum at the level of the correlation modulus and, the following spectrum in the frequency domain (according to the cross-correlation theorem):
where |X | is the absolute value of X [k], which is constant for the OFDM preamble symbol. By inverse Fourier Transform one obtains the following expression of R(τ ):
The sum in (12) is the inverse Fourier Transform of a constant, meaning a shifted Dirac in time domain. It is evident that the phase of correlation is given only by the exponential in front of the sum:
The subscript max stresses the fact that this result is valid only for τ = 0 i.e., when the correlation modulus is maximum. This obliges the detection of the maximum of the correlation and the measurement of the phase exactly at that moment in order to be able to use φ max for the estimation of path difference:
By including this result in (7) we obtain the following approximation for α:
At the master, the cross-correlation is calculated after the synchronous sampling of y 1 and y 2 meaning that only samples of the cross-correlation are available. With high probability the maximum of the cross-correlation falls between two sampling moments, meaning that the detected maximum is not the actual peak of the correlation but a point in its vicinity. In this case, since the condition of perfect superposing is no longer satisfied, the sum in (12) will have in most cases a non-zero phase that introduces an error in the path difference estimation. This error depends on the content of the OFDM signal and on the sampling frequency. Considering F s = 7.68 MHz and F c = 1.2 GHz, an example of the phase variation of the sum in (12) around the correlation maximum when α = 10 • is shown in Fig. 5 . The phase variation has been obtained by oversampling y 1 and y 2 with a factor of 100. The axis of abscissas corresponds to the domain [−T /2, T /2]. It can be seen that the phase is 0 in the origin. The variation of the phase around the maximum depends on how the subcarriers of the training symbol are modulated. We simulated the phase measurement for 10000 different pseudo-random symbols, in the most unfavourable case (τ = T /2). The histogram of the errors induced in the estimation of α is shown in Fig. 6 . The standard deviation of the distribution is 0.0045 • . The variation of the sampling frequency did not significantly change the error distribution. All of these show that the sampling introduces only a negligible error in the AoA estimation. 
B. PHASE AMBIGUITY RESOLUTION BY

WIDE-LANE TECHNIQUE
The path difference can be estimated correctly from φ max only if the half-wavelength condition is satisfied [36] :
Because of physical dimensions of the satellite, the distance between the two receiver antennas sometimes does not satisfy this condition. In these cases, the measured phase is only the fractional part of the actual phase. The unsensed part of the phase is an unknown number of π's. A solution to resolve this ambiguity is to use two OFDM signals transmitted on channels with central frequencies F c1 and F c2 , respectively. The second channel can also be used for frequency diversity or to increase the data rate of the ISL. With this configuration instead of considering the phase φ max of a single channel, one measures the difference of phases on the two channels [37] :
This is equivalent to using a single central frequency F wl = F c1 − F c2 . The subscript wl comes from the name of the technique known as wide-lane. By choosing F c1 and F c2 sufficiently close, the wavelength λ wl can be tuned such to satisfy the half-wavelength condition [37] :
The downside of the wide-lane technique is the precision. The measurement of φ max,F c1 and φ max,F c2 is corrupted by the receiver noise, which is a zero mean additive white Gaussian noise (AWGN): (19) where n F c1 and n F c2 represent the contribution of noise to the phase measurements. This noise impairs the precision of the path difference estimate on the OFDM signals:
where the subscript a is used to emphasize that the path differences are affected by ambiguity. The variances of the two estimates are:
where σ 2 is the noise variance. The noise effect is even more destructive in the case of the wide-lane technique:
where the noise variance is not only doubled because of subtraction but also scaled with a higher factor λ wl /2π:
C. PHASE AMBIGUITY RESOLUTION BY HALF-CYCLE ROUNDING
In this section we propose an approach that significantly improves the precision of the path difference estimation by wide-lane technique. We start from the observation that if the half-wavelength condition (16) is not satisfied, then the true path difference d 2 − d 1 is composed of a fractional number of half-cycles measured from the cross-correlation phase and an integer number of half-cycles M that is unknown:
The higher frequency F c2 (corresponding to the lower wavelength λ 2 ) has been considered in order to have a reduced noise scaling (see (21) ). Unfortunately, the estimation based on (24) cannot be used because of M 2 . The problem of M 2 is alleviated by the wide-lane technique, where the half-wavelength condition is satisfied (M wl = 0):
The drawback of the wide-lane measurement is the increased noise with respect to (24) .
In our approach, instead of deriving the path difference directly from the wide-lane phase, we estimate solely the integer M 2 by using the wide-lane technique and then we obtain d 2 − d 1 with (24) . To get an estimate of M 2 , we substitute (25) in (24):
and perform a rounding operation since M 2 is always an integer:
The rounding is the key for increasing the precision of
Once M 2 estimated, the actual path difference can be obtained with (24) . The rest of the section is devoted to the evaluation of the precision of the d 2 − d 1 estimator. . The noise associated to M 2 before rounding is:
n F c2 (28) and consequently, the variance of M 2 estimator before rounding is:
The noise n M 2 is as n F c2 an AWGN with zero mean. The rounding of M 2 changes the noise distribution into a series of Dirac (Fig. 7 ) with the amplitudes:
The integral is the probability to obtain n after rounding. The variance of the distribution after rounding is:
For high σ 2
, the rounding has almost no influence on the noise variance that remains practically the same. The plot in Fig. 8 shows the ratio between the noise standard deviation after and before rounding. Note how close it is to 1 for σ M 2 > 1.5. On the contrary, for low σ 2 M 2 , when the Gaussian is tightened about zero, the rounding may reduce significantly the variance, as shown in Fig. 8 . This is the case of our application, where σ 2
is in the range of 10 −3 . To calculate the infinite sum in (31), we start from the following approximation:
)dx (32) that holds for Gaussian distributions with low variance. In such cases, in the intervals [n − 0.5, n + 0.5] the Gaussian is almost constant, meaning that the above approximation is equivalent to:
By using (32), the variance after rounding can be approximated by:
The calculation of the integral leads to the following expression for the variance:
where erf (x) is the error function. Table 1 shows the variance of M 2 calculated for F c1 = 1.1 GHz, F c2 = 1.2 GHz, r = 18.75 cm (conservative value considering the physical dimensions of the satellite) and σ 2 corresponding to a SNR of 10 dB. It is to note that after applying HCR the variance of M 2 is reduced by 9 orders of magnitude. It becomes practically zero, meaning that by HCR the unambigous wide-lane estimation of path difference becomes as precise as the ambigous estimation on a single channel.
The direct consequence of improving the path difference estimation is a more accurate measurement of α. Fig. 9 shows the standard deviation of α vs. SNR in two cases: calculated Another possibility to improve the precision of α is by increasing the number of modulated subcarriers in the OFDM symbol and, consequently, the DFT size. The calculus of correlation reduces the noise σ associated to φ max . The noise reduction is more consistent as the number of transmitted subcarriers increases. Table 2 shows the values of σ α for DFT sizes and corresponding number of modulated subcarriers at a SNR of 10 dB. The values for r, F s and F c2 are the same as for Table 1 . The subcarrier spacing is modified in order to have the same signal bandwidth regardless of DFT size. It can be seen that the error reduction by doubling DFT size is approximately 1/ √ 2, which corresponds to doubling the number of modulated subcarriers. The precision obtained for a 512 point DFT is consistent with the result obtained in Table 1 .
IV. OTHER SOURCES OF ERRORS
Several sources of errors have been identified in inter-satellite communications. The effects of the misalignment between transmitter and receiver oscillators and multipath propagation are discussed in the following subsections.
Another potential impairment is oscillator phase noise, which has two effects on the received signal: a common phase error (CPE) among subcarriers [38] and intercarrier interference (ICI) [39] . Since on a satellite platform the same oscillator would be shared by all receivers, CPE does not influence the AoA estimation due to the specific measurement technique by cross-correlation (which translates to pointwise multiplication of spectra). We performed simulations that integrate both effects of phase noise considering the specifications of the oscillator [40] in the Octoclock device [41] that is used in the USRP testbed. For the AoA range simulated in the testbed, the error was under 0.0002 • .
Rain [42] and shadow fading [43] are specific to satellite-ground communications and do not affect ISLs. The ionospheric delay does not impact our technique since the AoA measurement is based on path difference estimation of the received signals. Furthermore, the change in AoA due to ionospheric scintillation is also negligible [44] .
A. EFFECTS OF CARRIER FREQUENCY OFFSET
In inter-satellite communications, the differences between the local oscillators of the transmitter and receiver and the Doppler effect give rise to a shift in the frequency domain. This shift is referred to as carrier frequency offset (CFO). In OFDM, the demodulation of a signal with an offset in the carrier frequency leads to orthogonality loss, ICI and finally to large bit error rates. Therefore, any transmission has to be preceded by a synchronization process. During synchronization, the CFO is estimated and corrected, but since the estimation is prone to errors, even after the correction a residual CFO is still present. The residual offset f c can be modelled as a multiplicative distortion in time domain [45] : (36) In section III-B we have shown that in most cases the maximum measured for the correlation is not the actual correlation peak, but a value R(τ ) (with τ < T s /2) in its vicinity. The CFO contributes to the phase of this value:
Equation (37) shows that the CFO introduces an error in correlation phase measurement that is equal with the product 2π f c τ . This error biases the AoA estimation by approximately:
The variation of the bias for different values of F s are shown in Fig. 10 . The residual CFO is in the range [1, 100] Hz, which is representative considering the synchronization accuracy in LTE systems [46] . In [46] the SNR is in the range [−20, −10] dB, therefore the residual CFO range is more than sufficient for our application. For f c = 38 Hz, a sampling frequency F s = 7.68 MHz, F c = 1.2 GHz and r = 18.75 cm, the bias is in the most unfavourable case (τ = T /2) equal to 9 · 10 −5 degrees. It is a negligible value.
B. EFFECTS OF MULTIPATH PROPAGATION
In the case of inter-satellite communications, the main sources of multipath propagation are the reflections of the VOLUME 7, 2019 RF signal on the structure surrounding the antennas [47] . Because the distance between the two receiver antennas Rx1 and Rx2 is negligible compared to the inter-satellite distance, multipath propagation coming from the slave satellite can be assumed to be identical for both paths. At the master satellite, this is no longer the case. The characteristics of multipath vary with the relative orientation of the satellites.
The channel impulse response of a wireless channel can be expressed as [48] :
where τ l is the delay of the lth path, a l is the corresponding complex path gain and L is the total number of channel paths. For simplicity, it is assumed that the channel is linear-time invariant and slowly fading. In multipath conditions, the received signal can be modelled as:
The use of the cyclic prefix (CP) allows the multipath propagation to be modeled as pointwise multiplication in the frequency domain [49] :
where Y mp [k] is the DFT of the received signal and H [k] is the channel transfer function. With this model, the spectrum of R(τ ) becomes: 
This equation shows how multipath propagation influences the phase measurements. The error can be up to several cm in path difference and could lead to ambiguity resolution failure and degradation of accuracy [47] . A potential solution for this issue is multipath error mapping in an anechoic chamber using satellite mock-ups, as performed in PRISMA mission [50] . 
V. EXPERIMENTAL RESULTS
In the previous sections, a series of theoretical considerations have been done regarding the AoA estimation. In this section, part of them are validated by tests on an ISL implemented in real-time using NI-USRP 2952R platforms [51] . The USRP is a scalable software defined radio platform for designing and deploying wireless communications systems. It has a user-programmable Kintex-7 FPGA and two radio frequency channels RF0 and RF1 with the RF front-end provided by two daughterboards. Each daughterboard has two available ports: one that can be set either as transmitter or receiver, and another that can be used only as a receiver. The USRPs are programmed in the LabVIEW Communications environment [52] and are connected to host PCs via PCIe cables.
A. ISL IMPLEMENTATION
The ISL is implemented using Time Division Duplexing (TDD) with a frame structure of 10 ms as shown in Fig. 12 . The frame is divided in two equal subframes. The first one is the Downlink (DL), used to send data from the master to the slave, the other one is the Uplink (UL) reserved for sending data in the reverse sense. The Transmit/Receive Transition Gap (TTG) and the Receive/Transmit Transition Gap (RTG) are set to 5.2 µs, long enough to accommodate the round trip delay.
For an OFDM symbol, the DFT size is 512 and the length of the CP is 36 samples, leading to a total symbol length of 548 samples. From the total of 511 subcarriers, the first 106 constitute the lower guard band, the next 300 are data subcarriers and the last 105 form the upper guard band. The data subcarriers are QPSK-modulated. The sampling frequency is set to 7.68 MHz, which leads to a total of 70 symbols for each subframe. The resulting bandwidth of 4.5 MHz (correlated with the modulation scheme) is sufficient to accommodate the data rate for typical ISL payloads [4] . The subframes start with a preamble symbol, specific to either the DL or UL. The 300 data subcarriers of the preamble are modulated by a pseudorandom QPSK sequence that is different for the DL and UL subframes.
The master satellite provides the time base for the ISL, thus time and frequency synchronization are performed at the slave. The time synchronization is achieved using the cross-correlation technique that provides precise timing offset estimation. It is followed by CFO estimation and correction. The phase measurements for the AoA estimation are initiated at the master after synchronization.
The block diagram of the transmitter chain of the ISL is shown in Fig. 13 . On the host PC, the stream of data is modulated using a QPSK scheme and is sent along with the preamble subcarriers through a First In First Out (FIFO) towards the FPGA of the USRP. The PC and FPGA communicate using a PCIe connection. On the FPGA, the IFFT block has the following roles: on a symbol-by-symbol basis it is used to modulate the data subcarriers, add the guard subcarriers, perform the inverse FFT and then add the CP. The time-domain samples are sent via the Tx FIFO to the Digital Upconverter (DUC) which interpolates the signal and performs I/Q modulation. The I/Q data is forwarded towards the RF front end.
The receiver processing chain is depicted in Fig. 14 . The Digital Downconverter (DDC) receives I/Q data from the RF front end and decimates the signal. The time-domain samples are sent through another FIFO to the symbol timing and CFO estimation block on the PC. This block has different purposes at each satellite. At the slave, it estimates frame timing and CFO and sends the correction values to the FPGA to adjust the phase in the DDC (for CFO compensation) and the timing of the Tx and Rx FIFOs. At the master, this block is used only to estimate the beginning of the UL and adjust the timing of the Rx FIFO accordingly. After synchronization, the received symbols are subject to CP removal and FFT transform in the FFT block. For each radio frame, the preamble subcarriers are used for channel estimation (least-squares technique). The subcarriers of the data symbols are equalized and then sent via another FIFO to the host for constellation view and QPSK demodulation. The slave begins transmitting data only after time-frequency synchronization is completed.
The AoA is estimated on the host PC of the master satellite using the received preambles. The LabVIEW Communications block diagram used to implement the measurement is shown in Fig. 15 . The cross-correlation phases are measured on both frequencies, the wide-lane combination is taken and then the ambiguity is resolved in the HCR sub-block.
ITU regulations specify that L and S bands are the only frequency bands below 10 GHz which can be used for spaceto-space communications [53] . Thus, an S band frequency would be desirable to reduce the influence of noise on the phase measurements (see (21) ). For our experiment, the RF spectrum was scanned using a spectrum analyzer and two central frequencies in the L-band, F c1 = 1.1 GHz and F c2 = 1.2 GHz, were chosen such that interference from other radio transmissions is minimized. The data communication link is on the first frequency, while only the preamble is transmitted on the second frequency for AoA estimations. The payload usually consists of various sensor measurements and satellite health data. The wide-lane combination of F c1 and F c2 leads to λ wl = 3 m.
B. THE USRP TESTBED
The setup consists of three NI-USRP 2952R platforms, as can be seen in Fig. 16 . USRP 1 and USRP 2 are used to implement the master satellite and USRP 3 to implement the slave VOLUME 7, 2019 satellite. The two USRPs at the master satellite are demanded by the wide-lane technique. At the master, USRP 1 is tuned to F c1 and USRP 2 is tuned to F c2 . The Rx1 antenna is connected to the RF0 receiver channels of both USRPs and Rx2 is connected to the RF1 receiver channels. The cables that connect the receiver antennas to the USRPs are of equal length. The TxM antenna is connected to RF0's transmitter channel on USRP1 and streams data towards the slave.
At the slave satellite, the transmitter channel of RF0 is tuned to F c1 and the transmitter channel of RF1 to F c2 . These two transmitters are connected to the Tx antenna. Only one receiver channel is needed at the slave, it is tuned at F c1 and connected to the RxS antenna. Splitters/combiners are used whenever multiple ports must be connected to the same antenna.
For the purpose of the real-time measurements, the reference frequency is generated externally by an Octoclock device and is provided to all three USRPs using coaxial cables. The USRPs are controlled by PCs at each terminal using PCIe cables and interfaces.
To implement different values for α, the antennas of the master satellite are mounted on a tripod which has a rotatable surface on top. A picture of the setup is in Fig. 17 . The rotation can be performed with a step of 2 • in the range [−30
The distance between Rx1 and Rx2 is 37.5 cm, meaning that λ wl fulfils the half-wavelength condition. In our experiment all antennas are placed at the same height.
C. RESULTS ON MEASURED DATA
We considered two scenarios: in the first one, the transmit power of the satellites is set such to obtain a SNR of 26 dB and α is varied from −30 • to 30 • with a step of 2 • . In the second scenario, α is set at 10 • and the transmit power is tuned such to have SNR values from 5 to 35 dB. In both scenarios, we start by a calibration stage consisting in the following steps: we verify by physical measurements that d 1 and d 2 are equal, we rotate the tripod such to indicate α = 0 and we measure the phases at the maximum of the correlation on F c1 and F c2 . The path difference d calculated with (24) will serve to correct all further measurements. This calibration process is required by our setup because the USRP phase locked loops (PLL) have random initial phases. In a real scenario, with satellites implemented on different hardware platforms where the PLL phases are deterministic and multi-chip phase synchronization is supported (such as [54] ), this calibration is not required.
Regardless of the considered scenario, the procedure for measuring the angle α has been the following:
1) The phases are measured at the maximum of the correlation on both F c1 and F c2 ; 2) The path difference is estimated either with (22) or (24); 3) The path difference is corrected by subtracting d; 4) The AoA α is calculated with (7). Fig. 18 depicts the angles estimated in the first scenario with the basic wide-lane technique at 26 dB. For the same phase measurements, the angles estimated by HCR are shown in Fig. 19 . In this plot, the dots are much closer to the ideal straight-line, showing a more accurate estimation.
In the second secenario, with α set at 10 • , the transmit power at the slave is varied such to obtain 10 different SNRs. For each SNR, 5000 phase measurements (5000 frames) on F c1 and 5000 on F c2 are recorded and for each couple of measurements two values are calculated for α, one with the basic wide-lane technique and the other by HCR. Based on the 2 × 5000 measurements, we have calculated the standard deviation of each estimator (Fig. 20) . The real-time results are close to the simulated values, aiding in the validation of our approach. The precision provided by HCR remains more than one order of magnitude better than that obtained by the the basic wide-lane technique. For instance, at 10 dB These results are in the range of 1 • precision obtained in PRISMA and are comparable to the performances reported for GPS based systems. For instance, in [55] accuracies between 0.1 • and 0.2 • were achieved in a system consisting in 3 GPS receivers and phase ambiguity resolution resolved by LAMBDA and LSAST algorithms. The Multivariate Constrained LAMBDA in [56] provides accuracies between 0.054 • and 0.186 • . Our approach could be further improved by increasing the distance between the receiver antennas if the satellite dimensions allow it.
We also tested the effect of CFO on HCR estimator by simulating a small residual CFO between the master and slave. To this end, a separate signal generator was used to supply the reference frequency for the slave satellite. Its frequency was set such that the CFO at 1.2 GHz is roughly 38 Hz. The same measurements as in the first scenario were done (Fig. 21) . No significant difference was discerned between the cases with and without CFO.
A realistic evaluation of multipath propagation for our system could be done only by knowing the satellite structure and by using an anechoic chamber as in PRISMA. The technological level of our experiment did not permit such an investigation.
VI. CONCLUSION
The paper proposes an RF method for AoA estimation by using the preamble of an OFDM ISL. The ambiguity in path difference measurement is resolved by an improved method (HCR) that reduces the standard deviation of the AoA estimator by an order of magnitude. The influence of several parameters and factors is analyzed: sampling frequency, receiver noise, DFT size, CFO and multipath propagation. They are evaluated separately by simulations and jointly by measurements on a testbed implemented with USRPs. The simulations with realistic parameters show that the sampling frequency and the CFO introduce very low biases in the AoA estimation. These biases are in the range of 10 −3 and 10 −4 degrees, respectively. For SNR values above 10 dB the AoA standard deviation is less than 10 −1 degrees. The highest errors are introduced by multipath propagations. The simulations with one and two secondary paths show biases up to 0.26 • for the considered parameters.
The real-time measurements with the testbed are close to the results obtained by simulations and confirm the improvement in precision due to HCR. The overall precision of AoA estimation is comparable with that of other RF methods in the literature but remains in the low range of dedicated attitude sensors. It can be improved by increasing the DFT size and the antenna separation if allowed by the satellite dimensions. 
