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ABSTRACT. We study various approximation classes associated with m-term approximation by
elements from a (possibly redundant) dictionary in a Banach space. The standard approxima-
tion class associated with the best m-term approximation is compared to new classes defined by
considering m-term approximation with algorithmic constraints: thresholding and Chebychev ap-
proximation classes are studied, respectively. We consider embeddings of the Jackson type (direct
estimates) of sparsity spaces into the mentioned approximation classes. General direct estimates
are based on the geometry of the Banach space, and we prove that assuming a certain structure of
the dictionary is sufficient and (almost) necessary to obtain stronger results. We give examples of
classical dictionaries in Lp spaces and modulation spaces where our results recover some known
Jackson type estimates, and discuss some new estimates they provide.
1. Introduction
Let X be a Banach space, and D = {gk, k ! 1} a countable family of unit vectors,
"gk"X = 1, which will be called a dictionary. A dictionary with dense span is said to be
complete. Our main purpose in this article is to study approximation classes associated
with m-term approximation, that is to say classes of elements f # X that can be approxi-
mated by m elements of D with some (theoretical) algorithm f $% Am(f ) at a certain rate,
e.g., "f & Am(f )"X = O(m&!).
The algorithm we will use as a “benchmark” is the one associated with best m-term
approximation. The (nonlinear) set of all linear combinations of at most m elements from
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For any given f # X, the error associated to the best m-term approximation to f from D
is given by






The best m-term approximation classes are defined as:
A!q (D, X) :=
)
f # X, "f "A!q (D,X) := "f "X + |f |A!q (D,X) < )
*






is defined using the Lorentz (quasi)norm, see
e.g., [12] or the appendix. The class A!q (D, X) is thus basically the set of functions f
that can be approximated at a given rate O(m&!) (0 < ! < )) by a linear combination
of m elements from the dictionary. The parameter 0 < q ( ) is auxiliary and gives a
finer classification of the approximation rate. It turns out that A!q (D, X) is indeed a linear
subspace of X, and the quantity " · "A!q (D,X) is a (quasi)norm, see e.g., [12, Chapter 7,
Section 9].
Stechkin, DeVore, and Temlyakov have derived the following nice characterization.
Theorem 1 ([37, 14]).
If B is an orthonormal basis in a Hilbert space H then, for 0 < % = (!+1/2)&1 < 2
and 0 < q ( ),
A!q (B, H) = K%q(B, H)
with equivalent (quasi)norms, where
K%q(B, H) :=
)







In our previous article [18], this result was extended to B a quasi-greedy basis in a
Hilbert space (e.g.. a Riesz basis), and similar results [27, 11] were obtained whenever B
is an almost-greedy basis in a general Banach space. We refer to [28, 42] for the notions of
(quasi)-greedy bases and to [11] for the notion of almost-greedy bases.
The goal of the present article is to generalize (part of) Theorem 1 to some redundant
dictionaries. Based on examples in [18] we know that we need to require some structure of
D. We focus our attention on the identification of the structure required to get continuous
embeddings of the Jackson type
K%q(D, X) &% A!q (D, X)
with % = (!+1/p)&1 for some 1 ( p < ). Let us comment on the definition of K%q(D, X)
when D is not an orthonormal basis. In case of an orthonormal basis, K%q(D, X) measures
the sparsity of the expansion of f , but for general redundant dictionaries, there is not a
unique decomposition f = +k ck(f )gk . For a redundant dictionary D, we follow DeVore
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and Temlyakov [14], and define the sparsity classes K%q(D, X) as follows. For % # (0, ))
and q # (0, )] we let K%q(D, X, M) denote the set
closX
,
f # X, f =
$
k#I







Then we define K%q(D, X) := ,M>0K%q(D, X, M) with
|f |K%q (D,X) := inf
.
M, f # K%q(D, X, M)
/
.
Remark 1. It can be proved that | · |K%q (D,X) is a (semi)-(quasi)norm on K%q(D, X).
The structure of the article is as follows. In Section 2 we introduce the constrained
approximation classes we want to consider; they are the classes associated with thresholding
approximation and Chebyshev approximation. We make a comparison of the classes at the
end of the section.
In Section 3, we consider general Jackson type embeddings of the sparsity classes
into some of the approximation classes. Two types of embeddings are considered in this
section; a universal embedding that holds for every type of dictionary in any space, and a
result that applies to arbitrary dictionaries in Banach spaces with a modulus of smoothness
of power-type. The two types of embeddings are compared at the end of the section.
The main results of the article are contained in Section 4, where we study the so-
called hilbertian dictionaries. We give a complete characterization of the sparsity spaces
associated with such dictionaries in terms of sequence spaces, and a third type of Jackson
embedding is considered, this one based on the hilbertian structure. At the end of Section 4
we discuss in detail how the different types of Jackson estimates are related depending on
the structure of the Banach space and of the dictionary.
Examples of hilbertian dictionaries are given in Section 5 to illustrate how the Jackson
estimate of Section 4 recovers some known results of nonlinear approximation in Lp spaces
and in modulation spaces, and provide new estimates for some less classical dictionaries.
2. Constrained Approximation Classes
We defined the “benchmark” approximation class associated with best m-term ap-
proximation in the introduction. Below is a description of the other approximation classes
that will be considered.
2.1 Thresholding Approximation
Computing the best m-term approximant to a function f from an overcomplete dictio-
nary is usually computationally intractable [13, 26]. It may be much easier to build m-term
approximants in an incremental way:




where ' : N % N is injective. In [28], greedy approximation from a (Schauder) basis
D = B is compared to best m-term approximation. Greedy approximants can be writ-
ten as fm(', {c(k}, D) where c(k = c'k (f ) is a decreasing rearrangement of the (unique)
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coefficients {ck(f )} such that f =
+)
k=1 ck(f )gk . They are obtained by thresholding
the coefficients of f in the basis. In the recent article [11], greedy approximants from a
Schauder basis are compared to best m-term approximants, with the restriction that only co-
efficients obtained from the dual coefficient functionals are used (i.e., a weaker notion than
best m-term approximation), see [11] for details. This leads to the concept of almost-greedy
bases.
In a redundant dictionary, we can generalize the notion of greedy approximants by
considering approximants of the form fm(', {c(k}, D) where {|c(k|} is decreasing. To avoid
confusion with a different notion of “greedy algorithm” [16, 23, 24, 14, 38], we will rather
use the notion of thresholding algorithm and define thresholding approximation classes
that generalize the “greedy approximation classes” G!q (B) that we defined in [18]:
T !q (D, X) :=
)






















for 0 < q < ), where {|c(k|} is required to be non-increasing. In the case q = ) we
simply put
















Remark 2. Notice that the sum in the expression defining the quantity |f |T !q (D,X) is
closely related to the Lorentz norm of {"f & fm(', {c(k}, D)"X}m!1 in $
1/!
q , with the twist
that the sequence {"f & fm(', {c(k}, D)"X}m might not be decreasing.
2.2 Chebyshev Approximation
For each m, the Chebyshev projection PVm(',D)f of f onto the (closed) finite dimen-
sional subspace
Vm(', D) := span(g'1 , . . . , g'm)
is at least as good an m-term approximant to f as any incremental approximant fm(', {ck},
D) # Vm(', D). We define Chebyshev (incremental) approximation classes as
C!q (D, X) :=
)
f # X, "f "C!q (D,X) := "f "X + |f |C!q (D,X) < )
*
where












with the obvious modification for q = ). It turns out, that C!q (D, X) is indeed a linear
subspace of X, and the quantity " · "C!q (D,X) is a (quasi)norm.
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Proposition 1.
Let D a dictionary in a Banach space X, ! > 0 and 0 < q ( ). The set C!q (D) is a
linear subspace of X, and " · "C!q (D) is a (quasi)norm on C!q (D).
Proof. We let f, g # C!q (D, X) and fix some ) > 0. We consider two injections ',* :
N % N such that





( |f |C!q (D,X) + ) and a similar relation
holds for g and * . We define an injection + by induction: +1 = '1; +2n = *m where m is
the smallest integer such that*m /# {+k, 1 ( k < 2n}; +2n+1 = 'm where m is the smallest
integer such that 'm /# {+k, 1 ( k < 2n + 1}. As V2m(+, D) - Vm(', D) + Vm(*, D),
we get for j ! 0


































, 0 < q < )
supj!0 2
j/%a(2j , q = )
,
hence we get |f + g|C!q (D) ( C("f + g"X + |f |C!q (D) + |f |C!q (D) + 2)). We let ) go to
zero to conclude.
2.3 Characterization of the Approximation Classes
We do not claim that the quantity " · "T !q (D,X) is, in general, a (quasi)norm, nor do
we claim that the corresponding classes are in general linear subspaces of X. However the
following set inclusions hold
T !q (D, X) ' C!q (D, X) ' A!q (D, X) ' X (2.2)
together with the inequalities
| · |A!q (D,X) ! | · |C!q (D,X) ! | · |T !q (D,X) (2.3)
where the notation | · |W ! | · |V denotes the existence of a constant C < ) such that
|f |W ( C|f |V for all f . The value of the constant may vary from one occurrence in an
equation to another. Throughout this article we will use the notation V &% W , whenever
V ' W and | · |W ! | · |V . Let us insist on the fact that V (resp. W ) is the subset of X
where the functional | · |V (resp. | · |W ) is finite, which need not be a (semi)-(quasi)normed
linear subspace of X.
Remark 3.
1. In most of this article, A!q (D, X) will be denoted for short by A!q (D), and similar
shorthands will be used for the other classes.
2. We will reserve the notation " · "V to the “nondegenerate” case when "f "V =
0 / f = 0.
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3. General Jackson-Type Embeddings
In this section we are interested in getting Jackson embeddings K%q(D) &% A!q (D),!
= 1/% & 1/p for some p. First we will see that a universal Jackson embedding holds
(Theorem 2) with p = 1 for any space X and any dictionary D. In a second step we will
discuss embeddings of the Chebyshev–Jackson type
K%% (D) &% C!)(D), ! = 1/% & 1/p
with some p > 1 that is given by the geometry of the unit ball of X. These embeddings hold
for any dictionary in X and they imply standard Jackson embeddings. However, DeVore
and Temlyakov [14] remarked that they seem to be restricted to 0 < % ( 1 and we will
prove this fact (Theorem 3).
3.1 Universal Jackson Embedding
In this section we obtain a universal Jackson inequality for any dictionary, but before
we state the result let us introduce some notation that will be used throughout the article.
For any dictionary D = {gk} in any Banach space X it makes sense to define the operator




on the space $0 of finite sequences c = {ck}.
Theorem 2.
For any % < 1 and q # (0, )], there is a constant C = C(%, q) such that for D an
arbitrary dictionary in an arbitrary Banach space X and any f # K%q(D)
"f "A!q (D) ( C|f |K%q (D) with ! = 1/% & 1 .
Proof. Let f # K%q(D) and fix M an integer. Let ) > 0, and c # $0 a finite sequence
such that "T c & f "X ( )#M(f, D)X and "c"$%q ( (1 + ))|f |K%q (D). For any 1 ( m ( M ,
let cm the best m-term approximant to c: we have the estimate
#m(f, D)X ( "T cm & f "X ( "T cm & T c"X + "T c & f "X
( "cm & c"$1 + )#M(f, D)X
which gives (1 & ))#m(f, D)X ( #m(c, B)$1 with B the canonical basis in $1. Taking








( |c|A!q (B,$1) ( C "c"$%q ( C(1 + ))|f |K%q (D)
with ! = 1/% & 1 and C = C(%, q) given by the Hardy inequality. Letting ) go to zero,
then M go to infinity, we eventually get | · |A!q (D) ( C| · |K%q (D). We notice that, because
% < 1, "."X ( | · |K11(D) ( | · |K%q (D), which gives the result.
The universal Jackson embedding guarantees that any function with sparsity % < 1
can be approximated with a rate of approximation at least ! = 1/%&1. For % ! 1 we might
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find some space X, some dictionary D and some f # K%% (D, X) for which ! is arbitrarily
close to zero, this will be demonstrated in Theorem 3. It is clear that the Jackson embedding
given by Theorem 2 may not be the best possible since the result is too general. In the
following sections we will improve the embedding in cases where there is more structure
either of the space X or of the dictionary D.
3.2 Chebyshev–Jackson Embedding
When the space X in which the approximation takes place has some geometric struc-
ture, a series of known results provides with improved Jackson-type estimates for arbitrary
dictionaries. Maurey [32] proved the Jackson inequality
#m(f, D)X ( Cm&!|f |K%% (D), m ! 1, ! = 1/% & 1/p (3.1)
for D an arbitrary dictionary in X a Hilbert space, p = 2 and % = 1 (! = 1/2), and
Jones [25] proved that the relaxed greedy algorithm reaches this rate of approximation.
DeVore and Temlyakov [14] extended this Jackson inequality to 0 < % = (!+ 1/2)&1 ( 1
(i.e., ! ! 1/2), for D an arbitrary dictionary in a Hilbert space. They also made the
interesting remark that for ! < 1/2 “there seems to be no obvious analogue” to this result.
This comment can be made rigorous; we have the following theorem that will be proved in
Section 3.3.
Theorem 3.
In any infinite dimensional (separable) Hilbert space H there exists a dictionary D
such that the Jackson inequality (3.1) fails for every % > 1 and ! > 0.
Temlyakov [38] obtained a Jackson inequality (3.1) for D an arbitrary dictionary in
a Banach space X, with 1 < p ( 2 the power-type of the modulus of smoothness of X
(see e.g., [29, Vol. II]), and % = 1 (! = 1 & 1/p). Later on, the same author extended this
result to 0 < % = (! + 1/p)&1 ( 1 (i.e., ! ! 1 & 1p ) using an idea from the proof of [14,
Theorem 3.3], see [39, Theorem 11.3]. Temlyakov’s technique is constructive and uses a
generalization of the orthogonal greedy algorithm, the so-called weak Chebyshev greedy
algorithm.
Theorem 4 (Temlyakov).
Let X a Banach space with modulus of smoothness of power-type p, where 1 < p ( 2.
For any 0 < % ( 1, there exists a constant C = C(%, p) such that for any dictionary D in
X, there is a constructive algorithm that selects, for any f # K%% (D), a permutation '(f )
such that
((f & PVm('(f ),D)f
((
X
( Cm&!|f |K%% (D), m ! 1
with ! = 1/% & 1/p. (3.2)
Note that the Jackson inequality (3.2) is not standard: the left hand-side is not
#m(f, D)X, but the error of approximation using what Temlyakov calls the weak Chebyshev
greedy algorithm. Thus, the result is stronger than a standard Jackson inequality. To mark
the difference we will call it a Chebyshev–Jackson inequality.
Using the easy fact that, for 0 < % ( 1, "·"X ! | · |K%% (D), Temlyakov’s result can be
restated in terms of a Chebyshev–Jackson embedding
K%% (D) &% C!)(D), ! = 1/% & 1/p, 0 < % ( 1 (3.3)
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with 1 < p ( 2 the power-type of the modulus of smoothness of X.
Remark 4 (Equivalent norms on X). The Chebyshev–Jackson inequality proved by
Temlyakov is of a geometric nature: it holds for any dictionary, but is intimately connected
to the geometry of the unit ball of X. Notice that, if we replace the original norm " · "X by
an equivalent norm "| · |"X, the approximation spaces A!q (D), T !q (D), and C!q (D) do not
change, and their “norms” are simply changed to equivalent quantities. As for the sparsity
spaces K%q(D) their definition only involves the topology of X, hence their “norm” remains
identical under a change of equivalent norm on X. On the other hand, a change of norm on
X can change drastically the power-type of its modulus of smoothness, as can be seen in
finite dimension where all norms are equivalent but may have very different smoothness.
Hence the power-type should be understood as the largest power-type over all equivalent
norms on X.
Keeping the above remark in mind, we have the following definition.
Definition 1. We define Pg(X) to be the largest real number such that some norm "| · |"X
equivalent to " · "X has modulus of smoothness of power-type p for all p < Pg(X).
Remark 5. Any Banach space has power-type 1, so Pg(X) ! 1 always. It is also
known [29, Vol. II, Theorem 1.e.16] that if X has type pt ( 2 then 1 ( Pg(X) ( pt .
Figure 1 illustrates the improvement that can be obtained (compared to the universal
Jackson embedding) from taking into account the geometry of the space X. As often
(see [7]), it is convenient to use 1/% rather than % as a coordinate on the horizontal axis.
For 1/% < 1, the universally guaranteed ! is given by a line of slope one ! = 1/% & 1.
If Pg(X) > 1 then for any 1 < p < Pg(X) the space X has a modulus of smoothness of
power-type p and we have the Chebyshev–Jackson embedding line ! = 1/% & 1/p for
0 < % ( 1, which improves the universal embedding line.
FIGURE 1 The Chebyshev–Jackson embedding line ! = 1/% & 1/p for 0 < % ( 1 (with 1 < p < Pg(X))
compared to the universal embedding line ! = 1/% & 1.
Notice that the value of ! is improved by the amount 1 & 1/p, i.e., taking into
account the geometry of X made it possible to gain an extra factor m&(1&1/p) in the rate
of approximation for any given sparsity 0 < % ( 1. Note also that the embedding line is
limited to the region where 1/% ! 1, which is a consequence of Theorem 3 as we will see
in the next section.
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3.3 Limitations of the “Geometric” Embedding
The fact that the Chebyshev–Jackson estimate is restricted to 0 < % ( 1 could seem
an artifact of the technique used to prove it, and one could wonder if a result giving a
“complete” embedding line is possible. However, we have already mentioned Theorem 3
which shows that 0 < % ( 1 is an essential limitation. For the proof of Theorem 3, we will
need the following lemma.
Lemma 1.
Let D = {gk} a dictionary in an arbitrary Banach space X and assume g # X is an
accumulation point of D (i.e., for every neighborhood B of g in X, there exists infinitely
many values of k for which gk # B). Then for all % > 1, |g|K%% (D) = 0.
This lemma shows in particular that if the dictionary has at least one accumulation
point, then | · |K%% (D) can at most be a semi-(quasi) norm.
Proof of Lemma 1. By standard arguments, there exists a sequence of {kn}n!0 such





















It follows that |g|K%% (D) ( N1/%&1 for all N , hence the result for % > 1.
Proof of Theorem 3. Let B = {ej })j=0 an orthonormal basis of H and Vj :=
span{e2j , e2j+1}. Let D := {gj,n, j, n ! 0} where for each j {gj,n}n!0 is a sequence of unit
vectors from Vj . Clearly, {gj,n}n!0 has at least one accumulation point gj # Vj , "gj " = 1
for each j and, by Lemma 1, for any % > 1 and j , |gj |K%% (D) = 0. For any $2 sequence
c = {cj }j!0, one can properly define f :=
+
j cj gj and check that |f |K%% (D) = 0.
On the other hand, #m(f, D)H can decrease arbitrarily slowly, as one can check that
#m(f, D)H = #m(f, {gj , j ! 0})H = #m(c, B̃)H, where B̃ is the canonical basis of
$2.
Remark 6. Notice that the above arguments also show that the Jackson inequality (3.1)
cannot be “repaired” for % > 1 by replacing | · |K%% (D) with " · "X + | · |K%% (D).
4. Hilbertian Dictionaries
Theorem 3 shows that a Jackson embedding line! = 1/%&1/p cannot be expected to
be “complete,” i.e., valid even for % > 1, unless we assume some structure on the dictionary
D. In this section, we prove that getting a “complete” Jackson embedding line with p > 1
is almost equivalent to assuming that D has a hilbertian structure.
Definition 2. A dictionary D is called $%q -hilbertian if for any sequence c = {ck}k!1 # $%q ,
the series
+
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Remark 7. Note that the convergence of
+
k ckgk in Definition 2 is necessarily uncon-
ditional, provided that $%q is not one of the extremal non-separable spaces such as $
). Also
notice that any dictionary is $% -hilbertian for 0 < % ( 1.
First, we study hilbertian dictionaries in more details and give a simple representation
of the sparsity class K%q(D) for such dictionaries. Then, we will use this representation to
prove a strong Jackson embedding of the type K%q(D) &% T !q (D), which we will call a
thresholding-Jackson embedding, and get the following theorem, which will be proved
in Section 4.3,
Theorem 5.
Let D a dictionary in a Banach space X, and p > 1. The following properties are
equivalent
0 % < p, 0 q, 0 ! < 1/% & 1/p K%q(D) &% T !q (D) , (4.1)
0 % < p, 0 q, 0 ! < 1/% & 1/p K%q(D) &% C!q (D) , (4.2)
0 % < p, 0 q, 0 ! < 1/% & 1/p K%q(D) &% A!q (D) , (4.3)
0 % < p D is $%1 & hilbertian . (4.4)
At the end of this section we will compare the embeddings provided by the geometry
of X to the ones obtained from the structure of D.
4.1 Characterization of $p1 -Hilbertian Dictionaries
Some of the structure of D can be studied through the properties of the operator T ,
introduced in Section 3.1. In particular, the condition for D to be $%q -hilbertian can easily
be verified to be equivalent to the requirement that T can be extended to a continuous linear
operator from $%q to X. Notice that the $
%
q -hilbertian property of D does not change under
a change of equivalent norm on X. For the purpose of further discussion, we have the
following definition.
Definition 3. For any dictionary D we define Ps(D, X) := sup{p : D is $p1 -hilbertian
} # [1, )].
Remark 8. It is easy to deduce directly from the definition of the cotype of a Banach
space (see [29, Vol. II, Section 1.e.]), that if X has cotype pc ! 2, then 1 ( Ps(D, X) ( pc.
Let us give a simple characterization of dictionaries which are $p1 -hilbertian.
Proposition 2.
Let D a dictionary in a Banach space X, and 1 ( p < ). The following two
properties are equivalent:
(i) D is $p1 -hilbertian.
(ii) There is a constant C < ), for every set of indices Im ' N of cardinality







( Cm1/p . (4.5)
Proof. It is obvious that (i) implies (ii), so let us prove the reciprocal. Let c # $p1
and ' a permutation of N such that c(k = c'k , and define a sequence fn = fn(c) :=
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k=1 c'k g'k . By an extremal point argument (write fn in barycentric
coordinates with respect to the system {+n1 ±g'k } and use the triangle inequality) and the
growth assumption (4.5), we can write for every n ! m
"fn & fm"X ( C(n & m)1/p
??c(m
?? .
By taking m = 2j and n = 2j+1 with j ! 0 we get "f2j+1 & f2j "X ( C2j/p|c(2j |, hence+)
j=0 "f2j+1 & f2j "X ( C
+)
j=0 |c(2j |2
j/p ( C̃"c"$p1 . Hence we can define
T c := lim
j%)






which satisfies "T c"X ( "c"$) + C̃"c"$p1 ( (1 + C̃)"c"$p1 . It is easy to check that
indeed T c = lim fn and the definition of T c does not depend on the choice of a particular
decreasing rearrangement of c. Now, for c1 and c2 two finite sequences and , a scalar, it is
clear that T (c1 + ,c2) = T c1 + ,T c2, hence T , restricted to the dense subspace $0 of $p1
consisting of finite sequences, is linear and continuous. It follows by standard arguments
that T extends to a bounded linear operator from $p1 to X.
4.2 Representation of the Sparsity Class
The hilbertian structure of D makes it possible to get a nice representation of the
sparsity spaces K%q(D). The operator T below is the one defined in Section 3.1.
Proposition 3.
Assume D is $p1 -hilbertian, with p > 1. Let % < p and 1 ( q ( ). For all
f # K%q(D), there exists some c # $%q which realizes the sparsity norm, i.e., f = T c and
"c"$%q = |f |K%q (D). In case 1 < %, q < ), c = c%,q(f ) is unique. Consequently
|f |K%q (D) = minc#$%q ,f =T c
"c"$%q , (4.6)
and
K%q(D) = T $%q =
,
f # X, 1c, f =
$
k
ckgk, "c"$%q < )
-
is a (quasi)Banach space which is continuously embedded in X.
Proof. By definition of K%q(D), for f # K%q(D) there exists finite sequences cn, n =
1, 2, . . . such that "cn"$%q ( |f |K%q (D) + 1/n and "f & T cn"X ( 1/n. The sequence
{cn}n!1 is bounded in $%q , hence it is also bounded in $r where max(1, % ) < r < p. As $r is
a reflexive Banach space, it is weakly compact and there exists a subsequence cnk converging
weakly in $r to some c # $r . Applying Fatou’s lemma twice gives the estimate from above
"c"$%q ( |f |K%q (D). From the weak convergence in $r and the continuity of T : $r % X
we get that T cnk converges weakly to T c in X. As we already know its strong limit in X is
f , we obtain f = T c which gives the estimate from below |f |K%q (D) ( "c"$%q , and (4.6) is
proved. In case 1 < %, q < ), the Lorentz space $%q is strictly convex, and if c0 2= c1 both
realize the sparsity norm, we get "(c1 + c0)/2"$%q < |f |K%q (D). As T ((c0 + c1)/2) = f
this contradicts (4.6).
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The equality K%q(D) = T $%q follows directly from (4.6). Then we observe that for
any f # K%q(D) and an associated sequence c, |f |K%q (D) = "c"$%q ! "c"$p1 ! C
&1"f "X
where the last inequality comes from the continuity of T : $p1 % X. The conclusion is
reached using Remark 1 from the introduction.
4.3 Thresholding-Jackson Embedding
We can now prove Theorem 5. Some of the statements in Theorem 5 are almost trivial:
from (2.2) and (2.3) it is obvious that (4.1) /(4.2) /(4.3). Using the same technique as [18,
Proposition 4.1], we easily obtain (4.3)/ (4.4) as follows:
Proof. From the double embedding K%1(D) &% A!)(D) &% X, % < (! + 1/p)&1, we
have " · "X ! | · |K%1 (D). Thus we can check for Im ' N of cardinality card(Im) = m,
"+k#Im ±gk"X ( Cm1/% which by Proposition 2 gives that D is $%1-hilbertian. But as !
can be arbitrarily close to 0, % can be arbitrarily close to p and this gives the result.
So far we have proved that the $p1 -hilbertian property of D is (almost) necessary for
any Jackson embedding to hold for all ! > 0. Next we complete the proof of Theorem 5
by showing that (4.4) /(4.1). Notice that Theorem 6 is a bit stronger.
Theorem 6.
For any 1 < p < ), % < p, 0 < q ( ), there is a constant C = C(%, q, p) such
that for any $p1 -hilbertian dictionary D in any Banach space X, for all f # K%q(D)





C|f |K%q (D) with % = (! + 1/p)&1 (4.7)
where |||L|||XY denotes the operator norm of a continuous linear operator L : Y % X.
Proof. Let 0 < % = (! + 1/p)&1 < p, q # (0, )] and f # K%q(D). By Proposition 3
we can take c # $%q such that f = T c and "c"$%q = |f |K%q (D). Let {cm} the best m-term
approximants to c from the canonical basis B of the sequence space $%q : cm is obtained by
thresholding c = {ck}k!1 to keep its m largest coefficients. Let fm(', {c(k}, D) := T cm










= "T c & T cm"X ( |||T |||X$p1 #m(c, B)$
p
1
and "f "X ( |||T |||X$p1 "c"$
p
1












where C = C(%, q, p). Eventually we obtain










C|f |K%q (D) .
Remark 9. When D is only $1-hilbertian, we loose the representation of K%q(D) (Proposi-
tion 3) because the weak compactness argument breaks down. Indeed, we have essentially
no other description of K11(D) than the fact that it is the closure of the convex hull of
{±g, g # D} (cf. Example 1 in the next section). It does not seem possible to extend
Theorem 6 to p = 1.
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Notice that the Jackson embedding provided by Theorem 6 is strong: not only does
it show that the best m-term error decays like O(m&!) (this would be the standard Jackson
inequality), indeed there is a “thresholding algorithm” that takes as input an (adaptive)







! m&!|f |K%% (D), m ! 1, % = (! + 1/p)&1 .
The above inequality is not a standard Jackson inequality, we will denote it a thresholding-
Jackson inequality. The rate of Chebyshev or best m-term approximation could be even
larger, we would need an inverse estimate (a Bernstein-type embedding) to eliminate this
possibility. This will be discussed in a forthcoming article [19].
4.4 Geometry of X Versus Structure of the Dictionary
Let us now compare the Jackson embedding lines obtained so far, i.e., the lines given
by (3.3) and (4.7), respectively. The goal is always to use the best possible Jackson estimate,
which ensures the fastest convergence of the approximation algorithm. The examples below
will show that it depends on the particular situation which line, (3.3) or (4.7), provides the
best Jackson estimate. This of course implies that we need both estimates depending on
the situation.
First we consider the case where the Chebyshev–Jackson line (3.3) “beats” the
thresholding-Jackson line (4.7) for % ( 1. Later we will consider the opposite situation.
We have the following example.
Example 1. Let X be a Banach space with Pg(X) > 1 [e.g., a Hilbert space H with
Pg(H) = 2] and D a dictionary with at least one accumulation point g [e.g., such as con-
structed for the proof of the theorem in Section 3.3]. Combining Lemma 1 and Proposition 3
we see that Ps(D, X) = 1. Thus, in this case the Chebyshev–Jackson embedding line is
strictly better than the thresholding-Jackson one for 1/% ! 1. Moreover, for 1/% < 1, no
Jackson type embedding makes sense as | · |K%% (D) is only a semi-(quasi) norm.
The leftmost graph in Figure 2 illustrates a situation similar to that of Example 1,
with the only difference that the graph depicts the case where 1 < Ps(D, X) < Pg(X).
The thresholding-Jackson embedding line is valid for a larger range of values of 1/% than
the Chebyshev–Jackson one, but the latter is stronger on its range of validity. The opposite
situation, where the thresholding-Jackson embedding line is better than the Chebyshev–
Jackson one throughout its domain, is also possible. This particular situation is illustrated
on the rightmost graph in Figure 2, and an explicit example will be given in Section 5 (see
Example 2).
5. Examples of Hilbertian Dictionaries
In this section we will consider the $p1 -hilbertian property of several classical types
of redundant dictionaries, first in Lp spaces, and then in other classical functional spaces
(Besov spaces B!% (L
% (R)), modulation spaces Mpw(R)). We refer the reader to [21, Chap-
ters 11-12] for the basic definition and properties of weighted modulation spaces Mpw(R)
with !-moderate weight w(x, y). For the trivial weight w 3 1, we denote Mp(R) instead
of Mpw(R). For the definition of Besov spaces we refer to [40].
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FIGURE 2 Comparison of the thresholding-Jackson embedding line and the Chebyshev–Jackson one. The
leftmost graph depicts a situation where the thresholding-Jackson embedding is valid for a larger range of values
of 1/% than the Chebyshev–Jackson one, but the latter is stronger on its range of validity. The rightmost corresponds
to the opposite situation, where the thresholding-Jackson embedding line is better than the Chebyshev–Jackson
one throughout its domain of validity.
At the end of the example (Section 5.5) we study the situation where the dictionary
D is obtained by taking the union of two smaller (and possibly classical) $p1 -hilbertian
dictionaries. This leads to new bigger non-classical sparsity spaces for which there is a
Jackson embedding.
5.1 Interpolation of Hilbertian Dictionaries
First we consider two general lemmas that will make it easier to check the $p-hilbertian
property for many well-known dictionaries in classical functional spaces. For notational
convenience, whenever we write K%q(D, X), we always assume implicitly that D has been
normalized in X. Lemma 2 deals with wavelet-type dictionaries in Lp(-) where - is
some # -finite measure space. Lemma 2 will be used with time-frequency dictionaries in
modulation spaces Mpw(R).
Lemma 2.
Let 1 < r < ) and D = {gk, k # N} an $r1-hilbertian (normalized) dictionary in
X = Lr(-), and assume that every gk is in L1(-). Suppose that for every 1 ( p ( r there
is some constant C = C(p) such that for every gk , with .r,p = (1 & 1/p)/(1 & 1/r),
"gk"1&.r,pL1(-) ( C"gk"Lp(-) . (5.1)
ThenD (properly normalized inLp(-)) is $p-hilbertian inLp(-) for 1 ( p < r . Moreover,
if |-| < ) and D has dense span in Lr(-), then D has dense span in Lp(-), 1 ( p ( r .
Proof. By assumption, T is continuous from $r to Lr(-). Then, as D (normalized
in L1(-)) is $1-hilbertian in L1(-), T is also continuous from the weighted space $1(w)
to L1(-) , where wk = "gk"L1(-). Hence T is continuous from the interpolation space
($1(w), $r ).r,p,p to the interpolation space (L
1(-), Lr(-)).r,p,p = Lp(-) (for details on
the real method of interpolation, we refer to [12, Chapter 7]). By Stein’s theorem on
interpolation of weighted $p spaces [1, p. 213], T is thus continuous from $p(w1&.r,p ) to
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The denseness claim follows from standard arguments using Hölder’s inequality and the
fact that, e.g., the continuous functions are dense in both Lr(-) and Lp(-).
Modulation spaces are better suited than Lp spaces when we consider nonlinear
approximation properties of time-frequency dictionaries. The family of modulation spaces
M
p
w(R), for a given !-moderate weight w, is an interpolation family [1, 15, 21]. As a result,





Let 1 < r < ) and D = {gk, k # N} an $r1-hilbertian (normalized) dictionary in
X = Mrw(R), and assume that every gk is in M1w(R). Suppose that for every 1 ( p ( r
there is some constant C = C(p) such that for every gk , with .r,p = (1 & 1/p)/(1 & 1/r),
"gk"1&.r,pM1w(R) ( C"gk"Mpw(R) . (5.2)
Then D (properly normalized in Mpw(R)) is an $p-hilbertian dictionary in Mpw(R), 1 (
p < r .
In Sections 5.2–5.4 we check the assumptions of these lemmas on classical dictio-
naries and apply Theorem 6.
5.2 Wavelet Type Systems in Lp(Rd)
Consider D a (bi)orthogonal wavelet basis [5, 6, 30] or a (tight) wavelet frame [35,
34, 8] for L2(Rd)
*$j,k(x) := 2jd/2*$
;
2j x & k
<
, 1 ( $ ( L, j # Z, k # Zd .




















so (5.1) holds with C(p) = maxL$=1 "*$"
1&.2,p
L1(R) /"*
$"Lp(R). Thus Lemma 2 applies with
r = 2, and we get that such systems are $p-hilbertian in Lp(Rd) for any 1 ( p ( 2.
One needs to check in each case whether the Lp(Rd) normalized system is actually
dense in Lp(Rd). This may be a highly nontrivial question in the frame case, see e.g.,
[31, Chapter 4]. The (bi)orthogonal wavelet systems are dense in Lp(Rd), 1 < p < ),
assuming mild decay of the generators [41, 33].
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For D a (bi)orthogonal wavelet system normalized in Lp(Rd), Proposition 3 together







&% T !q (D), % = (! + 1/p)&1, 1 < p ( 2 ,
and if D and its dual system have sufficient smoothness and vanishing moments it is known
(see, e.g., [10]) that K%% (D, Lp(Rd)) can be identified with the Besov space Bd!% (L% (Rd))
for % = (! + 1/p)&1.
Remark 10. For wavelet like systems, one can sometimes extend the result obtained
from Lemma 2 and show that such systems are $p1 -hilbertian in L
p(Rd) for 1 < p < )
using the special structure of the functions and the theory of Calderón–Zygmund operators,
see [20, Theorem 4.11].
The following example shows that wavelet systems give an illustration of the rightmost
graph on Figure 2.
Example 2. Consider a normalized basis B of MRA wavelets (with isotropic dilation) in
X := Lp(Rd), 1 < p < ). It is known that the power-type of Lp(Rd) is Pg(Lp(Rd)) =
min{2, p} [29]. Moreover, it can be verified that B is $p-hilbertian (1 < p ( 2) or
$
p
1 -hilbertian (2 < p < )), hence Ps(B, X) = p, 1 < p < ).
• For 1 < p ( 2 we have Ps(B, X) = p = Pg(X).
• For 2 < p < ), this gives Ps(B, X) = p > 2 = Pg(X).
Hence for all 1 < p < ), the thresholding-Jackson embedding line for dictionaries of this
type is given by ! = 1/% & 1/p for all 0 < % < p. For 2 < p < ) the thresholding-
Jackson embedding line is strictly better than the Chebyshev–Jackson embedding line,
which corresponds exactly to the rightmost graph on Figure 2.
5.3 Gabor Frames in Lp(R) and Mp(R)
Not all interesting dictionaries live in Lp: in the following we concentrate on time-
frequency dictionaries, for which the natural function spaces are rather the modulation
spaces. We consider the $p-hilbertian property of such dictionaries, both in Lp(R) and in
the modulation spaces Mp(R) with the trivial weight w 3 1.
A Gabor dictionary D consists of the functions gn,m(x) := g(x&na)e2i'mbx, n, m #
Z. Provided that g is an appropriate “window” function and a, b > 0 appropriate lattice
parameters (see, e.g., [6, 21, 3]), D is a frame in L2(R) = M2(R). It satisfies the relations
"gn,m"Lp(R) = "g"Lp(R) and "gn,m"Mp(R) = "g"Mp(R), for 0 < p ( ). Hence, assuming
that g # L1(R)5M1(R), D is simultaneously (quasi)normalized in all Lp(R) and Mp(R).
Moreover, as a frame, D is $21-hilbertian in L
2(R) = M2(R), hence we can apply Lemma 2
and Lemma 3 to get the following results
Proposition 4.
Let D a Gabor frame normalized in L2(R), with window g # L1(R) 5 M1(R). Let
0 < % < 2 and 0 < q ( ). We have, with equivalent norms, for all p ! 1 such that
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, ! = 1/% & 1/p .
Notice that for the extremal cases of Proposition 4, corresponding to p = 1 and p = 2,
we have K11(D, L
2(R)) ' M1(R) and K22(D, L2(R)) = M2(R) = L2(R), respectively.
For a general !-moderate weight w and an arbitrary window g, Lemma 3 cannot be
applied directly since it is not clear whether we have the estimate (5.2) for the dictionary D
normalized in M2w(R). In the following section we deal with this situation, assuming that
the window g has more structure.
5.4 Gabor Banach Frames in Mpw(R), 1 ( p < )
Proposition 4 can be extended and becomes more interesting for Gabor frames with a
bit more structure. Let D = {gn,m, n, m # Z} a Gabor frame generated by a “nice” window
function g and with small enough lattice parameters a, b. From the atomic decomposition
theory for Mpw(R) (see [21, Section 12.2.] for details), D constitutes a Banach frame
for Mpw, that is to say there exist a dual window function @g that generates a dual Gabor
frame @D = {@gn,m, n, m # Z} such that for all !-moderate weights w and 1 ( p ( )
"f "Mpw(R) . "{*f,@gn,m+wn,m}n,m"$p with wn,m = w
3
an, bm). Moreover, for 1 ( p < )
the Gabor expansion f = +n,m*f,@gn,m+gn,m converges unconditionally in the norm of
M
p
w(R) for every f # Mpw(R), and the synthesis operator T c =
+
n,m cn,mgn,m is bounded
from $p(w) to Mpw [21, Theorem 12.2.4], hence D (normalized in Mpw) is $p-hilbertian .
By the Gabor expansion, we have M%w(R) &% K%% (D, Mpw) for Gabor Banach frames
and 1 ( % < p < ). The converse embedding, K%% (D, Mpw) &% M%w(R), follows by
Proposition 3: we expand each f # K%% (D, Mpw) as f =
+
m,n cm,ngm,n/"gn,m"Mpw with"c"$% = |f |K%% (D,Mpw), and then use the boundedness of the synthesis operator T to obtain"f "M%w ( "c"$% . So Theorem 6 recovers [22, Proposition 3] as a corollary:
Proposition 5.









, ! = 1/% & 1/p
where the first equality is with equivalent norms.
5.5 Union of Dictionaries
To conclude this section on examples, let us mention a simple and straightforward
corollary of Proposition 3.
Corollary 1.
Assume D1 and D2 are both $p1 -hilbertian dictionaries, with p > 1. Let 0 < % < p
and 1 ( q ( ). Then for D = D1 , D2
K%q(D, X) = K%q(D1, X) + K%q(D2, X) .
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Thus, whenever the individual sparsity spaces K%q(D1) and K%q(D2) do not coincide, we
gain by using the redundant dictionary D = D1 , D2 in the sense that the domain(s) T !q ,
C!q and A!q for which there is a direct estimate are strictly enlarged.
Consider, for example, the case of D1 a wavelet basis and D2 a local Fourier ba-
sis [4, 9] in X = L2(R). The individual sparsity spaces are, respectively K%% (D1, X) =
B!% (L
% (R)) = A!% (D1, X) and K%% (D2, X) = M% (R) = A!% (D2, X) [22, Theorem 2]. In
this particular case, we have K%% (D1 , D2, X)) = B!% (L% (R)) + M% (R).
6. Conclusion
We have introduced and studied approximation classes associated with m-term thresh-
olding and Chebychev approximation, respectively, with elements from a (possibly redun-
dant) dictionary in a Banach space. The Chebyshev approximation class has been shown to
be a linear (quasi)normed space, and the classes have been compared to the “benchmark”
approximation class associated with the best m-term approximation. Different types of
Jackson embedding results (direct estimates) of sparsity spaces into approximation classes
have been studied in detail. We have considered three types of direct theorems, and how
they are related. A completely general (and thus weak) estimate that applies to any situation
has been derived, the second type of result is based on the geometry of the Banach space,
while the third type of Jackson embedding relies on hilbertian properties of the dictionary.
From the hilbertian property of a dictionary, we have also derived a simple representation
of the sparsity spaces. Many examples are given with dictionaries in Lp and modulation
spaces, and we have demonstrated how to apply the general theory to recover several well
known results on nonlinear approximation with wavelet, local Fourier, and Gabor systems,
respectively.
However, we should stress that the main attraction of the theory is not that it can
recover already known results, but that it provides us with direct estimates for many new
function classes that are often “bigger” than the classical smoothness spaces. One problem
not addressed in this article, is how to obtain a complete characterization of the different
approximation classes in the spirit of Theorem 1. To get a similar characterization, as the one
given by Theorem 1, we need a Bernstein embedding of the type A!q (D, X) &% K%q(D, X)
for suitable values of ! and % . The problem of obtaining such an embedding is well known
to be closely related to deriving an inverse (or Bernstein) inequality. We should also note
that a complete characterization of the other types of approximation classes considered in
this article can be obtaining by proving weaker (and non-classical) embeddings of the type
T !q (D, X) &% K%q(D, X) or C!q (D, X) &% K%q(D, X).
Examples in [18] show that a Bernstein inequality cannot hold unless the dictionary is
very well structured. The problem of obtaining Bernstein estimates for structured redundant
dictionaries is studied in detail in a forthcoming article [19] by the authors.
7. Appendix: Lorentz Spaces
In this appendix we recall the definition of the Lorentz (quasi)norms for 0 < % < )
and q # (0, )]:
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, 0 < q < )
supm#N m
1/% |a(m|, q = ) ,
(7.1)
where {a(k} denotes a decreasing rearrangement of {ak}, i.e., |a(k | ! |a(k+1| for all k ! 1.
For 1 ( q ( % < ), " · "$%q is a norm for the Lorentz space
$%q =
)
{ck} : "{ck}"$%q < )
*
.
Notice that " · "$%% = " · "$% . It can be verified [29, Definition 2.b.8] that for 1 < % < q, the
quasi-norm " · "$%q can be replaced by an equivalent norm on $%q . In such a case we always
assume that we use the norm on $%q instead of the quantity defined by (7.1). For all values
of %, q, the Lorentz spaces $%q are (quasi)normed Banach spaces and satisfy the continuous
embedding $%1q1 &% $%2q2 provided that %1 < %2 or %2 = %1 with q1 ( q2. It is useful to notice


















, 0 < q < )
supj!0 2
j/% |a(2j |, q = ) .
(7.2)
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