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Abstract
For the solution of the Poisson problem with an L∞ right hand side{
−∆u(x) = f(x) in D,
u = 0 on ∂D,
we derive an optimal estimate of the form
‖u‖∞ ≤ ‖f‖∞σD(‖f‖1/‖f‖∞),
where σD is a modulus of continuity defined in the interval [0, |D|] and depends only on the domain
D. In the case when f ≥ 0 in D the inequality is optimal for any domain and for any values of ‖f‖1
and ‖f‖∞. We also show that
σD(t) ≤ σB(t), for t ∈ [0, |D|],
where B is a ball and |B| = |D|. Using this optimality property of σ, we derive Brezis-Galloute-
Wainger type inequalities on the L∞ norm of u in terms of the L1 and L∞ norms of f. The estimates
have explicit coefficients depending on the space dimension n and turn to equality for a specific
choice of u when the domain D is a ball. As an application we derive L∞ − L1 estimates on the
k−th Laplace eigenfunction of the domain D.
1 Introduction and problem setting
The Brezis-Gallouet inequality [1] is a crucial tool in establishing the unique solvability of initial boundary
value problem for the nonlinear Schro¨dinger equation with zero Dirichlet data on a smooth domain in
R
2 as shown by Brezis and Gallouet in [1]. The inequality asserts the following: For any smooth bounded
domain Ω, there exists a constant C > 0 depending only on Ω, such that for any function u ∈ H2(Ω)
with ‖u‖H1(Ω) ≤ 1, there holds:
‖u‖L∞(Ω) ≤ C(Ω)
(
1 +
√
log(1 + ‖u‖H2(Ω))
)
. (1.1)
Brezis and Wainger [2] extended (1.1) to higher dimensions proving the following: Assume k, l, n ∈ N
and q > 0 are such that 1 ≤ k < l, k ≤ n and ql > n. Then there exists a constant C > 0 such that for
any u ∈W l,q(Rn) with ‖u‖
Wk,
n
k (Rn)
= 1, one has the estimate
‖u‖L∞(Rn) ≤ C
(
1 +
(
log(1 + ‖u‖W l,q(Rn))
)n−k
n
)
. (1.2)
The Brezis-Gallouet-Wainger and similar inequalities and sharp constants in them have been extensively
studied in different frameworks in [4,8,11,13,12,14]. The estimate has been known to be a central tool
in the study of several types of partial differential equations [7,10], in particular Navier-Stokes equations
and turbulence [5,9,16]. In the present paper we are concerned with estimating the L∞ norm of a function
u by the L1 and L∞ norms of the Laplacian ∆u. More precisely we are concerned with the following
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question: Given a bounded connected open Lipschitz set D ⊂ Rn and a number 0 ≤ β ≤ |Ω|, let uf be
the unique weak solution of the Dirichlet boundary value problem{
−∆uf = f in D,
uf = 0 on ∂D,
(1.3)
where the function f belongs to the class
C = {f : D → R : |f(x)| ≤ 1 a.e. in D, and
∫
D
|f(x)|dx = β}. (1.4)
We consider the maximization problem
sup
f∈C
Φ(f), (1.5)
where
Φ(f) = sup
x∈D
|uf (x)|. (1.6)
The question is, what is the function f having an L∞ norm bounded by 1 and a fixed L1 norm, that
maximizes the L∞ norm of the solution uf? As will be seen in the next section, we obtain a Brezis-
Gallouet-Wainger type inequality on the L∞ norm of u in terms of L1 and L∞ norms of the Laplacian
∆u in all dimensions. For given D ⊂ Rn and f ∈ C with the additional property that f ≥ 0 in D,
we also characterize the points xˆ ∈ Ω, where the function |u| attains its maximal value. Note, that in
contrast to Brezis and Wainger we do not impose higher Sobolev regularity upon u, but rather we assume
that u ∈ H10 (Ω) such that ∆u ∈ L
∞. The striking novelty here is that in the obtained inequalities the
coefficients are explicit in the space dimension n and also they turn into an equality for a specific choice
of the function u, when the domain D is a ball. As an application of the new estimates, we also derive
L∞ estimates on the k−th Laplace eigenfunction uk in terms of its L
1 norm and the k−th eigenvalue
λk, again with explicit coefficients.
Typically working with L1 and L∞ norms of solutions of partial differential equations is a more
delicate task than dealing with Lp norms for 1 < p <∞. It is well known for instance, that one cannot
estimate the L∞ norm of the solution u by the L1 norm of f . The trivial counter-example for the Poisson
problem in the ball B1 {
−∆u(x) = f(x) in B1,
u = 0 on ∂B1,
(1.7)
is given by the family of radially symmetric functions
ur(|x|) =
{
F (1)− F (|x|) in B1 \Br,
F (1)− F (r) + 12rn−2 −
1
2rn |x|
2 in Br,
(1.8)
where F (|x|) is the fundamental solution multiplied by a dimensional constant such that F ′(r) = 1rn−1 .
Then all the functions fr(x) = −∆ur(x) =
n
rnχBr(x), 0 < r < 1, have the same L
1 norm, while the
family of solutions ur are unbounded in L
∞.
2 Main results
In what follows all the norms will be over the domain D unless otherwise specified. Thus for the sake of
convenience we will leave out the domain D from the norm notation ‖v‖Lp(D) simply using the notation
‖v‖p when there is no ambiguity. We consider first the case when f is nonnegative. For that purpose
denote
C+ = {f : D → R : 0 ≤ f(x) ≤ 1 a.e. in D, and
∫
D
f(x)dx = β}. (2.1)
We have the following existence and characterization theorem.
Theorem 2.1 (Nonnegative Laplacian). The maximization problem
sup
f∈C+
Φ(f), (2.2)
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has a solution fˆ ∈ C+. For a maximizer fˆ there exists a unique point xˆ such that
fˆ(x) = χ{y :G(xˆ,y)>αxˆ}(x) ∈ C
+, (2.3)
where G(x, y) is the Green’s function and αxˆ is chosen to satisfy
|{y : G(xˆ, y) > αxˆ}| = β. (2.4)
Moreover, for the solution −∆uˆ = fˆ , uˆ ∈ H10 (D), one has the maximality inequality
uˆ(x) ≤ uˆ(xˆ) for any x ∈ D, (2.5)
and the point xˆ satisfies the condition
0 = ∇uˆ(xˆ) =
∫
D
∇xG(xˆ, y)χ{G(xˆ,y)>αxˆ}dy. (2.6)
Theorem 2.2 (Modulus of continuity). For any f ∈ L∞, such that ‖f‖∞ > 0 we have the inequality
‖u‖∞ ≤ ‖f‖∞σD(‖f‖1/‖f‖∞), (2.7)
where σD is a modulus of continuity defined in the interval [0, |D|] and depending only on the domain
D. Moreover, for any domain D and values of ‖f‖1 and ‖f‖∞ there exists a function f ∈ C
+, such that
the inequality (2.7) turns to an equality.
Next we give an optimality condition on σD.
Theorem 2.3 (Estimates on σD and ‖u‖∞). We have the optimality estimate
σD(t) ≤ σB(t), for t ∈ [0, |D|], (2.8)
where B is a ball with the same measure as D, i.e., |B| = |D|. The function σB can be calculated explicitly
and has the form
σB(t) =
(n− 1)2 + 1
2n(n− 2)ω
2/n
n
t
2
n −
1
n(n− 2)ωnRn−2
t, for n > 2, (2.9)
σB(t) =
(
1
2
lnπ +
1
2π
(1 + lnR)
)
t−
1
4π
t ln t, for n = 2,
where R is the radius of B and ωn is the volume of the unit ball in R
n. For the norm ‖u‖∞ we have the
estimates
‖uf‖∞ ≤
(n− 1)2 + 1
2n(n− 2)ω
2/n
n
‖f‖
2
n
1 ‖f‖
n−2
n
∞ −
1
n(n− 2)ωnRn−2
‖f‖1, for n > 2 (2.10)
‖uf‖∞ ≤
(
1
2
lnπ +
1
2π
(1 + lnR)
)
‖f‖1 −
1
4π
‖f‖1 ln
‖f‖1
‖f‖∞
, for n = 2,
here, as already mentioned, R =
(
|D|
ωn
) 1
n
.
For the general case we have the following theorem which follows from Theroem 2.3.
Theorem 2.4 (Sign-changing Laplacian). The solution uf ∈ H
1
0 (D) of the Poisson problem
−∆u = f in D,
where f ∈ L∞(D), fulfills the following inequalities:
‖uf‖∞ ≤ max
{
‖f+‖∞σD(‖f
+‖1/‖f
+‖∞) , ‖f
−‖∞σD(‖f
−‖1/‖f
−‖∞)
}
, (2.11)
where f± = max(±f, 0). Also we have the bound
‖u‖∞ ≤ ‖f‖∞
[
σD
(
1
2
[
1
‖f‖∞
|If |+ |D|
])
− v(xˆ)
]
, (2.12)
where the function v ∈ H10 (D) is the solution to the Poisson problem −∆v = 1 in D, the point xˆ ∈ D
is the point where the maximum of |u| is achieved, and If =
∫
D f(x)dx. Moreover, one has the same
estimates as in (2.10):
‖uf‖∞ ≤
(n− 1)2 + 1
2n(n− 2)ω
2/n
n
‖f‖
2
n
1 ‖f‖
n−2
n
∞ −
1
n(n− 2)ωnRn−2
‖f‖1, for n > 2 (2.13)
‖uf‖∞ ≤
(
1
2
lnπ +
1
2π
(1 + lnR)
)
‖f‖1 −
1
4π
‖f‖1 ln
‖f‖1
‖f‖∞
, for n = 2.
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2.1 An application to the Laplace eigenfunctions
As a consequence of the estimates (2.13), we derive an estimate on the L∞ norm of the k−th eigenfunc-
tion of the Laplace operator in the domain D. Assume as usual that (λk, uk) is the k−th eigenvalue-
eigenfunction pair of the Laplace operator, i.e.,{
−∆uk = λkuk in D,
uk = 0 on ∂D.
(2.14)
We have the following theorem.
Theorem 2.5. The following estimates hold:
‖uk‖∞ ≤
2
nn(n− 2)ωn
[
λ
n
2
k
(
(n− 1)2 + 1
)n
2 −
λkn
n−1
Rn−2
]
‖uk‖1, for n > 2 (2.15)
‖uk‖∞ ≤ λk
(
lnπ +
1
π
(1 + lnR) +
λk
8π2
)
‖uk‖1, for n = 2.
3 Proof of the main results
Proof of Theorem 2.1. The proof is divided into several steps. Of course, in the first step we will be
proving the existence part of the theorem.
Existence of a maximizer fˆ . We start with collecting some useful bounds. First of all note that by
the estimate 0 ≤ f ≤ 1 for f ∈ C+ and the maximum principle [6, Theorem 8.19], one has on one hand
that the weak solution uf ∈ H
1
0 (D) of −∆u = f in D is nonnegative in D, i.e.,
uf(x) ≥ 0, for all f ∈ C
+, x ∈ D. (3.1)
On the other hand, if u¯ ∈ H10 (D) is the unique weak solution of−∆u¯ = 1 inD, then we have−∆(u¯−uf) =
1− f ≥ 0 in D for any f ∈ C+, and u¯− uf ∈ H
1
0 (D), thus again by the maximum principle we have
0 ≤ uf(x) ≤ u¯(x), for all f ∈ C
+, x ∈ D. (3.2)
By the classical regularity theory we have u¯ ∈ C(D¯), thus ‖u¯‖∞ < ∞. Combining the obtained bounds
we arrive at
0 ≤ uf (x) ≤ u¯(x) ≤ ‖u¯‖∞ <∞, for all f ∈ C
+, x ∈ D. (3.3)
We adopt the direct method in the calculus of variations, i.e., choose a maximizing sequence fk ∈ C
+ for
the problem (2.2), such that
Φ(fk) > sup
f∈C+
Φ(f)−
1
k
= m−
1
k
, (3.4)
where we clearly have due to (3.3) the bound
m = sup
f∈C+
Φ(f) ≤M = ‖u¯‖∞ <∞.
As the sequence {fk} is bounded in L
∞(D), then by weak∗ compactness, there exists a function f0 ∈
L∞(D), such that
fk ⇀ f0 in L
∞(D), (3.5)
for a subsequence (not relabeled). By the convergence of the averages∫
E
fk →
∫
E
f0,
for any measurable subset E ⊂ D, we have that 0 ≤
∫
E
f0 ≤ |E|, thus we get 0 ≤ f0(x) ≤ 1 a.e. x ∈ D.
Also it follows that
∫
E f0 = β, thus f0 ∈ C
+. We aim to prove that the unique u0 ∈ H
1
0 (D) solution
of −∆u0 = f0 in D satisfies the condition supx∈D |u0(x)| = m. Let uk ∈ H
1
0 (D) be the unique weak
solution of the equation −∆uk = fk. Then by the estimate ‖uk‖H1 ≤ C‖f‖2, and weak L
2 compactness,
there exists a function u ∈ H10 (D) such that for a subsequence (not relabeled) we have
uk → u in L
2(D), and ∇uk ⇀ ∇u weakly in L
2(D). (3.6)
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For any ϕ ∈ C1(D¯) we have∫
D
f0ϕ = lim
k→∞
∫
D
fkϕ = lim
k→∞
∫
D
∇uk∇ϕ =
∫
D
∇u∇ϕ,
thus the function u solves the equation −∆u = f0 in D, therefore we have u = u0. Note that as u¯ ∈ C(D¯)
and u¯ = 0 on ∂D, then there exists δ > 0 such that |u¯(x)| < m2 if x ∈ D with dist(x, ∂D) ≤ δ. Taking
into account (3.2), we obtain the estimate
0 < uk(x) <
m
2
if x ∈ D, dist(x, ∂D) ≤ δ. (3.7)
Recall next the following classical local Ho¨lder regularity result [6, Theorem 8.22], which we formulate
below for the convenience of the reader (the below formulation is the simplified version for the Laplace
operator of the original version of Theorem 8.22 in [6]).
Theorem 3.1. Assume g ∈ L
q
2 (D) for some q > n. Then if v ∈ H1(D) solves −∆v = g in D, it follows
that v is locally Ho¨lder continuous in Ω, and for any y ∈ D, any 0 < R ≤ R0 such that BR0 ⊂ D, one
has the estimate
osc
BR(y)
v ≤ CRγ(R−γ0 sup
BR0 (y)
|v|+ ‖g‖Lq(BR0 )), (3.8)
where the constants C, γ > 0 depend only on n, q and R0 and osc
E
v = sup
E
v − inf
E
v for any E ⊂ D.
Owing to (3.4), we choose a point xk ∈ D with the property that |uk(xk)| > m −
1
k . Then (3.7)
implies that for big enough k one has xk ∈ Dδ, where Dδ = {x ∈ D : dist(x, ∂D) ≥ δ}. We apply
Theorem 3.1 to the function v = uk − u0 (where we take q = 2n) in the ball Bδ(xk) ⊂ D, to get
osc
BR(xk)
(uk − u0) ≤ CδR
γ(δ−γ sup
Bδ(xk)
|uk − u0|+ ‖fk − f0‖L2n(Bδ)), (3.9)
for any 0 < R ≤ δ. We have that ‖fk − f0‖L2n(Bδ) ≤ ‖fk − f0‖L2n(D) ≤ 2|D|
1
2n and also by (3.3) that
sup
Bδ(xk)
|uk − u0| ≤ 2M, thus we get from (3.9) the bound
osc
BR(xk)
(uk − u0) ≤ CR
γ , (3.10)
for some constant C depending only on n, δ, |D| and M. Denote next ǫk = |uk(xk)− u0(xk)|. The goal is
now to prove that ǫk → 0 as k →∞. Assume by contradiction that for some subsequence (not relabeled)
one has ǫk ≥ ǫ > 0. Then by (3.10) there exists a constant radius 0 < r < δ such that |uk(x)−u0(x)| ≥
ǫ
2
for x ∈ Br(xk), which implies the bound
‖uk − u0‖
2
L2(D) ≥
∫
Br(xk)
|uk(x)− u0(x)|
2dx ≥ cnr
nǫ2,
where cn > 0 is a constant depending only on n. The last lower bound contradicts the L
2 convergence
uk → u0 in (3.6). The convergence ǫk → 0 and the inequality |uk(xk)| > m−
1
k give
sup
x∈D
u0(x) ≥ lim inf
k→∞
u0(xk) ≥ m,
which completes the proof of the existence part.
Proof of (2.3)-(2.5). We will utilize the following well-known argument called the bathtub principle
[3, Theorem 1.14], which is formulated below.
Theorem 3.2. Assume D ⊂ Rn is open bounded connected and Lipschitz and assume 0 ≤ β ≤ |D|. Let
G ∈ L1(D) be a non-negative function without flat parts, i.e.,
|{x : G(x) = l}| = 0 for all l > 0.
Then the maximization problem
I = sup
g∈C+
∫
D
G(x)g(x)dx
is solved by
gˆ(x) = χ{x :G(x)>α},
where α is chosen such that
|{x : G(x) > α}| = β.
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Denote now f0 = fˆ and u0 = uˆ. By the local Ho¨lder continuity of the function uˆ (Theorem 3.1) and
the property that the maximal value is taken a positive distance away from the boundary (3.7), we have
that supD |uˆ(x)| is attained at a point xˆ ∈ Dδ. Using Poisson integral formula we have that
uˆ(xˆ) =
∫
D
G(xˆ, y)fˆ(y)dy ≥
∫
D
G(xˆ, y)f(y)dy = uf(xˆ)
for any f ∈ C+. Consequently, the bathtub principle give the result
fˆ(x) = χ{y :G(xˆ,y)>αxˆ}(x) ∈ C
+. (3.11)
Let us now observe that the set {x : uˆ(x) = uˆmax} consists of one element. Assume in contradiction
xˆ, x˜ ∈ {x : uˆ(x) = uˆmax} for some xˆ 6= x˜. Then by (3.11) we have
fˆ(x) = χ{y :G(xˆ,y)>αxˆ}(x) = χ{y :G(x˜,y)>αx˜}(x),
thus
G(xˆ, y)−
αxˆ
αx˜
G(x˜, y) ≡ 0,
for y ∈ D \ {y : G(xˆ, y) > αxˆ}. This implies xˆ = x˜ and αxˆ = αx˜, which is a contradiction.
Proof of (2.6). The optimality condition
0 = ∇u(xˆ) =
∫
D
∇xG(xˆ, y)χ{G(xˆ,y)>αxˆ}dy.
follows from xˆ ∈ {x : uˆ(x) = uˆmax}. The theorem is now proven.
Proof of Theorem 2.2. Without loss of generality we can assume that ‖f‖∞ = 1, the general case fol-
lowing from linearity. If f ∈ C+, then the proof follows from Theorem 2.1 with
σ(‖f‖1) = u(xˆ) =
∫
D
G(xˆ, y)χ{G(xˆ,y)>αxˆ}dy. (3.12)
In the case when f ∈ C is not necessarily nonnegative, since f and |f | have same the L1 and L∞ norms
and
u−|f | ≤ uf ≤ u|f |
then Theorem 2.2 obviously holds.
3.1 Estimates on σD for nonnegative f
Proof of Theorem 2.3. The main tool in the proof is the following result of Talenti [15].
Lemma 3.1 (Talenti’s Lemma). Let f be a smooth nonnegative function in D ⊂ Rn, and let u solve the
Dirichlet boundary value problem {
−∆u(x) = f(x) in D,
u = 0 on ∂D.
(3.13)
Assume f∗ and u∗ are the symmetric decreasing rearrangements of respectively f and u defined in a ball
B, such that |B| = |D|. Then if v solves the problem{
−∆v(x) = f∗(x) in B,
v = 0 on ∂B,
(3.14)
then
u∗(x) ≤ v(x), forallx ∈ B.
Moreover, the equality holds if and only if D = B and f = f∗.
We get the following simple corollary of Telenti’s lemma.
Lemma 3.2. Let G∗xˆ,D(y) be the symmetric decreasing rearrangement of GD(xˆ, y) with respect to the y
variable. Then
G∗xˆ,D(y) ≤ GB(0, y) for y ∈ B \ {0},
where GB is the Green’s function in the ball B with |B| = |D|.
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Proof. Observe that {
−∆xGD(xˆ, x) = δxˆ(x) in D,
GD(xˆ, x) = 0 for x ∈ ∂D,
(3.15)
and {
−∆GB(0, x) = δ0(x) in B,
G(0, x) = 0 on ∂B,
(3.16)
where δy(x) is the Dirac measure in the point y. The proof would follow from Lemma 3.1 if we could
take f a Dirac measure. This is a simple generalization which trivially follows from approximation
1
ωnrn
χBr(y)(x)⇀ δy(x), we omit the details here.
Next we obtain from (3.12),
σD(‖f‖1) = u(xˆ)
=
∫
D
GD(xˆ, y)χ{G(xˆ,y)>αxˆ}dy
=
∫
B
G∗xˆ,D(y)χ{G∗xˆ,D(y)>αxˆ}dy
≤
∫
B
G0(0, y)χ{GB(0,y)>α0}dy,
where the last inequality follows from Lemma 3.2 and the fact that
{G∗xˆ,D(y) > αxˆ} = {GB(0, y) > α0}.
To calculate the value of σB we utilize the example (1.8) in the ball BR :
ur(|x|) =
{
F (R)− F (|x|) in BR \Br,
F (R)− F (r) + 12rn−2 −
1
2rn |x|
2 in Br,
(3.17)
where F (|x|) is the fundamental solution multiplied by a dimensional constant such that F ′(r) = 1rn−1 .
Computing the norms ‖fr‖L1(B) and ‖fr‖L∞(B) of fr = −∆ur we get
σB(ωnr
n) =
1
n
rn(F (R)− F (r)) +
1
2
r2,
thus we obtain for σB the formula
σB(t) =
t
nωn
(F (R)− F ((t/ωn)
1/n)) +
1
2
(t/ωn)
2/n.
In particular for n ≥ 3 we have F (τ) = − 1(n−2)τn−2 and
σB(t) =
t
n(n− 2)ωn
(
1
(t/ωn)(n−2)/n
−
1
Rn−2
)
+
1
2
(t/ωn)
2/n
= C1(n)t
2
n − C2(n)
t
Rn−2
,
with
C1(n) =
(n− 1)2 + 1
2n(n− 2)ω
2/n
n
and C2(n) =
1
n(n− 2)ωn
. (3.18)
For n = 2 we need to take F (τ) = ln τ , ω2 = π, which yields
σB(t) =
t
2π
(
lnR− ln((t/π)1/2)
)
+
1
2
(t/π)
=
(
1
2
lnπ +
1
2π
+
1
2π
lnR
)
t−
1
4π
t ln t.
The proof is finished now.
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3.2 Signchanging Laplacian: The first approach.
In the next two subsections we prove Theorem 2.4. Note that (2.13) is a finer estimate, which takes into
account the cancelation phenomena. The first approach is to add the norm ‖f‖∞ to the right hand side
of the equation −∆u = f, while the second one it to consider the positive and negative parts of f, i.e.,
the functions f+ and f−. From the linearity we know that
uf = ug − ‖f‖∞v
where g = f + ‖f‖∞ and v = u1 is the solution of the Poisson problem with f ≡ 1. Observe that g ≥ 0,
‖g‖∞ ≤ 2‖f‖∞ and ‖g‖L1(D) = If + ‖f‖∞|D|, where If =
∫
D fdx. Thus
‖ug‖∞ ≤ 2‖f‖∞σD
(
If + ‖f‖∞|D|
2‖f‖∞
)
,
and
max
x∈D
u(x) ≤ ‖f‖∞
[
σD
(
1
2
[
1
‖f‖∞
If + |D|
])
− v(x˘)
]
,
where x˘ is the point where the maximum of u is achieved. Similarly we can consider the function
g = ‖f‖∞ − f and obtain
max
x∈D
(−u(x)) ≤ ‖f‖∞
[
σD
(
1
2
[
− 1‖f‖∞ If + |D|
])
− v(x˜)
]
,
where x˜ is the point where the minimum of u is achieved. The last two estimates yield the bound (2.12).
Remark 3.1. The inequality (2.12) is interesting because of two reasons. First for a sign changing
function f it contains the integral If of f and not the norm ‖f‖1. Second, the function v is a known
positive function depending only on the domain. If the location of the point where the maximum of |u| is
achieved can be estimated, then the term −v(xˆ) would provide significant improvement of the inequality.
3.3 The second approach: Proof of Theorem 2.4
Now we can write f = f+ + f−, and thus by linearity
uf = uf+ + uf− .
Since the functions on the right hand side have different signs, we get
|u| ≤ max(uf+ , uf−)
and thus
‖u‖∞ ≤ max
{
‖f+‖∞σD(‖f
+‖1/‖f
+‖∞) , ‖f
−‖∞σD(‖f
−‖1/‖f
−‖∞)
}
. (3.19)
Remark 3.2. The inequality (3.19) is optimal on non-connected domains. We only need to let the
function f have opposite signs on those domains. By connecting the disconnected domains by narrow
tubes we will not change much the inequality.
The estimates (2.14) follow from Theorems 2.2-2.3.
4 An application to the Laplace eigenfunctions
In this section we derive an estimate on the L∞ norm of the k−th eigenfunction of the Laplace operator
in the domain D. Assume as usual that (λk, uk) is the k−th eigenvalue-eigenfunction pair of the Laplace
operator, i.e., {
−∆uk = λkuk in D,
uk = 0 on ∂D.
(4.1)
We apply (2.10) to the pair (uk, λkuk) to derive an estimate on the norm ‖uk‖∞ in terms of the parameters
n, λk and |D|. Assume first n > 2, then we have by (2.13) that
1
λk
‖uk‖∞ ≤
(n− 1)2 + 1
2n(n− 2)ω
2/n
n
‖uk‖
2
n
1 ‖uk‖
n−2
n
∞ −
1
n(n− 2)ωnRn−2
‖uk‖1. (4.2)
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Let α, β > 0 be parameters yet to be chosen such that α2βn−2 = 1. Then we have by Young’s inequality
‖uk‖
2
n
1 ‖uk‖
n−2
n
∞ = (α‖uk‖1)
2
n (β‖uk‖∞)
n−2
n ≤
2α
n
‖uk‖1 +
β(n− 2)
n
‖uk‖∞,
thus we get the estimate
(n− 1)2 + 1
2n(n− 2)ω
2/n
n
‖uk‖
2
n
1 ‖uk‖
n−2
n
∞ ≤
α((n− 1)2 + 1)
n2(n− 2)ω
2/n
n
‖uk‖1 +
β((n− 1)2 + 1)
2n2ω
2/n
n
‖uk‖∞. (4.3)
We now choose β such that β((n−1)
2+1)
2n2ω
2/n
n
= 12λk , which gives
β =
n2ω
2/n
n
λk((n− 1)2 + 1)
, α =
[λk((n− 1)
2 + 1)]
n−2
2
nn−2ω
n−2
n
n
. (4.4)
A combination of (4.2), (4.3) and (4.4) gives (2.15) for n > 2. For the proof for n = 2 observe that if
‖uk‖∞ ≤ ‖uk‖1, then (2.15) follows from (2.13). If else ‖uk‖∞ > ‖uk‖1, then one should utilize the
inequality
∣∣∣‖uk‖1 ln(‖uk‖∞‖uk‖1 )
∣∣∣ ≤ √2‖uk‖1‖uk‖∞ and then a suitable Young’s inequality. We omit the
details here.
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