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In this paper, we study the asymptotic behavior of solutions for a hyperbolic–elliptic
system with a 2m-order elliptic part in multi-dimensional space. This system is a modiﬁed
version of the simplest radiating gas model and it veriﬁes Lp decay property of regularity-
loss type in Rn . The global existence and Lp estimates of the solution to the Cauchy
problem for the hyperbolic–elliptic system are obtained. Since the dissipative property of
this system is so weak in high frequency region, the usual energy method does not work
well in deriving the a priori estimates for global solutions to the nonlinear problem. Our
analysis is based on a frequency decomposition and the method of combining the Green
function with some time-weight energy estimates.
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1. Introduction
In this paper, we consider the Cauchy problem for the following hyperbolic–elliptic system:⎧⎪⎪⎨
⎪⎪⎩
ut +
n∑
j=1
f j(u)x j + divq = 0,
(−1)m(∇ div)mq + q + ∇u = 0,
(1.1)
with initial data
u(x,0) = u0(x), (1.2)
where x = (x1, . . . , xn) ∈ Rn , t > 0, the notation ∇ is the n-dimensional gradient, m  2 is an integer. (∇ div)mq :=
∇()m−1 divq is the 2m-order elliptic part. u and q are dependent variables with values in R and Rn respectively.
f (u) = ( f1(u), . . . , fn(u)) ∈ Rn is a smooth vector function about u.
System (1.1), when m = 1, is a hyperbolic–elliptic system
⎧⎪⎨
⎪⎩
ut +
n∑
j=1
f j(u)x j + divq = 0,
−∇ divq + q + ∇u = 0,
(1.3)
which simpliﬁes the model for the motion of radiating gas in n-dimensional space, see [5,6,21]. There are many studies on
this system. For the case of one-dimensional space, both shock waves and classical solutions for system (1.3) were studied
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994 W. Wang / J. Math. Anal. Appl. 387 (2012) 993–1008in [9–11]. The time-asymptotic behavior of solutions with discontinuous initial data was investigated in [17]. The asymptotic
stability of the rarefaction wave was proved in [12,19]. For the case of multi-dimensional space, see [2] for the global exis-
tence of the weak entropy solution, [3–5,20] for decay rates to the planar rarefaction waves and [16,22] for the asymptotic
behaviors and the pointwise estimate of the global classical solution. Generally speaking, all these results are based on the
dissipative structure characterized by the property
Reλ(ξ)− Cξ
2
1+ ξ2 , (1.4)
where λ(ξ) denotes the eigenvalue of system (1.3) which is obtained from the corresponding linearized system by taking
Fourier transform.
For m 2, the dissipative structure for system (1.1) is different from system (1.3). The eigenvalue of system (1.1) is given
by
λ(ξ) = − ξ
2
1+ ξ2m −
√−1
n∑
j=1
f ′j(1)ξ j, (1.5)
and satisﬁes the following property
Reλ(ξ)− Cξ
2
(1+ ξm)2 . (1.6)
This dissipative structure of the form (1.6) was discovered in [7,18] for the dissipative Timoshenko system
{
ωtt − (ωx − ψ)x = 0,
ψtt − a2ψxx − (ωx − ψ) + γψt = 0, (1.7)
where a and γ are positive constants. The dissipativity characterized by (1.6) is good in the low frequency region and similar
to the heat dissipativity because Reλ(ξ) is equivalent to ξ2 when |ξ | is small. But it is weak in the high frequency region.
The reason is that λ(ξ) approaches to Reλ(ξ) = 0 as |ξ | → ∞. System (1.1) is a typical example having this structure which
causes the regularity-loss in the dissipative part of the energy estimates similar to the discussion in [8]. For the case of one-
dimensional space, Hosono and Kawashima in [8] discussed the global solvability and L2 decay estimates of solutions to the
problem (1.1) and (1.2) with m = 2. Recently, for m 2, Kubo and Kawashima in [13] obtained the L2-norm decay property
of system (1.1). However, for the case of multi-dimensional space, few studies have been conducted for this regularity-loss
type.
In this paper, we study the Lp , 2  p  ∞, convergence rate of the solution for system (1.1) in the case of multi-
dimensional space. For system (1.1), the dissipative property is so weak in high frequency region that the usual energy
method does not work well. Our analysis relies on a frequency decomposition, the Green function method and the time-
weighted energy method. It is a combination of the Lp estimate on the low frequency component through the method of
the Green function and the L2 estimate on the high frequency component by combining the Green function with some
time-weight energy estimates. The good decay property only of the low frequency component avoids the singularity on the
high frequency component. By the way, for obtaining the time-weight energy estimates, parts of our ideas come from [8].
Finally, we have the global existence of solutions to the problem (1.1)–(1.2).
The following is the main theorem in this paper.
Theorem 1.1. Suppose that u∗ is a constant state and u0 − u∗ ∈ Hs(Rn) ∩ L1(Rn), s is a positive integer with s m( n2 + 5), and let
f j(u) = O (uθ ) ( j = 1, . . . ,n) be functions of class C s. Assume that
∣∣∂ lu f j(u)∣∣ Cl,δ|u|θ+1−l, |u| δ, 0 l s, l < θ + 1,
and
∣∣∂ lu f j(u)∣∣ Cl,δ, |u| δ, l s, if θ + 1 l,
when s  θ . If ‖u0 − u∗‖Hs + ‖u0 − u∗‖L1 is small enough, then the problem (1.1) and (1.2) admits a unique global smooth solution
(u,q)(x, t).
Moreover, the solution satisﬁes the following decay estimates:
∥∥∂αx (u(x, t) − u∗)∥∥L2  C(1+ t)− n4− |α|2 , (1.8)
for any index α with 0 |α| [ s − n ] − 3 andm 2
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for any index α with 0 |α| [ sm − n2 ] − 4.
Speciﬁcally, when sm(n + 5), for p ∈ [2,∞], we have the optimal Lp decay estimates of the solution as follows
∥∥∂αx (u(x, t) − u∗)∥∥Lp  C(1+ t)− n2 (1− 1p )−
|α|
2 ,
for any index α with 0 |α| [ sm − n2 ] − [ n2 ] − 4 and
∥∥∂αx (u(x, t) − u∗)∥∥L2  C(1+ t)− n4− |α|2 ,
for [ sm − n2 ] − [ n2 ] − 4 < |α| [ sm − n2 ] − 3.
Notations. In what follows, we denote generic positive constants by C . Wl,p(Rn), l ∈ Z+, p ∈ [1,∞], denotes the usual
Sobolev space with its norm
‖ f ‖Wl,p(Rn) :=
l∑
|α|=0
∥∥∂αx f ∥∥Lp(Rn).
In particular, we use Wl,2(Rn) = Hl(Rn), ‖ · ‖Hl = ‖ · ‖Hl(Rn) and ‖ · ‖Lp = ‖ · ‖Lp(Rn) .
The rest of paper is organized as follows. In the next section, we show some basic lemmas for later use. Estimates of the
Green function are proved in Section 3. The L2 estimates on the low frequency component through the method of the Green
function and L2 estimates on the high frequency component by using the Green function combined with some time-weight
energy estimates will be carried out in Section 4. Section 5 shows the Lp estimates of the solution and completes the proof
of Theorem 1.1.
2. Basic lemmas
In this section, some estimates on the Fourier transformation and some important inequalities are included here for later
use. As usual, we denote the Fourier transform by
fˆ (ξ, t) ≡ (F f )(ξ, t) =
∫
Rn
e−
√−1xξ f (x, t)dx,
and the inverse Fourier transform by
f (x, t) ≡ (F−1 fˆ )(x, t) = (2π)−n
∫
Rn
e
√−1xξ fˆ (ξ, t)dξ.
The following lemma will be used later and the proof of this lemma can be found in [15,24], so we omit it here.
Lemma 2.1. If gˆ(ξ, t) has compact support in the variable ξ , and there exists a constant b > 0, such that gˆ(ξ, t) satisﬁes
∣∣∂βξ (ξα gˆ(ξ, t))∣∣ C(|ξ |(|α|+k−|β|)+ + |ξ ||α|+kt|β|/2)(1+ t|ξ |2)me−b|ξ |2t, (2.1)
for any multi-indices α, β with |β| 2N, then
∣∣∂αx g(x, t)∣∣ CNt−(n+|α|+k)/2BN(|x|, t), (2.2)
where k and m are any ﬁxed integers, BN (|x|, t) = (1+ |x|21+t )−N and (a)+ = max{0,a}.
The following two formulas, basically the triangle inequality and the interpolation estimate will be used. We include
them here for later reference for the convenience of the readers.
Lemma 2.2. Let (X,μ), (Y , ν) be two measurable spaces and X × Y , μ× ν be their product. And let g(x, y) be a measurable function
on X × Y , μ × ν . If g(·, y) ∈ Lp(X,μ) for a.e. y ∈ Y and 1 p ∞, with∫ ∥∥g(·, y)∥∥Lp(X,μ) dν(y) = A +∞,Y
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∫
Y
g(·, y)dν(y)
∥∥∥∥
Lp(X,μ)

∫
Y
∥∥g(·, y)∥∥Lp(X,μ) dν(y). (2.3)
Lemma 2.3. Assume 1 r1  r  r2 ∞ and 1r = θr1 + 1−θr2 , 0 θ  1. Suppose also g ∈ Lr1(Rn) ∩ Lr2(Rn). Then g ∈ Lr(Rn) and
‖g‖Lr  ‖g‖θLr1 ‖g‖1−θLr2 . (2.4)
The last three lemmas will be used later. We omit their proofs since they can be found in [1,14,23]. For simplicity of
presentation, we denote a set composed of all mth partial derivatives with respect to the variable x by Dm here.
Lemma 2.4. Assume 1 p,q, r +∞ and 1r = 1p + 1q . Suppose also g ∈ Wl,q(Rn) ∩ W 1,p(Rn), h ∈ Wl,q(Rn) ∩ Lp(Rn). Then∥∥Dl(gh)∥∥Lr  Cl(‖g‖Lp
∥∥Dlh∥∥Lq +
∥∥Dl g∥∥Lq‖h‖Lp ), (2.5)
for l 0 and
∥∥Dl(gh) − gDlh∥∥Lr  Cl(‖Dg‖Lp
∥∥Dl−1h∥∥Lq +
∥∥Dl g∥∥Lq‖h‖Lp ), (2.6)
for l 1.
Lemma 2.5. Assume g(ω) ∈ R is a smooth function and ω = (ω1(x), . . . ,ωn(x)) ∈ Rn. Suppose ω j(x) ∈ Wl,p(Rn), j = 1, . . . ,n (l is
a positive integer and 1 p ∞) and ‖ω‖L∞(Rn)  δ. Then we have
∥∥Dl g(ω)∥∥Lp  Cδ
∥∥Dlω∥∥Lp . (2.7)
Lemma 2.6. Let s and θ be positive integers, let ν0 > 0, p,q, r ∈ [1,∞] be such that 1/r = 1/p + 1/q, and let k ∈ {0,1,2, . . . , s}. Let
g = g(v) be a function of class C s that satisﬁes
∣∣∂ lv g(v)∣∣ Cl,ν0 |v|θ+1−l, |v| ν0, 0 l s, l < θ + 1,
and
∣∣∂ lv g(v)∣∣ Cl,ν0 , |v| ν0, l s, if θ + 1 l.
If v ∈ Wk,q ∩ Lp ∩ L∞ and ‖v‖L∞  ν0 , then
∥∥Dkg(v)∥∥r  Ck,ν0
∥∥Dkv∥∥q‖v‖Lp‖v‖θ−1L∞ . (2.8)
3. The Green function
Without loss of generality, we choose the constant state (u∗,q∗) to be (1,0)τ . By denoting (U , Q ) = (u − 1,q), U0 =
u0 − 1, (1.1) can be rewritten as
⎧⎪⎨
⎪⎩
Ut +
n∑
j=1
f ′j(1)Ux j + div Q =
n∑
j=1
(
f ′j(1) − f ′j(U + 1)
)
Ux j ,
(−1)m(∇ div)mQ + Q + ∇U = 0.
(3.1)
The linearized system of (3.1) is
⎧⎪⎨
⎪⎩
Ut +
n∑
j=1
f ′j(1)Ux j + div Q = 0,
(−1)m(∇ div)mQ + Q + ∇U = 0,
(3.2)
which can be rewritten as
(
(−)m + I)Ut + ((−)m + I)
n∑
f ′j(1)Ux j − U = 0. (3.3)j=1
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(|ξ |2m + 1)τ + √−1(|ξ |2m + 1)
n∑
j=1
f ′j(1)ξ j + |ξ |2 = 0. (3.4)
Here, τ and ξ = (ξ1, . . . , ξn) correspond to ∂∂t and (Dx1 , . . . , Dxn ) respectively, where Dxi = (1/
√−1 )(∂/∂x j), j = 1, . . . ,n. It
is easy to obtain that
τ = − |ξ |
2
|ξ |2m + 1 −
√−1
n∑
j=1
f ′j(1)ξ j. (3.5)
Now we study the Green function for (3.3), i.e. we consider the solution to the following initial value problem:
⎧⎨
⎩
(
∂
∂t
+ A(Dx)
)
G(x, t) = 0,
G(x,0) = δ(x),
(3.6)
where δ(x) is the Dirac function, the symbol of operator A(Dx) is
A(ξ) = |ξ |
2
|ξ |2m + 1 +
√−1
n∑
j=1
f ′j(1)ξ j . (3.7)
By Fourier transform with respect to the variable x, we deduce that⎧⎪⎨
⎪⎩
(
∂
∂t
+ A(ξ)
)
Gˆ(ξ, t) = 0,
Gˆ(ξ,0) = 1.
(3.8)
By a direct calculation, we have
Gˆ(ξ, t) = e−
|ξ |2
|ξ |2m+1 t−
√−1∑nj=1 f ′j(1)ξ jt . (3.9)
In the following, we are going to obtain some properties of the Green function G(x, t).
Let
χL(ξ) =
{
1, |ξ | < ε,
0, |ξ | > 2ε,
be the smooth cut-off function, where ε is any ﬁxed positive number with ε > 1.
Set
χH (ξ) = 1− χL(ξ),
and
Gˆ L(ξ, t) = χL(ξ)Gˆ(ξ, t), GˆH (ξ, t) = χH (ξ)Gˆ(ξ, t). (3.10)
We are going to study GL(x, t) and GH (x, t), which are the inverse Fourier transforms corresponding to Gˆ L(ξ, t) and
GˆH (x, t) respectively. Next, we consider the Lp estimates of GL(x, t). In what follows, we denote Gˆ L(ξ, t) = Gˆ1L Gˆ2L with
Gˆ1L = χLe
− |ξ |2|ξ |2m+1 t and Gˆ2L = e−
√−1∑nj=1 f ′j(1)ξ j t .
Proposition 3.1. For suﬃciently small ε, there exists a constant C > 0, and N > n such that
∣∣∂αx GL∣∣ C(1+ t)−(n+|α|)/2BN(∣∣x− f ′(1)t∣∣, t), (3.11)
where f ′(1) = ( f ′1(1), . . . , f ′n(1)).
Proof. For |ξ | being suﬃciently small, we have
(
1+ |ξ |2m)−1 = 1− |ξ |2m + O (|ξ |4m).
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e
− |ξ |2|ξ |2m+1 t = e−|ξ |2t(1+ O (|ξ |2m+2)t),
and
∣∣∂βξ (ξαe−
|ξ |2
|ξ |2m+1 t
)∣∣ C(|ξ |(|α|−|β|)+ + |ξ ||α|t|β|/2)(1+ t|ξ |2)|β|+1e− 12 |ξ |2t .
We can write
∣∣∂βξ (χLξαe−
|ξ |2
|ξ |2m+1 t
)∣∣ ∑
|β1|+|β2|=|β|
∣∣∂β1ξ χL∂β2ξ (ξαe−
|ξ |2
|ξ |2m+1 t
)∣∣.
Since |∂β1ξ χL | C and |ξ |−|β2|  |ξ |−|β| , we have
∣∣∂βξ (ξα Gˆ1L(ξ, t))∣∣ C(|ξ |(|α|−|β|)+ + |ξ ||α|t|β|/2)(1+ t|ξ |2)|β|+1e− 12 |ξ |2t .
Using Lemma 2.1, we obtain
∣∣∂αx G1L∣∣ Ct−(n+|α|)/2BN(|x|, t).
Then we get
∣∣∂αx GL∣∣= ∣∣∂αx G1L ∗ G2L∣∣ Ct−(n+|α|)/2BN(∣∣x− f ′(1)t∣∣, t).
Thus, we complete the proof of Proposition 3.1. 
By using Proposition 3.1, we get the following proposition.
Proposition 3.2. For any index α and p ∈ [1,∞], we have
∥∥∂αx GL(·, t)∥∥Lp  C(1+ t)− n2 (1− 1p )−
|α|
2 . (3.12)
On the other hand, for GH (x, t), it follows from |ξ | ε that
∣∣GˆH (ξ, t)∣∣ χH (ξ)e− |ξ |
2
|ξ |2m+1 t  e−
Ct
|ξ |2(m−1) .
Then, it is easy to obtain
∣∣|ξ |−l Gˆ H (ξ, t)∣∣ C(1+ t)− l2(m−1) sup{(t/|ξ |2(m−1)) l2(m−1) e− C|ξ |2(m−1) t} C(1+ t)− l2(m−1) , (3.13)
for any constant l > 0.
4. Some a priori estimates
We consider the solution to the following initial value problem:
{
∂tU + A(Dx)U = F (U ,∇xU ),
U (x, t)|t=0 = U0(x), (4.1)
where F (U ,∇xU ) :=∑nj=1( f ′j(1)U − f j(U + 1))x j .
Applying the Duhamel principle, we have
U (x, t) = G(t) ∗ U0(x) +
t∫
0
G(t − τ ) ∗ F (U ,∇xU )(τ )dτ . (4.2)
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In this subsection, we study the Lp estimates for the solution on the low frequency component. Set UL(x, t) =
χL(Dx)U (x, t), then we have
∂αx UL(x, t) = ∂αx GL(t) ∗ U0(x) +
t
2∫
0
∂αx GL(t − τ ) ∗ F (U ,∇xU )(τ )dτ +
t∫
t
2
∂αx GL(t − τ ) ∗ F (U ,∇xU )(τ )dτ
:= I1 + I2 + I3. (4.3)
For I1, by using the Young inequality and Proposition 3.2, we have
‖I1‖Lp 
∥∥∂αx GL(t)∥∥Lp‖U0‖L1
 C(1+ t)− n2 (1− 1p )− |α|2 ‖U0‖L1 . (4.4)
Then, we have the following estimate on I2 from Lemma 2.2 and Lemmas 2.4–2.6.
‖I2‖Lp 
t
2∫
0
∥∥∂αx GL(t − τ ) ∗ F (U ,∇xU )∥∥Lp dτ

n∑
j=1
t
2∫
0
∥∥∂αx ∂x j GL(t − τ ) ∗ ( f ′j(1)U − f j(U + 1))∥∥Lp dτ

n∑
j=1
t
2∫
0
∥∥∂αx ∂x j GL(t − τ )∥∥Lp
∥∥ f ′j(1)U − f j(U + 1)∥∥L1 dτ
 C
n∑
j=1
t
2∫
0
∥∥∂αx ∂x j GL(t − τ )∥∥Lp‖U‖2L2 dτ . (4.5)
Similarly, we have
‖I3‖Lp 
t∫
t
2
∥∥∂αx GL(t − τ ) ∗ F (U ,∇xU )∥∥Lp dτ

n∑
j=1
t∫
t
2
∥∥∂x j GL(t − τ ) ∗ ∂αx ( f ′j(1)U − f j(U + 1))∥∥Lp dτ

n∑
j=1
t∫
t
2
∥∥∂x j GL(t − τ )∥∥L1
∥∥∂αx ( f ′j(1)U − f j(U + 1))∥∥Lp dτ

n∑
j=1
t∫
t
2
∥∥∂x j GL(t − τ )∥∥L1(
∥∥( f ′(1) − f ′j(U + 1))∂αx U∥∥Lp +
∥∥∂αx f j(U + 1) − f ′j(U + 1)∂αx U∥∥Lp )dτ
 C
n∑
j=1
t∫
t
2
∥∥∂x j GL(t − τ )∥∥L1
(
‖U‖L∞
∥∥∂αx U∥∥Lp +
∑
|α′|=(|α|−1)+
(|α| − 32 )+
|α| − 32
∥∥∂α′x U∥∥Lp‖∇U‖L∞
)
dτ . (4.6)
In what follows, we estimate UL on the L2 norm. Prior to estimating I2 and I3, we ﬁrst set
M0(t) =
⎧⎨
⎩
sup0τt, |α|1 ‖∂αx U‖L∞(1+ τ )
n
4+ |α|2 , n 2,
sup ‖∂αU‖L∞(1+ τ ) 12+ |α|2 , n = 1,
(4.7)0τt, |α|1 x
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0τt, 0|α|k
∥∥∂αx U∥∥L2(1+ τ ) n4+ |α|2 , (4.8)
where k = [ sm − n2 ] − 3.
Then, taking p = 2 in (4.5) and (4.6) and using Proposition 3.2, (4.7) and (4.8), we have
‖I2‖L2  C
t
2∫
0
(1+ t − τ )− n4− |α|+12 (1+ τ )− n2 M2(t)2 dτ
 C(1+ t)− n4− |α|2 M2(t)2, (4.9)
and
‖I3‖L2  C
t∫
t
2
(1+ t − τ )− 12 (1+ τ )− n4− |α|2 −max{ 12 , n4 }M0(t)M2(t)dτ
 C(1+ t)− n4− |α|2 M0(t)M2(t). (4.10)
Thus, we obtain
∥∥∂αx UL(x, t)∥∥L2  C(1+ t)− n4− |α|2 (‖U0‖L1 + M2(t)2 + M0(t)M2(t)). (4.11)
We now summarize the L2 estimates on the low frequency component in the following theorem.
Theorem 4.1. For any index α with |α| k, we have
∥∥∂αx UL(x, t)∥∥L2  C(‖U0‖L1 + M2(t)2 + M0(t)M2(t))(1+ t)− n4− |α|2 . (4.12)
As an immediate consequence, we have the L2 estimates on the derivatives of order higher than kth for the low frequency
component because
∥∥∂x j∂αx UL(x, t)∥∥L2 =
∥∥ξ jξαχL(ξ)Uˆ L∥∥L2  2ε
∥∥ξαχL(ξ)Uˆ L∥∥L2 = 2ε
∥∥∂αx UL(x, t)∥∥L2 .
Thus, we get the following corollary.
Corollary 4.2. For any multi-indices α, γ with |α| k, |γ | > k, we have
∥∥∂γx UL(x, t)∥∥L2  C(‖U0‖L1 + M2(t)2 + M0(t)M2(t))(1+ t)− n4− |α|2 . (4.13)
4.2. Estimates on the high frequency component
In this section, we study the L2 estimates on the high frequency component. Set UH (x, t) = χH (Dx)U (x, t) and similar
to (4.3), we have
∂αx UH (x, t) = ∂αx GH (t) ∗ U0(x) +
t
2∫
0
∂αx GH (t − τ ) ∗ F (U ,∇xU )(τ )dτ +
t∫
t
2
∂αx GH (t − τ ) ∗ F (U ,∇xU )(τ )dτ
:= J1 + J2 + J3. (4.14)
Next, we get L2 estimates on J1, J2 and J3 as follows. We ﬁrst denote that N1 = [(m − 1)( n2 + |α|)] + 1 and N2 =[(m − 1) n2 ] + 1.
For J1, by using the Plancherel theorem and (3.13) and noticing |α| k and |α| + N1 < s, we have
‖ J1‖L2 =
∥∥GˆH (t)ξα Uˆ0∥∥L2
 C
∥∥∥∥|ξ |−([(m−1)( n2+|α|)]+1)GˆH (t)
∑
ξσ ξα Uˆ0
∥∥∥∥
L2|σ |=N1
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∑
|σ |=N1
∥∥∂α+σx U0∥∥L2
 C(1+ t)− n4− |α|2 ‖U0‖Hs . (4.15)
By using the Plancherel theorem, Lemma 2.2, Lemmas 2.4–2.6 and (3.13), for J2, we obtain
‖ J2‖L2 
t
2∫
0
∥∥GH (t − τ ) ∗ ∂αx F (U ,∇xU )∥∥L2 dτ

n∑
j=1
t
2∫
0
∥∥GˆH (ξ, t − τ )ξαξ jF( f ′j(1)U − f j(U + 1))(ξ, τ )∥∥L2 dτ
 C
n∑
j=1
t
2∫
0
(1+ t − τ )−([(m−1)( n2+|α|)]+1)· 12(m−1) ×
∑
|σ |=N1
∥∥∂α+σx ∂x j ( f ′j(1)U − f j(U + 1))∥∥L2 dτ
 C
n∑
j=1
t
2∫
0
(1+ t − τ )− n4− |α|2 −ε0 ×
∑
|σ |=N1
(∥∥( f ′j(1) − f ′j(U + 1))∂α+σx ∂x j U∥∥L2
+ ∥∥∂α+σx ( f ′j(U + 1)∂x j U)− f ′j(U + 1)∂α+σx ∂x j U∥∥L2)dτ
 C
n∑
j=1
t
2∫
0
(1+ t − τ )− n4− |α|2 −ε0
×
∑
|σ |=N1
(
‖U‖L∞
∥∥∂α+σx ∂x j U∥∥L2 + ‖∇U‖L∞
∑
|α′|=|α|+|σ |
∥∥∂α′x U∥∥L2
)
dτ , (4.16)
where ε0 = ε0(n,m, s) is a positive constant.
Similarly, we have
‖ J3‖L2  C
n∑
j=1
t∫
t
2
(1+ t − τ )− n4
∑
|σ ′|=N2
∥∥∂α+σ ′x ∂x j ( f ′j(1)U − f j(U + 1))∥∥L2 dτ
 C
n∑
j=1
t∫
t
2
(1+ t − τ )− n4
∑
|σ ′|=N2
(
‖U‖L∞
∥∥∂α+σ ′x ∂x j U∥∥L2 + ‖∇U‖L∞
∑
|α′|=|α|+|σ ′|
∥∥∂α′x U∥∥L2
)
dτ . (4.17)
Putting (4.15)–(4.17) into (4.14) yields
∥∥∂αx UH (x, t)∥∥L2  C(1+ t)− n4− |α|2 ‖U0‖Hs + C
n∑
j=1
t
2∫
0
(1+ t − τ )− n4− |α|2 −ε0
×
( ∑
|σ |=N1
∥∥∂α+σx ∂x j U∥∥L2‖U‖L∞ +
∑
|α′|=|α|+N1
∥∥∂α′x U∥∥L2‖∇U‖L∞
)
dτ + C
n∑
j=1
t∫
t
2
(1+ t − τ )− n4
×
( ∑
|σ ′|=N2
∥∥∂α+σ ′x ∂x j U∥∥L2‖U‖L∞ +
∑
|α′|=|α|+N2
∥∥∂α′x U∥∥L2‖∇U‖L∞
)
dτ . (4.18)
In order to close L2 estimates of UH , we give the following lemma which gives some decay estimates for higher deriva-
tives of solutions.
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E(t)2 =
[ sm ]∑
|α|=0
sup
0τt
(1+ τ )|α|− 12 ∥∥∂αx U (τ )∥∥2Hs−m|α| , (4.19)
L(t)2 =
[ sm ]∑
|α|=0
t∫
0
(1+ τ )|α|− 32 ∥∥∂αx U (τ )∥∥2Hs−m|α| dτ . (4.20)
Lemma 4.3. Assume U0 ∈ Hs(Rn), s is a positive integer with sm( n2 + 3), we have
E(t)2 + L(t)2  C‖U0‖2Hs + 2M0(t)L(t)2. (4.21)
The proof of Lemma 4.3 is given later in this subsection.
Then, from (4.19), we have that if we get a uniform bound for E(t), we obtain the following relation: Let 0 l [ sm ]− 1,
then for each index γ with l + 1 |γ | s − (l + 1)(m − 1)
∥∥∂γx U (t)∥∥L2  C E(t)(1+ t)− 14− l2 . (4.22)
Since |α| + N1 + 2 s − 2(m − 1) and |α| + N1 + 1 s −m + 1 for |α| [ sm − n2 ] − 3, from (4.22), we have∑
|σ |=N1
∥∥∂α+σx ∂x j U∥∥L2  C E(t)(1+ t)− 14− 12 and
∑
|α′|=|α|+N1
∥∥∂α′x U∥∥L2  C E(t)(1+ t)− 14 .
Similarly, we get
∑
|σ ′|=N2
∥∥∂α+σ ′x ∂x j U∥∥L2  C E(t)(1+ t)− 14− |α|+12 and
∑
|α′|=|α|+N2
∥∥∂α′x U∥∥L2  C E(t)(1+ t)− 14− |α|2 ,
because |α| + N2 + 2 s − (|α| + 2)(m − 1) and |α| + N2 + 1 s − (|α| + 1)(m − 1) for |α| [ sm − n2 ] − 3.
Then, it follows from (4.8), (4.18) and the above two inequalities that
∥∥∂αx UH∥∥L2  C(1+ t)− n4− |α|2 ‖U0‖Hs + C
t
2∫
0
(1+ t − τ )− n4− |α|2 −ε0(1+ τ )− n4− 14− 12 M0(t)E(t)dτ
+ C
t∫
t
2
(1+ t − τ )− n4 (1+ τ )− n4− 14− |α|+12 M0(t)E(t)dτ
 C(1+ t)− n4− |α|2 (‖U0‖Hs + M0(t)E(t)). (4.23)
In what follows, we show the proof of Lemma 4.3.
Proof of Lemma 4.3. Multiplying (3.1)1 by U and (3.1)2 by Q , then adding two equations and integrating the identity with
respect to x, we obtain
d
dt
‖U‖2L2 +
∥∥Lm(∇,div)Q ∥∥2L2 + ‖Q ‖2L2 = 0, (4.24)
where the operate Lm(∇,div) means ∇()m−22 div for m is an even and ()m−12 div for m is an odd.
Next, we apply ∂γx (|γ |  1) to both (3.1)1 and (3.1)2, then multiply them by ∂γx U and ∂γx Q , respectively. By adding
these two equations and integrating the identity with respect to x, we get
d
dt
∥∥∂γx U∥∥2L2 +
∥∥Lm(∇,div)∂γx Q ∥∥2L2 +
∥∥∂γx Q ∥∥2L2

∫
Rn
n∑
j=1
∂
γ
x ∂x j
(
f ′j(1)U − f j(U + 1)
)
∂
γ
x U dx

n∑
j=1
(∣∣∣∣
∫
n
(
f ′j(1) − f ′j(U + 1)
)(
∂
γ
x U
)
x j
∂
γ
x U dx
∣∣∣∣+
∣∣∣∣
∫
n
(
∂
γ
x
(
f ′j(U + 1)∂x j U
)− f ′j(U + 1)∂γx ∂x j U)∂γx U dx
∣∣∣∣
)R R
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∥∥∂γx U∥∥2L2 + C
n∑
j=1
∥∥∂γx ( f ′j(U + 1)∂x j U)− f ′j(U + 1)∂γx ∂x j U∥∥L2
∥∥∂γx U∥∥L2
 C‖∇U‖L∞
(∥∥∂γx U∥∥2L2 +
∑
|γ ′|=|γ |
∥∥∂γ ′x U∥∥L2
∥∥∂γx U∥∥L2
)
, (4.25)
where we have used the Hölder inequality and Lemmas 2.4–2.6.
From (4.24) and (4.25), it is easy to obtain that
d
dt
∥∥∂αx U∥∥2Hs−m|α| +
∥∥Lm(∇,div)∂αx Q ∥∥2Hs−m|α| +
∥∥∂αx Q ∥∥2Hs−m|α|
 C‖∇U‖L∞
(∥∥∂αx U∥∥2Hs−m|α| +
∑
|α′|=|α|
∥∥∂α′x U∥∥Hs−m|α|
∥∥∂αx U∥∥Hs−m|α|
)
. (4.26)
We multiply (4.26) by (1+ t)β and integrate the inequality with respect to t , then the following can be obtained
(1+ t)β∥∥∂αx U∥∥2Hs−m|α| +
t∫
0
(1+ τ )β(∥∥Lm(∇,div)∂αx Q ∥∥2Hs−m|α| +
∥∥∂αx Q ∥∥2Hs−m|α|)dτ

∥∥∂αx U0∥∥2Hs−m|α| + β
t∫
0
(1+ τ )β−1∥∥∂αx U∥∥2Hs−m|α| dτ
+ C
t∫
0
(1+ τ )β‖∇U‖L∞
∥∥∂αx U∥∥Hs−m|α|
(∥∥∂αx U∥∥Hs−m|α| +
∑
|α′|=|α|
∥∥∂α′x U∥∥Hs−m|α|
)
dτ . (4.27)
Firstly, we prove the following estimate for each α with 0 |α| [ sm ]
(1+ t)|α|− 12 ∥∥∂αx U∥∥2Hs−m|α| +
t∫
0
(1+ τ )|α|− 12 (∥∥Lm(∇,div)∂αx Q ∥∥2Hs−m|α| +
∥∥∂αx Q ∥∥2Hs−m|α|)dτ
 ‖U0‖2Hs + CM0(t)L(t)2. (4.28)
When |α| = 0, we take β = − 12 in (4.27). Then we get
(1+ t)− 12 ‖U‖2Hs +
t∫
0
(1+ τ )− 12 (∥∥Lm(∇,div)Q ∥∥2Hs + ‖Q ‖2Hs)dτ + 12
t∫
0
(1+ τ )− 32 ‖U‖2Hs dτ
 ‖U0‖2Hs + C
t∫
0
(1+ τ )− 12 ‖∇U‖L∞‖U‖2Hs dτ
 ‖U0‖2Hs + C
t∫
0
(1+ τ ) n4+ 12 ‖∇U‖L∞(1+ τ )− n4−1‖U‖2Hs dτ
 ‖U0‖2Hs + CM0(t)L(t)2. (4.29)
Now, we suppose that (4.28) holds true for |α| − 1 (|α| 1). Then we show (4.28) for |α|. From (3.1)2, we have
∇U = −(−1)(m+1)(∇ div)mQ − Q .
Thus, for index γ , we have
∥∥∇∂γx U∥∥L2 
∥∥(∇ div)m∂γx Q ∥∥L2 +
∥∥∂γx Q ∥∥L2
 C
(∥∥(∇ div)m−1∂γx Q ∥∥H2 +
∥∥∂γx Q ∥∥L2). (4.30)
By using (4.30) and the induction hypothesis (4.28) with |α| − 1 and denoting that α − α¯ is an index with |α¯| = 1, we
obtain
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(1+ τ )|α|− 32 ∥∥∂αx U∥∥2Hs−m|α| dτ =
t∫
0
(1+ τ )|α|− 32 ∥∥∂α−α¯x ∂α¯x U∥∥2Hs−m|α| dτ

t∫
0
(1+ τ )|α|− 32 ∥∥∂α−α¯x ∇U∥∥2Hs−m|α| dτ
 C
t∫
0
(1+ τ )|α|− 32 (∥∥(∇ div)m−1∂α−α¯x Q ∥∥2Hs+2−m|α| +
∥∥∂α−α¯x Q ∥∥2Hs−m|α|)dτ
 C
t∫
0
(1+ τ )|α|− 32 (∥∥Lm(∇,div)∂α−α¯x Q ∥∥2Hs−m(|α|−1) +
∥∥∂α−α¯x Q ∥∥2Hs−m(|α|−1))dτ
 ‖U0‖2Hs + CM0(t)L(t)2. (4.31)
Taking β = |α| − 12 in (4.27) yields
(1+ t)|α|− 12 ∥∥∂αx U∥∥2Hs−m|α| +
t∫
0
(1+ τ )|α|− 12 (∥∥Lm(∇,div)∂αx Q ∥∥2Hs−m|α| +
∥∥∂αx Q ∥∥2Hs−m|α|)dτ

∥∥∂αx U0∥∥2Hs−m|α| + β
t∫
0
(1+ τ )|α|− 32 ∥∥∂αx U∥∥2Hs−m|α| dτ
+ C
t∫
0
(1+ τ ) n4+ 12 ‖∇U‖L∞(1+ τ )|α|− n4−1
∑
|α′|=|α|
∥∥∂α′x U∥∥2Hs−m|α| dτ . (4.32)
Then, by using (4.31) and the deﬁnitions of M0(t) and L(t), we get that (4.28) is true for |α|.
By using (4.29) and (4.31), we have
L(t)2 =
[ sm ]∑
|α|=0
t∫
0
(1+ τ )|α|− 32 ∥∥∂αx U∥∥2Hs−m|α| dτ  C‖U0‖2Hs + CM0(t)L(t)2.
Thus, we complete the proof of Lemma 4.3. 
We now summarize the L2 estimates on the high frequency component in the following theorem.
Theorem 4.4. For any index α with |α| [ sm − n2 ] − 3, we have
∥∥∂αx UH∥∥L2  C(‖U0‖Hs + M0(t)E(t))(1+ t)− n4− |α|2 . (4.33)
5. Proof of Theorem 1.1
In the previous two subsections, we obtain the following estimates on the low frequency component and the high
frequency component:
∥∥∂αx UL(x, t)∥∥L2  C(‖U0‖L1 + M2(t)2 + M0(t)M2(t))(1+ t)− n4− |α|2 , |α| k, (5.1)
and
∥∥∂αx UH (x, t)∥∥L2  C(‖U0‖Hs + M0(t)E(t))(1+ t)− n4− |α|2 , |α| k. (5.2)
By combining (5.1) and (5.2), we have
∥∥∂αx U (x, t)∥∥L2  C(‖U0‖L1 + ‖U0‖Hs + M2(t)2 + M0(t)M2(t) + M0(t)E(t))(1+ t)− n4− |α|2 , |α| k. (5.3)
By employing the optimal decay results expressed in E(t) and M2(t), we obtain the following estimates for M0(t).
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I. For n 2, if sm( n2 + 4), we have M0(t) C(M2(t) + E(t));
II. For n = 1 and sm( n2 + 5), we have M0(t) CM2(t).
Proof. I. Let s¯ = [ n2 ] + 1 and θ = n2s¯ . By using the Gagliardo–Nirenberg inequality, (4.8), (4.19) and the Young inequality, for|α| 1, we have
∥∥∂αx U (x, t)∥∥L∞  C
∥∥∂αx U (x, t)∥∥1−θL2
∥∥Ds¯+|α|x U (x, t)∥∥θL2
 CM2(t)1−θ (1+ t)−( n4+ |α|2 )(1−θ)E(t)θ (1+ t)− s¯+|α|2 θ+ θ4
 C
(
M2(t) + E(t)
)
(1+ t)−( n4+ |α|2 )−( n4− (n+1)θ4 )
 C
(
M2(t) + E(t)
)
(1+ t)−( n4+ |α|2 ), (5.4)
where we note that n4 − (n+1)θ4 is positive when n is even and equal to zero when n is odd.
II. When n = 1, by using the Gagliardo–Nirenberg inequality and (4.8) with k 2, for |α| 1, we have
∥∥∂αx U (x, t)∥∥L∞  C
∥∥∂αx U (x, t)∥∥
1
2
L2
∥∥∂αx ∇U (x, t)∥∥
1
2
L2
 CM2(t)(1+ t)−( 12+ |α|2 ). (5.5)
Then, by noticing the deﬁnition of M0(t), we complete the proof of Lemma 5.1. 
Now, by using (5.3) and Lemma 5.1 and noticing the deﬁnition of M2(t), we have
M2(t) C
(‖U0‖L1 + ‖U0‖Hs)+ CM2(t)2 + CM2(t)E(t) + C E(t)2. (5.6)
On the other hand, from Lemma 4.3 and Lemma 5.1, we have
E(t)2 + L(t)2  C‖U0‖2Hs + C
(
M2(t) + E(t)
)
L(t)2. (5.7)
Set
Z(t) := E(t) + L(t) + M2(t),
we get the following inequality in terms of (5.6) and (5.7)
Z(t)2  C
(‖U0‖2L1 + ‖U0‖2Hs
)+ C Z(t)3 + C Z(t)4,
where we have used the smallness of ‖U0‖2L1 + ‖U0‖2Hs .
Since ‖U0‖2L1 + ‖U0‖2Hs is suﬃciently small, by continuity we have Z(t) Cε1 with ε1  1. It yields that∥∥∂αx U (t)∥∥L2  Cε1(1+ t)− n4− |α|2 , (5.8)
where 0  |α|  [ sm − n2 ] − 3. This gives a priori estimates of solutions to system (1.1). The local existence of (1.1) can
be proved by using the standard method based on the successive approximation sequence, cf. [2]. We omit its details.
Combining the local solution with those estimates, we obtain the global existence of the solution to the Cauchy problem
(1.1) and (1.2).
In order to get the estimates of q, we ﬁrst show a lemma similar to Lemma 3.2 in [16].
Lemma 5.2. Eq. (1.1)2 is equivalent to
q = −(I + (−)m)−1∇u. (5.9)
Proof. First we show (1.1)2 implies (5.9).
From (1.1)2, we have q = ∇φ with φ = (−1)m−1m−1 divq − u. Then, we have ∇ divq = ∇φ = ∇φ = q. So, (1.1)2
becomes (I + (−)m)q = −∇u which gives (5.9). It is obvious that
divq = −(I + (−)m)−1u. (5.10)
On the other hand, we derive (1.1)2 from (5.9). From (5.10), we have
(−1)m−1m−1 divq = −(−1)m−1(I + (−)m)−1mu = u − (I + (−)m)−1u. (5.11)
1006 W. Wang / J. Math. Anal. Appl. 387 (2012) 993–1008Then, by applying ∇ on (5.11) and using (5.9) and (5.10), we have (−1)m−1∇m−1 divq = ∇u + q. This gives (1.1)2. Then,
we complete the proof of Lemma 5.2. 
Moreover, using Lemma 5.2 and (5.8), we have
∥∥∂αx q∥∥L2 
∥∥∂αx ∇(u − u∗)∥∥L2  Cε1(1+ t)− n4− |α|+12 , (5.12)
where 0 |α| [ sm − n2 ] − 4.
Now, we show the optimal Lp estimates of U (x, t) as follows. First of all, we give the estimate of the low frequency part.
We set
Mp(t) = sup
0τt, |α|k−[ n2 ]−1
∥∥∂αx U∥∥Lp (1+ τ ) n2 (1− 1p )+
|α|
2 + sup
0τt, k−[ n2 ]−1<|α|k
∥∥∂αx U∥∥L2(1+ τ ) n4+ |α|2 , (5.13)
where k = [ sm − n2 ] − 3.
By noticing k − [ n2 ] − 1 1 for the positive integer sm(n+ 5), we obtain
sup
0τt, |α|1
∥∥∂αx U∥∥L∞(1+ τ ) n2+ |α|2  CMp(t).
Then, by using Lemmas 2.4–2.6, Proposition 3.2 and (5.13), from (4.5), we have
‖I2‖Lp  C
t
2∫
0
(1+ t − τ )− n2 (1− 1p )− |α|+12 (1+ τ )− n2 Mp(t)2 dτ
 C(1+ t)− n2 (1− 1p )− |α|2 Mp(t)2. (5.14)
Similarly, from (4.6), we have
‖I3‖Lp  C
t∫
t
2
(1+ t − τ )− 12 (1+ τ )− n2 (1− 1p )− |α|+n2 Mp(t)2 dτ
 C(1+ t)− n2 (1− 1p )− |α|2 Mp(t)2. (5.15)
Thus, putting (4.4) and (5.14)–(5.15) into (4.3) yields
∥∥∂αx UL(x, t)∥∥Lp  C(‖U0‖L1 + Mp(t)2)(1+ t)− n2 (1− 1p )−
|α|
2 , |α| k −
[
n
2
]
− 1. (5.16)
Similarly, we have
∥∥∂αx UL(x, t)∥∥L2  C(‖U0‖L1 + Mp(t)2)(1+ t)− n4− |α|2 , k −
[
n
2
]
− 1 |α| k. (5.17)
Secondly, for the high frequency part UH , similarly to the estimates of ∂αx UH (x, t) in Section 4.2, we have
∥∥∂αx UH∥∥L2  C(‖U0‖Hs + Mp(t)E(t))(1+ t)− n4− |α|2 , |α| k. (5.18)
By taking p = 2 in (5.16) and combining (5.17) and (5.18), we have
∥∥∂αx U (x, t)∥∥L2  C(‖U0‖L1 + ‖U0‖Hs + Mp(t)2 + Mp(t)E(t))(1+ t)− n4− |α|2 , |α| k. (5.19)
Next, by using the Sobolev embedding theorem, from (5.18), we have for |α| k − [ n2 ] − 1∥∥∂αx UH (t)∥∥L∞ 
∥∥∂αx UH (t)∥∥H [ n2 ]+1
 C
(‖U0‖Hs + Mp(t)E(t))(1+ t)− n4− 12 ( n2+|α|)
 C
(‖U0‖Hs + Mp(t)E(t))(1+ t)− n2− |α|2 , (5.20)
where we used a Poincaré-like inequality in the high frequency component (|ξ |  2ε) that ‖uH‖L2  C(2ε)|α| ‖D |α|uH‖L2
(|α| k).
W. Wang / J. Math. Anal. Appl. 387 (2012) 993–1008 1007By Lemma 2.3, it follows from (5.18) and (5.20) that
∥∥∂αx UH (x, t)∥∥Lp  C(‖U0‖Hs + Mp(t)E(t))(1+ t)− n2 (1− 1p )−
|α|
2 , |α| k −
[
n
2
]
− 1. (5.21)
The combination of (5.16) and (5.21) gives
∥∥∂αx U (x, t)∥∥Lp  C(‖U0‖L1 + ‖U0‖Hs + Mp(t)2 + Mp(t)E(t))(1+ t)− n2 (1− 1p )−
|α|
2 , (5.22)
where |α| k − [ n2 ] − 1.
Now, by using (5.19) and (5.22) and noticing the deﬁnition of Mp(t), we have
Mp(t) C
(‖U0‖L1 + ‖U0‖Hs)+ CMp(t)2 + CMp(t)E(t). (5.23)
On the other hand, from Lemma 4.3, we have
E(t)2 + L(t)2  C‖U0‖2Hs + CMp(t)L(t)2. (5.24)
Set
Z˜(t) := E(t) + L(t) + Mp(t),
we get the following inequality in terms of (5.23) and (5.24)
Z˜(t)2  C
(‖U0‖2L1 + ‖U0‖2Hs
)+ C Z˜(t)3 + C Z˜(t)4,
where we have used the smallness of ‖U0‖2L1 + ‖U0‖2Hs .
Since ‖U0‖2L1 + ‖U0‖2Hs is suﬃciently small, by continuity we have Z˜(t) Cε2 with ε2  1. It yields that
∥∥∂αx U (t)∥∥Lp  Cε2(1+ t)− n2 (1− 1p )−
|α|
2 , (5.25)
where 0 |α| [ sm − n2 ] − [ n2 ] − 4 and∥∥∂αx U (t)∥∥L2  Cε2(1+ t)− n4− |α|2 , (5.26)
where [ sm − n2 ] − [ n2 ] − 4 < |α| [ sm − n2 ] − 3.
Thus, the proof of Theorem 1.1 is completed.
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