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An all optical quantum simulator for the Bose-Hubbard model is proposed and analyzed. The 
photon hopping energy is controlled by the evanescent field coupling between two adjacent 
photonic crystal microcavities, while the photon-photon interaction energy is provided by the 
optical Kerr nonlinearity of a host material itself. We show that our scheme can be implemented 
using a two-dimensional array of GaAs photonic crystal microcavities doped with substitutional 
donor impurities. Setting doping density around 1015 cm-3, cavity-bound exciton frequency 
detuning about hundreds of GHz and cavity Q factor larger than 106, the quantum phase transition 
(QPT) from photonic superfluid state to Mott-insulator state can be reached. 
 
Quantum many-body systems, such as strongly correlated electrons, are generally 
difficult to understand due to the lack of appropriate theoretical tools. A brute-force 
matrix diagonalization method is limited by the exponentially growing Hilbert space 
dimension with the number of particles. A quantum Monte-Carlo simulation method 
often suffers from the so-called sign problem. An analytical mean-field method provides 
good approximate solutions for three-dimensional systems but limited applications for 
two-dimensional systems. An interesting alternative is given by a physical solution i.e. a 
quantum simulator rather than a mathematical one [1]. One such example was 
demonstrated using Bose-condensed cold atoms in an optical lattice. The superfluid to 
Mott-insulator QPT predicted by the Bose-Hubbard model was observed by changing U/t 
i.e. the ratio of on-site repulsive interaction to hopping matrix element [2]. This major 
advancement opened a door for simulating complex many-body systems with more 
controllable artificial systems [3-5].  
Simulating the Bose-Hubbard model using photons has recently attracted an intense 
interest [6-9]. Even though photons do not interact with each other in free space, by 
confining light inside a cavity with a small mode volume, the nonlinear photon-photon 
interaction can be artificially enhanced. One such example is a photon blockade: an 
optical analog of single electron Coulomb blockade effect [6,7]. The other example is a 
polariton quantum simulator based on high-Q cavity network [8,9]. These schemes 
require either EIT (Electromagnetically Induced Transparency) in a four-level atomic 
ensemble or single atom cavity QED in the strong coupling regime. 
In this paper, we show that quantum simulator for the Bose-Hubbard model and other 
strongly correlated photonic systems can be constructed using a simpler approach. Our 
scheme consists of a two-dimensional array of coupled photonic crystal microcavities 
[10], in which photons interact with each other through nonresonant optical Kerr 
nonlinearity induced by substitutional donor impurities [11,12]. We show that the system 
Hamiltonian is reduced to the Bose-Hubbard model when all excitonic degrees of 
freedom are eliminated. Specific example using GaAs photonic crystal microcavities 
doped with substitutional donor impurities is investigated as an experimental system. 
Setting doping density around 1015 cm-3, cavity-bound exciton frequency detuning about 
hundreds of GHz and cavity Q factor larger than 106, the QPT from photonic superfluid 
to Mott-insulator should be observed. The proposed scheme combines the large oscillator 
strength and small inhomogeneous linewidth of donor-bound excitons embedded in GaAs 
matrix, and the recent advancement in photonic crystal microcavities with ultrahigh 
cavity Q factor and extremely small mode volume [13]. The inhibited spontaneous 
emission lifetime in such a high-Q microcavity at off-resonance [14] is another important 
element for the proposed scheme as we will discuss later. 
We start our analysis by considering a single isolated photonic crystal microcavity 
free of substitutional donor impurities. The cavity electric field 
operator, , can be derived by following the quantization 
procedures of an electromagnetic wave in an inhomogeneous linear dielectric medium 
[15]. n is the cavity mode index and a
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n is the annihilation operator of the nth cavity mode. 
We also assume the cavity mode electric field φn is real for simplicity. The normalization 
condition is written as ( ) ( ) ( )
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permittivity, KI  is the position dependent dielectric constant of the isolated photonic 
crystal microcavity and ωn is the nth cavity resonance frequency. 
Next we consider coupling such photonic crystal microcavities into a two-
dimensional periodic array as shown in figure 1. Instead of expressing the electric field 
operator for the extended band via the delocalized Bloch wavefunctions, we use the 
localized Wannier wavefunctions. In our case, a natural choice for the Wannier function 
would be the isolated cavity mode electric field 
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Notice that Ri indicates the center position of the ith photonic crystal microcavity and ci is 
the annihilation operator of the Wannier function. By substituting (1) and the 
corresponding magnetic field operator into the total Hamiltonian that includes the linear 
and nonlinear electric dipole moments,  
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we derive the system Hamiltonian in terms of the Wannier basis 
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which is the standard Bose-Hubbard Hamiltonian. KC is the position dependent dielectric 
constant of the coupled photonic crystal microcavities and χC(3) is the position dependent 
optical Kerr nonlinearity. Arriving at (3), we consider only the nearest neighbor photon 
hopping and on-site photon-photon interaction using rotating wave approximation. The 
hopping energy t and interaction energy U are calculated by 
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d is the inter-cavity distance. Notice that the subscript n is dropped in (4) and (5) since we 
consider single mode photonic crystal microcavity. The system Hamiltonian (3) does not 
include the system-reservoir dissipation coupling term, so is appropriate only if the 
photon loss from the coupled microcavity array is negligible. We will come back to this 
point later on. All of the photon-exciton interaction can be renormalized in the linear and 
nonlinear dielectric constants by adiabatically eliminating the excitonic Hamiltonian. 
The optical Kerr nonlinearity that mediates the photon-photon interaction comes from 
the donor-bound exciton transition. The induced linear and nonlinear susceptibility driven 
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N is the donor density, |µeg| is the electric dipole moment matrix element, T1 is the donor-
bound exciton energy relaxation time, T2 is the excitonic dipole moment dephasing time 
and ∆=ω−ωeg is the detuning of the cavity resonance frequency from excitonic transition 
frequency. We also assume that the donor-bound exciton linewidth is dominated by the 
radiative process so that T2=2T1. To gain further analytical formula of t and U, we assume 
that the cavity electric field has TM-polarization and is confined vertically and laterally 
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Notice that in writing down (8), we assume that KI can be replaced by an effective 
dielectric constant and its numerical value is equal to rNK. K is the back ground dielectric 
constant and rN is a unitless constant smaller than 1. λ is the optical wavelength in the 
dielectric and is approximately equal to λo/K1/2. The corresponding mode volume Vmode 
for the field profile in (8) is πλ3/4. The actual electric field distribution depends on the 
photonic crystal design but the recently proposed high cavity Q factor design rule should 
be well captured by (8) [17]. Substitute (8) into (4) and (5), we obtain the analytical 
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In deriving (9) and (10), we assume that KC and χC(3) can be replaced by an effective 
dielectric constant rTK and an effective nonlinearity rUχ(3). In a two-dimensional array of 
photonic crystal microcavities, one can arbitrarily control |t| by designing the inter-cavity 
distance. As a consequence, the experimental feasibility of the proposed scheme is 
mainly determined by the numerical value of U.  
We can now evaluate (10) provided |µeg| and T1 are given. |µeg| can be estimated by 
using the experimental spontaneous emission lifetime of the donor-bound excitons τDX in 
a bulk GaAs sample [11]. T1 can be defined by either operating the system in the weak 
coupling regime (1/T2>Ωo(NVmode)1/2) or in the strong coupling regime 
(1/T2<Ωo(NVmode)1/2) but with ∆ much larger than Ωo(NVmode)1/2 so that any coherent 
coupling between photons and donor-bound excitons can be neglected. Ωo is the single 
exciton vaccum Rabi frequency. The use of the cavity QED in a weak coupling regime 
would introduce large absorption loss for the concerned frequency range. This is because 
a low-Q cavity enhances the spontaneous emission rate through Purcell effect. Therefore, 
we use the cavity QED in the strong coupling regime. In this regime, inhibition of 
spontaneous emission increases T1 by a factor of Q. Experimentally the spontaneous 
emission lifetime T1 was increased by a factor of 5 to 10 in a photonic crystal microcavity 
[14]. Given N=1015 cm-3, ωeg=2πco/(820 nm), K=10.6, τDX = 1 ns, T1=5τDX and 
rN=rT=rU=1, the interaction energy U is plotted in figure 2. The assumed donor density 
implies there are about 13 donors inside a cavity mode volume. To reach QPT from a 
superfluid state to Mott-insulator state, the required inter-cavity distance can be 
calculated by the QPT condition U/|t|~18 in a two-dimensional system where four nearest 
neighbor sites are assumed [18]. This value is also plotted in figure 2. The interaction 
energy, required inter-cavity distance, linear and nonlinear susceptibility are about 0.1 
meV, 1 µm, 10-3 and 10-15 m2/V2, respectively, for the frequency detuning range shown in 
figure 1. 
In order to observe QPT in the proposed scheme, the tunneling rate between two 
adjacent cavities at QPT must be larger than the total photon loss rate so that the photonic 
system can establish an equilibrium state before a photon leaks out of the cavity or is 
absorbed by a substitutional donor impurity. The photon leakage rate is given by ω/Q and 
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These three competing rates are plotted in figure 3. The upper bound of a possible 
frequency detuning is about 783 GHz where absorption loss dominates and no observable 
QPT exists if the detuning exceeds such a limit. For frequency detuning larger than 
Ωo(NVmode)1/2 ~ 133 GHz but smaller than 783 GHz the tunneling rate at QPT is faster 
than the absorption rate. QPT can then be reached in this frequency detuning range 
provided that the tunneling rate at QPT is also faster than the photon leakage rate. Such 
constraint implies that we need the cavity photon lifetime to be at least larger than 
approximately 1 ns i.e. cavity Q factor about 2x106. Notice that α is inversely 
proportional to T2 if ∆T2>>1 and therefore the inhibition of spontaneous emission in a 
photonic crystal microcavity reduces the photon absorption rate. As previously 
mentioned, this is an important element for the proposed scheme for it elongates the 
possible frequency detuning range. 
Observing the QPT from a superfluid state to Mott-insulator state requires the ability 
to control t and U. The frequency detuning can be used as such parameter. Varying a 
temperature can modulate the excitonic transition frequency while keeping the cavity 
resonance frequency constant. Injecting a molecular gas can modulate the cavity 
resonance frequency while keeping the excitonic transition frequency constant. Signature 
of QPT can be experimentally identified by observing the far field radiation, where in the 
superfluid regime an interference pattern merges and loses its visibility due to the 
acquisition of which path information while entering the Mott-insulator regime. In 
particular, the required long ns cavity photon lifetime allows us to adiabatically switching 
the two regimes by ramping the frequency detuning while photons stay inside the cavity. 
Another way to identify QPT is to inject photons by end-firing the membrane layer and 
measure the transmission from the whole structure. High and low transmissions 
correspond to superfluid and Mott-insulator regime respectively.  
In conclusion, we propose and investigate an all optical quantum simulator for the 
Bose-Hubbard model. Our scheme is based on two recent experimental breakthroughs, 
highly homogeneous substitutional donor impurities in GaAs and high cavity Q factor, 
small mode volume photonic crystal microcavity. We point out that a negative U 
obtained in a red detuning regime (ω<ωeg) may simulate the quantum dynamics of the 
Bose-Hubbard model with attractive interaction [19], while a standard Bose-Hubbard 
model with repulsive interaction is implemented in a blue detuning regime (ω>ωeg). In 
addition, due to the flexibility of designing microcavity array topology, complicated 
systems such as extended Bose-Hubbard model [20] or one-dimension Tonks-Girardeau 
gas [21] could also be simulated by our all optical scheme. 
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 FIG. 1. Schematic plot for a two-dimensional array of photonic crystal microcavities. 



































FIG. 2. The interaction energy (blue-solid curve) and the required inter-cavity 















FIG. 3. The competition between photon tunneling rate at QPT (blue-solid curve), 
photon leakage rate (green-dashed curve) and photon absorption rate (red-dashed 
dotted curve) vs frequency detuning (ω−ωeg)/2π. The tunneling rate at QPT is equal 
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