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Abstract
Quantifying the inconsistency of a database is motivated by various goals including reliability
estimation for new datasets and progress indication in data cleaning. Another goal is to attribute to
individual tuples a level of responsibility to the overall inconsistency, and thereby prioritize tuples in
the explanation or inspection of dirt. Therefore, inconsistency quantification and attribution have
been a subject of much research in Knowledge Representation and, more recently, in Databases. As
in many other fields, a conventional responsibility sharing mechanism is the Shapley value from
cooperative game theory. In this paper, we carry out a systematic investigation of the complexity of
the Shapley value in common inconsistency measures for functional-dependency (FD) violations.
For several measures we establish a full classification of the FD sets into tractable and intractable
classes with respect to Shapley-value computation. We also study the complexity of approximation
in intractable cases.
2012 ACM Subject Classification Theory of computation→ Incomplete, inconsistent, and uncertain
databases; Information systems → Data cleaning
Keywords and phrases Shapley value, inconsistent databases, functional dependencies
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1 Introduction
Inconsistency measures for knowledge bases have received considerable attention of the
Knowledge Representation (KR) and Logic communities [10, 14, 16–18, 21, 22, 38]. More
recently, inconsistency measures have also been studied from the database viewpoint [2, 26].
Such measures quantify the extent to which the database violates a set of integrity constraints.
There are multiple reasons why one might be using such measures. For one, the measure can
be used for estimating the usefulness or reliability of new datasets for data-centric applications
such as business intelligence [6]. Inconsistency measures have also been proposed as the basis
of progress indicators for data-cleaning systems [26]. Finally, the measure can be used for
attributing to individual tuples a level of responsibility to the overall inconsistency [31,37],
thereby prioritize tuples in the explanation/inspection/correction of errors.
A conventional approach to dividing the responsibility to a quantitative property (here
an inconsistency measure) among entities (here the database tuples) is the Shapley value [36],
which is a game-theoretic formula for wealth distribution in a cooperative game. The
Shapley value has been applied in a plethora of domains, including economics [15], law [33],
environmental science [24, 34], social network analysis [32], physical network analysis [30],
and advertisement [5]. In data management, the Shapley value has been used for determining
the relative contribution of features in machine-learning predictions [23,29], the responsibility
of tuples to database queries [4, 25,35], and the reliability of data sources [6].
The Shapley value has also been studied in a context similar to the one we adopt in
this paper—assigning a level of inconsistency to statements in an inconsistent knowledge
base [18, 31, 37, 40]. Hunter and Konieczny [16–18] use the maximal Shapley value of one
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inconsistency measure in order to define a new inconsistency measure. Grant and Hunter [13]
considered information systems distributed along data sources of different reliabilities, and
apply the Shapley value to determine the expected blame of each statement to the overall
inconsistency. Yet, with all the investigation that has been conducted on the Shapley value
of inconsistency, we are not aware of any results or efforts regarding the computational
complexity of calculating this value.
In this work, we embark on a systematic analysis of the complexity of the Shapley value
of database tuples relative to inconsistency measures, where the goal is to calculate the
contribution of a tuple to inconsistency. Our main results are summarized in Table 1. We
consider inconsistent databases with respect to functional dependencies (FDs), and basic
measures of inconsistency following Bertossi [3] and Livshits, Ilyas, Kimelfeld and Roy [26].
These measures are all adopted from the studied measures in the aforementioned KR research.
More formally, we investigate the following computational problem for any fixed database
signature, set of FDs and inconsistency measure: given a database and a tuple, compute
the Shapley value of the tuple with respect to the inconsistency measure. As Table 1 shows,
two of these measures are computable in polynomial time: IMI (number of FD violations)
and IP (number of problematic facts that participate in violations). In other two of these
measures, we establish a full dichotomy in the complexity of the Shapley value: Id (the
drastic measure—0 for consistency and 1 for inconsistency) and IMC (number of maximal
consistent subsets, a.k.a. repairs). The dichotomy in both cases is the same: when the FD set
has, up to equivalence, an lhs chain (i.e., the left-hand sides form a chain w.r.t. inclusion [27]),
the Shapley value can be computed in polynomial time; in any other case, it is FP#P-hard.
In the case of IR (the minimal number of tuples to delete for consistency), the problem is
solvable in polynomial time in the case of an lhs chain, and NP-hard whenever it is intractable
to find a cardinality repair [28]; however, the problem is open for every FD set in between,
for example, the bipartite matching constraint {A→ B,B → A}.
We also study the complexity of approximating the Shapley value, and obtain an interesting
picture (also depicted in Table 1). First, in the case of Id, there is a (multiplicative) fully
polynomial-time approximation scheme (FPRAS) for every set of FDs. In the case of IMC,
approximating the Shapley value of any intractable (non-lhs-chain) FD set is at least as
hard as approximating the number of maximal matchings of a bipartite graph—a long
standing open problem [19]. In the case of IR, we establish a full dichotomy, namely FPRAS
vs. hardness of approximation, that has the same separation as the problem of finding a
cardinality repair
The rest of this paper is organized as follows. After presenting the basic notation and
terminology in Section 2, we formally define the studied problem and give initial observations
in Section 3. In Section 4, we describe polynomial-time algorithms for IMI and IP. Then, we
explore the measures Id, IR and IMC in Sections 5, 6 and 7, respectively. We conclude and
discuss future directions in Section 8. Some proofs are given in the Appendix.
2 Preliminaries
Database concepts. By a relational schema we refer to a sequence (A1, . . . , An) of attributes.
A database D over (A1, . . . , An) is a finite set of tuples, or facts, of the form (c1, . . . , cn),
where each ci is a constant from a countably infinite domain. For a fact f and an attribute
Ai, we denote by f [Ai] the value associated by f with the attribute Ai (that is, f [Ai] = ci).
Similarly, for a sequence X = (Aj1 , . . . , Ajm) of attributes, we denote by f [X] the tuple
(f [Aj1 ], . . . , f [Ajm ]). Generally, we use letters from the beginning of the English alphabet
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Table 1 Complexity of the (exact ; approximate) Shapley value of inconsistency measures.
lhs chain no lhs chain, PTime c-repair other
Id PTime FP#P-complete ; FPRAS
IMI PTime
IP PTime
IR PTime ? ; FPRAS NP-hard [28] ; no FPRAS
IMC PTime FP#P-complete [27] ; ?
(i.e., A,B,C, ...) to denote single attributes and letters from the end of the alphabet (i.e.,
X,Y, Z, ...) to denote sets of attributes. We may omit stating the relational schema of a
database D when it is clear from the context or irrelevant.
A Functional Dependency (FD for short) over (A1, . . . , An) is an expression of the form
X → Y , where X,Y ⊆ {A1, . . . , Am}. We may also write the attribute sets X and Y by
concatenating the attributes (e.g., AB → C instead of {A,B} → {C}). A database D
satisfies X → Y if every two facts f, g ∈ D that agree on the values of the attributes of X
also agree on the values of the attributes of Y (that is, if f [X] = g[X] then f [Y ] = g[Y ]).
A database D satisfies a set ∆ of FDs, denoted by D |= ∆, if D satisfies every FD of ∆.
Otherwise, D violates ∆ (denoted by D 6|= ∆). Two FD sets over the same relational schema
are equivalent if every database that satisfies one of them also satisfies the other.
Let ∆ be a set of FDs and D a database (which may violate ∆). A repair (of D w.r.t. ∆)
is a maximal consistent subset of D; that is, E ⊆ D is a repair if E |= ∆ but E′ 6|= ∆ for
every E′ ( E. A cardinality repair (or c-repair for short) is a repair of maximum cardinality;
that is, it is a repair E such that |E| ≥ |E′| for every repair E′.
I Example 1. Figure 1 depicts an inconsistent database over a relational schema that stores
a train schedule. For example, the fact f1 states that train number 16 will depart from the
New York Penn Station at time 1030 and arrive to the Boston Back Bay Station after 315
minutes. The FD set ∆ consists of the two FDs:
◦ train time→ departs ◦ train time duration→ arrives
The first FD states that the departure station is determined by the train number and
departure time, and the second FD states that the arrival station is determined by the train
number, the departure time, and the duration of the ride.
Observe that the database of Figure 1 violates the FDs as all the facts refer to the
same train number and departure time, but there is no agreement on the departure station.
Moreover, the facts f6 and f7 also agree on the duration, but disagree on the arrival station.
The database has five repairs: (a) {f1, f2}, (b) {f3, f4, f5}, (c) {f6, f8}, (d) {f7, f8}, and (e)
{f9}; only the second one is a cardinality repair. ♦
Shapley value. A cooperative game of a set A of players is a function v : P(A)→ R, where
P(A) is the power set of A, such that v(∅) = 0. The value v(B) should be thought of as
the joint wealth obtained by the players of B when they cooperate. The Shapley value of a
player a ∈ A measures the contribution of a to the total wealth v(A) of the game [36], and is
formally defined by
Shapley(A, v, a) def= 1|A|!
∑
σ∈ΠA
(v(σa ∪ {a})− v(σa))
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fact train departs arrives time duration
f1 16 NYP BBY 1030 315
f2 16 NYP PVD 1030 250
f3 16 PHL WIL 1030 20
f4 16 PHL BAL 1030 70
f5 16 PHL WAS 1030 120
f6 16 BBY PHL 1030 260
f7 16 BBY NYP 1030 260
f8 16 BBY WAS 1030 420
f9 16 WAS PVD 1030 390
Figure 1 The inconsistent database of our running example.
where ΠA is the set of all permutations over the players of A and σa is the set of players
that appear before a in the permutation σ. Intuitively, the Shapley value of a player a is the
expected contribution of a in a random permutation of the players, where the contribution
of a is the change to the value of v caused by the addition of a. An alternative formula for
the Shapley value, that we will use in this paper, is the following.
Shapley(A, v, a) def=
∑
B⊆A\{a}
|B|! · (|A| − |B| − 1)!
|A|!
(
v(B ∪ {a})− v(B)
)
Observe that |B|! · (|A| − |B| − 1)! is the number of permutations where the players of B
appear first, then a, and then the rest of the players.
Approximation schemes. We discuss both exact and approximate algorithms for computing
Shapley values. Recall that a Fully-Polynomial Randomized Approximation Scheme (FPRAS,
for short) for a function f is a randomized algorithm A(x, , δ) that returns an -approximation
of f(x) with probability at least 1 − δ, given an input x for f and , δ ∈ (0, 1), in time
polynomial in x, 1/, and log(1/δ). Formally, an FPRAS, satisfies:
Pr [f(x)/(1 + ) ≤ A(x, , δ) ≤ (1 + )f(x)] ≥ 1− δ .
Note that this notion of FPRAS refers to a multiplicative approximation, and we adopt this
notion implicitly unless stated otherwise. We may also write “multiplicative” explicitly for
stress. In cases where the function f has a bounded range, it also makes sense to discuss an
additive FPRAS where Pr [f(x)−  ≤ A(x, , δ) ≤ f(x) + ] ≥ 1− δ. We refer to an additive
FPRAS, and explicitly state so, in cases where the Shapley value is in the range [0, 1].
3 The Shapley Value of Inconsistency Measures
In this paper, we study the Shapley value of facts with respect to measures of database
inconsistency. More precisely, the cooperative game that we consider here is determined by
an inconsistency measure I, and the facts of the database take the role of the players. In
turn, an inconsistency measure I is a function that maps pairs (D,∆) of a database D and
a set ∆ of FDs to a number I(D,∆) ∈ [0,∞). Intuitively, the higher the value I(D,∆) is,
the more inconsistent (or, the less consistent) the database D is w.r.t. ∆. The Shapley value
of a fact f of a database D is then defined as follows.
Shapley(D,∆, f, I) def=
∑
E⊆(D\{f})
|E|! · (|D| − |E| − 1)!
|D|!
(
I(E ∪ {f},∆)− I(E,∆)
)
(1)
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We note that the definition of the Shapley value requires the cooperative game to be zero on
the empty set [36] and this is indeed the case for all of the inconsistency measures I that we
consider in this work. Next, we introduce each of these measures.
Id is the drastic measure that takes the value 1 if the database is inconsistent and the
value 0 otherwise [38].
IMI counts the minimal inconsistent subsets [17, 18]; in the case of FDs, these subsets are
simply the pairs of tuples that jointly violate an FD.
IP is the number of problematic facts, where a fact is problematic if it belongs to a
minimal inconsistent subset [11]; in the case of FDs, a fact is problematic if and only if it
participates in a pair of facts that jointly violate ∆.
IR is the minimal number of facts that we need to delete from the database for ∆ to
be satisfied (similarly to the concept of a cardinality repair and proximity in Property
Testing) [3, 8, 12].
IMC is the number of maximal consistent subsets (i.e., repairs) [11,14].
Table 1 summarizes the complexity results for the different measures. The first column
(lhs chain) refers to FD sets that have a left-hand-side chain—a notion that was introduced
by Livshits et al. [27], and we recall in the next section. The second column (no lhs chain,
PTime c-repair) refers to FD sets that do not have a left-hand-side chain, but entail a
polynomial-time cardinality repair computation according to the dichotomy of Livshits et
al. [28] that we discuss in more details in Section 6.
I Example 2. Consider again the database of our running example. Since the database is
inconsistent w.r.t. the FD set defined in Example 1, we have that Id(D,∆) = 1. As for the
measure IMI, the reader can easily verify that there are twenty eight pairs of tuples that
jointly violate the FDs; hence, we have that IMI(D,∆) = 28. Since each tuple participates in
at least one violation of the FDs, it holds that IP = 9. Finally, as we have already seen in
Example 1, the database has five repairs and a single cardinality repair obtained by deleting
five facts. Thus, IR(D,∆) = 5 and IMC(D,∆) = 5. In the next sections, we discuss the
computation of the Shapley value for each one of these measures. ♦
Preliminary analysis. We study the data complexity of computing Shapley(D,∆, f, I) for
different inconsistency measures I. To this end, we give here two important observations
that we will use throughout the paper. The first observation is that the computation
of Shapley(D,∆, f, I) can be easily reduced to the computation of the expected value
of the inconsistency measure over all subsets of the database of a given size. In the
following proposition, we denote by ED′∼Um(D\{f})
(I(D′ ∪ {f},∆)) the the expected value
of I(D′ ∪ {f},∆) over all subsets D′ of D \ {f} of a given size m, assuming a uniform
distribution. Similarly, ED′∼Um(D\{f})
(I(D′,∆)) is the expected value of I(D′,∆) over all
such subsets D′.
I Proposition 3. Let I be an inconsistency measure. The following holds.
Shapley(D,∆, f, I) = 1|D|
|D|−1∑
m=0
[
ED′∼Um(D\{f})
(
I(D′ ∪ {f},∆)
)
− ED′∼Um(D\{f})
(
I(D′,∆)
)]
We prove the proposition in the Appendix. Hence, the computation of the Shapley value
is polynomial-time reducible to the computation of these expectations, and our algorithms
will, indeed, compute them instead of the Shapley value.
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The second observation is the following. One of the basic properties of the Shapley value is
efficiency—the sum of the Shapley values over all the players equals the total wealth [36]. This
property implies that
∑
f∈D Shapley(D,∆, f, I) = I(D,∆). Thus, whenever the measure
itself is computationally hard, so is the Shapley value of facts.
I Fact 1. Let I be an inconsistency measure. The computation of I is polynomial-time
reducible to the computation of the Shapley value for I.
This observation can be used for showing lower bounds on the complexity of the Shapley
value, as we will see in the next sections.
4 Tractable Measures: IMI and IP
We start by discussing two tractable measures. The first measure is IMI, that counts the
minimal inconsistent subsets (i.e., pairs of facts that jointly violate at least one FD). An easy
observation is that a fact f increases the value of the measure IMI by i in a permutation σ if
and only if σf contains exactly i facts that are in conflict with f . Hence, assuming that D
contains Nf facts that conflict with f , the Shapley value for this measure can be computed
in the following way:
Shapley(D,∆, f, IMI) = 1|D|!
Nf∑
i=1
|D|−1∑
m=i
(
Nf
i
)(|D| −Nf − 1
m− i
)
·m! · (|D| −m− 1)! · i
Therefore, we immediately obtain the following result.
I Theorem 4. Let ∆ be a set of FDs. Computing Shapley(D,∆, f, IMI) can be done in
polynomial time, given D and f .
The second measure that we consider here is IP that counts the “problematic” facts; that
is, facts that participate in a violation of ∆. Here, a fact f increases the measure by i in a
permutation σ if and only if σf contains precisely i− 1 facts that are in conflict with f , but
not in conflict with any other fact of σf (hence, all these facts and f itself are added to the
group of problematic facts). We prove the following.
I Theorem 5. Let ∆ be a set of FDs. Computing Shapley(D, f,∆, IP) can be done in
polynomial time, given D and f .
Proof. We now show how the expected values of Proposition 3 can be computed in polynomial
time. We start with ED′∼Um(D\{f})
(IP(D′,∆)). We denote by Xm a random variable holding
the number of problematic facts in a subset of size m of D \ {f}, and by Xgm a random
variable that holds 1 if the fact g is selected and participates in a violation of the FDs in
such a subset, and 0 otherwise. Due to the linearity of expectation, we have the following.
ED′∼Um(D\{f})
(IP(D′,∆)) = E(Xm) = E( ∑
g∈D\{f}
Xgm) =
∑
g∈D\{f}
E(Xgm)
Hence, the computation of ED′∼Um(D\{f})
(IP(D′,∆)) reduces to the computation of E(Xgm),
and this value can be computed as follows.
E(Xgm) = Pr [g is selected in a subset of size m]×
Pr [a conflicting fact is selected in a subset of size m | g is selected in the subset]
=
(|D|−2
m−1
)(|D|−1
m
) · ∑Ngk=1 (Ngk ) · (|D|−1−Ngm−k−1 )(|D|−2
m−1
) = ∑Ngk=1 (Ngk ) · (|D|−1−Ngm−k−1 )(|D|−1
m
)
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where Ng is the number of facts in D \ {f} that are in conflict with g.
We can similarly show that ED′∼Um(D\{f})
(IP(D′∪{f},∆)) = ∑g∈D\{f} E(Xgm,f ), where
Xgm,f is a random variable that holds 1 if g is selected in a subset E of size m of D \ {f} and
participates in a violation of the FDs with the rest of the facts of E ∪ {f}, and 0 otherwise.
For a fact g that is not in conflict with f we have that: E(Xgm,f ) = E(Xgm), while for a fact
g that is in conflict with f it holds that:
E(Xgm,f ) = Pr [g is selected in a subset of size m] =
(|D| − 2
m− 1
)
/
(|D| − 1
m
)
and that concludes our proof. J
5 The Drastic Measure Id
In this section, we consider the drastic measure Id. While the measure itself is extremely
simple and, in particular, computable in polynomial time (testing whether ∆ is satisfied),
it might be intractable to compute the Shapley value of a fact. In particular, we prove a
dichotomy for this measure, classifying FD sets into ones where the Shapley value can be
computed in polynomial time and the rest where the problem is FP#P-complete.1 Before
giving our dichotomy, we recall the definition of a left-hand-side chain (lhs chain, for short),
introduced by Livshits et al. [27].
I Definition 6. [27] An FD set ∆ has a left-hand-side chain if for every two FDs X → Y
and X ′ → Y ′ in ∆, either X ⊆ X ′ or X ′ ⊆ X.
I Example 7. The FD set of our running example (Example 1) has an lhs chain. We could
also define ∆ with redundancy by adding the following FD: train time arrives → departs.
The resulting FD set does not have an lhs chain, but it is equivalent to an FD set with an lhs
chain. An example of an FD set that does not have an lhs chain, not even up to equivalence,
is {train time→ departs, train departs→ time}. ♦
We prove the following.
I Theorem 8. Let ∆ be a set of FDs. If ∆ is equivalent to an FD set with an lhs chain,
then Shapley(D, f,∆, Id) can be computed in polynomial time, given D and f . Otherwise,
the problem is FP#P-complete.
Interestingly, this is the exact same dichotomy that we obtained in prior work [27] for
the problem of counting subset repairs. We also showed that this tractability criterion is
decidable in polynomial time by computing a minimal cover: if ∆ is equivalent to an FD set
with an lhs chain, then every minimal cover of ∆ has an lhs chain.
Proof of Theorem 8. The proof of the hardness side, which is given in the Appendix, has two
steps. We first show hardness for the matching constraint {A→ B,B → A} over the schema
(A,B), and this proof is similar to the proof of Livshits et al. [25] for the problem of computing
the Shapley contribution of facts to the result of the query q() :- R(x), S(x, y), T (y). Then,
from this case to the remaining cases we apply the fact-wise reductions that we established in
our prior work [27]. So, in the remainder of this section we will focus on the tractability side.
1 Recall that FP#P is the class of polynomial-time functions with an oracle to a problem in #P (e.g.,
count the satisfying assignments of a propositional formula).
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[0, 0, 0, 0]
v2 v3
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[0, 1, 1, 1]
v4
departs = BBY
duration
= 70
Figure 2 The data structure T of our running example.
As stated in Proposition 3, the computation of Shapley(D, f,∆, Id) reduces to the
computation of the expected value of the measure over all subsets of the database of a given
size m. In this case, ED′∼Um(D\{f})
(Id(D′ ∪ {f},∆)) and ED′∼Um(D\{f})(Id(D′,∆)) are
the probabilities that a uniformly chosen D′ ⊆ D \ {f} of size m is such that (D′ ∪{f}) 6|= ∆
and D′ 6|= ∆, respectively. Due to the structure of FD sets with an lhs chain, we can compute
these probabilities efficiently, as we explain next.
Our main observation is that for an FD X → Y , if we group the facts of D by X (i.e.,
split D into maximal susbets of facts that agree on the values of all attributes in X), then
this FD and the FDs that appear later in the chain may be violated only among facts from
the same group. Moreover, when we group by XY (i.e., further split each group of X into
maximal subsets of facts that agree on the values of all attributes in Y ), facts from different
groups always violate this FD, and hence, violate ∆. We refer to the former groups as blocks
and the latter groups as subblocks. This special structure allows us to split the problem into
smaller problems, solve each one of them separately, and then combine the solutions via
dynamic programming.
We define a data structure T where each vertex v is associated with a subset of D that we
denote by D[v]. The root r is associated with D itself, that is, D[r] = D. At the first level,
each child c of r is associated with a block of D[r] w.r.t. X1 → Y1, and each child c′ of c is
associated with a subblock of D[c] w.r.t. X1 → Y1. At the second level, each child c′′ of c′ is
associated with a block of D[c′] w.r.t. X2 → Y2, and each child c′′′ of c′′ is associated with a
subblock of D[c′′] w.r.t. X2 → Y2. This continues all the way to the nth FD, where at the ith
level, each child u of an (i− 1)th level subblock vertex v is associated with a block of D[v]
w.r.t. Xi → Yi and each child u′ of u is associated with a subblock of D[u] w.r.t. Xi → Yi.
We assume that the data structure T is constructed in a preprocessing phase. Clearly,
the number of vertices in T is polynomial in |D| and n (recall that n is the number of FDs
in ∆) as the height of the tree is 2n, and each level contains at most |D| vertices; hence, this
preprocessing phase requires polynomial time (even under combined complexity). Then, we
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Algorithm 1 DrasticShapley(D,∆,m, T )
1: for all vertices v of T in a bottom-up order do
2: UpdateProb(v,m)
3: return r.val[m]
Subroutine 1 UpdateProb(v,m)
1: for all children c of v in T do
2: for j ∈ {m, . . . , 1} do
3: v.val[j] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
(
c.val[j1] + (1− c.val[j1]) · v.val[j2]
) · (|D[c]|j1 )·(|D[prev(c)]|j2 )(|D[prev(c)]|+|D[c]|j )
4: if v is a block node then
5: v.val[j] +=
∑
j1+j2=j
0<j1≤|D[c]|
0<j2≤|D[prev(c)]|
(
(1− c.val[j1]) · (1− v.val[j2])
) · (|D[c]|j1 )·(|D[prev(c)]|j2 )(|D[prev(c)]|+|D[c]|j )
Figure 3 An algorithm for computing ED′∼Um(D\{f})
(
Id(D′,∆)
)
for ∆ with an lhs chain.
compute both ED′∼Um(D\{f})
(Id(D′,∆)) and ED′∼Um(D\{f})(Id(D′∪{f},∆)) by going over
the vertices of T from bottom to top, as we will explain later. Note that for the computation
of theses values, we construct T from the database D \ {f}. Figure 2 depicts the data
structure T used for the computation of Shapley(D, f9,∆, Id) for the database D anf fact f9
of our running example. Next, we explain the meaning of the values stored in each vertex.
Each vertex v in T stores an array v.val (that is initialized with zeros) such that v.val[j] =
ED′∼Uj(D[v])
(Id(D′,∆)) at the end of the execution. For this measure, we have that:
v.val[j] def= Pr [a random subset of size j of D[v] violates ∆]
Our final goal is to compute r.val[m], where r is the root of T . For that purpose, in the
algorithm DrasticShapley, depicted in Figure 3, we go over the vertices of T in a bottom-up
order and compute the values of v.val for every vertex v in the UpdateProb subroutine.
Observe that we only need one execution of DrasticShapley with m = |D| − 1 to compute
the required values for all m ∈ {1, . . . , |D| − 1}, as we calculate all these values in our
intermediate computations.
To compute v.val for a subblock vertex v, we iterate over its children in T (which are the
(i+ 1)th level blocks) according to an arbitrary order defined in the construction of T . For a
child c of v, we denote by prev(c) the set of children of v that occur before c in that order,
and by D[prev(c)] the database
⋃
c′∈prev(c)D[c′]. When considering c in the for loop of line 1,
we compute the expected value of the measure on a subset of D[prev(c)]∪D[c]. Hence, when
we consider the last child of v in the for loop of line 1, we compute the expected value of the
measure on a subset of the entire database D[v].
For a child c of v, there are N1 =
(|D[prev(c)]|+|D[c]|
j
)
subsets of size j of all the children of
v considered so far (including c itself). Each such subset consists of j1 facts of the current c
(there are N2 =
(|D[c]|
j1
)
possibilities) and j2 facts of the previously considered children (there
are N3 =
(|D[prev(c)]|
j2
)
possibilities), for some j1, j2 such that j1 + j2 = j, with probability
N2N3/N1. Moreover, such a subset violates ∆ if either the facts of the current c violate ∆
(with probability c.val[j1] that was computed in a previous iteration) or these facts satisfy ∆,
but the facts of the previous children violate ∆ (with probability (1− c.val[j1]) · v.val[j2]).
Observe that since we go over the values j in reverse order in the for loop of line 2 (i.e., from
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m to 1), at each iteration of this loop, we have that v.val[j2] (for all considered j2 ≤ j) still
holds the expected value of Id over subsets of size j2 of the previous children of v, which is
indeed the value that we need for our computation.
This computation of v.val also applies to the block vertices. However, the addition of
line 5 only applies to blocks. Since the children of a block belong to different subblocks,
and two facts from the same ith level block but different ith level subbblocks always jointly
violate Xi → Yi, a subset of size j of a block also violates the constraints if we select a
non-empty subset of the current child c and a non-empty subset of the previous children,
even if each of these subsets by itself is consistent w.r.t. ∆. Hence, we add this probability in
line 5. Note that all the three cases that we consider are disjoint, so we sum the probabilities.
Observe also that the leaves of T have no children and we do not update their probabilities,
and, indeed the probability to select a subset from a leaf v that violates the constraints is
zero, as all the facts of D[v] agree on the values of all the attributes that occur in ∆.
To compute ED′∼Um(D\{f})
(Id(D′∪{f},∆)), we use the algorithm DrasticShapleyF, given
in the Appendix. There, we distinguish between several types of vertices w.r.t. f , and show
how this expectation can be computed for each one of these types.
I Example 9. We now illustrate the computation of ED′∼Um(D\{f9})
(Id(D′,∆)) on the
database D and the fact f9 of our running example for m = 3. Inside each node of the data
structure T of Figure 2, we show the values [v.val[0], v.val[1], v.val[2], v.val[3]] used for this
computation. Below them, we present the corresponding values used in the computation of
ED′∼Um(D\{f9})
(Id(D′ ∪ {f},∆)). For the leaves v and each vertex v ∈ {v5, . . . , v9, v11}, we
have that v.val[j] = 0 for every j ∈ {0, 1, 2, 3}, as D[v] has a single fact. As for v10, when we
consider its first child v17 in the for loop of line 1 of UpdateProb, all the values in v10.val
remain zero (since v17.val[j1] = v10.val[j2] = 0 for any j1, j2, and |D[prev(c)]| = 0). However,
when we consider its second child v18, while the computation of line 3 again has no impact
on v10.val, after the computation of line 5 we have that v10.val[2] = 1. And, indeed, there is
a single subset of size two of {f7, f8} and it violates the FD train time duration→ arrives.
This also affects the values of v4.val. In particular, when we consider the first child v10
of v4, we have that v4.val[j] = 1 for j = 2 and v4.val[j] = 0 for any other j. Then, when
we consider the second child v11 of v4, it holds that v4.val[2] = 13 (as the only subset of
size two of D[v4] that violates the FDs is {f6, f7}, and there are three subsets in total)
and v4.val[3] = 1 (as every subset of size three contains both f6 and f7). Finally, we have
that ED′∼U3(D\{f9})
(Id(D′,∆)) = 5556 and ED′∼U3(D\{f9})(Id(D′ ∪ {f9},∆)) = 1; hence, we
conclude that Shapley(D, f9,∆, Id) = 23168 , according to the formula of Proposition 3. ♦
Approximation. We now consider an approximate computation of the Shapley value. Us-
ing the Chernoff-Hoeffding bound, we can easily obtain an additive FPRAS of the value
Shapley(D, f,∆, Id), by sampling O(log(1/δ)/2) permutations and computing the average
contribution of f in a permutation. As observed by Livshits et al. [25], an additive FPRAS
is not necessarily a multiplicative FPRAS, unless the “gap” property holds: nonzero Shapley
values are guaranteed to be large enough compared to the utility value (which is at most 1
in the case of the drastic measure); in that case, the two approximation guarantees coincide.
This is also the case here, as we now prove the following gap property of Shapley(D, f,∆, Id).
I Proposition 10. There is a polynomial p such that for all databases D and facts f of D
the value Shapley(D, f,∆, Id) is either zero or at least 1/(p(|D|)).
Proof. If no fact of D is in conflict with f , then Shapley(D, f,∆, Id) = 0. Otherwise, let
g be a fact that violates an FD of ∆ jointly with f . Clearly, it holds that {g} |= ∆, while
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{g, f} 6|= ∆. The probability to choose a permutation σ, such that σf is exactly {g} is
(|D|−2)!
|D|! =
1
|D|·(|D|−1) (recall that σf is the set of facts that appear before f in σ). Therefore,
we have that Shapley(D, f,∆, Id) ≥ 1|D|·(|D|−1) , and that concludes our proof. J
We conclude that the following holds.
I Corollary 11. Shapley(D, f,∆, Id) has both an additive and a multiplicative FPRAS.
6 The Cost of a Cardinality Repair IR
In this section, we study the measure IR, based on the cost of a cardinality repair of D. Here,
we refer to the number of facts that are removed from D to obtain a repair E as the cost of
E. This is the first measure that we consider that is not always computable in polynomial.
Livshits et al. [28] presented a dichotomy for the problem of computing a cardinality repair,
classifying FD sets into those for which the problem is solvable in polynomial time, and those
for which it is NP-hard. They presented a polynomial-time algorithm, which we refer to
as Simplify(), that, given an FD set ∆, attempts to obtain an empty FD set by simplifying
∆ (i.e., repeatedly removing from the FDs of ∆ attributes that satisfy certain properties).
For completeness, the Simplify() algorithm is given in the Appendix. They showed that if
it is possible to empty the FD set by repeatedly applying Simplify(), then the problem is
solvable in polynomial time, and otherwise it is NP-hard. Fact 1 implies that computing
Shapley(D, f,∆, IR) is hard whenever computing IR(D,∆) is hard. Hence, we immediately
obtain the following.
I Theorem 12. Let ∆ be a set of FDs. If ∆ cannot be emptied by repeatedly applying
Simplify(), then computing Shapley(D, f,∆, IR) is NP-hard.
In the remainder of this section, we focus on the tractable cases of the dichotomy of
Livshits et al. [28]. In particular, we start by proving that the Shapley value can again be
computed in polynomial time for an FD set that has an lhs chain.
I Theorem 13. Let ∆ be a set of FDs. If ∆ is equivalent to an FD set with an lhs chain,
then computing Shapley(D, f,∆, IR) can be done in polynomial time, given D and f .
Our polynomial-time algorithm RShapley, depicted in Figure 4, is very similar in structure
to DrasticShapley. However, to compute the expected value of IR, we take the reduction of
Proposition 3 a step further, and show, in the Appendix, that the problem of computing
the expected value of the measure over subsets of size m can be reduced to the problem of
computing the number of subsets of size m of D that have a cardinality repair of cost k,
given m and k. In the subroutine UpdateCount, we compute this number.
For each vertex v in T , we define:
v.val[j, t] def= number of subsets of size j of D[v] with a cardinality repair of cost t
For the leaves v of T , we set v.val[j, 0] =
(|D[v]|
j
)
for 0 ≤ j ≤ |D[v]|, as every subset of D[v] is
consistent, and the cost of a cardinality repair is zero. We also set v.val[0, 0] = 1 for each
v in T for the same reason. Since the size of the cardinality repair is bounded by the size
of the database, in UpdateCount(v,m), we compute the value v.val[j, t] for every 1 ≤ j ≤ m
and 0 ≤ t ≤ j. To compute this number, we again go over the children of v, one by one.
When we consider a child c in the for loop of line 1, the value v.val[j, t] is the number of
subsets of size j of D[prev(c)] ∪D[c] that have a cardinality repair of cost t.
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Algorithm 2 RShapley(D,∆,m, T )
1: for all vertices v of T in a bottom-up order do
2: UpdateCount(v,m)
3: return
∑m
k=0
k
(|D|−1m )
· r.val[m, k]
Subroutine 2 UpdateCount(v,m)
1: v.val[0, 0] = 1
2: if v is a leaf then v.val[j, 0] =
(|D[v]|
j
)
for all j ∈ {1, . . . , |D[v]|}
3: for all children c of v in T do
4: for j ∈ {m, . . . , 1} do
5: for t ∈ {j, . . . , 0} do
6: if v is a block vertex then
7: v.val[j, t] =
∑
j1+j2=j
0≤j1≤|D[c]|
t−j1≤j2≤min{t,|D[prev(c)]|}
∑
t−j1≤w2≤j2
(
c.val[j1, t−j2] ·v.val[j2, w2]
)
8: v.val[j, t] +=
∑
j1+j2=j
t−j2≤j1≤min{t,|D[c]|}
0≤j2≤|D[prev(c)]|
∑
t−j2<w1≤j1
(
c.val[j1, w1] · v.val[j2, t− j1]
)
9: else
10: v.val[j, t] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
∑
t1+t2=t
0≤t1≤j1
0≤t2≤j2
(
c.val[j1, t1] · v.val[j2, t2]
)
Figure 4 An algorithm for computing ED′∼Um(D\{f})
(
IR(D′,∆)
)
for ∆ with an lhs chain.
The children of a block v are subblocks that jointly violate an FD of ∆; hence, when
we consider a child c of v, a cardinality repair of a subset E of D[prev(c)] ∪D[c] is either a
cardinality repair of E ∩D[c] (in which case we remove every fact of E ∩D[prev(c)]) or a
cardinality repair of E ∩D[prev(c)] (in which case we remove every fact of E ∩D[c]). The
decision regarding which of these cases holds is based on the following four parameters: (1)
the number j1 of facts in E ∩ D[c], (2) the number j2 of facts in E ∩ D[prev(c)], (3) the
cost w1 of a cardinality repair of E ∩ D[c], and (4) the cost w2 of a cardinality repair of
E ∩D[prev(c)]. In particular:
If w1 + j2 ≤ w2 + j1, then a cardinality repair of E ∩D[c] is preferred over a cardinality
repair of E ∩D[prev(c)], as it requires removing less facts from the database.
If w1 + j2 > w2 + j1, then a cardinality repair of E ∩ D[prev(c)] is preferred over a
cardinality repair of E ∩D[c].
In fact, since we fix t in the computation of v.val[j, t], we do not need to go over all w1 and
w2. In the first case, we have that w1 = t− j2 (hence, the total number of removed facts is
t− j2 + j2 = t), and in the second case we have that w2 = t− j1 for the same reason. Hence,
in line 7 we consider the first case where t ≤ w2 + j1, and in line 8 we consider the second
case where w1 + j2 > t. To avoid negative costs, we add a lower bound of t− j1 on j2 and
w2 in line 7, and, similarly, a lower bound of t− j2 on j1 and w1 in line 8.
For a subblock vertex v, a cardinality repair of D[v] is the union of cardinality repairs of
the children of v, as facts corresponding to different children of v do not jointly violate any
FD. Therefore, for such vertices, in line 10, we compute v.val by going over all j1, j2 such
that j1 + j2 = j and all t1, t2 such that t1 + t2 = t and multiply the number of subsets of size
j1 of the current child for which the cost of a cardinality repair is t1 by the number of subsets
of size j2 of the previously considered children for which the cost of a cardinality repair is t2.
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In the Appendix, we present a polynomial-time algorithm for computing the expectation
ED′∼Um(D\{f})
(IR(D′ ∪ {f},∆)).
Approximation. In cases where a cardinality repair can be computed in polynomial time,
we can obtain an additive FPRAS in the same way as the drastic measure. (Note that this
Shapley value is also in [0, 1].) Moreover, this additive FPRAS is again also a multiplicative
one, due to the following gap property (proved similarly to Proposition 10).
I Proposition 14. There is a polynomial p such that for all databases D and facts f of D
the value Shapley(D, f,∆, IR) is either zero or at least 1/(p(|D|)).
Livshits et al. [28] showed that the hard cases of their dichotomy for the problem of
computing a cardinality repair are, in fact, APX-complete; hence, there is a polynomial-time
constant-ratio approximation, but for some  > 1 there is no (randomized) -approximation
or else P = NP (NP ⊆ BPP). Since the Shapley value of every fact w.r.t. IR is positive,
the existence of a multiplicative FPRAS for Shapley(D, f,∆, IR) would imply the existence
of a multiplicative FPRAS for IR(D,∆) (due to Fact 1), which is a contradiction to the
APX-hardness. We conclude the following.
I Proposition 15. Let ∆ be a set of FDs. If ∆ can be emptied by repeatedly applying Simplify(),
then Shapley(D, f,∆, IR) has both an additive and a multiplicative FPRAS. Otherwise, it
has neither multiplicative nor additive FPRAS, unless NP ⊆ BPP.
Unsolved cases for IR. Unlike the other inconsistency measures considered in this paper,
we do not have a full dichotomy for the measure IR. In particular, a basic open problem
is the computation of Shapley(D, f,∆, IR) for ∆ = {A→ B,B → A}. On the one hand,
Proposition 15 shows that this case belongs to the tractable side if an approximation is
allowed. On the other hand, our algorithm for exact Shapley(D, f,∆, IR) is via counting the
subsets of size m that have a cardinality repair of cost k. This approach will not work here:
I Proposition 16. Let ∆ = {A→ B,B → A} be an FD set over (A,B). Counting the
subsets of size m of a given database that have a cardinality repair of cost k is NP-hard.
The proof, given in the Appendix, is by a reduction from the problem of counting the perfect
matchings in a bipartite graph, which is known to be #P-complete [39].
7 The Number of Repairs IMC
The final measure that we consider counts the repairs of the database. A dichotomy result from
our previous work [27] states that the problem of counting repairs can be solved in polynomial
time for FD sets with an lhs chain (up to equivalence), and is #P-complete for any other FD
set. The hardness side, along with Fact 1, implies that computing Shapley(D, f,∆, IMC) is
FP#P-hard whenever the FD set is not equivalent to an FD set with an lhs chain. Hence, an
lhs chain is a necessary condition for tractability. We show here that it is also sufficient: if the
FD set has an lhs chain, then the problem can be solved in polynomial time. Consequently,
we obtain the following dichotomy.
I Theorem 17. Let ∆ be a set of FDs. If ∆ is equivalent to an FD set with an lhs chain, then
computing Shapley(D, f,∆, IMC) can be done in polynomial time, given D and f . Otherwise,
the problem is FP#P-complete.
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Algorithm 3 MCShapley(D,∆,m, T )
1: for all vertices v of T in a bottom-up order do
2: UpdateExpected(v,m)
3: return r.val[m]
Subroutine 3 UpdateExpected(v,m)
1: v.val[0] = 1
2: if v is a leaf then v.val[j] = 1 for all j ∈ {1, . . . , |D[v]|}
3: for all children c of v in T do
4: for j ∈ {m, . . . , 1} do
5: if v is a block vertex then
6: v.val[j] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
(
c.val[j1] + v.val[j2]
)
7: else
8: v.val[j] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
(
c.val[j1] · v.val[j2]
)
Figure 5 An algorithm for computing ED′∼Um(D\{f})
(
IMC(D′,∆)
)
for ∆ with an lhs chain.
The algorithm MCShapley, depicted in Figure 5, for computing Shapley(D, f,∆, IMC),
has the same structure as DrasticShapley, with the only difference being the computations in
the subroutine UpdateExpected (that replaces UpdateProb).
For a vertex v in T we define:
v.val[j] = E [number of repairs of a random subset of size j of D[v]]
As the number of repairs of a consistent database D is one (D itself is a repair), we set
v.val[0] = 1 for every vertex v and v.val[j] = 1 for 0 ≤ j ≤ |D[v]| for every leaf v. Now,
consider a block vertex v and a child c of v. Since the children of v are subblocks, each repair
consists of facts of a single child. Hence, the total number of repairs is the sum of repairs of
the children of v. Moreover, since our choice of facts from different subblocks is independent,
we have the following (where MC(D,∆) is the set of repairs of D w.r.t. ∆).
ED′∼Uj(D[prev(c)]∪D[c])
(IMC(D′,∆)) = ∑
D′⊆D[prev(c)]∪D[c]
|D′|=j
Pr [D′] · |MC(D′,∆)| =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤D[prev(c)]
∑
E1⊆D[c]
|E1|=j1
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E1]Pr [E2]
(|MC(E1,∆)|+ |MC(E2,∆)|)
Using standard mathematical manipulations (provided in the Appendix), we obtain the
following result:
ED′∼Uj(D[prev(c)]∪D[c])
(IMC(D′,∆)) =∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤D[prev(c)]
[
ED′∼Uj1 (D[c])
(IMC(D′,∆))+ ED′∼Uj2 (D[prev(c)](IMC(D′,∆))]
This calculation is reflected in line 6 of the UpdateExpected subroutine.
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We can similarly show that for a subblock vertex v, it holds that:
ED′∼Uj(D[prev(c)]∪D[c])
(IMC(D′,∆)) =∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤D[prev(c)]
[
ED′∼Uj1 (D[c])
(IMC(D′,∆))× ED′∼Uj2 (D[prev(c)](IMC(D′,∆))]
We use this result for the calculation of line 8. The difference between the calculations lies in
the observation that the children of a subblock are blocks that never jointly violate ∆; hence,
the number of repairs is obtained by multiplying the number of repairs of each child of v.
An algorithm for computing ED′∼Um(D\{f})
(IMC(D′ ∪ {f},∆)) is given in the Appendix.
Approximation. Repair counting for ∆ = {A→ B,B → A} is the problem of counting the
maximal matchings of a bipartite graph. As the Shapley(D, f,∆, IMC) are nonnegative and
sum up to the number of repairs, we conclude that an FPRAS for Shapley implies an FPRAS
for the number of maximal matchings. To the best of our knowledge, existence of the latter
is a long-standing open problem [19]. This is also the case for any ∆′ that is not equivalent
to an FD set with an lhs chain, since there is a fact-wise reduction from ∆ to such ∆′ [27].
(More details in the Appendix.)
8 Conclusions
We studied the complexity of calculating the Shapley value of database facts for basic
inconsistency measures, focusing on FD constraints. We showed that two of them are
computable in polynomial time: the number of violations (IMI) and the number of problematic
facts (IP). In contrast, each of the drastic measure (Id) and the number of repairs (IMC)
features a dichotomy in complexity, where the tractability condition is the possession of an
lhs chain (up to equivalence). For the cost of a cardinality repair (IR) we showed a tractable
fragment and an intractable fragment, but a gap remains on certain FD sets—the ones that
do not have an lhs chain, and yet, a cardinality repair can be computed in polynomial time.
We also studied the approximability of the Shapley value and showed, among other things,
an FPRAS for Id and a dichotomy in the existence of an FPRAS for IR.
Many directions are left open for future research. First, there is the challenge of completing
the picture of IR towards a full dichotomy. In particular, the problem is open for the bipartite
matching constraint {A→ B,B → A} that, unlike the known FD sets in the intractable
fragment, has an FPRAS. Moreover, our results neither imply nor refute the existence of a
constant-ratio approximation (for some constant) for the Shapley value w.r.t. IR. Second,
the problems are immediately extendible to any type of constraints other than functional
dependencies, such as denial constraints, tuple generating dependencies, and so on. Third,
it would be interesting to see how the results extend to wealth distribution functions other
than Shapley, e.g., the Banzhaff Power Index [7]. The tractable cases remain tractable for
the Banzhaff Power Index, but it is not clear how (and whether) our proofs for the lower
bounds generalize to this function. Finally, there is the practical question of implementation:
while our algorithms terminate in polynomial time, we believe that they are hardly scalable
without further optimization and heuristics ad-hoc to the use case; developing those is an
important challenge for future research.
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A Details for Section 3
We now give the missing proof of Proposition 3. For convenience, we give the proposition
again here.
Proposition 3. Let I be an inconsistency measure. The following holds.
Shapley(D,∆, f, I) = 1|D|
|D|−1∑
m=0
[
ED′∼Um(D\{f})
(
I(D′ ∪ {f},∆)
)
− ED′∼Um(D\{f})
(
I(D′,∆)
)]
Proof. The reduction is as follows.
Shapley(D,∆, f, I) =
∑
D′⊆(D\{f})
|D′|!(|D| − |D′| − 1)!
|D|!
(
I(D′ ∪ {f},∆)
)
−
∑
D′⊆(D\{f})
|D′|!(|D| − |D′| − 1)!
|D|!
(
I(D′,∆)
)
=
|D|−1∑
m=0
∑
D′⊆(D\{f})
|D′|=m
m!(|D| −m− 1)!
|D|!
(
I(D′ ∪ {f},∆)
)
−
|D|−1∑
m=0
∑
D′⊆(D\{f})
|D′|=m
m!(|D| −m− 1)!
|D|!
(
I(D′,∆)
)
=
|D|−1∑
m=0
m!(|D| −m− 1)!
|D|!
(|D| − 1
m
) ∑
D′⊆(D\{f})
|D′|=m
1(|D|−1
m
)(I(D′ ∪ {f},∆)) (2)
−
|D|−1∑
m=0
m!(|D| −m− 1)!
|D|!
(|D| − 1
m
) ∑
D′⊆(D\{f})
|D′|=m
1(|D|−1
m
)(I(D′,∆))
=
|D|−1∑
m=0
m!(|D| −m− 1)!
|D|!
(|D| − 1
m
)
ED′∼Um(D\{f})
(I(D′ ∪ {f},∆)) (3)
−
|D|−1∑
m=0
m!(|D| −m− 1)!
|D|!
(|D| − 1
m
)
ED′∼Um(D\{f})
(I(D′,∆))
= 1|D|
|D|−1∑
m=0
ED′∼Um(D\{f})
(I(D′ ∪ {f},∆))− 1|D|
|D|−1∑
m=0
ED′∼Um(D\{f})
(I(D′,∆))
= 1|D|
|D|−1∑
m=0
[
ED′∼Um(D\{f})
(I(D′ ∪ {f},∆))− ED′∼Um(D\{f})(I(D′,∆))]
Note that in (2) we multiply and divide by the value
(|D|−1
m
)
. Since 1(|D|−1m )
is the probability
to select a random subset of size m of D \ {f}, we obtain the expected value of the measure
in (3), under the uniform distribution. J
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Algorithm 4 DrasticShapleyF(D,∆,m, T, f)
1: DrasticShapley(D,∆,m, T )
2: for all vertices v of T in a bottom-up order do
3: UpdateProbF(v,m, f)
4: return r.val[m]
Subroutine 4 UpdateProbF(v,m, f)
1: if f conflict with v then
2: v.val′[j] = 1 for all 1 ≤ j ≤ |D[v]|
3: return
4: if f does not match v then
5: v.val′[j] = v.val[j] for all 1 ≤ j ≤ m
6: return
7: for all children c of v in T do
8: for j ∈ {m, . . . , 1} do
9: v.val′[j] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
(
c.val′[j1] + (1− c.val′[j1]) · v.val′[j2]
) · (|D[c]|j1 )·(|D[prev(c)]|j2 )(|D[prev(c)]|+|D[c]|j )
10: if v is a block node then
11: v.val′[j] +=
∑
j1+j2=j
0<j1≤|D[c]|
0<j2≤|D[prev(c)]|
(
(1− c.val′[j1]) · (1− v.val′[j2])
) · (|D[c]|j1 )·(|D[prev(c)]|j2 )(|D[prev(c)]|+|D[c]|j )
Figure 6 An algorithm for computing ED′∼Um(D\{f})
(
Id(D′ ∪ {f},∆)
)
for ∆ with an lhs chain.
B Details for Section 5
B.1 The Algorithm DrasticShapleyF
The algorithm DrasticShapleyF, used for the computation of ED′∼Um(D\{f})
(Id(D′ ∪{f},∆))
is given in Figure 6. Before elaborating on the algorithm, we give some non-standard
definitions. Recall that all the facts in D[v], for an ith level block vertex v, agree on the
values of all the attributes in X1Y1 . . . Xi. Moreover, all the facts in D[u], for an ith level
subblock vertex u, agree on the values of all the attributes in X1Y1 . . . XiYi. We say that f
conflicts with an ith level block vertex v if for some Xj → Yj such that j ∈ {1, . . . , i− 1}
it holds that f agrees with the facts of D[v] on all the values of the attributes in Xj but
disagrees with them on the attributes of Yj . Note that in this case, every fact of D[v] conflicts
with f . Similarly, we say that f conflicts with an ith level subblock vertex u if it violates an
FD Xj → Yj for some j ∈ {1, . . . , i} with the facts of D[u]. We also say that f matches an
ith level block or subblock vertex v if it agrees with the facts of D[v] on the values of all the
attributes in X1Y1 . . . Xi.
In DrasticShapleyF, we define:
v.val′[j] def= Pr [a random subset of size j of D[v] violates ∆ jointly with f ]
We first compute v.val for all vertices v of T using DrasticShapley, and then we use these
values to compute v.val′ for some vertices v. First, we observe that for vertices v that conflict
with f we have that v.val′[j] = 1 for every 1 ≤ j ≤ D[v], as every non-empty subset of D[v]
violates the FDs with f . Note that this computation also applies to the leaves of T that are
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Dm+1
. . .
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g D1 D2 . . .
Figure 7 The databases constructed in the reduction of the proof of Theorem 18.
in conflict with f . For vertices v that do not conflict with f but also do not match with f ,
we have that v.val′[j] = v.val[j] for every 1 ≤ j ≤ m, as no fact of D[v] agrees with f on the
left-hand side of an FD in ∆ (for j = 0 we clearly have that v.val′[0] = v.val[0] = 0).
For the rest of the vertices, the arguments given in Section 5 for the computation of
v.val still hold in this case; hence, the computation of v.val′ is similar. In particular, for
a child c of v, a subset E of size j of D[prev(c)] ∪D[c] is such that E ∪ {f} violates ∆ if
either (E ∩D[c]) ∪ {f} violates ∆ or (E ∩D[c]) ∪ {f} satisfies ∆ but (E ∩D[prev(c)]) ∪ {f}
violates ∆. If v is a block vertex, then E ∪ {f} also violates ∆ if we choose a non-empty
subset from both (E ∩D[c]) and (E ∩D[prev(c)]). Therefore, the main difference between
the computation of v.val in DrasticShapley and the computation of v.val′ in DrasticShapleyF
is the use of the value c.val′ instead of the value c.val in line 9 and 11.
B.2 Proof of Hardness
Next, we prove the hardness side of Theorem 8. We start by proving that the problem is
hard for the FD set {A→ B,B → A}. As aforementioned, the proof is similar to the proof
of Livshits et al. [25] for the problem of computing the Shapley contribution of facts to the
result of the query q() :- R(x), S(x, y), T (y).
I Theorem 18. Computing Shapley(D, f,∆, Id) is FP#P-complete for the FD set ∆ =
{A→ B,B → A} over the relational schema (A,B).
Proof. We construct a reduction from the problem of computing the number |M(g)| of
matchings in a bipartite graph g. Note that we consider partial matchings; that is, subsets
of edges that consist of mutually-exclusive edges. Given an input graph g we construct
m+ 1 input instances (D1, f1), . . . , (Dm+1, fm+1) to our problem, where m is the number
of edges in g, in the following way. For every r ∈ {1, . . . ,m+ 1}, we add one vertex v1 to
the left-hand side of g and r + 1 vertices u1, . . . , ur, v2 to the right-hand side of g. Then,
we connect the vertex v1 to every new vertex on the right-hand side of g. We construct
the instance Dr from the resulting graph by adding a fact (u, v) for every edge (u, v) in the
graph. We will compute the Shapley value of the fact f corresponding to the edge (v1, v2).
The reduction is illustrated in Figure 7.
In every instance Dr, the fact f will increase the measure by one in a permutation σ if
and only if σf satisfies two properties: (1) the facts of σf jointly satisfy the FDs in ∆2k,
and (2) σf contains at least one fact that is in conflict with f . Hence, for f to affect the
measure in a permutation, we have to select a set of facts corresponding to a matching from
the original graph g, as well as exactly one of the facts corresponding to an edge (v1, ui)
(since the facts (v1, ui) and (v1, uj) for i 6= j jointly violate the FD A→ B). We have the
following.
E. Livshits and B. Kimelfeld XX:21
Shapley(Dr, f, Id) =
m∑
k=0
|M(g, k)| · r · (k + 1)! · (m− k + r − 1)!
where M(g, k) is the set of matchings of g containing precisely k edges.
Hence, we obtain m + 1 equations from the m + 1 constructed instances, and get the
following system of equations.
1 · 1!m! 1 · 2!(m− 1)! . . . 1 · (m+ 1)!0!
2 · 1!(m+ 1)! 2 · 2!m! . . . 2 · (m+ 1)!1!
...
...
...
...
(m+ 1) · 1!2m! (m+ 1) · 2!(m− 1)! . . . (m+ 1) · (m+ 1)!m!


|M(g, 0)|
|M(g, 1)|
...
|M(g,m)|

=

Shapley(D1, f, Id)
Shapley(D2, f, Id)
...
Shapley(Dm+1, f, Id)

Let us divide each column in the above matrix by the constant (j + 1)! (where j is the
column number) and each row by i+ 1 (where i is the row number), and reverse the order of
the columns. We then get the following matrix.
A =

0! 1! . . . m!
1! 2! . . . (m+ 1)!
...
...
...
...
m! (m+ 1)! . . . 2m!

This matrix has coefficients ai,j = (i + j)!, and the determinant of A is det(A) =∏m
i=0 i!i! 6= 0; hence, the matrix is non-singular [1]. Since dividing a column by a constant
divides the determinant by a constant, and reversing the order of the columns can only
change the sign of the determinant, the determinant of the original matrix is not zero as
well, and the matrix is non-singular. Therefore, we can solve the system of equations, and
compute the value
∑m
k=0 M(g, k), which is precisely the number of matchings in g. J
Now, using the concept of a fact-wise reduction [20], we can prove that the problem is
hard for any FD set that is not equivalent to an FD set with an lhs chain. We first give the
formal definition of a fact-wise reduction. Let (R,∆) and (R′,∆′) be two pairs of a relational
schema and an FD set. A mapping from R to R′ is a function µ that maps facts over R to
facts over R′. (We say that f is a fact over R if f is a fact of some database D over R.) We
extend a mapping µ to map databases D over R to databases over R′ by defining µ(D) to
be {µ(f) | f ∈ D}. A fact-wise reduction from (R,∆) to (R′,∆′) is a mapping Π from R to
R′ with the following properties.
1. Π is injective; that is, for all facts f and g over R, if Π(f) = Π(g) then f = g.
2. Π preserves consistency and inconsistency; that is, for all facts f and g over R, {f, g}
satisfies ∆ if and only if {Π(f),Π(g)} satisfies ∆′.
3. Π is computable in polynomial time.
We have previously shown a fact-wise reduction from ((A,B), {A→ B,B → A}) to
any (R,∆), where ∆ is not equivalent to an FD set with an lhs chain [27]. Clearly,
fact-wise reductions preserve the Shapley value of facts (that is, Shapley(D, f, I,∆) =
Shapley(Π(D),Π(f), I,∆′)); hence, there is a reduction from the problem of computing the
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Algorithm 5 Simplify
1: Remove trivial FDs from ∆
2: if ∆ is not empty then
3: find a removable pair (X,Y ) of attribute sequences:
4: ∆ := ∆−XY
Figure 8 An algorithm for deciding whether a cardinality repair w.r.t. ∆ can be computed in
polynomial time [28].
Shapley value over {A→ B,B → A} to the problem of computing the Shapley value over
any ∆ that has no lhs chain (even up to equivalence), and that concludes our proof.
C Details for Section 6
C.1 The Simplify() Algorithm
First, we give the Simplify() algorithm presented by Livshits et al. [28]. The algorithm is
depicted in Figure 8. They studied the problem of finding a cardinality repair, and established
a dichotomy over the space of all the sets of FDs. In particular, they introduced an algorithm
that, given an FD set ∆, decides whether:
1. A cardinality repair can be computed in polynomial time; or
2. Finding a cardinality repair is APX-complete.2
These are the only two possibilities. The algorithm is a recursive procedure that attempts
to simplify ∆ at each iteration by finding a removable pair (X,Y ) of attribute sets, and
removing every attribute of X and Y from every FD in ∆ (which we denote by ∆−XY ).
We say that a pair (X,Y ) is removable if the following hold:
Closure∆(X) = Closure∆(Y ),
XY is nonempty,
Every FD in ∆ contains either X or Y on the left-hand side.
Note that X and Y may be the same, and then the condition states that every FD contains
X on the left-hand side. If we are able to transform ∆ to an empty set of FDs by repeatedly
applying Simplify(), then the algorithm returns true and a cardinality repair can be computed
in polynomial time. Otherwise, the algorithm returns false and the problem is APX-complete.
C.2 Reduction
We now show the reduction from the problem of computing the Shapley value for IR to
that of counting the subsets of size m of D that have a cardinality repair of cost k. In what
follows, we denote by MR(D,∆) the cost of a cardinality repair of D w.r.t. ∆.
2 Recall that APX is the class of NP optimization problems that admit constant-ratio approximations
in polynomial time. Hardness in APX is via the so called “PTAS” reductions (cf. textbooks on
approximation complexity, e.g., [9]).
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Shapley(D,∆, f, IR) = 1|D|
|D|−1∑
m=0
∑
D′⊆(D\{f})
|D′|=m
1(|D|−1
m
)(I(D′ ∪ {f},∆))
− 1|D|
|D|−1∑
m=0
∑
D′⊆(D\{f})
|D′|=m
1(|D|−1
m
)(I(D′,∆))
= 1|D|
|D|−1∑
m=0
m∑
k=0
∑
D′⊆(D\{f})
|D′|=m
MR(D′∪{f},∆)=k
1(|D|−1
m
)(I(D′ ∪ {f},∆))
− 1|D|
|D|−1∑
m=0
m∑
k=0
∑
D′⊆(D\{f})
|D′|=m
MR(D′,∆)=k
1(|D|−1
m
)(I(D′,∆))
= 1|D|
|D|−1∑
m=0
m∑
k=0
∑
D′⊆(D\{f})
|D′|=m
MR(D′∪{f},∆)=k
k(|D|−1
m
) − 1|D|
|D|−1∑
m=0
m∑
k=0
∑
D′⊆(D\{f})
|D′|=m
MR(D′,∆)=k
k(|D|−1
m
)
= 1|D|
|D|−1∑
m=0
m∑
k=0
k(|D|−1
m
) |{D′ ⊆ D \ {f} | |D′| = m,MR(D′ ∪ {f},∆) = k}|
− 1|D|
|D|−1∑
m=0
m∑
k=0
k(|D|−1
m
) |{D′ ⊆ D \ {f} | |D′| = m,MR(D′,∆) = k}|
C.3 The Algorithm RShapleyF
Next, we give the algorithm RShapleyF for computing ED′∼Um(D\{f})
(IR(D′ ∪ {f},∆)). The
algorithm is depicted in Figure 9. We define:
v.val′[j, t] def=number of subsets of size j of D[v] that, jointly with f,
have a cardinality repair of cost t
As in the case of DrasticShapleyF, we start with the execution of RShapley, which allows us to
reuse some of the values computed in this execution. For every vertex, we set v.val′[0, 0] = 1,
as the empty set has a single cardinality repair of cost zero. Then, we consider three types of
vertices. For vertices v that conflict with f we have that v.val′[j, t] = v.val[j, t − 1] for all
1 ≤ j ≤ D[v] and 1 ≤ t ≤ j, as every non-empty subset of v conflicts with f ; hence, we have
to remove f in a cardinality repair, and the cost of a cardinality repair increases by one. For
vertices v that do not match f , we have that v.val′[j, t] = v.val[j, t], as f is not in conflict
with any fact of D[v]; hence, it can be added to any cardinality repair without increasing its
cost. The same holds for the leaves of T that do not conflict with f .
For a block vertex v, all the arguments given in Section 6 still apply here, as for a child c
of v, a cardinality repair of E ∪ {f} for a subset E of size j of D[prev(c)] ∪D[c], is either a
cardinality repair of (E ∩D[c]) ∪ {f} (in which case we delete all facts of E ∩D[prev(c)]) or
a cardinality repair of (E ∩D[prev(c)]) ∪ {f} (in which case we delete all facts of E ∩D[c]).
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Algorithm 6 RShapleyF(D,∆,m, T, f)
1: RShapley(D,∆,m,T)
2: for all vertices v of T in a bottom-up order do
3: UpdateCount(v,m, f)
4: return
∑m
k=0
k
(|D|−1m )
· r.val[m, k]
Subroutine 5 UpdateCountF(v,m, f)
1: v.val′[0, 0] = 1
2: if f conflict with v then
3: v.val′[j, t] = v.val[j, t− 1] for all 1 ≤ j ≤ |D[v]| and 1 ≤ t ≤ j
4: return
5: if f does not match v or v is a leaf then
6: v.val′[j, t] = v.val[j, t] for all 1 ≤ j ≤ m and 0 ≤ t ≤ j
7: return
8: for all children c of v in T do
9: for j ∈ {m, . . . , 1} do
10: for t ∈ {j, . . . , 1} do
11: if v is a block vertex then
12: v.val′[j, t] =
∑
j1+j2=j
0≤j1≤|D[c]|
t−j1≤j2≤min{t,|D[prev(c)]|}
∑
t−j1≤w2≤j2
(
c.val′[j1, t− j2] · v.val′[j2, w2]
)
13: v.val′[j, t] +=
∑
j1+j2=j
t−j2≤j1≤min{t,|D[c]|}
0≤j2≤|D[prev(c)]|
∑
t−j2<w1≤j1
(
c.val′[j1, w1] · v.val′[j2, t− j1]
)
14: else
15: v.val′[j, t] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
∑
t1+t2=t
0≤t1≤j1
0≤t2≤j2
(
c.val′[j1, t1] · v.val′[j2, t2]
)
Figure 9 An algorithm for computing ED′∼Um(D\{f})
(
IR(D′ ∪{f},∆)
)
for ∆ with an lhs chain.
Therefore, the only difference in the computation of v.val′ compared to the computation of
v.val for such vertices is the use of c.val′ (that takes f into account) rather than c.val.
For a subblock vertex v (that does not conflict with f , and, hence, matches f), the
computation of v.val′ is again very similar to that of v.val, with the only difference being
the use of c.val′. Observe that in this case, the children of v correspond to different blocks.
Each such block that does not match f also does not violate any FD with f ; hence, when we
add f to this block, a cardinality repair of the resulting group of facts does not require the
removal of f . The only child of v where a cardinality repair might require the removal of f
is a child that matches f , and, clearly, there is at most one such child. Therefore, we do not
count the fact f twice in the computation of the value v.val′.
C.4 Proof of Proposition 16
Finally, we prove Proposition 16. For convenience, we give it again here.
Proposition 16. Let ∆ = {A→ B,B → A} be an FD set over (A,B). Counting the
subsets of size m of a given database that have a cardinality repair of cost k is NP-hard.
Proof. The proof is by a simple reduction from the problem of computing the number of
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perfect matchings in a bipartite graph, known to be #P-complete [39]. Given a bipartite
graph g = (A ∪B,E) (where |A| = |B|), we construct a database D over (A,B) by adding a
fact (a, b) for every edge (a, b) ∈ E. We then define m = k = |A|. It is rather straightforward
that the perfect matchings of g correspond exactly to the subsets E of size |A| of D such
that E itself is a cardinality repair. J
D Details for Section 7
D.1 Proof of Correctness
We now prove the following.
I Lemma 19. For a block vertex v and a child c of v, we have that:
ED′∼Uj(D[prev(c)]∪D[c])
(IMC(D′,∆)) =∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤D[prev(c)]
[
ED′∼Uj1 (D[c])
(IMC(D′,∆))+ ED′∼Uj2 (D[prev(c)](IMC(D′,∆))]
Proof. Since the children of v are subblocks (that jointly violate an FD of ∆), each repair of
a subset E of D[v] contains facts from a single child of v, and the number of repairs is the
sum of repairs over the children of v. Hence, we have the following (recall that MC(D,∆) is
the set of repairs of D w.r.t. ∆):
ED′∼Uj(D[prev(c)]∪D[c])
(IMC(D′,∆)) = ∑
D′⊆D[prev(c)]∪D[c]
|D′|=j
Pr [D′] · |MC(D′,∆)| =
∑
j1+j2=j
∑
E1⊆D[c]
|E1|=j1
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E1]Pr [E2]
(|MC(E1,∆)|+ |MC(E2,∆)|) =
∑
j1+j2=j
∑
E1⊆D[c]
|E1|=j1
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E1]Pr [E2]|MC(E1,∆)|+
∑
j1+j2=j
∑
E1⊆D[c]
|E1|=j1
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E1]Pr [E2]|MC(E2,∆)| =
∑
j1+j2=j
∑
E1⊆D[c]
|E1|=j1
Pr [E1]|MC(E1,∆)|
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E2]+
∑
j1+j2=j
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E2]|MC(E2,∆)|
∑
E1⊆D[c]
|E1|=j1
Pr [E1] =
∑
j1+j2=j
ED′∼Uj1 (D[c])
(IMC(D′,∆))+ ∑
j1+j2=j
ED′∼Uj2 (D[prev(c)])
(IMC(D′,∆)) =∑
j1+j2=j
ED′∼Uj1 (D[c])
(IMC(D′,∆))+ ED′∼Uj2 (D[prev(c)])(IMC(D′,∆))
Recall that in our reduction from the problem of computing the Shapley value to that of
computing the expected value of the measure over subsets of a given size of the database,
we considered the uniform distribution where Pr [E] = 1(|D|m )
for a subset E of size m of D.
Therefore, we have that
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E2] =
∑
E1⊆D[c]
|E1|=j1
Pr [E1] = 1. J
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We can similarly show the following.
I Lemma 20. For a subblock vertex v and a child c of v, we have that:
ED′∼Uj(D[prev(c)]∪D[c])
(IMC(D′,∆)) =∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤D[prev(c)]
[
ED′∼Uj1 (D[c])
(IMC(D′,∆)) · ED′∼Uj2 (D[prev(c)](IMC(D′,∆))]
Proof. Since the children of v are blocks (that do not jointly violate any FD of ∆), each
repair of a subset E of D[v] is a union of the repairs of the children of v, and the number of
repairs is the product of the number of repairs over the children of v. Hence, we have the
following:
ED′∼Uj(D[prev(c)]∪D[c])
(IMC(D′,∆)) = ∑
D′⊆D[prev(c)]∪D[c]
|D′|=j
Pr [D′] · |MC(D′,∆)| =
∑
j1+j2=j
∑
E1⊆D[c]
|E1|=j1
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E1]Pr [E2]
(|MC(E1,∆)| · |MC(E2,∆)|) =
∑
j1+j2=j
∑
E1⊆D[c]
|E1|=j1
Pr [E1]|MC(E1,∆)|
∑
E2⊆D[prev(c)]
|E2|=j2
Pr [E2]|MC(E2,∆)| =
∑
j1+j2=j
ED′∼Uj1 (D[c])
(IMC(D′,∆)) · ED′∼Uj2 (D[prev(c)])(IMC(D′,∆))
J
D.2 The Algorithm MCShapleyF
Next, we give the algorithm MCShapleyF that computes ED′∼Um(D\{f})
(IMC(D′ ∪ {f},∆)).
The algorithm is shown in Figure 10. We define:
v.val′[j] = E [number of repairs of E ∪ {f} for a random subset E of size j of D[v]]
First, we set v.val′[0] = 1 for every vertex v, as when f is added to the empty set we
obtain a consistent database that has a single repair—the whole database. Then, we again
consider three possible types of vertices. For vertices v that conflict with f we have that
v.val′[j] = v.val[j] + 1, as f violates the FDs with every non-empty subset of D[v]; hence, for
each such subset, {f} is an additional repair, and the number of repairs increases by one
compared to the number of repairs without f . For a vertex v that does not match f , it holds
that f does not violate the constraints with any subset of D[v]; thus, it does not affect the
number of repairs and we have that v.val′[j] = v.val[j]. The same holds for the leaves of T
that do not conflict with f .
For the rest of the vertices v, the computation is similar to the one in MCShapley. In
particular, we go over the children c of v in the for loop of line 8, and compute v.val′ using
dynamic programming. We observe that if a child c of a block vertex v conflicts with f ,
then when f is added to a subset E of D[c], none of the repairs of E ∪ {f} contains f , but
{f} is an additional repair. For such children c, we use the value c.val in the calculation of
line 14, where we ignore f . Hence, if all the children of v conflict with f , we compute v.val′
in the exact same way we compute v.val, while ignoring the fact f . Then, we increase the
computed value by one in line 18, to reflect the additional repair {f}.
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Algorithm 7 MCShapleyF(D,∆,m, T, f)
1: MCShapley(D,∆,m,T)
2: for all vertices v of T in a bottom-up order do
3: UpdateExpectedF(v,m, f)
4: return r.val[m]
Subroutine 6 UpdateExpectedF(v,m, f)
1: v.val′[0] = 1
2: if f conflict with v then
3: v.val′[j] = v.val[j] + 1 for all 1 ≤ j ≤ |D[v]|
4: return
5: if f does not match v or v is a leaf then
6: v.val′[j] = v.val[j] for all 0 ≤ j ≤ m
7: return
8: for all children c of v in T do
9: for j ∈ {m, . . . , 1} do
10: if v is a block vertex then
11: if c does not conflict with f then
12: v.val′[j] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
(
c.val′[j1] + v.val′[j2]
)
13: else
14: v.val′[j] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
(
c.val[j1] + v.val′[j2]
)
15: if all the children of v conflict with f then
16: v.val′[j] = v.val′[j] + 1 for all 1 ≤ j ≤ m
17: else
18: v.val′[j] =
∑
j1+j2=j
0≤j1≤|D[c]|
0≤j2≤|D[prev(c)]|
(
c.val′[j1] · v.val′[j2]
)
Figure 10 An algorithm for computing ED′∼Um(D\{f})
(
IMC(D′ ∪ {f},∆)
)
for ∆ with an lhs
chain.
If one of the children c of v does not conflict with f (note that there is at most one such
child), then we take f into account in the computation of line 12, where we use the value
c.val′ rather than c.val. In this case, there is no need to increase the computed value by one,
as we have already considered the addition of f , and the fact f may appear in some of the
repairs of the subset of D[c] (or, again, be a repair on its own).
For a subblock vertex v, we compute v.val′ in the same way we compute v.val inMCShapley,
but we use the value c.val′ in the computation. In this case, each repair of a subset E of
D[c]∪D[prev(c)] is a union of a repair of (E∩D[c])∪{f} and a repair of (E∩D[prev(c)])∪{f}.
Note that in this case, for a child c of v that does not match f we have that c.val′ = c.val;
hence, the fact f is again only taken into account when considering a child c of v that matches
f , and there is no risk in counting the repair {f} twice.
