A conservative lattice-Boltzmann method is presented for solving the time-dependent Navier-Stokes equations at low Mach numbers on lattices that are adaptively refined in space and time. A method for coupling the interfaces between grids at different resolutions was constructed following techniques established for finite-volume computational fluid dynamics methods. The effectiveness of the new coupling method, which relies on a spacetime interpolation and solving constrained least-squares problems to ensure conservation is compared against similar approaches relying only on spatial interpolation.
I. Introduction
T he lattice-Boltzmann method (LBM) has emerged as a viable alternative to traditional Navier-Stokes solvers. Instead of discretizing the Navier-Stokes equations, the LBM describes the evolution of a density distribution function representing particles moving with discrete velocities on a lattice. Among its advantages are an efficient algorithm which is straightforward to parallelize, and the ease in which complex boundaries can be incorporated.
As with any grid based method, the cost of a lattice-Boltzmann simulation is dictated by the length scale of the smallest features one wishes to resolve. The standard LBM is formulated on a uniform Cartesian grid in either 2D or 3D which limits the accessible range of scales and the complexity of flow problems it can address. Several extensions to the standard LBM have been developed to enable computation on more complex meshes, including curvilinear, unstructured, and locally refined grids. Of these approaches, mesh refinement, with domains that consist of a hierarchy of uniform grids, is the most attractive since it preserves the simplicity of the original algorithm by avoiding some of the more elaborate transformations required for unstructured meshes. For lattice-Boltzmann, there are two mesh refinement approaches, nodebased, in which the grid points are located at cell corners, thus coarse and a fraction of the fine grid points are co-located, and cell-based, where grid points are cell-centered and are not co-located at any level of refinement. In both cases the grid spacing and time step are refined so that the ratio of the two is equal to one. At coarse-fine grid interfaces two different types of interpolation (fine to coarse, and coarse to fine) must be constructed to properly manage the flow of information from one grid to another while satisfying conservation laws. Additionally, the relaxation time(s) in the collision operator must be rescaled to maintain a constant viscosity across all levels of refinement.
Cell based methods for AMR are considered in this paper. They are analogous to a PDE finite-volume implementation and can be formulated to exactly conserve mass at grid interfaces. To ensure conservation, proper interpolation schemes are constructed at the refinement interfaces. Both piecewise constant 1 and piecewise linear 2 interpolations have been demonstrated for the coarse to fine distribution functions, whereas fine to coarse values are averaged onto the coarse mesh. An advantage of the cell-based methods is the ability to incorporate any type of collision operator, whereas the node-based methods are limited to the single relaxation time BGK collision operator.
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This paper introduces an alternative cell-centered mesh refinement approach developed within the Chombo AMR framework, a C++ library based on the methodology of Colella and Berger for conventional CFD. We propose a space-time interpolation to populate a single layer of ghost cells on each fine grid. We demonstrate that it is fully conservative and more accurate than previous interpolations. We also highlight some of the special considerations that are unique to lattice-Boltzmann grid refinement. As with all AMR schemes, proper care in the construction of the interpolation between grids will ensure the error introduced by the refinement does not corrupt the solution error. While some lattice-Boltzmann grid refinement efforts discuss error in a limited context, to our knowledge, there has not been a systematic convergence study of refinement errors along with an examination of how the order of LBM is affected.
Following this introduction, we detail the single grid and our multi-level AMR lattice-Boltzmann algorithm. A benchmark simulation of a transient Poiseuille flow is then followed by an AMR simulation of vortex shedding in the wake of a sphere.
II. Lattice-Boltzmann on a Uniform Cartesian Grid
Solutions are obtained on a problem domain that is discretized using a grid (or lattice), Γ ⊂ Z D . The problem domain is a bounded subset of the integer lattice defined by the points (j 0 , . . . , j D−1 ) = j ∈ Z D which mark the lattice sites (locations of unknowns). On a Cartesian grid, the cells around each lattice site take the form
where x 0 ∈ R D is some fixed origin of coordinates, h is the mesh spacing, and u ∈ Z D is the vector whose components are all equal to one.
In the lattice-Boltzmann method, hydrodynamics are described by a discrete kinetic equation for a singleparticle distribution function,
In Eq. (2), both space, j, and velocity, with specific directions denoted by i, are discretized. The discretization of space is easily understood by the lattice itself; the discretization of velocity is represented by paths connecting a given lattice-site with adjacent lattice sites. These paths are described by the vectors e i which have components equal to 0 or 1. In this work, only the D3Q19 lattice is considered (three spatial dimensions, 19 velocity directions). The velocity directions extend across faces, e i 1 = 1, and across edges, e i 1 = 2, in addition to the rest velocity e i 1 = 0. The right side of Eq. (2) describes the collision process in which the distribution function relaxes to a local equilibrium, f eq k , where L ik is the linear collision operator andf i denotes the post-collision state. The collision operator determines the scattering rate between directions i and k. 4 An iteration of the lattice-Boltzmann method can be summarized by the following steps:
1. Collision -The particles within a cell undergo a collision step which relaxes them towards equilibrium and defines a new distribution. This provides the evolution of f i due to collisions in the time-step.
2. Streaming -A particle distribution, f i , is streamed to the neighbor lattice site along the vector e i . This adds the evolution of f i due to convection in the time-step.
3. Fluid Properties -The macroscopic fluid properties of density and momentum are computed by taking moments of the distribution function,
For a chosen lattice, the characteristics and complexity of the lattice-Boltzmann method are described by the collision operator. The most popular is the linear BGK (Bhatnagar-Gross-Krook) collision operator 5 in which all modes relax on the same time-scale,
Equation (2) then reduces to
where the single relaxation time, τ , is related to the kinematic viscosity by ν = c )∆t, and c s = h/ √ 3∆t is the fixed speed of sound on the lattice (describing the speed at which information propagates across the lattice).
Lattice-Boltzmann suffers from instabilities as τ → 1/2. However, the instabilities can be partially suppressed by using more sophisticated collision operators that allow multiple relaxation times (MRT).
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In our MRT simulations, we incorporate five relaxation times optimized for stability. Another version of the MRT collision operator, the two-relaxation time (TRT) method is optimized to reduce the error for flows bounded with walls whose shape conforms to a sequence of connected cell edges (i.e., a straight or stair-step boundary).
7 While the MRT collision operator offers improved stability, it cannot guarantee it. The entropic lattice-Boltzmann (ELB) method provides unconditional stability by satisfying a discrete analog of the Boltzmann H-theorem: H(t + ∆t) ≤ H(t), where H is the total system entropy function, H(t) = j∈Γ H(f ) and
is the local entropy function. In Eq. (6), w i are weights associated with the lattice, w i = 1/3, 1/18, 1/36 for e i 1 = 0, 1, 2, respectively. The pioneering work in constructing the ELB scheme was finding an entropy function and a definition of local equilibrium in which the entropy is a local minimum. Otherwise, the ELB collision operator can be viewed as a constraint on the BGK operator so that the entropy never increases. While this operator guarantees stability, it is noteworthy that it can be an order of magnitude more costly in compute time due to the necessity of evaluating the logarithms, at some locations inside a root solver.
The LB method is an efficient explicit algorithm that performs well on parallel computers. It has little numerical diffusion and can achieve near linear scalability in parallel performance.
8 Using a ChapmanEnskog expansion, the lattice-Boltzmann equation recovers the Navier-Stokes equations for small Mach and Knudsen numbers. 4 Within these limits it is second-order accurate in space and time on a uniform grid.
III. Adaptive Mesh Refinement
To implement adaptive mesh refinement (AMR), we make use of the Chombo library for parallel AMR 9 and follow the strategies used therein. For a continuous spatial problem domain, denoted by Γ, the discretization of space is extended to support a hierarchy of nested lattices 
and on the coarsest level, Ω 0 = Γ 0 . The grid levels are considered as overlapping rather than embedded and where they overlap, cells on coarser levels are always completely covered by cells on finer levels. In other words, a cell in Ω ℓ−1 is either completely contained in the cells defined by Ω ℓ or its intersection has zero volume. Since meshes on different levels may cover the same region in space, the valid solution is provided by the finest mesh in these regions. Regions on a given level are considered valid if they are not covered by cells on a finer level, whereas invalid regions contain cells covered by finer cells:
Typically, Ω ℓ is decomposed into a disjoint union of rectangular boxes, Ω
order to perform calculations in parallel. Any relationships between boxes on the same level, or between different levels, are known simply through the vectors describing the corner locations on the integer lattice. Consequently, there is no need for tracking connectivity between boxes (although data-motion patterns are cached when the grids change for better efficiency). Each rectangular box, Ω ℓ k , is surrounded by q layers of ghost lattice sites (or ghost cells), G(Ω ℓ k , q). The operator G grows a lattice in all directions; defining Ω + j as the translation of a set by a point in Z D and with the max norm
The ghost cells permit independent operations on the boxes, support intralevel communication, and allow for the prescription of boundary conditions at the edge of the problem domain. The temporal analogue of spatial refinement defines a collection of discrete times,
Whenever there is refinement in space, there is an equivalent refinement in time. If level ℓ is advanced 1 time step, level ℓ + 1 must be advanced n 
III.A. Interlevel Operations
Three principle operations are required to perform calculations on a hierarchy of grids:
Interpolation: A second-order accurate interpolator is used to transfer information from a coarse level to a finer level. Interpolation is required to fill in data for new fine lattice sites during a regrid and to fill in data for invalid ghost lattice sites surrounding a finer level during the solution update procedure.
To ensure a conservative solution, in each velocity direction, the sum of all distributions streaming into the fine grid from the invalid ghost sites must equal the sum of all distributions streaming from the valid coarse sites into the invalid coarse sites underlying the fine grid. In other words, the interpolation itself has to conserve coarse-grid values. This requirement differs from finite-volume CFD approaches where the interpolation need not be conservative because conservation is instead achieved by ensuring that a consistent flux is evaluated on the interface itself. The necessity of a conservative interpolation, coupled with the many directions in which distributions may cross the interface, leads to elaborate interpolation strategies.
Average: An average is used to transfer information from a fine level to a coarse level. The averaging process operates on conserved values and incurs no additional truncation error. Averaging is used to make the solution in invalid coarse lattice sites consistent with overlapping fine sites.
Stream Correction: A stream correction is used to ensure that particle distributions streaming across the interface from the fine to coarse grids is consistent between the two levels, and hence, the overall solution is conservative. Wheres distributions streaming into the fine grid are made conservative by the interpolator (the sum over fine-grid values equals a coarse-grid value), stream corrections are used to make distributions streaming out of the fine grid conservative (the coarse-grid value equals the sum over fine-grid values).
Periodically, the grid may be changed in response to the solution. The regrid procedure generally involves tagging cells that should be refined, created a new grid hierarchy, filling the new grid by interpolating from a coarser level, and finally copying the solution from the old grid to the new grid on the same level to preserve the previous results.
III.B. Conservative coupling of grid levels
There are two conservative cell-based approaches for coupling a fine and coarse level, analogous to specifying an initial-value problem or a boundary-value problem. The approach taken by Chen et al.
2 is to consider the interface as an initial-value problem (IVP) as shown in Fig. 2a . Sufficient ghost lattice-sites are filled at the base time t ℓ+1 = t ℓ so that the domain of dependence is fully populated for all subcycles on the fine lattice. For a standard lattice-Boltzmann scheme, with streaming only to neighboring lattice sites, the domain of dependence requires n ℓ ref layers (or rings) of ghosts cells. An alternative approach, developed as part of this work and widely used for CFD, is to treat the fine lattice as a boundary-value problem (BVP). In this approach, only one layer of ghost cells is required, but it must be filled with new information before each subcycle on the fine lattice. The latter approach has some advantages. In particular, the IVP approach may perturb a steady-state solution as the interpolated distributions are marched across the interface at different times. For a steady solution, one would expect the same value to appear in ghost sites adjacent to the interface for each subcycle on the fine lattice; however, a solely spatial interpolation will not guarantee this. Chen et al.
2 discuss strategies for avoiding this problem, at the expense of reduced interpolation accuracy. The BVP approach does not suffer from this problem as long as time derivatives are set to zero when the solution is indeed steady. The BVP approach provides the additional advantage of regular box sizes. Every box has one layer of ghost cells, to be filled either by exchange of information from neighboring boxes on the same grid level or by interpolation from a coarser level. Consequently, one can define a fixed box size that is optimized either for memory caches or accelerator architectures (such as graphics processing units) and more easily load-balanced across distributed-memory architectures.
For both approaches, there is an assumption the the distributions are locally characteristic, e.g.,
This implies that the interpolations are performed in one dimension less than the full space-time problem dimension. In the IVP approach, all interpolations are performed in space only. An illustration of the interpolation is shown in Fig. 3 for a domain with one spatial dimension and a refinement ratio of two. Before advancing the solution on the fine grids, two layers of ghost cells are filled by interpolating in space at time t ℓ . By contrast, in the BVP approach developed herein, the interpolation would only be performed in
AMR interface in space-timê time for the same problem as shown in Fig. 4 . The coarse grid is advanced before the fine grid and therefore the solution there is known at times t ℓ and t ℓ +∆t ℓ , thus enabling interpolation in time. There is only one layer of ghost cells and it must be filled before each advance on the fine level (at times t ℓ and t ℓ +∆t ℓ+1 ). The distributions are related to each other on the AMR interface (the distance in time between the black and gray dots).
AMR interface in space-time Figure 4 : BVP approach for interpolating across the space-time interface between a coarse and fine grid. The domain has one spatial dimension and the interpolation is performed only in the temporal direction. The interpolation is performed on the AMR interface between the gray and black dots.
Finally, both approaches required correcting the distributions on the coarse grid by the distributions streaming out of the fine grid. For the IVP approach, these distributions accumulate in the ghost cells. After the fine grid has been advanced to the same time as the coarse grid, they can simply be averaged to replace the coarse grid solution underneath. In the BVP approach, it is instead necessary to accumulate the distributions leaving the fine grid after each advance on the fine grid. As shown in Fig. 5 , this is basically the opposite of interpolating.
Although it is not obvious from the illustrations with only one spatial dimension, the primary drawback of the BVP approach is the complexity of the interpolation and streaming algorithms for higher spatial dimension. At higher dimensions, least squares algorithms are used to constrain the interpolations to ensure t x ℓ ℓ + 1 AMR interface in space-time
Figure 5: Corrections to streaming across the space-time interface between a fine and coarse grid. A sum of the distributions streaming from the fine mesh (green and blue) replaces the distribution from an invalid cell on the coarser level (black).
they remain conservative and do not perturb steady solutions.
IV. Results
The lattice-Boltzmann method described herein produces solutions comparable to a weakly compressible form of the Navier-Stokes equations. It is best used for low-Mach number flows, of which two have been selected to test the accuracy and effectiveness of the AMR algorithm.
IV.A. Transient Poiseuille flow
We first consider the accelerating flow resulting from the application of a constant pressure gradient to a fluid contained between two parallel plates. From rest, the flow evolves according to
where G is the pressure gradient, h is the channel height, and z is the direction normal to the wall, and converges to steady-state parabolic flow at long times. We chose h = 32, τ = 0.516, and a forcing of G = 1.042e−6, which corresponds to a steady-state Reynolds number of 100. However, we ran the simulation to an intermediate state at t = 4, 000, when the velocity profile is still fairly flat at the center of the channel. To minimize the error associated with the no-slip boundary condition, we employed the TRT collision operator with the second relaxation time tuned for planar boundaries located at cell edges. We ran the calculation on single grids and on two levels (n ℓ ref = 2); the finer level grids were located adjacent to the walls with a thickness h/4 in the wall-normal direction and extended throughout the domain in the x and y directions. Figure 6 shows the analytical velocity profile, u, at time t = 4, 000.
A limitation of the IVP interpolation is evident in Figure 7 , a plot of the solution error, expressed in L 1 , L 2 , and L ∞ -norms, for single and two-level meshes as function of grid resolution, where the twolevel grid resolution is defined by the finer level. The slopes of the single level error curves are provided in the legend for reference. For a given resolution, the AMR L 1 and L 2 errors lie between those of the single grid and the next higher resolved single grid. However, these norms smooth out the errors at the interface which are captured by the L ∞ -norm, and there is a clear difference in the slopes of this norm between the single and AMR grids. These differences are quantified in Table 1 , which lists in alternating columns the numerical values for the errors and the rates of convergence. As expected, the single grid is second order in all three norms, whereas our BVP AMR is second order in the L 1 and L 2 -norms, but does eventually converge to second order in L ∞ as the mesh is refined. The IVP AMR, however is only second order in L 1 and is reduced to first order in L ∞ due to the large error at the interfaces. In the IVP approach, neglecting to incorporate temporal variations in the solution when populating the fine ghost cells has consequences for both the error magnitude and the overall order of method. 
IV.B. Vortex Shedding
The final test case illustrates the effectiveness of AMR in resolving a time-varying flow with distinct solution features. This is the case of vortex shedding in the wake of a sphere at a Reynolds number of 375. The complete problem domain is 80 × 32 × 32 sphere diameters, with the top, bottom, and inflow boundaries 16D from the center of the sphere and the outflow boundary 64D from the sphere center. The solution is obtained on a three-level grid with a refinement ratio of four between levels and the finer levels adaptively refined to follow regions of high vorticity magnitude. The coarse grid contains 200 × 80 × 80 cells. The MRT collision operator proved sufficiently stable, even for an impulsive start, and was used to generate the solutions. With increasing Reynolds number, the flow behind the sphere changes repeatedly due to the onset of different instabilities. The wake from a laminar steady flow first begins to slowly oscillate with a wave-like motion near Re ≈ 130.
10 Hairpin vortices will start to shed from the sphere before Re = 300. The vortices are always shed in the same orientation so that planar symmetry of the wake is maintained. Originally, a single shedding frequency is observed but loss of planar symmetry occurs around Re ≈ 360 and results in two shedding frequencies. Near Re ≈ 414, the two frequencies lock 11 and the shedding oscillates across the earlier plane of symmetry. 10 The experiment performed herein at Re = 375 is expected to result in planar shedding of hairpin vortices at two frequencies. Figure 8 displays the shedding of vortices and the adaptively refined grid on the symmetry plane. The frequencies from the latter half of the sampled interval (Fig. 9f) are plotted as circles.
V. Conclusion
A adaptive-mesh refinement method was presented for obtaining solutions to the Navier-Stokes equations using the lattice-Boltzmann method. A careful implementation achieves high levels of accuracy while ensuring that conservation is not violated and steady-state flows are not perturbed.
