Introduction
Throughout the paper Ω denotes an open bounded set in R n , n 2, we write n ′ = n/(n − 1) (i.e. 1/n + 1/n ′ = 1), and ω n−1 stands for the measure of the surface of the unit sphere in R n .
The classical Sobolev embedding theorem states that W [10], [15] , [17] and [18] ) implies that the first-order Sobolev space W 1,n 0 (Ω) may be continuously embedded into the Orlicz space L Φ (Ω) with the Young function Φ of an exponential type Φ(t) = exp(t n ′ ) − 1, t > 0.
In [12] Moser proved that for K n −(n−1)/n ω −1/n n−1 we have (1) sup
but that for K < n −(n−1)/n ω −1/n n−1 the integral Ω exp |f (x)| /K n ′ dx can be made arbitrarily large by an appropriate choice of f ∈ W 1,n 0 (Ω), ∇f L n 1. Our aim is to study a similar phenomenon for other embeddings into exponential and multiple exponential spaces.
Here by ∇f we denote the generalized derivative of f while W (Ω) we denote the set of all functions f such that |∇f | ∈ L Φ 0 (Ω). Let α < n − 1 and set (2) γ = n n − 1 − α > 0 and
Then the following analogue of the embedding result given above is well known. The space W L n log α L(Ω) of the Sobolev type, modeled on the Zygmund space L n log α L(Ω), is continuously embedded into the Orlicz space with the Young function that behaves like exp(t γ ) for large t. These results are due to Fusco, Lions, Sbordone [9] for α < 0 and Edmunds, Gurka, Opic [3] in general. Moreover, it is shown in [3] (see also [2] and [4] ) that in the limiting case α = n − 1 we have the embedding into a double exponential space, i.e., the space W L n log n−1 L log α log L(Ω), α < n − 1, is continuously embedded into the Orlicz space with the Young function that behaves like exp(exp(t γ )) for large t. Further, in the limiting case α = n − 1 we have the embedding into the triple exponential space and so on. For other results concerning these spaces we refer the reader to [4] , [5] , [6] , [7] , [8] and [13] . In paper [11] , the author studies the analogue of (1) for the case of an embedding into single and double exponential spaces. In the case of the single exponential space, i.e for a Young function Φ satisfying lim t→∞ Φ(t) t n log α (t) = 1, α < n − 1, n 2, it is shown that the critical constant for the uniform boundedness of Ω exp |f (x)| /K γ dx is K = B −(n−1)/n n −1/γ ω −1/n n−1 . In the case of the double exponential space, i.e. when Φ satisfies lim t→∞
Φ(t)
t n log n−1 (t) log α (log(t)) = 1, α < n − 1, and the integral considered is Ω exp exp |f (x)| /K γ dx, the critical constant is K = B −(n−1)/n ω −1/n n−1 . Our aim is to study the problem for higher multiple exponential spaces. For k ∈ N, k 2, we write
where log [1] (t) = log(t) and
where exp [1] (t) = exp(t).
Let α < n − 1 and k ∈ N, k 2. We consider a Young function Φ satisfying
and the embedding into the Orlicz space with the Young function that behaves like exp [k] (t γ ) for large t.
Theorem 1.1. Let k ∈ N, k 2, and α < n − 1. Let Φ be a Young function satisfying (3) and let
where c depends on n, k, α, L n (Ω), K and Φ only.
2, and α < n − 1. Let Φ be a Young function satisfying (3). Let R > 0, m ∈ N and
Then there is a radial function f :
Recall that both the theorems were proved by Hencl in [11] only for k = 2, and for k 3 our results are new. It is also quite surprising that the value of the critical constant is always
n−1 for k = 1 (see [11] ). The above theorems do not give any information in the borderline case
In the last section we show that the condition (3) is not enough to guarantee anything in general. We prove that if we replace (3) by a suitable growth condition, then the statement of Theorem 1.2 is valid even for K given by (5) . On the other hand, if we require an additional condition on the growth of Φ like (68) then we obtain the statement of Theorem 1.1 even in the case (5). These results are new even in the double exponential case k = 2.
Preliminaries
We denote by L n the n-dimensional Lebesgue measure. By B(0, R) we denote an open Euclidean ball in R n with its center at the origin and the radius R > 0.
For given functions g, h we say that g(t) ≫ h(t) for t big enough if we have lim
A function Φ : R + → R + is a Young function if Φ is increasing, convex and satisfies
Denote by L Φ (A, dµ) the Orlicz space corresponding to a Young function Φ on a set A with a measure µ. This space is equipped with the norm
Note that this is slightly different from the usual definition where the condition
We use (6) to have the inequality (7) with a sharp constant.
Given a differentiable Young function Φ we can define the generalized inverse to
and further define its associated Young function Ψ by
The dual space to L Φ can be identified with the Orlicz space L Ψ . If in addition we have Φ(1) + Ψ(1) = 1 then the following generalization of the Hölder inequality is valid (see [14] page 58 for a proof):
We use this inequality for a measurable subset A ⊂ R and the measure dµ(y) = ω n−1 y n−1 dy. For an introduction to Orlicz spaces see e.g. [14] .
The non-increasing rearrangement f * of a measurable function f on Ω is defined by
We also define the non-increasing radially symmetric rearrangement f # by
For an introduction to these rearrangements see e.g. [16] . We need the fact that for every Young function Φ and for every measurable function f : Ω → R we have
We also use the Polya-Szegö principle (see e.g. Talenti [16] for the proof).
* is locally absolutely continuous and
We denote by C a generic positive constant which may depend on n, k, α, L n (Ω), K and Φ. This constant may vary from expression to expression. Some lemmata state that for every ε > 0 something is true. Then the constants C in the proof of such a lemma may depend also on a fixed ε > 0.
In the following lemma we show that the function log [k] has similar asymptotical behaviour similar to log. Lemma 2.2. Let t 1 , p, q, δ, E, L > 0 and k ∈ N and let functions f, h : R → (0, ∞) and g : R → R satisfy
and
Then there is t 0 > t 1 such that if t > t 0 then
for j ∈ {1, . . . , k} and
for j ∈ {2, . . . , k}.
P r o o f. The proof is based on induction with respect to j. Let us prove (8) . For j = 1 we have
Since g(t)/f (t) + E is bounded and bounded away from zero on (t 1 , ∞), the estimate follows.
Suppose that j ∈ {2, . . . , k} and that we have proved (8) for (j − 1). Increasing t 0 > t 1 eventually we obtain
The estimate from below is obtained in the same way. Let us prove (9) . For j = 2 the estimate follows from the assumptions of the lemma and
log [2] f (t) = log log(E) + q log(h(t)) + p log(f (t)) log [2] f (t)
Let j ∈ {3, . . . , k} and suppose we have proved (9) for (j − 1). We obtain
The estimate from below is obtained in the same way.
3. Embedding into multiple exponential spaces 3.1. Lower estimate.
P r o o f of Theorem 1.2.
As |(log(T +R/y))
. Plainly there is s 1 > T such that for s > s 1 we have
Using (3) we can see that there is E > 0 large enough such that
Further, as Φ is a Young function, hence increasing, convex and satisfying Φ(0) = 0, we also have
Estimates (14) and (15) give
y ∈ (R/T , R/2) by (11) . As 1/γ − B < 0 for every α < n − 1 by (2), for s large enough we can apply (15) to obtain
Thus there is s 2 > s 1 such that for all s > s 2 we have
Further, for y ∈ (M, R/T ) we have R/y T + R/y 2R/y and thus the following inequalities are satisfied:
Therefore from (11), (16), (18) and (19) we have
where (recall that B > 0 by (2))
R y
Consequently, as M = 1/s log(s) and (1/γ − B)n = −B < 0 by (2) in both cases we obtain
Hence there is s 3 > s 2 such that for all s > s 3 we have (20) I 2 < ε. (11) there is s 4 > s 3 such that for all s > s 4 we have
Hence we obtain from (14) (21)
Further, for y ∈ [R exp
We can find s 5 > s 4 such that for all s > s 5 estimate (8) from Lemma 2.2 implies
Since 1/γ − B < 0 we can find s 6 > s 5 such that for all s > s 6 we have from (11)
and thus for y ∈ [R exp
By estimate (9) in Lemma 2.2 and (11) there is s 7 > s 6 such that for every s > s 7 and for every y ∈ [R exp
Therefore we go on estimating I 1 and from (11), (21), (22), (23), (24), (25), (26) and from (B − 1)n + α = B − 1 = −1 we obtain
R y dy y
. 8 . Hence for all s > s 8 we obtain, thanks to (10) , that
An easy computation gives
From (13), (17), (20) and (27) it follows that for s > s 8 we have
By estimate (9) from Lemma 2.2 there is s 9 > s 8 such that if s > s 9 we observe
This and
Upper estimate.
Suppose that the function Φ :
. It is not difficult to show that there is a function Φ 1 :
and there is G > exp [k] (1) such that
Denote by Ψ the Young function associated with the function Φ 1 . Easy computation gives
is a normalized complementary Young pair and we can use inequality (7). We first estimate the growth of Ψ.
Lemma 3.1. There is E > 0 such that for every t ∈ R we have
Moreover, for every ε > 0 there is
(t).
Assumptions (28) give that there is
Plainly there is A 2 > A 1 such that for t > A 2 we have
Further, by (9) from Lemma 2.2 and (33), there is A 3 > A 2 such that for every t > A 3 we have
Hence if t > A 3 , then (32), (33), (34), (35) and (36) implỹ
This estimate and (32) give for t > A 3
n/(n − 1)
where
.
Therefore from (33) and (37) we obtain that there is A 4 > A 3 such that for every t > A 4 we haveΨ
. Thus there is A > A 4 such that for t > A we have Ψ(t) <Ψ 1 (t) and (31) gives
As Ψ is increasing and Ψ(t) = t In the proof of Theorem 1.1 we use the generalized Hölder inequality (7) and thus we need to estimate the term 1/y n−1 L Ψ ((t,R),ωn−1y n−1 dy) .
Lemma 3.2. For every ε 1 > 0 there is t 0 ∈ (0, 1) such that if 0 < t < t 0 then
For this ε we apply Lemma 3.1. From now on ε and A are fixed. Put
(1) such that for 0 < t < t 1 we have Clearly
Hence there is t 2 ∈ (0, t 1 ) such that if 0 < t < t 2 then (42) I 2 < ε.
Since log(1/M n−1 ) ≫ log(λ) > 1 for small t, we can find t 3 ∈ (0, t 2 ) such that for all 0 < t < t 3 and for y ∈ [t, M ] we have
Moreover, by (9) from Lemma 2.2 we can find t 4 ∈ (0, t 3 ) such that for every 0 < t < t 4 and every y ∈ [t, M ] we obtain (44) log
Therefore (30), (43), (44) and (45) imply that for 0 < t < t 4 we have
(1/M ) > 0, using (2) and (39) we obtain (46)
From (41), (42) and (46) we obtain that for 0 < t < t 0 = t 4 we have
(Ω) (see [6] ), we can suppose without loss of generality that f is Lipschitz continuous. Find R > 0 such that L n (Ω) = L n (B(0, R)). From the basic properties of radially symmetric rearrangements we obtain
and the Polya-Szegö principle (Theorem 2.1) gives
Hence we can suppose without loss of generality that f (x) = g(|x|), g is nonincreasing, classically differentiable almost everywhere and, moreover, Ω = B(0, R). Since f ∈ W L Φ 0 (Ω) we have g(R) = 0. Thanks to (4) and (38) we can find ε 1 > 0 and η > 0 small enough such that
Put dµ(y) = ω n−1 y n−1 dy. Given t ∈ (0, R) set
(recall that the constant G comes from (28)). From (28) we obtain
Hence (7) and Lemma 3.2 give for 0 < t < t 0 that
Thus there is t 1 , 0 < t 1 < t 0 < 1, such that for 0 < t < t 1 we have
Since g is non-increasing and (47) implies (1 + η)D/ω n−1 K < 1 we have Theorem 4.1. Let k ∈ N, k 2, α < n − 1 and a < min{1, B}. Suppose Φ is a Young function and there are L 1 > 0 and L 2 > exp [k] (1) such that Φ satisfies
As |(log(T + R/y))
Using (9) from Lemma 2.2 we obtain s 1 > T such that for s > s 1 we have
and easy computation gives
It remains to prove that B(0,R) Φ(|∇f s |) 1 for s large enough.
Set M = M (s) = R/s log(s) . Plainly there is s 2 > s 1 such that for s > s 2 we have
and therefore
Obviously 1/γ − B < 0 and |g 
Using (49) for y ∈ (M, R/T ) we obtain
From (48) we obtain Φ(t) Ct n 1 + |log(t)| n on [0, ∞), hence (49), (52) and (53) imply
Thus in both cases for s > s 3 we obtain (54)
(s log(s) )) Cs −B log 2n+1 (s). (49) there is s 4 > s 3 such that for all s > s 4 and for
Hence we obtain from (48)
Since 1/γ − B < 0, by (49) we can find s 5 > s 4 such that for all s > s 5 we have
Further, let us show that we can find s 6 > s 5 such that for all s > s 6 we have
If (B − 1)n < 0, then (60) is obviously satisfied. Otherwise we use the following estimates that are satisfied for s large enough:
and induction yields
Therefore (60) follows from a < 1 and (61). Finally, we need to prove that there is s 7 > s 6 such that for every s > s 7 we have
If α 0, then the estimate follows from (58) and
Further, for s large enough and y ∈ [M 1 , M ] we obtain using log(R/y) log 2 (s)
and (58) log(|g
Since 1 − δ > a, (62) is proved for y ∈ [M 1 , M ] and α < 0 by (64) and (65). The proof on [R exp
(s), M 1 ] is similar. We have for s large enough
and the induction implies
Hence (62) is proved for y ∈ [R exp
(s), M 1 ] and α < 0 by (63), (66) and 1−δ > a. Therefore we go on estimating I 1 and from (49), (55), (56), (57), (59), (60) and (62) we obtain
From (2) we can see that (B − 1)n + α + 1 = B = −(1/γ − B)n. Further, since
Hence as a < 1 there is s 8 > s 7 such that for all s > s 8 we have (67)
Using (51), (54), (67) and a < B for s large enough conclude that
Sharp embedding.
From the previous section we know that if we want to have the statement of Theorem 1.1 for the borderline case (5) then we need to require something more from Φ than (48).
Theorem 4.2. Let α < n − 1. Suppose that Φ is a Young function and there are A 1 > exp [k] (1) and a ∈ (0, min{1, 1/γ}) such that Φ satisfies
where d depends on n, k, α, L n (Ω) and Φ only.
Suppose that the function Φ : R + → R + satisfies (68). In a standard way we can prove that there is a function Φ 1 :
there is A 2 > A 1 such that for every t > A 2 we have
Denote by Ψ the Young function associated with the function Φ 1 . Clearly
complementary Young pair and we can use inequality (7) . Let us first estimate the growth of Ψ.
Lemma 4.3.
There is E > 0 such that for every t ∈ R we have
Moreover, there are A 3 > A 2 and b ∈ (a, min{1, 1/γ}) such that for every t ∈ [A 3 , ∞) we have
[k] (t)).
ψ. By (70) there is B 1 > A 2 such that for every t > B 1 we have
Analogously there is B 2 > B 1 such that for every t > B 2
[k] (t)) =ψ(t).
Using (74) and log [2] (t)/ log(t) ≪ 1/ log [k] (t) we find B 3 > B 2 such that for t > B 3 we have
By Lemma 2.2 there is B 4 > B 3 such that for t > B 4 we obtain (76) log
for j ∈ {2, . . . , k−1},
Hence using 0 < a < b 1 < 1, (73), (74), (75), (76), (77) and (78) we can see that there is B 5 > B 4 such that for all t > B 5 we havẽ ϕ(ψ(t))
It follows that ϕ(ψ 1 (t)) > t for t > B 5 and thus
Hence for t > B 5 we have
Together with b 1 < b this implies that there is A 3 > B 5 such that for all t > A 3 we have Ψ(t) <Ψ(t).
Since Ψ is increasing and Ψ(t) = t n ′ /n ′ for t ∈ [0, 1], (72) obviously implies (71).
In the proof of Theorem 4.2 we use the generalized Hölder inequality (7) and thus we need to estimate the term 1/y n−1 L Ψ ((t,R),ωn−1y n−1 dy) .
Lemma 4.4. There are t 0 ∈ (0, 1) and c ∈ (b, min{1, 1/γ}) such that if 0 < t t 0 then
P r o o f. Let us fix c ∈ (b, min{1, 1/γ}). We want to prove that for
(1/t) .
Clearly, we can find t 1 ∈ 0, exp
(1) such that for 0 < t < t 1 we have (82) t < M < R and
Hence Lemma 4.3 yields that By (71) we have
where (we observe that (1 − log −c
Hence we obtain
Thus there is t 2 ∈ (0, t 1 ) such that if 0 < t < t 2 then
Since b ∈ (0, 1) and thus log 1−b (1/M ) ≫ log(λ) > 1 for small t > 0, we can choose t 3 ∈ (0, t 2 ) such that if 0 < t < t 3 and y ∈ [t, M ] then (85) log Hence (72), (83), (85), (86), (87), (88) and (89) give that 1 y dy y .
Further, as b < c < 1 there is t 5 ∈ (0, t 4 ) such that for 0 < t < t 5 we conclude
Therefore (81) and −α/(n − 1) = B − 1 = −1 imply From (83), (84), (90) and 0 < b < min{1, 1/γ} n/γ(n − 1) − min{1, 1/γ}/(n − 1) we obtain that there is t 0 ∈ (0, t 5 ) such that for 0 < t < t 0 we have 1 t n − 1 ω n−1 n = 1 ω n−1 Ψ(1).
P r o o f of Theorem 4.2. As in the proof of Theorem 1.1 we can suppose without loss of generality that f (x) = g(|x|), where g is nonincreasing, classically differentiable almost everywhere, g(R) = 0 and Ω = B(0, R). Put dµ(y) = ω n−1 y n−1 dy.
Given t ∈ (0, R) set A = {y ∈ (t, R) : |g ′ (y)| > A 2 } (recall that the constant A 2 comes from (70)). Analogously to the proof of Theorem 1.1 we obtain, thanks to (70), that g ′ (y) L Φ 1 (A, dµ) 1.
Therefore (7) and Lemma 4.4 with constant (81) give for 0 < t < t 0 that g(t) 
