Abstract. Atomistic molecular dynamics (MD) simulations are a vital tool in chemical research, as they are able to provide a view of chemical systems and processes that is not obtainable through experiment. However, large-scale MD simulations require access to multicore clusters or supercomputers that are not always available to all researchers. Recently, many have begun to explore the power of graphics processing units (GPUs) for various applications, such as MD. We present preliminary results of water simulations carried out on GPUs. We compare the performance gained using a GPU versus the same simulation on a single CPU or multiple CPUs. We also address the use of more accurate double precision arithmetic with the newest GPUs and its cost in performance.
Introduction
For years, graphics processing units (GPUs) have been used extensively in graphics intensive applications. Their development has been driven strongly by the economy, particularly the entertainment industry, in order to meet the ever increasing demand for faster, more detailed three-dimensional (3D) graphics in media such as movies and video games. These devices are designed specifically to alleviate the load of the main CPU by taking over the expensive operations required to render detailed 3D graphics. Most of these operations are inherently data parallel, and since GPUs have been developed with this parallelization in mind, they have the potential to become powerful tools for scientific computing. However, until recently GPU hardware has been restricted to operations specific to graphics processing, limiting their usefulness in other areas. Fortunately, recent efforts have led to the development of general purpose GPUs (GPGPUs) and language libraries such as NVIDIA's Compute Unified Device Architecture (CUDA) [1] .
Recent efforts have explored the potential of GPUs for mathematical, scientific, and clinical computing applications. One study has reported coupling GPUs to magnetic resonance imaging (MRI) hardware for medical diagnostics [2] . In the area of molecular modeling, GPUs have been applied to electrostatic potential calculation [3] , ion placement [3] , and simulations of van der Waals fluids and polymers [4] . Particularly in the areas of molecular modeling and molecular dynamics (MD), accelerating simulations by exploiting parallelism is a major concern. As with many other applications, MD has been adapted for use with massively parallel architectures such as compute clusters and supercomputers. In addition, special purpose hardware has been developed to meet these challenges, such as Protein Explorer systems with its large-scale integration (LSI) 'MDGRAPE-3 chip' [5] and Anton with its 12 identical application-specific integrated circuits (ASICs) designed for MD [6] . However, these architectures target very specific types of calculations, and in that respect are similar to early generations of GPUs. In addition, they are not widely available to most researchers. On the other hand, GPGPUs are cost effective, readily available in recent workstations, flexible, and easy to deploy.
MD simulations are an excellent target for GPU acceleration since most aspects of MD algorithms are easily parallelizable. Enhancing the performance of MD can allow the simulation of both larger time scales and larger length scales. Figure 1 illustrates some types of calculations that are possible at differing length and time scales. Ideally, simulations would be able to attain all-atom resolution on time scales of microseconds to milliseconds. With coarse-grained resolution, even longer time scales approaching seconds may be possible. However, the ultimate goal of any simulation is atomistic resolution of very large length scales over very long time scales, i.e., essentially continuum physics with atomic detail. The utilization of parallel architectures such as GPUs constitutes a step towards this goal. This contribution will discuss ongoing work in our laboratory exploring the potential applications of GPUs to atomistic MD simulations. Section 2 discusses some background related to CUDA and some related work with MD using CUDA. Section 3 describes in general our simulations on the CPU and the GPU. In addition, we outline our implementation of MD in CUDA. In Section 4 we provide further detail on the simulation parameters as well as present results from two case studies: pure water simulations and sodium iodide (NaI) solution simulations. Finally, in Section 5 we conclude and discuss future work.
Background and Related Work

Background
In the past, graphics application programming interfaces (APIs) such as OpenGL were the only means of accessing the computing resources of GPUs. In general, these APIs were not easy to use for those who were unfamiliar with graphics processing, as calculations essentially had to be "drawn" and then the resulting "images" interpreted to obtain meaningful results. Recently NVDIA has introduced the CUDA language library. CUDA facilitates the use of GPUs by providing a minimal set of extensions to the C programming language necessary to expose the power of GPUs for general purpose applications.
GPUs are massively parallel multithreaded devices capable of executing a large amount of active threads handled by a hardware thread execution manager that overlaps computation with communication whenever possible. There are multiple streaming multiprocessors, each of which contains multiple scalar processor cores. For example, NVIDIA's G80 GPU architecture contains 16 such multiprocessors, each of which contains 8 cores, for a total of 128 cores which can handle up to 12,288 active threads in parallel. The GPU also has several types of memory, most notably the main device memory (global memory) and on-chip shared memory accessible to all cores on a single multiprocessor. From the perspective of the CUDA programmer, the GPU is treated as a coprocessor to the main CPU. Programs are written in C and linked to the CUDA libraries. A function that executes on the GPU, called a kernel, consists of multiple threads executing code in a single instruction, multiple data (SIMD) fashion. That is, each thread in a kernel executes the same code, but on different data. Further, threads can be grouped into thread blocks. This abstraction takes advantage of the fact that threads executing on the same multiprocessor can share data via on-chip shared memory, allowing some degree of cooperation between threads in the same block.
As described above, GPU architecture is inherently different than a traditional CPU. Therefore, code optimization for the GPU involves different approaches than for the CPU. Such considerations are discussed in more detail elsewhere [1] , but here we will briefly address some typical CUDA optimization strategies. First, since threads are independent, it is necessary to maximize independent parallelism, i.e., minimize the need for communication between threads. However, it is also beneficial to take advantage of the per-block shared memory, allowing a small degree of communication between threads in the same block. A balance of these two is desirable for the best performance. Second, since reading from the global memory is relatively expensive, it is often more efficient to redundantly compute a value multiple times rather than compute it once and read it from memory. In other words, maximizing the amount of arithmetic intensive computations allows the latency of communication to be hidden by overlapping with execution. Third, when dealing with global memory, it is most efficient if reads and writes are coalesced, meaning that consecutive threads act on contiguous locations in memory. Therefore it is beneficial to structure the data and algorithms in such a way that this is possible. If this is difficult or not practical, the texture cache can be used to speed up reads from memory locations that are not contiguous. Finally, transfer between the GPU global memory and the main memory of the CPU is extremely slow compared to transfer within the GPU, so this should be done only when absolutely necessary.
Related Work
In this section we will briefly review some related work involving the implementation of MD on GPUs. One of the first instances reported in the literature was a study by Yang et al. [8] in which an MD algorithm was programmed for a GPU using OpenGL, as general purpose GPU programming platforms such as CUDA were not yet readily available. This required translation of the MD algorithm into graphics operations. For example, values such as the atomic coordinates were encoded in the color values of pixels. However, their application to periodic, crystalline solids made neighbor list updates unnecessary, a simplification that is not generalizable to the more fluid, less structurally ordered systems of interest to our work. Overall, this study provides a proof of concept demonstrating that implementing MD on GPUs is feasible.
Since the work of Yang et al. there have been several studies of MD using CUDA. Stone et al. [3] have integrated CUDA into NAMD, adapting nonbonded force calculations for GPU while retaining the CPU implementations of all other computations. However, minimizing the transfer of data from the GPU will likely enhance performance. This was the approach of Anderson et al. [4] , who constructed MD code from scratch in which all computations were carried out on the GPU. Their implementation was applied to simple Lennard-Jones liquids and polymer systems with Lennard-Jones and bonded potentials only. A very similar study was carried out by van Meel et al. [12] , with the most significant difference being the use of a cell-based list structure vs. a neighbor list structure as in Anderson's study. In addition, the study by van Meel compared CUDA with Cg, a less flexible programming language for graphics processing. Our implementation is most similar to that of Anderson et al. in that all aspects of the MD algorithm are carried out on the GPU using a neighbor list structure for the nonbonded calculations. Unlike Anderson, we include angle and electrostatic potentials, which are necessary to simulate solvent systems such as water.
Methodology
Molecular Dynamics on CPU
Several molecular modeling packages are available, with CHARMM [13] , GRO-MACS [14] , and NAMD [15] among the most popular. CHARMM is one of the oldest modeling packages available, having been developed for over two decades. Today, CHARMM still has an active development community, with new simulation algorithms being incorporated constantly. As a result, CHARMM has a wide variety of algorithms, force fields, and simulation methods available compared to other packages. In addition, CHARMM has been extensively tested and validated in the many literature studies that have used it over the years. For these reasons we use CHARMM both as a model which our GPU implementation emulates and as the reference to validate the results of our algorithm.
Molecular Dynamics on GPU
Our current CUDA implementation is modeled after CHARMM in terms of the force field functional forms, neighbor list structure, and measurement units. Our water simulations use a modified version of the flexible SPC/Fw water model [9] , which will be discussed in more detail below. Nonbonded interactions (Lennard-Jones and electrostatics) are calculated by a single kernel in which each thread iterates through the neighbor list for a single atom i and accumulates the interactions between i and all its neighbor list entries. The texture cache is used for reading the coordinates of the neighbor atoms since they are not contiguous in memory. Shifted force forms are used for the electrostatic and Lennard-Jones potentials so that both energies and forces go smoothly to zero at the cutoff r cut . The Verlet list approach [10] is used to construct the neighbor list. Briefly, a list is constructed for each atom containing all atoms within a cutoff r list , where r list > r cut . This way, the list only needs updating whenever an atom has moved more than 1 2 (r list − r cut ). The list is constructed on the GPU as follows. Each thread checks the distance between an atom i and all other atoms, and adds to i's neighbor list those atoms that are within r list of i. This process is accelerated by having each block take advantage of shared memory using a previously described tiling approach [11] .
Bond and angle potentials are computed using a similar list approach. For the bonds, each thread iterates through all atoms bonded to an atom i and accumulates the total bond forces. For the angles, each thread iterates through the atoms which are involved in an angle with i and calculates the appropriate interactions. Unlike the nonbonded lists, these lists are constructed once on the CPU at the beginning of the simulation, copied to the GPU, and never need to be modified.
Computational Experiments
Platforms
Three different NVIDIA GPUs were used for our simulations: Quadro FX 5600 (1.5GB memory, single precision), GeForce 9800 GX2 (2 GPUs per card, 512MB memory, single precision), and GTX 280 (1GB memory, double precision). For our first case study, the pure solvent systems, the GeForce 9800 GX2 was used. For the second case, the ionic solutions, performance was compared between all GPUs, using double precision arithmetic on the GTX 280 and single precision on the others.
Our reference simulations were run on CHARMM on a Beowulf cluster consisting of compute nodes with Intel Xeon 5150 2.66 GHz (Woodcrest) CPUs. For the pure solvent simulations a single CPU was used, while for the ionic solution performance was compared with 1, 2, 4, and 8 CPUs.
Solvent Simulation
In our simulations we use a modified version of the flexible SPC/Fw water model developed by Wu et al. [9] . Briefly, the intramolecular potential is:
As described in Section 3.2, this potential is evaluated on the GPU using bond and angle lists. The general intermolecular potential consists of a Lennard-Jones potential modeling the van der Waals forces and a Coulomb potential for the electrostatic interactions:
As mentioned in Section 3.2, this potential is shifted smoothly to zero at the cutoff and pairs separated by a distance greater than a cutoff r cut are neglected. Furthermore, we have modified the Lennard-Jones parameters slightly to account for the fact that we neglect long-range electrostatics typically computed using an Ewald sum. Starting configurations for our simulations were pre-equilibrated with CHARMM using the NVT (constant number of particles, constant volume, constant temperature) ensemble. Simulations were then run from these starting configurations using our CUDA MD code for GPUs using the NVE (constant number of particles, constant volume, constant energy) ensemble. A Verlet integrator with 1 femtosecond (fs) timestep was used both on the GPU and in CHARMM to integrate the equations of motion. Pure solvent systems consisted of cubic periodic boxes equilibrated to a density of 1.012 g/mL, the calculated equilibrium density for the SPC/Fw model [9] . Several different system sizes were used to determine the effect of system size on performance. Figure 2 shows one of the cubic water boxes used. To measure the performance, we simulated 100,000 MD steps using both CHARMM (on a single processor) and our GPU code. For the GPU simulations, only one type of GPU, the GeForce 9800 GX2, was used. Five system sizes were used, consisting of 233, 826, 1981, 3921, and 6845 water molecules. From the total execution time for each simulation, we determined the number of MD steps per second. This data is shown in Table 1 . On average, our GPU Fig. 2 . A snapshot of the cubic water system containing 233 water molecules. Table 1 . Performance of our GPU code for the pure water systems compared to CHARMM on a single CPU. GPU simulations were run on the GeForce 9800 GX2. The total execution time for 100,000 MD steps was used to obtain this data. code is ∼7x faster than CHARMM on a single CPU.
To ensure that our simulation results are accurate, we ran longer simulations (several million MD steps for a simulation time of several nanoseconds) with the 233 water system on both CHARMM and our GPU code. Figure 3 plots the temperature (a function of kinetic energy) and total potential energy over the simulation time. Both quantities fluctuate, as expected, around the same average value, indicating that our GPU implementation does in fact produce results consistent with CHARMM. Fig. 3 . Energy and temperature profiles over time for the 233 water system simulated using CHARMM and our CUDA code on a GPU.
Ionic Solutions
For our second case study we simulated NaI solutions with a liquid-vapor interface. Only nonbonded interactions are applicable to the ions. Lennard-Jones parameters for sodium and iodide were transferred from the CHARMM force field and modified slightly to better reproduce ab initio water interaction energies [16] with our modified SPC/Fw water model. NaI solution systems consisted of a non-cubic periodic box (larger z-dimension to create a vapor interface), with simulation parameters otherwise identical to those of the pure water simulations Here we compared performance among different GPUs and different numbers of CPUs for a single system size, which consisted of 988 water molecules, 18 Na + ions and 18 I − ions, for a total of 3000 atoms. Figure 4 shows a snapshot of this system. As with the previous case study we measure performance by the number of MD steps per second.
First, we compare the performance of three NVIDIA GPUs: Quadro FX 5600, GeForce 9800 GX2, and GTX 280. This data is shown in Table 2 . Several observations are apparent from the data in Table 2 . Both single precision GPUs perform about equally well, with the GeForce 9800 GX2 achieving ∼6% better performance. As with the pure water simulations, the speedup of the single precision GPUs over CHARMM on a single CPU is ∼7x. Regarding the double precision simulation run on the GTX 280, performance drops by a factor of Fig. 4 . Snapshot of the NaI solution system containing 988 waters, 18 Na + , and 18 I − . ∼8 compared to the single precision. This performance is approximately equal to that of CHARMM running on a single CPU. We note, however, that not all of the optimizations we implemented with single precision were possible with double precision. Specifically, double precision does not support texture memory in the same way that single precision does. Reading coordinates from the texture memory accounts for a speedup of ∼2-3x in our single precision code. Therefore, the performance cost of double precision relative to single precision is closer to ∼3-4x. Even with this consideration, the performance cost of using double precision is still significant. Finally, we note that the single precision GPUs perform better than CHARMM even on 8 CPUs. By linear extrapolation, we estimate that the performance of the single precision GPUs is approximately equivalent to that of CHARMM running on 12 CPUs.
Conclusions
We have presented results of all-atom MD simulations implemented on NVIDIA GPUs using CUDA. Despite the fact that our implementation is relatively naïve and straightforward, we have achieved promising results in terms of performance. Our GPU implementation performs ∼7x faster than CHARMM on a single CPU, which is a speedup approximately equivalent to CHARMM on 12 CPUs. Looking to the future, we plan to expand the MD options possible by adding potential energy terms such as dihedrals as well as additional algorithms such as Ewald summation to account for long-range electrostatics. Furthermore, we anticipate that more code optimizations are possible, leading to even more efficient performance. Finally, our ultimate goal is to integrate some GPU acceleration directly into CHARMM, which will be made possible with the upcoming FORTRAN compiler and libraries for CUDA, towards the study of very large systems for long simulation times on the order of 100 nanoseconds.
