Abstract. Two theorems are presented for wavelet decompositions of the two-dimensional Radon transform. The first theorem establishes an upper error bound in L 2 -norm between the Radon transform and its wavelet approximation whose coefficients at different scales are estimated from Radon data acquired at corresponding sampling rates. The second theorem gives an estimate of the accuracy of a local image reconstructed from localized Radon data at multiple levels. These results show how to design a multilevel sampling and localization strategy for parallel-beam scanning by using wavelet regularity and vanishing moment characteristics, clarify the interaction between the wavelet structure and the essential bandwidth of an object image, and provide guidelines for wavelet local tomography.
1. Introduction. Recently, wavelet approaches have been used in computed tomography (CT), especially in the local tomography for radiation exposure reduction and multiresolution image reconstruction (e.g., [15] , [12] , [1] , [2] , [16] , and [7] ). The Olson-DeStefano algorithm [12] represents an important recent development.
A key observation made in [15] and [12] is that time-frequency localized wavelet bases can be used in sampling the Radon transform and performing local region reconstruction. It was proved in [12] that the radial bandlimit of a wavelet can be translated into an angular bandlimit on wavelet coefficients of projection profiles. Formally, if Rf ∈ L 2 (S × R) is the Radon transform of f , then wavelet coefficients c n,m (θ) = Rf (θ, ·), ψ n,m (·) are essentially bandlimited in the sense that the Fourier coefficients a n ′ of c n,m (θ) = n ′ a n ′ e in ′ θ satisfy the following estimate: . Although the Olson-DeStefano algorithm was well motivated by this result, concerns remain regarding the discrepancy between the Radon transform and its wavelet approximation estimated using localized data, as well as the accuracy of associated local image reconstruction. With this paper we address both issues theoretically.
As is well known, sampling strategies are determined by nonoverlapping closely packed sets (spectral tiles) in the Fourier domain as outlined in the paper [13] . A spectral tile generates a collection of closely packed disjoint sets through translationswhich are dual to the sampling lattice for a function whose Fourier transform has its support in the fundamental spectral tile. Our first theorem gives a criterion for selection of spectral tilings for a sampling scheme related to levels in a wavelet multiresolution analysis and the essential bandlimitedness of an object function. Coarser level wavelets are naturally associated with smaller spectral tiles and finer level wavelets are associated with larger ones. Our second theorem, on the other hand, shows how local wavelets at different levels are related to the region-of-interest (ROI) in the reconstruction process. In this case, however, coarser level wavelets are naturally related with larger local regions and finer level wavelets are related to smaller ones. As demonstrated in [12] , the wavelet transform applied to the projection profiles localizes the reconstruction step of the object function in two ways. The first uses the localization of wavelets on the frequency domain, which limits the sampled data at coarser levels. The second uses the localization on the time domain coupled with the vanishing moments property of wavelets, which diminishes, at finer levels, the nonlocalizing effect of the Hilbert transform factor in the inverse Radon transform. The nature of multiple resolution and dual localization of wavelets plays a critical role in both theorems.
The proofs of our theorems require some minimal decay in the Fourier domain of the wavelet used; therefore, we make a few remarks concerning some well-known wavelet systems. A system of wavelets is generated by a scaling function φ and its associated wavelet ψ. If φ is compactly supported, thenφ will only have polynomial decay at infinity in the Fourier domain; i.e., one has |ψ(σ)| ≤ C|σ| −λ at infinity where λ is a characteristic of the wavelet. For example, the original wavelets discovered by Daubechies [5] have the property that λ = 1 + βN , where N is the index for the Daubechies wavelet and β is a function of N . Good estimates of β are given in [5] . Of special interest are the spline biorthogonal wavelet systems. These systems are favored by some researchers because the reconstruction functions, B-splines, are symmetric. The decay properties of the dual functions in this case are studied in detail [4] . Again, in these cases, the wavelet only has polynomial decay at infinity in the Fourier domain. True bandlimited wavelets also have been studied extensively; the typical examples are Lemarié-Meyer wavelets that are closely related to the local sine/cosine bases of Coifman and Meyer (see [3] ). The proofs of our theorems could be applied for the wavelets mentioned above. For simplicity, we will restrict the theorems to the compact orthonormal wavelets.
2. Notation and statement of theorems. Before stating the main theorems of this paper we first introduce some notation that is used throughout the paper. The Radon transform, which is equivalent to the x-ray transform in two dimensions, is defined by
where S denotes the unit circle and R the real line. The inverse Radon transform is well known (see, e.g., [11] ), and, in the two-dimensional case, it can be expressed as
where the inner integral is understood in the weak sense (see p. 11 of [9] ). Let ψ be a wavelet supported in a finite interval (−L/2, L/2) with the length of the support L > 0. We denote ψ n,m (s) = 2 −n/2 ψ(2 −n s − m) for all n, m ∈ Z. It is known that ψ satisfies the following regularity condition [6] : there exists a constant ǫ > 0 such that
whereψ is the Fourier transform of ψ. The definition of the Fourier transform we are using is given byψ
In addition to smoothness, another important property of wavelets is the vanishing moment conditions
for some integer K ≥ 0. It is well known that all of the wavelets have at least a 0-vanishing moment.
Letting f ∈ L 2 (Ω) be a function and 0 < δ < 1 be a constant, we define
Also, letting J k denote the kth Bessel function of the first kind and 0 < ϑ < 1 be a constant, we define
In what follows, χ A denotes the characteristic function of the set A, and C denotes a constant which may vary from line to line, and its dependency is determined in context. As usual, we denote by
We are now in position to state our theorems. THEOREM 2.1. Let Ω be a bounded region in the plane, and let f ∈ L 2 (Ω). Let b > 0 and 0 < ϑ < 1 be fixed constants and N be an integer. For any given integer n, we denote [n] = max n − N, 0 and set
) and
withχ Kn denoting the inverse Fourier transform of χ Kn . For a given wavelet ψ satisfying (2.3) for some ǫ > 0, define
Then there is a constant C independent of f such that
Let Ω be a bounded region in the plane and Ω ROI ⊂ Ω. Let Ω ROI be a disk so that Ω ROI ⊂ c Ω ROI for some constant 0 < c < 1, where c Ω ROI denotes the disk with the same center as Ω ROI but with the radius c times the radius of Ω ROI . By a shifting if necessary, we assume that Ω ROI is centered at origin.
Let ψ be a wavelet for which the vanishing moment conditions (2.5) are satisfied for some integer K ≥ 0. The support of the function Ψ θ n,m , which is given by
Then there is a constant C independent of f and M such that
with 1/2 < δ < 1.
3. Discussion. In this section, we make a few comments on the above two theorems, whose proofs will be given in the next two sections. 3.1. Sampling schemes in parallel scanning geometry. We first recall conventional sampling schemes in parallel scanning geometry. Let f be a two-dimensional, essentially bandlimited and compactly supported image. For directions, θ 1 , . . ., θ p , uniformly distributed over a half-circle, the Radon transform R θj f = Rf (θ j , ·) is typically sampled at 2q +1 equally spaced points s l , l = −q, . . ., q. According to Theorem III.3.1 of [11] , a two-dimensional Radon transform Rf (θ, s) can be sampled on a grid {W l, l ∈ Z 2 }, where W is a real nonsingular 2×2 matrix, and completely reconstructed from the samples if the sets K + 2π(W −1 ) T l, l ∈ Z 2 , are mutually disjoint, where K denotes the fundamental spectral tile, i.e., the essential support of Rf (k, σ) in the Fourier domain (see page 62 in [11] ). Noninterlaced sampling is done on a rectangular grid, while interlaced sampling is done on a parallelogram grid skewed along the s-axis.
Because of the bow-tie shape of the fundamental spectral tile for the Radon transform (cf. the upper-left picture in Figure 3 .1), interlaced sampling needs only about onehalf of the data required by noninterlaced sampling for comparable image resolution (cf. Figure 3. 2). We shall discuss more about interlaced sampling in section 3.3. Theorem 2.1 can be interpreted as a multiresolution version of the sampling theorem for parallel scanning geometry. Let K 0 = K be the bow-tie shaped fundamental spectral tile for the Radon transform Rf (θ, s). Choose a suitable N in Theorem 2.1 so that the essential support of Fourier transform of wavelet ψ N,m is comparable with K in size. Then, up to a small error, Rf (θ, s) can be represented without using finer wavelets; i.e.,
Since the bandwidth of ψ n,m is twice that of ψ n+1,m , for each fixed n, the support of the inner summation of last expression is double that of n + 1 in the s-dimension. Therefore, by the definition of G n , we have
Of course, it is G, which is defined by (2.13), instead of G n , that is physically collected in tomographic scanning. However, G n is naturally extracted in the wavelet transform at the given level n due to the wavelet frequency localization nature.
Theorem 2.1 is equivalent to Theorem III.3.1 of [11] if an entire object is scanned. However, for only one or several small ROIs, one can use the scanning scheme designed in [12] , starting with the finest level corresponding to the ROIs, and double both the size of scanning region and the angular increment of projection when moving to a coarser level. As shown in Theorem 2.2, the scanning accuracy for the ROIs is preserved, while the scanning data are significantly reduced.
Error estimation.
As one can easily see from the error estimate (2.14), the error caused by sampling the approximate function G consists of three parts, represented by η(ϑ, b), ε(f, b), and κ(ψ, 2 N b).
η(ϑ, b) is associated with the Radon transform itself. Since
with |ν| < 1, we have the estimate
which is decreasing with respect to b but increasing with respect to ϑ. It dominates the total error when coarser level wavelets are considered and hence determines the coarsest resolution level for finite wavelet expansion in practice. ε(f, b) comes from the object function f to be reconstructed. If f is essentially bandlimited with bandwidth b, then ε(f, b) satisfies roughly the same type of estimate as η(ϑ, b) and plays the essential role where finer level wavelets are concerned. Consequently, it determines the finest level in a truncated wavelet decomposition.
Finally, κ(ψ, 2 N b) depends on ψ, the wavelet of choice. It influences the total error at all levels. For each integer N , it follows from (2. [12] .
We would like to point out that the L 2 -norm error estimate (2.14) is adequate for reconstruction purposes. For instance, if the filtered backprojection is used in the reconstruction stage, then it leads to an L ∞ estimate for the object function. Recall that the filtered backprojection formula is
where w is the filter, that is, the inverse Fourier transform of the product of a window function W (σ) and |σ|. Therefore, F (x) reconstructed from G satisfies the estimate
Noninterlaced scanning versus interlaced scanning.
Interlaced parallel scanning takes advantage of the bow-tie shape of the fundamental spectral tile K, so that its translates can be packed more compactly than in the noninterlaced fashion as illustrated in Figure 3. 1. In the Radon domain, interlaced scanning is associated with a parallelogram sampling grid (see Figure 3. 2).
In interlaced scanning, the parameter ϑ in Theorem 2.1 plays a more substantial role than is apparent. Although the support of the Fourier transform of a wavelet does halve in size with each dilation step, the spectral tile, K n , does not. According to (2.11), η(ϑ, b) dictates the total error at sufficiently coarse levels, and the size of K n remains essentially the same for (1 − ϑ)2
[n] ≥ 1. Hence, for those coarse levels, the sampling frequency will not be reduced at all in noninterlaced scanning mode and cannot be effectively reduced in the interlaced mode. For a fixed scanning region, the ratio of the number of sampling points using the interlaced sampling method at the level n versus the number of points for the noninterlaced sampling method is (1 + (1 − ϑ)2
[n] )/2 while (1 − ϑ)2 [n] ≃ 1, the use of interlaced sampling loses its effectiveness. When [n] is sufficiently large, interlaced sampling is still advantageous, but at these very coarse levels interlaced sampling has less practical gain. If only finitely many levels are used, ϑ can be set close enough to 1 at the cost of increased η(ϑ, b) for a fixed b.
In Figure 3 .1, K n at four levels and some of their translates are plotted for the interlaced parallel scanning geometry. In this case, the ratios r between interlaced to noninterlaced sample numbers at corresponding levels are given by .
Wavelet local tomography.
An important technique in local tomography in two dimensions is known as Λ-tomography proposed by Faridani, Ritman, and Smith [8] . In this approach, values of jumps in an original image are reconstructed from its local Radon data by using the Λ-operator, namely, the square-root of the Laplacian. Another approach is the pseudo-local tomography using wavelets recently introduced by Berenstein and Walnut [1] , Walnut [15] , and Olson and DeStefano [12] from a different point of view. These methods recover the original image from its Radon transform in an ROI plus a margin. That wavelets can be applied to the inverse Radon transform in two dimensions is due to the combination of spatial localization and vanishing moments. Theorem 2.2 gives a quantitative estimate which involves explicitly the parameters of size of support and number of vanishing moments of wavelets.
According to Theorem 2.2, for a sufficiently large M , the contribution of nonlocal data carried by the wavelet Ψ θ n,m is negligible for an ROI reconstruction if it takes more than M steps to shift Ψ θ n,m to the center of the Ω ROI . In other words, a leveldependent "local region" roughly has a radius of 2 n M . Since M is fixed for all levels, these "local regions" shrink with resolution refinement. At the extremes, either the "local region" expands to the entire field of view (at a sufficiently coarse level) or it is confined to the Ω ROI itself (at a sufficiently fine level). Even if M in Theorem 2.2 is not very large, wavelet local reconstruction is still a good approximation up to an additive constant (cf. p. 169 of [11] ). It is conceivable that this unknown offset would be much smaller with pseudo-local data than that with strictly local data, since a significant part of nonlocal data is included at coarse levels in wavelet local reconstruction. It is still an open problem to determine quantitatively how close to a constant the error is and how large the nonlocal contribution must be to reduce this error to acceptable levels.
Another unique feature of Theorem 2.2 is that it incorporates the moment conditions in the reconstruction error due to missing nonlocal data. As demonstrated in the simulation of Olson-DeStefano [12] , the choice of wavelets with high moment conditions results in better reconstructed images.
Our theorems also suggest that biorthogonal wavelets may be suitable for localized sampling and reconstruction. It is well known [6] that one can construct a biorthogonal wavelet system so that one of the wavelets has more regularity than its dual wavelet, while the dual has higher vanishing moments. This can be made use of in the first theorem to reduce the error due to the wavelet, and in the second theorem to suppress nonlocal contributions to local reconstruction.
3.5. Some practical considerations. Throughout this paper, the parallelbeam geometry has been assumed, and equipment details have not been taken into account. In practice, an ideal Radon profile must be low-pass filtered in projection data acquisition due to the finite detector size. Also, detectors cannot be arranged very closely for physical reasons. The bandwidth of a tomographic imaging system is determined to a large degree by the low-pass filtering and the detector spacing. As a result, this bandwidth is practically considered as the bandwidth of a function to be reconstructed.
In noninterlaced sampling, the central detector always exactly faces the center of the field of view. As we know, interlaced sampling is superior to noninterlaced sampling and is implemented in practice by shifting the detector array for noninterlaced sampling by one-quarter of a detector spacing, so that opposite rays doubly sample the ideal Radon profile [14] . Roughly speaking, interlaced sampling will yield image resolution twice as fine as that with noninterlaced sampling, as mentioned earlier.
Theorem 2.2 guarantees that a local region can be accurately reconstructed from parallel-beam projections of various scanning ranges. The scanning range control is straightforward in the parallel-beam geometry and can also be achieved with a modulated collimator system in fan-beam geometry. A temporally modulated collimator system for tomotherapy has been fabricated by NOMOS Corporation, whose aperture can be varied rapidly (within 20 to 30 ms) [10] . As discussed before, only finitely many wavelet sampling levels are practically used. The finest level is determined by the bandwidth of a function to be reconstructed, so that the smallest details can be captured. The coarsest level depends on η(θ, b). Optimal selection of practical parameters for wavelet-based local tomography and corresponding assessment of image quality are beyond the scope of this theoretical work. However, fundamental interplays among the parameters are estimated in the following proofs of the two theorems. Also, an extension of this work to fan-beam scanning is needed, because fan-beam geometry is popular with current x-ray CT scanners. Further research will be performed along this line. where c n,m (ϕ) = g(ϕ, ·), ψ n,m (·) . Denote byĝ the one-dimensional Fourier transform of g with respect to s andĝ k the kth Fourier transform coefficient ofĝ, i.e.,
We recall (see p. 72 of [11] ) that, by the Fourier slice theorem and the Fourier inverse transform,ĝ
where we have put x = |x|(
We also recall (see, e.g., p. 502 of [4] ) that if h ∈ L 2 (R) is a function, then for each fixed n,
for any fixed constant δ ∈ (0, 1). By picking δ small enough so that δ < 2ǫ/(1 + 2ǫ), it follows from (2.3) that
and it is also true that
Since g(ϕ, s) is 2π-periodic with respect to ϕ, the two-dimensional Fourier transform of g can be written (in the weak sense) as
where δ k is the Dirac delta function at k. Thus, the two-dimensional Fourier transform of G n is
We now split the sum into three terms as follows:
For I, by using (4.3)-(4.5), we have
where we have used the assumption that Ω is a subset of the unit disk. In II, there are no more than 2(2 −[n] b)/ϑ terms in the summation with respect to k, and remembering that [n] = max n − N, 0 , we get from (4.3) and (4.4) that
by using (4.5) in the first summation and (2.7) in the second
Finally, for III, we note that, if h is a nonnegative function, then
(see p. 66 of [11] ). Therefore, an argument similar to the one for II yields
Therefore, the proof of Theorem 2.1 is completed.
Proof of Theorem 2.2.
In virtue of the inverse Radon transform (2.2) and the Cauchy-Schwartz inequality, we have, denoting c n, The orthogonality of wavelet bases implies that the first factor is bounded by Rf L 2 (S×R) . We now estimate the second factor in (5.1). Let L be the length of the support of the wavelet ψ; then ψ n,m is supported in the interval I n,m = (2 n (m − L/2), 2 n (m + L/2)). By Taylor's theorem, if h(s) is a C K+1 function in I n,m we have
for all s ∈ I n,m .
Letting a be the radius of Ω ROI , we claim that, if (n, m) ∈ Λ M , s ∈ I n,m , and |x · θ| < ca, then |s − x · θ| ≥ dt dθ < ∞ .
