Abstract-This paper investigates the problem of information transmission over the simultaneous relay channel with two users (or two possible channel outcomes) where for one of them the more suitable strategy is Decode-and-Forward (DF) while for the other one is Compress-and-Forward (CF). In this setting, it is assumed that the source wishes to send common and private informations to each of the users (or channel outcomes). This problem is relevant to: (i) the transmission of information over the broadcast relay channel (BRC) with different relaying strategies and (ii) the transmission of information over the conventional relay channel where the source is oblivious to the coding strategy of relay. A novel coding that integrates simultaneously DF and CF schemes is proposed and an inner bound on the capacity region is derived for the case of general memoryless BRCs. As special case, the Gaussian BRC is studied where it is shown that by means of the suggested broadcast coding the common rate can be improved compared to existing strategies. Applications of these results arise in broadcast scenarios with relays or in wireless scenarios where the source does not know whether the relay is collocated with the source or with the destination.
I. INTRODUCTION
Cooperation between nodes can serve for boosting the capacity and improving the reliability of the communication, especially in wireless networks. Mainly for this reason, extensive research has been done during the recent years on the topic. The relay channel consists of a sender-receiver pair whose communication is aided by a relay node which helps the communication between the source-destination pair. Substantial advance on this problem was made in [1] , where upper and inner bounds on the capacity of the discrete memoryless relay channel (DMRC) were established and two cooperative strategies, commonly referred to as Decode-and-Forward (DF) and Compress-and-Forward (CF), were introduced. Based on these strategies, further work has been recently done on different aspects of cooperative networks including deterministic channels, and also other examples of cooperative networks like multiple access relay, broadcast relay, multiple relays and fading relay channels, etc. (see [2] , [3] and references therein).
The specification of wireless networks undergoes the extensive changes due to a variety of factors (e.g. interference, fading and user mobility). As a consequence, even when the channels are quasi-static, it is often difficult for the source to know the noise level of the relay link. Hence, the encoder is unable to decide on the suitable coding strategy that would better exploit the presence of the relay. This scenario is frequently seen in ad-hoc networks where the source is often assumed to be unaware of the presence of relay users. Nevertheless in most of the previous works the channel is assumed to be fixed and known to all the users. Indeed the problem of uninformed source cooperative networks has been studied in [4] , [5] , where achievable rates and coding strategies were developed for relay networks. It is of practical importance to allow the coding to adapt to the channel conditions. In fact, no matter how a set of possible channel outcomes (e.g. level noises, user positions, etc.) can be defined, such scenarios can be addressed as the simultaneous relay channel [5] . In this case, the encoder knows a set of the possible channels but it is unaware of the specific channel that controls the communication. Besides, an interesting connection between simultaneous and broadcast channels (BCs) was first suggested in [6] and then fully exploited for slowly fading MIMO channels [7] . This idea was used in the context of relay channels in [5] , [8] - [10] .
The performances of DF and CF strategies is directly related to the quality of the channel (e.g. noise conditions) between the relay and the destination. More precisely, DF scheme performs better than CF when the relay is near to the source, whereas CF scheme is more suitable when the relay is near to the destination. In this paper we investigate the simultaneous relay channel (SRC) with two users (or possible channel outcomes). Each of these channels are assumed to be such that in order to take full advantage of the relay, one of them would require to relay the information via DF scheme and the other via CF scheme. This problem can be seen as related to sending common and private informations over the broadcast relay channel (BRC) where one destination is aided by a relay, which uses DF scheme, and the other destination is aided by another relay which uses CF scheme. Based on this approach we derive an inner bound on the capacity region of this scenario. The central idea here is to broadcast information to both users and enabling the source to take simultaneously advantage of DF and CF schemes. It is shown that block Markov coding, commonly used with DF scheme, can be also adapted to CF scheme based on backward decoding idea. Hence when the source sends common information it becomes oblivious to the relaying strategy (similarly to the setting addressed in [4] , [11] ).
The organization of this paper is as follows. Section II states definitions along with main results, while the main outlines of the proofs are given in Section III. Section IV provides Gaussian examples and numerical results.
II. PROBLEM DEFINITIONS AND MAIN RESULTS

A. Problem Definition
The simultaneous relay channel [5] with discrete source and relay inputs x ∈ X , x T ∈ X T , discrete channel and relay outputs y T ∈ Y T , z T ∈ Z T , is characterized by two conditional probability distributions (PDs)
, where T is the channel index. It is assumed here that the transmitter (the source) is unaware of the realization of T that governs the communication, but T should not change during the communication. However, T is assumed to be known at the destination and the relay ends.
Definition 1 (Code): A code for the SRC consists of: (i) an encoder mapping {ϕ :
, for some finite sets of integers W T = 1, . . . , W T . The rates of such code are n −1 log W T and its maximum error probability
Definition 2 (Achievable rates and capacity): For every 0 < , γ < 1, a triple of non-negative numbers (R 0 , R 1 , R 2 ) is achievable for the SRC if for every sufficiently large n there exist n-length block code whose error probability
≤ and the rates n −1 log W T ≥ R T −γ for each T = {0, 1, 2}. The set of all achievable rates is called the capacity region for the SRC. We emphasize that no prior distribution on T is assumed and thus the encoder must exhibit a code that yields small error probability for every T = {1, 2}, yielding the BRC setting. A similar definition can be offered for the common-message BC with a single message set W 0 and rate n −1 log W 0 . Since the relay and the receiver can be assumed to be cognizant of the realization T , the problem of coding for the SRC can be turned into that of the BRC [5] . This consists of two relay branches where each one equals to a relay channel with T = {1, 2}, as is shown in Fig. 1(b) . The encoder sends common and private messages (W 0 , W T ) to destination T at rates (R 0 , R T ). The BRC is defined by the PD P : X ×X 1 ×X 2 −→ Y 1 ×Z 1 ×Y 2 ×Z 2 , with channel and relay inputs (x, x 1 , x 2 ) and channel and relay outputs (y 1 , z 1 , y 2 , z 2 ). Notions of achievability for (R 0 , R 1 , R 2 ) and capacity remain the same as for BCs (see [6] , [2] and [12] ).
B. Coding Theorem for the Broadcast Relay Channel
Theorem 2.1: An inner bound on the capacity region of the BRC with oblivious cooperative strategy is given by where the quantities (I i , J i ) with i = {1, 2} are given by
and the set of all admissible PDs P is defined as
Corollary 1 (common-information):
An lower bound on the capacity of the common-message BRC is given by
Corollary 2 (private information): An inner bound on the capacity region of the BRC with heterogeneous cooperative strategies is given by the set of rates (R 1 , R 2 ) satisfying
for all joint PDs P U1U2X1X2XY1Y2Z1Z2Ẑ2 ∈ P.
Remark 1: The region in theorem 2.1 includes Marton's region [13] 
Observe that the rate corresponding to the DF scheme that appears in theorem 1 coincides with the conventional DF rate. Here a common code for DF and CF users is employed hence it shows that a block Markov coding is essentially oblivious to the relaying strategy and proves the same performance in both cases. An outline of the proof is given in Section III. Corollary 1 follows by choosing U 1 = U 2 = ∅, V 0 = X 1 and U 0 = X. Whereas corollary 2 follows by setting U 0 = V 0 = ∅. The next theorem presents an upper bound on capacity of the common-message BRC.
Theorem 2.2 (upper bound):
An upper bound on the capacity region of the common-message BRC is given by
III. SKETCH OF THE PROOFS
A. Proof of Theorem 2.1
Reorganize first private messages, Fig 2 w 
nT1 . (iv) Randomly and independently generate 2 nRx 2 sequences 
subsets and label them as S s b . In each subset, there are 2 n(T b −S b ) elements. (x) Then for each subset S s2 , create the set L consisting of those index t 2 such that t 2 ∈ S s2 , and u 2 r 0 , s 0 , t 2 is jointly typical with x 1 r 0 , r 1 , v 0 r 0 , u 0 r 0 , s 0 . (xi) Then it looks for t 1 ∈ S s1 and t 2 ∈ L such that u 1 (r 0 , s 0 , r 1 , t 1 ),u 2 (r 0 , s 0 , t 2 ) are jointly typical given the RVs v 0 (r 0 ), x 1 (r 0 , r 1 ), and with u 0 (r 0 , s 0 ). The 
The first inequality guarantees the existence of nonempty sets L . and it sends x 2 (r 2i ). (iii) From (s 0i , s 1i , s 2i ), the source finds (t 1i , t 2i ) and sends x(s 0(i−1) , s 0i , t 1(i−1) , t 1i , t 2i ). Decoding Part: After the transmission of the block i + 1, the first relay starts to decode the messages of block i + 1 with the assumption that all messages up to block i have been correctly decoded. Destination 1 waits until the last block and uses backward decoding (similarly to [2] ). The second destination first decodesẐ 2 and then uses it with Y 2 to decode the messages, while the second relay tries to findẐ 2 .
(i) Relay 1 tries to decode (s 0(i+1) , t 1(i+1) ) subject to:
(ii) Destination 1 tries to decode (s 0i , t 1i ) subject to
(iii) Relay 2 searches forŝ i after receiving z 2 (i) such that x 2 (r 2i ), z 2 (i),ẑ 2 (ŝ i , r 2i ) are jointly typical subject tô
(iv) Destination 2 searches for r 2(i+1) such that y 2 (i + 1), x 2 (r 2(i+1) ) are jointly typical. Then it findsŝ i such thatŝ i ∈ S r 2(i+1) and ẑ 2 (ŝ i , r 2i ), y 2 (i), x 2 (r 2i ) are jointly typical. Conditions for reliable decoding are
(v) Decoding of CF user in block i is done with the assumption of correct decoding of (s 0l , t 2l ) for l ≤ i−1.
The pair (s 0i , t 2i ) are decoded as the message such that
) are all jointly typical. This leads to the next constraints
It is interesting to see that regular coding allows us to use the same code for DF and CF scenarios, while keeping the same final CF rate. After decoding (s 0i , s 1i , s 2i ) at destinations, the original messages (w 0i , w 1i , w 2i ) can be extracted. One can see that the rate region of theorem 2.1 follows form equations (1)- (10), the equalities between the original rates and reorganized rates, the fact that all the rates are positive and by finally using FourierMotzkin elimination. Similar to [1] , the necessary condition I(X 2 ; Y 2 ) ≥ I(Z 2 ;Ẑ 2 |X 2 Y 2 ) follows from (7) and (8).
B. Proof of Theorem 2.2
It is easy to show that the upper bounds presented in theorem 2.2 are a combination of two cut-set bounds for the relay channel.
IV. APPLICATION EXAMPLE: THE GAUSSIAN BRC
In this section the Gaussian BRC is analyzed, where the relay is collocated with the source in the first channel and with the destination in the second one, as is shown in Fig. 1(b) . No interference is allowed from the relay b to the destination b, b ∈ {1, 2}. The relationship between RVs are as follows:
The channel inputs are constrained to satisfy the power constraint P , while the relay inputs must satisfy power constraint P 1 and P 2 . The Gaussian noises N 2 ,Ñ 1 ,Ñ 2 , N 1 and N 2 are zero-mean of variancesÑ 1 ,Ñ 2 , N 2 , N 1 and N 2 .
A. Achievable rates for private information
Based on Corollary 2 we derive achievable rates for the case of private information. As for the classical broadcast channel, by using superposition coding, we decompose X as a sum of two independent RVs such that E X 2 A = αP and E X 2 B = αP , where α = 1 − α. The codewords (X A , X B ) contain the information intended to receivers Y 1 and Y 2 . We choose alsoẐ 2 = Z 2 +N 2 . First, we identify two different cases for which dirty-paper coding (DPC) schemes are derived.
Case I: A DPC scheme is applied to X B for canceling the interference X A , while for the relay branch of the channel is similar to [1] . Hence, the auxiliary RVs (U 1 , U 2 ) are set to
where β is the correlation coefficient between the relay and source, andX A and X 1 are independent. Notice that in this case, instead of only Y 2 , we have alsoẐ 2 present in the rate. Thus DPC should be also able to cancel the interference in both, received and compressed signals which have different noise levels. Calculation should be done again with (Y 2 ,Ẑ 2 ) which are the main message X B and the interference X A . We can show that the optimum γ has a similar form to the classical DPC with the noise term replaced by an equivalent noise which is like the harmonic mean of the noise in (Y 2 ,Ẑ 2 ). The optimum γ * is given by αP αP +Nt1 where
As we can see the equivalent noise is twice of the harmonic mean of the other noise terms.
From corollary 2 we can see that the current definitions yield the rates:
The rate for optimal γ is as follows:
where C(x) = 1 2 log(1 + x). Note that since (X A , X B ) are chosen independent, destination 1 sees X B as an additional channel noise. The compression noise is chosen as follows
Case 2: We use a DPC scheme for Y 2 to cancel the interference X 1 , and next we use a DPC scheme for Y 1 to cancel X B . For this case, the auxiliary RVs (U 1 , U 2 ) are
From corollary 2 the rates with the current definitions are
The argument for the destination 2 is similar but it differs in its DPC, since only X 1 can be canceled and X A appears as additional noise. The optimum γ * similar to [5] will be γ * = βαP P1 αP αP +Nt2 where
For destination 1, the achievable rate is the minimum of two mutual informations, where the first term is given by The second term is
where the first mutual information can be decomposed into two terms I(X 1 ; Y 1 ) and I(U 1 ; Y 1 |X 1 ). Notice that regardless of the former, the rest of the terms in the expression of rate R 12 are similar to R 11 . The main codeword isX A , while X B and N 1 represent the random state and the noise, respectively. After adding the term I(X 1 ; Y 1 ) we have
(17) Based on expressions (17) and (16), the maximum achievable rate follows as
It should be noted that the constraints for N 2 is still the same as (13).
B. Lower and upper bounds on the common-rate
Based on Corollary 1 and Theorem 2.2 we derive lower and upper bounds on the common-rate. The definition of the channels remain the same. We define X = U + βP P1 X 1 and evaluate corollary 1. The goal is to send common-information at rate R 0 . It is easy to verify that the two DF rates in corollary 1 result in the classical rates [2] :
Whereas the CF rate given by I(U X 1 ; Y 2Ẑ2 |X 2 ) is as follows And the upper bound from theorem 2.2 is given as
Remark 2: Observe that the rate (21) is exactly the same as classical Gaussian CF [2] . This means that DF regular encoding can also be decoded in CF channel, as well for the case with collocated relay and receiver. The constraint for the compression noise remains unchanged. Notice that this observation parallels that made in recent results reported in [4] for a single relay channel, where the source is obviously to the presence of the relay. In our setting, the source is obviously to the relaying scheme of the relay.
C. Numerical Results and Discussion
In the previous sections we showed that by using the proposed coding it is possible to send common information at the minimum rate between CF and DF schemes R 0 = min{R DF , R CF } (i.e. expressions (19) to (21)). For the case of private information, we showed that any pair of rates
given by (15) and (18) are admissible and thus (R DF , R CF ) can be simultaneously sent.
We now assume a composite model where the relay is collocated with the source with probability p (refer to it as the first channel) and with the destination with probability 1 − p (refer to it as the second channel). Therefore DF scheme is the suitable strategy for the first channel while CF scheme performs better on the second one. Then for any triple of achievable rates (R 0 , R 1 , R 2 ) we define the expected rate as
The expected rates achieved with the proposed coding strategy and via conventional strategies are compared. Alternative coding schemes for this scenario are possible. The encoder can simply invest on one coding scheme DF or CF, which is useful when the probability of one channel is high so the source invests only on it. In fact, there are different ways to proceed: (i) Send information via DF scheme at the best possible rate between both channels. Then the worst channel cannot decode and thus the expected rate is p max DF R max DF where R max DF is the DF rate achieved on the best channel and p max DF is its probability; (ii) Send information via the DF scheme at the rate of the worst (second) channel and hence both users can decode the information at rate R 
As one can see in Fig. 3 , the common rate strategy provides a fixed rate all time which is always better than the worst case. However in one corner the full investments on one rate performs better since the high probability of one channel reduces the effect of the other one. Based on the proposed coding scheme, i.e. using the private coding and common coding at the same time, one can cover the corner points and always doing better than both full investments strategies. It is worth to note that in this corner area, only private information of one channel is needed. Fig. 4 shows numerical evaluation of R 0 for the commonrate case without any probabilistic model. All channel noises are set to the unit variance and P = P 1 = P 2 = 10. . This setting serves to compare the performances of our coding schemes regarding the position of the relay. It can be seen that one can achieves the minimum between the two possible CF and DF rates. These rates are also compared with a naive time-sharing strategy which consists in using DF scheme τ % of the time and CF scheme (1 − τ )% of the time 1 . This assumes that the sender uses time-sharing without knowing which channel is present which yields the achievable rate
Notice that with the proposed coding scheme significant gains can be achieved when the relay is close to the source (i.e. DF scheme is more suitable), comparing to the worst case. 1 One should not confuse time-sharing in compound settings with conventional time-sharing which yields convex combination of rates.
V. SUMMARY AND DISCUSSIONS
The simultaneous relay channel with two possible channel outcomes was investigated. The focus was on scenarios where each of the channel outcomes requires a different cooperative strategy. This problem is identified as equivalent to the broadcast relay channel (BRC) where an encoder broadcasts information to two destinations (or channel outcomes) aided by the help of two relays. The coding scheme introduced here enables the source to be oblivious to the relaying strategy. Furthemore it is shown that block Markov coding can be used to simultaneous relaying with DF and CF schemes. Achievable rates were derived and an upper bound on the common rate (or compound case) was also obtained. An application example to the composite Gaussian BRC where the source is unaware of the position of relay, i.e., if relay is collocated to the source or to the destination, was considered. It was shown that significant improvements can be made by using the proposed coding approach comparing to conventional coding strategies.
As future work, it would be of interest to extend the results in the present work to the setting investigated in [11] where the source would be oblivious not only to the relying strategy but also to the presence of the relay.
