Superconvergence phenomena are demonstrated for Galerkin approximations of solutions of second order parabolic and hyperbolic problems in a single space variable. An asymptotic expansion of the Galerkin solution is used to derive these results and, in addition, to show optimal order error estimates in Sobolev spaces of negative index in multiple dimensions.
1. Introduction. We shall be concerned primarily with the analysis of superconvergence phenomena associated with the numerical solution of second order, linear parabolic and hyperbolic equations by Galerkin methods based on piecewise-polynomial spaces. Our principal tool will be an asymptotic expansion to high order of the Galerkin solution; this expansion will be obtained by using a sequence of elliptic projections and will be called a quasi-projection.
In Sections 4 and 5 we develop the quasi-projection for parabolic Galerkin procedures for problems in one or several space variables for both Neumann and Dirichlet boundary conditions and derive optimal order negative norm estimates for the error in the Galerkin solution. In Section 6 we apply the quasi-projection to derive superconvergence results in the case of a single space variable when the Galerkin space consists of piecewise-polynomial functions of degree r. It is well known [4] , [6] , [7] , [9] , [10] that, if h is the knot spacing parameter associated with the not necessarily uniform grid, the Galerkin solution for standard parabolic problems converges with an error that is at best globally of order 0(hr+ ), as measured in L2 or L°°. Consider a knot at which the smoothness constraint of the Galerkin space reduces to continuity. We show that the Galerkin solution produces an 0(h2r)-approximation at such a knot. Also, we show that a very simply evaluated weighted quadrature of the Galerkin solution gives an cXft2^-approximation of the flux at the knot; the direct evaluation of the derivative of the Galerkin solution leads to an 0(/1r)-approximation.
We summarize briefly in Section 7 results presented in detail elsewhere [3] showing that the superconvergence results above are preserved and that superconvergence occurs in the time increment when the Galerkin procedure is discretized in time by a collocation method.
In Section 8 we treat continuous-time Galerkin methods for hyperbolic problems and obtain analogous results. authors on two-point boundary problems [1] and on collocation methods for parabolic equations [2] . The quasi-projection is conceptually similar to thé quasi-interpolant in [2] that played a central role in the derivation of superconvergence results in that treatment. The flux procedures evolve from earlier work by the other author [11] and her husband [8] . The applications of the quasi-projection have been limited to standard Galerkin methods in this paper; see [5] , [12] for applications to H1 and H'1 Galerkin methods. Denote the inner products on the (real) spaces 7,2(Í2) and ¿2(9Í2) by (P, VO = }n ftydx and <</>, \p) = f ß <p\¡tdo, respectively. We shall also use the norm on the dual space H~s(£l) = (7/s(£2))'; let ML, = sup{(*, MM,: ¡pEHs(Sl), 11^*0}.
Note that the duality is with Hs(£l) and not with 7/¿(í72). Finally, if X is a normed space with norm II -11^ and if ip: [0, T] -► X, we adopt the notations and^L°°(
The time interval [0, T] will be denoted by /.
Let a(x), b¿(x), 1 < i < n, and c(x) be C°°(S2) functions, and assume that (2.1) 0<ao<a(x)<ax, xEÜ.
Let b(x) be the vector with components b¡(x), and define the differential operator L on £2 by
The formal adjoint L* of L is given by
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Let B be the bilinear form associated with L:
B(ip, ip) = (aw, Vi/0 + (b ■ Vip + op, \¡i).
Assume that B is coercive over 7/'(i2); i.e., assume that there exists a positive constant b0 such that
The assumption (2.3) is always obtainable by a trivial change of dependent variables in the non degenerate parabolic case.
Galerkin methods require finite-dimensional subspaces of H1^) having good approximation properties. Let 0 < h < 1 and associate a space M" with h such that
Uh is a finite-dimensional subspace of H1^) and such that there exists a constant C, independent of h, for which
for any ip E Hs(£l), 1 < s < r + 1, where r is an integer greater than one. Set M° ={xGM":x = 0on9iî}, and assume the approximation property that (2.4) holds for any ip E Hs(fX) such that ip = 0 on 9Í2. Note that it is usually difficult to construct M° such that (2.4) is valid for piecewise-polynomial spaces. We make this limiting assumption in this paper only because our applications are to problems with Í2 = 7.
3. The Parabolic Problem and its Galerkin Method. We shall consider parabolic boundary problems with either Dirichlet or Neumann boundary conditions. Let p E C°°(572), where 0 < p0 < p(x) < p, on £2, and let w satisfy Pjj-+ Lw=f, (x,t)EttxJ,
where v denotes the exterior normal to 9Í2, and a assumes the constant value zero or one for all (x, t) E 9Í2 x /. If a = 0, assume g = 0; i.e., we restrict ourselves to homogeneous Dirichlet data. Let
Then an integration by parts shows that
A continuous-time Galerkin approximation to the solution of (3.1) can be defined by requiring that wn : J -* M satisfy
in addition, it is necessary to specify the initial condition wn(0). The initial condition will be given later (see (4.11)), since we have in mind a modification of the usual initial values in order to achieve superconvergence.
4. The Parabolic Quasi-Projection. The usual analysis [9] of the error in the Galerkin approximation for parabolic problems is founded upon comparing the function wn to the elliptic projection of the solution w of (2.1). Let wn : J -* M be given by (4.1)
If the initial condition for wn is chosen properly, it can be seen [6] , [10] that wnwn is one power of h smaller than either wn -w or wn -w in both L°°(L2(Sl)) and L°°(H1(Q,)). This motivates the further use of elliptic projection to produce an approximation of wh to some higher order; it will be shown that an approximation of wn to order 0(h2r) can be obtained in the form of a finite expansion with the terms decreasing geometrically in size with ratio 0(h2).
Let z0 = wn -w, w0 =wn, and 6Q = w0 -wn. Then it is easy to see from Proof Note first that the coefficients of 7, are independent of t; hence Since (4.7) holds for/ = 0, induction on / implies that (4.7) holds, with the reduction on the range of s in going from / -1 to / being caused by the last term in the above inequality. Thus, the lemma has been proved.
Note that each bkzJbtk is 0(h2r) in H~s(il) for its maximum applicable value of s if the solution w is sufficiently smooth.
The estimates of Lemma 4.1 can be applied to (4.6) to bound the difference 6 ■ between w-and wn after a choice of the initial value of wn is made. for 2k < r -2. Thus, the theorem has been demonstrated.
For t > 0 the functions z, are not, in general, computable; consequently, it is of interest to show that the initial condition (4.11) can be evaluated using no more than the data / and w* and the differential operator. Let k be chosen so that k < k, where Ir -1, r odd, r -2, r even.
In order to evaluate zk(0) using (4.3), it is necessary to evaluate 9zfc_,(0)/9i first, which in turn requires 92zfc_2(0)/9r2, . . . , bkzo(0)/btk, by (4.8). Indeed, the evaluation of (4.11) necessitates performing the xh(k + l)(k + 2) projections using (4.1) or (4.8) to obtain bmzj(0)lbtm,0<j + m<k. Now, 9mw(0)/9fm can be evaluated using/, w*, and time-derivatives of the differential equation. Also, it follows from (4.1) that Dfbmwh bmw \ hence, the process can be started and then continued using (4.8) to find zx(0), . . . , zk(0). While the computational effort called for by (4.11) is obviously greater than that for the commonly used initial conditions, it is insignificant in terms of the overall problem. The code that takes time steps can be used to make the projections, so that the work for any single projection is about equivalent to that for a time step. Proof. Write w -w/; in the form (6. 3) (w -wn)(x, t) = (w-wn)(x, t) + (wk -wn)(x, 0 -Z */<*> 0-
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It is known [1] (and follows from (5.10), as well) that (w -wn)(x, t), which is just the error in the Galerkin solution of the two-point boundary problem associated with the operator L and whichever boundary conditions are assigned, is bounded at a knot at which p¡,h j = 0 by (6.4) I (w -wnXx, t) I < Cll w(t)\\qhq + r-1, tEJ.
The second term is bounded by e as a consequence of the H1 (Çï)-esx.imafe of Theorem 4.2, and (5.10) completes the demonstration.
A slightly less precise statement of the result when k takes on its maximum useful value is given by The function un is not computable, but we have seen that un and wh, the Galerkin solution with the Dirichlet data, are very nearly the same. Thus, we let (6.7) r,(0 = (Pbwjbt, x) + B(wn, x) -(f x), t E J.
Note that T, need be evaluated only at times at which the flux is desired. Moreover, since any function in M0, can be added to v(x) = x without changing the right-hand side, we can for the purpose of evaluating T, take The inequalities (6.12)-(6.14) combine to give the following theorem. Clearly, by interchanging x for 1 -x, an approximation to (abwlbx)(x, t) can be obtained using the subinterval to the right of x/(hs instead of the one to the left.
Inequalities analogous to (6.15) and (6.16) can be proved for lr-(f) -iabw/bx)(x, t)\.
The proof is quite similar to that given above, with the function un being replaced by where w"(0) and bwJbtiO) will be specified later (see (8.6)). 
