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One-dimensional reflected diffusions with two boundaries and an
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Abstract
We study an inverse first-hitting problem for a one-dimensional, time-homogeneous diffusion
X(t) reflected between two boundaries a and b, which starts from a random position η. Let
a ≤ S ≤ b be a given threshold, such that P (η ∈ [a, S]) = 1, and F an assigned distribution
function. The problem consists of finding the distribution of η such that the first-hitting time
of X to S has distribution F. This is a generalization of the analogous problem for ordinary
diffusions, i.e. without reflecting, previously considered by the author.
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1 Introduction
Reflected diffusion processes with one or two boundaries play an important role in a variety of
applications ranging from Economics, Finance, Queueing, and Mathematical Biology. As far as
Economics and Finance are concerned, we mention e.g. certain models for the currency exchange
rate ([12], [13], [17], [27], [44]); for other applications in Economics, and Insurance, see e.g. [38], [45].
As for Queueing theory, diffusions with reflecting boundaries arise as heavy-traffic approximations
of queueing systems (see e.g. [1], [2], [21] for reflected Brownian motion, and [43], [47], [48] for
reflected Ornstein-Uhlenbeck (OU) process). Reflected OU process appears also in certain models
from Mathematical Biology (see e.g. [39]). For further applications, see e.g. [31] and references
therein. In all these, the knowledge of the distribution of the first-passage-time (FPT) of the
reflected diffusion through an assigned barrier is very important, in order to obtain a more precise
insight of the modeled phenomenon. Although FPT problems have been studied mostly for ordinary
diffusions, i.e. without reflecting (see e.g. [6], [7], [8], [9], [10], [11], [15], [16], [19], [35], [40], [41]),
more recently (see e.g. [14], [30], [38] ) some results appeared about the FPT of a one-dimensional
reflected diffusion, through a threshold S.
In this paper, we focus on FPT problems for a one-dimensional, temporally homogeneous re-
flected diffusion process X(t) with boundaries a and b, which is the solution of the stochastic
differential equation with reflecting boundaries (SDER):{
dX(t) = µ(X(t))dt + σ(X(t))dBt + dLt − dUt
X(0) = η ∈ [a, b] , (1.1)
where Bt is standard Brownian motion, the initial position η is a random variable, independent
of Bt, L = {Lt} and U = {Ut}, t ≥ 0, are the regulators of points a and b, respectively, namely
the local times of X at a and b. The processes L and U are uniquely determined by the following
properties (see e.g. [21]):
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(i) both Lt and Ut are continuous nondecreasing processes with L0 = U0 = 0;
(ii) X(t) ∈ [a, b] for every time t ≥ 0;
(iii) L and U increase only when X = a and X = b, respectively, that is, for t ≥ 0,∫ t
0 1{X(s)=a}dLs = Lt and
∫ t
0 1{X(s)=b}dUs = Ut.
Under certain mild regularity conditions on the coefficients µ(·) and σ(·) (see e.g. [34]), for fixed
initial value, the SDER (1.1) has a unique strong solution X(t) which remains in the interval [a, b]
for every time t ≥ 0. For this reason, X(t) is also called a regulated diffusion between a and b.
When X is Brownian motion (µ ≡ 0, σ ≡ 1) with only reflecting boundary a = 0, the SDER
(1.1) in its integral form becomes the Skorohod’s equation for reflected BM, that is, X(t) = X(0)+
Bt+ lt ,X(0) ≥ 0, where X(t) and lt have to be found as continuous functions under the conditions
that X(t) ≥ 0, l0 = 0 and lt is non-negative, nondecreasing, flat outside the set {t : X(t) = 0}.
The Skorohod’s equation has a unique solution for all but a negligeable class of Brownian paths,
and it is given by (see [36], [37], [42]):
X(t) =
{
X(0) +Bt , 0 ≤ t ≤ T
X(0) +Bt + lt , t > T
, (1.2)
where lt = sups∈[0,t]B−s and T = inf{t > 0 : Bt ≤ 0} (here B−t = −min{Bt, 0}). The process X
is identical in law to the diffusion with generator L˜φ = 12φ
′′ subject to the reflecting boundary
condition φ′+(0) = limt→0+
1
t (φ(t)−φ(0)) = 0. Moreover (see e.g. [23], [36]), lt is equivalent in law
to Lt = limǫ→0+ 12ǫ
∫ t
0 1[0,ǫ)(X(s))ds, i.e. the local time of X at zero.
Let X be the solution of the SDER (1.1); if S ∈ [a, b] is a threshold such that P (a ≤ η ≤ S) = 1,
we consider the FPT of X through S :
τS = inf{t > 0 : X(t) = S} (1.3)
and we denote by τS(x) = inf{t > 0 : X(t) = S|η = x} the FPT of X through S with the condition
that η = x. We assume that ∀x ∈ [a, S], τS(x) is finite with probability one and that it possesses
a density f(t|x).
Usually, in the FPT problem the initial position X(0) is assumed to be deterministic and fixed
to a value x, then the direct problem consists of finding the FPT density f(t|x) = fS(t|x) or the
moments of τS(x). Notice that, while for ordinary diffusions a certain number of results about the
direct FPT problem is available in the literature (see the papers cited above), for reflected diffusion
processes only a few papers appeared on this topics (see e.g. [14], [30], [38]).
The inverse FPT problem for diffusions generally focuses on determining the barrier S, when f(t|x)
is given (see e.g. [5], [46]). Since we assume that the initial position η is random, we consider a
slight modification of the problem, that is the following inverse first-passage-time (IFPT) problem.
Let be S ∈ [a, b] an assigned barrier, and suppose that the initial position X(0) = η is independent
of Bt and P (a ≤ η ≤ S) = 1; for a given distribution F, our aim is:
to find the density g of η (if it exists) for which it results P (τS ≤ t) = F (t).
This IFPT problem has interesting applications in Mathematical Finance, in particular in credit
risk modeling, where the FPT represents a default event of an obligor (see e.g. [25]), in Biology,
specially in the framework of diffusion models for neural activity (see e.g. [29]), and in Queueing
theory (see e.g. [1], [2], [21]). For ordinary diffusions, it was studied in [25] in the case of Brownian
motion, while some extensions to more general processes were obtained in [3], [4].
The paper is organized as follows: Section 2 contains the formulation of the problem and the
main results, in Section 3 some explicit examples are reported.
2
2 Notations, formulation of the problem and main results
For a < b, let X(t) be a one-dimensional, time-homogeneous diffusion with reflecting boundaries
a and b, which is solution of the SDER (1.1), whose drift µ(·) and infinitesimal variance σ2(·)
are supposed to be sufficiently regular functions (see [34]), in order to guarantee the existence
and uniqueness of the strong solution, for fixed initial condition. Then, X(t) turns out to be a
time-homogeneous strong Markov process with infinitesimal generator:
Lφ(x) = µ(x)φ′(x) +
1
2
σ2(x)φ′′(x), x ∈ (a, b) (2.1)
acting on C2−functions φ on (a, b).
Let S ∈ [a, b] a given barrier; if x ∈ [a, S], we denote by τx↑S(x) = inf{t > 0 : X(t) = S|X(0) =
x} the first-hitting time of X to S, with the condition X(0) = x, namely the FPT of X through
S, “from below”. In analogous manner, if x ∈ [S, b], we denote by τx↓S(x) = inf{t > 0 : X(t) =
S|X(0) = x} the FPT of X through S, “from above”. To simplify notations, from now on, we will
denote τx↑S(x) by τS(x) and τx↓S(x) by τ˜S(x). We will suppose that τS(x) and τ˜S(x) are a.s. finite,
for every fixed x.
Preliminarily, we recall some facts concerning the direct first-hitting problem for X.
2.1 The Laplace transform and the moments of the first-hitting time of X to S
The following result holds:
Theorem 2.1 ([14]) Let X be the solution of the SDER (1.1) with deterministic and fixed initial
condition X(0) = x, and let S ∈ [a, b]. For x ∈ [a, S] and θ ≥ 0, suppose that u(x) = uθ(x) satisfies
the following equation: {
Lu(x) = θu(x), x ∈ (a, S)
u′(a) = 0
. (2.2)
Then, if u(S) 6= 0 for S ∈ [x, b], the Laplace transform of τS(x) is explicitly given by:
E
(
e−θτS(x)
)
=
u(x)
u(S)
. (2.3)
In analogous manner, for x ∈ [S, b] and θ ≥ 0, let v(x) = vθ(x) be the solution of the problem:{
Lv(x) = θv(x), x ∈ (S, b)
v′(b) = 0
. (2.4)
Then, if v(S) 6= 0 for S ∈ [a, x], the Laplace transform of τ˜S(x) is explicitly given by:
E
(
e−θτ˜S(x)
)
=
v(x)
v(S)
. (2.5)

Remark 2.2 As already noted in [14], though neither u and v is unique, each of their ratios is
unique. Thus, the Laplace transform of the first-hitting time of X to S can be obtained by solving
a differential problem of the second order.
Let us consider e.g. τS(x), namely the FPT from below with the condition X(0) = x ∈ [a, S],
and denote by M(θ, x) = u(x)/u(S) the Laplace transform of τS(x) and by Tn(x) = E[(τS(x))
n]
3
its moment of order n, (n = 1, 2, . . . ); as well-known, Tn(x) = (−1)n ∂n∂θnM(θ, x)
∣∣
θ=0
, if it exists
finite. For fixed θ ≥ 0, one has u(x) = u(S)M(θ, x); so the problem (2.2) can be written as:{
LM(θ, x) = θM(θ, x), x ∈ (a, S)
∂
∂xM(θ, x)
∣∣
x=a
= 0
, (2.6)
where the operator L acts on M only as a function of x.
Therefore, by taking the n − th derivative of M(θ, x) with respect to θ in both members of
equation (2.6), and calculating it at θ = 0, we obtain:
Proposition 2.3 For n = 1, 2, . . . , the n− th order moments of τS(x), if they exist finite, are the
solutions to the problems: {
LTn(x) = −nTn−1(x), x ∈ (a, S)
Tn(S) = 0, T
′
n(a) = 0
, (2.7)
where T0(x) ≡ 1.

Analogous equations hold for the n− th order moments of τ˜S(x), say T˜n(x), but the equations hold
for x ∈ (S, b) and the second boundary conditions have to be replaced with T˜ ′n(b) = 0.
Now, we derive the explicit solutions of problems (2.2) and (2.7) for the Laplace transform and
the moments of τS(x), in the case of reflected Brownian motion with drift µ, that is the diffusion
X(µ) with reflecting boundaries a and b, having infinitesimal generator L(µ)φ(x) = µφ′(x)+ 12φ
′′(x).
For x ∈ [a, S], denote by τ (µ)S (x) the FPT of X(µ) through S from below, and by T (µ)n (x) its moment
of order n; solving (2.2) by quadratures and using (2.3), we get that the Laplace transform of τ
(µ)
S (x)
is:
M (µ)(θ, x) := E
(
e−θτ
(µ)
S
(x)
)
= e−(S−x)(
√
µ2+2θ−µ) · θe
−2(x−a)
√
µ2+2θ + µ2 + θ + µ
√
µ2 + 2θ
θe−2(S−a)
√
µ2+2θ + µ2 + θ + µ
√
µ2 + 2θ
. (2.8)
For a→ −∞ the right-hand member of (2.8) tends to e−(S−x)(
√
µ2+2θ−µ), which is the well-known
expression of the Laplace transform of the first-hitting time of ordinary Brownian motion with drift
µ to S, when starting from x < S.
Taking the limit as µ goes to zero in (2.8), we obtain:
M (0)(θ, x) = E
(
e−θτ
(0)
S
(x)
)
=
e−x
√
2θ + e−(2a−x)
√
2θ
e−S
√
2θ + e−(2a−S)
√
2θ
. (2.9)
In the special case a = 0, the expression above writes:
e−x
√
2θ + ex
√
2θ
e−S
√
2θ + eS
√
2θ
=
cosh(x
√
2θ)
cosh(S
√
2θ)
, x ∈ [0, S]. (2.10)
Then, Laplace transform inversion yields that, for a = 0 and x ∈ [0, S], the density of τ (0)S (x) is (cf.
e.g. [16], [38]):
f (0)(t|x) = pi
S2
∞∑
k=0
(−1)k
(
k +
1
2
)
cos
[(
k +
1
2
)
pix
S
]
exp
[
−
(
k +
1
2
)2 pi2t
2S2
]
, t ≥ 0. (2.11)
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Solving (2.7) with n = 1 by quadratures, we obtain the mean of τ
(µ)
S (x) :
T
(µ)
1 (x) =
1
2µ2
[
e2µ(a−S) − e2µ(a−x)
]
+
S − x
µ
, x ∈ [a, S]. (2.12)
Letting µ go to zero, we obtain:
T
(0)
1 (x) = −x2 + 2ax+ S(S − 2a), x ∈ [a, S]. (2.13)
As for the second order moment, by solving (2.7) with n = 2 by quadratures, we get:
T
(µ)
2 (x) =
x2
µ2
− x
µ3
(
e2µ(a−S) + 1 + 2Sµ+ e2µ(a−x)
)
+ c1 + c2e
−2µx, (2.14)
where
c2 =
e2µa
2µ4
[
4aµ− e2µ(a−S) − 2− 2Sµ
]
,
and
c1 = −c2e−2µS + S
µ3
[
2e2µ(a−S) + 1 + Sµ
]
.
For µ = 0, we obtain:
T
(0)
2 (x) =
x4
3
− 4
3
ax3 − 2S(S − 2a)x2 +Ax+B, x ∈ [a, S],
where
A =
8
3
a3 + 4aS(S − 2a), B = 5
3
S4 − 20
3
aS3 + 8S2a2 − 8
3
a3S.
In particular, for a = 0, we get T
(0)
1 (x) = −x2 + S2, T (0)2 (x) = x
4
3 − 2S2x2 + 53S4, and so the
variance of τ
(0)
S (x) is V ar
(
τ
(0)
S (x)
)
= 23
(
S4 − x4) , x ∈ [0, S].
Explicit formulae for the Laplace transform of the first-hitting time to a barrier S are known
also for reflected OU process, reflected Bessel process and some other processes (see [14], [30]), but
they involve special functions. An explicit spectral representation of the hitting time density was
found in [38] for reflected BM, and in [32], [33] for Cox-Ingersoll-Ross (CIR) and OU processes.
2.2 The IFPT problem for reflected Brownian motion with drift
For a given barrier S ∈ [a, b], and X(0) = η ∈ [a, S], let τS be the FPT of X(t) through S from
below (see (1.3)), and suppose that τS(x) (i.e. the FPT conditional to η = x) is a.s. finite for every
x ∈ [a, S], and it possesses a density f(t|x). Moreover, we suppose that the initial position η has
a density g(x) with support (a, S); for θ ≥ 0 we denote by f̂(θ|x) = ∫ +∞0 e−θxf(t|x)dt the Laplace
transform of f(t|x) and by ĝ(θ) = ∫ Sa e−θxg(x)dx the (possibly bilateral) Laplace transform of g.
Then, the density of τS is obtained as f(t) =
∫ S
a f(t|x)g(x)dx and taking the Laplace transform on
both sides we get:
f̂(θ) =
∫ S
a
f̂(θ|x)g(x)dx . (2.15)
Now, we go to solve the IFPT problem, in the case when X = X(µ) is reflected BM with drift
µ, between the boundaries a and b.
For a given FPT distribution function F (or equivalently for a given FPT density f = F ′) our aim
is to find the density g of the random initial position η, if it exists, such that P (τS ≤ t) = F (t).
We are able to obtain the following:
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Theorem 2.4 For S ∈ [a, b], let X(µ) be BM with drift µ, reflected between the boundaries a and
b and starting from the random position η ∈ [a, S]; suppose that the FPT of X(µ) through S from
below has an assigned probability density f and denote by f̂(θ) =
∫∞
0 e
−θtf(t)dt, θ ≥ 0, the Laplace
transform of f. Then, if there exists a solution g to the IFPT problem for X(µ), its Laplace transform
ĝ must satisfy the equation:
f̂(θ) =
[
θe2a
√
µ2+2θĝ
(√
µ2 + 2θ + µ
)
+
(
µ2 + θ + µ
√
µ2 + 2θ
)
ĝ
(
µ−
√
µ2 + 2θ
)]
×
[
θe−S(
√
µ2+2θ−µ)e2a
√
µ2+2θ +
(
µ2 + θ + µ
√
µ2 + 2θ
)
eS(
√
µ2+2θ+µ)
]−1
, θ ≥ 0. (2.16)
In particular, if µ = 0, the above formula takes the form:
f̂(θ) =
ĝ(
√
2θ) + ĝ(−√2θ)e−2a
√
2θ
e−S
√
2θ + e(S−2a)
√
2θ
, θ ≥ 0. (2.17)
Furthermore, if µ = 0 and if the density g is required to be symmetric with respect to (a + S)/2,
then:
ĝ(θ) =
e−Sθ + e−(2a−S)θ
1 + e(S−a)θ
f̂
(
θ2
2
)
, θ ≥ 0. (2.18)
Proof. By using (2.8) with M (µ)(θ, x) = f̂(θ|x), we have:
f̂(θ) =
∫ S
a
f̂(θ|x)g(x)dx
= e−S(
√
µ2+2θ−µ)
[
θe−2(S−a)
√
µ2+2θ + µ2 + θ + µ
√
µ2 + 2θ
]−1
×∫ S
a
ex(
√
µ2+2θ−µ)
[
θe−2(x−a)
√
µ2+2θ + µ2 + θ + µ
√
µ2 + 2θ
]
g(x) dx .
The integral can be written as∫ S
a
[
θe−x(
√
µ2+2θ+µ)e2a
√
µ2+2θ + ex(
√
µ2+2θ−µ)
(
µ2 + θ + µ
√
µ2 + 2θ
)]
g(x)dx
= θe2a
√
µ2+2θĝ(
√
µ2 + 2θ + µ) +
(
µ2 + θ + µ
√
µ2 + 2θ
)
ĝ(
√
µ2 + 2θ − µ).
Thus, by inserting this in the formula above, (2.16) follows, after some manipulation. Formula
(2.17) is soon obtained, by taking µ = 0; moreover, if one seeks that the density g is symmetric
with respect to (a+S)/2, namely ĝ(−θ) = e(a+S)θ ĝ(θ), one can explicit formula (2.17) with respect
to the Laplace transform of g, and (2.18) follows.

Remark 2.5 Notice that, as in the case of the IFPT problem for ordinary diffusions, i.e. without
reflecting (see e.g. [3]), [4], [25] ) the function ĝ may not be the Laplace transform of some
probability density function; in that case the IFPT problem has no solution. This is the reason
why Theorem 2.4 is formulated in a conditional form. This kind of difficulty in showing the existence
of a solution to an inverse first-passage time problem is common to another type of inverse problem
(see e.g. [5]), in which one has to find the shape of the moving barrier S(t) in such a way that the
FPT of X(t) over S(t) for deterministic fixed initial condition, has a predetermined distribution F.
A numerical solution to that inverse problem was found in [5]; the existence of the solution is, at
the moment, a still open problem (see e.g. [46]).
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If we replace reflected drifted Brownian motion with a more general reflected diffusion, we still
obtain (2.15), of course; however, even if the explicit form of the Laplace transform f̂(θ|x) of
the conditional FPT density f(t|x) is available, in general the expression (2.15) cannot be put
in relation with the Laplace transform of g calculated in some point (this happens for reflected
drifted Brownian motion, thanks to the particular form of the Laplace transform of the FPT,
which depends on x only by means of exponentials of linear functions of x (see (2.8)).
If f̂(θ) is analytic in a neighbor of θ = 0, then the k−th order moments of τS exist finite and
they are obtained in terms of f̂(θ) by E(τkS) = (−1)k ∂
k
∂θk
f̂(θ)|θ=0. The same thing holds for the
moments of η, if ĝ(θ) is analytic. In the case of reflected drifted Brownian motion, by inserting the
expression of E(τ
(µ)
S (x)) given by (2.12) into the equation
E(τ
(µ)
S ) =
∫ S
a
E(τ
(µ)
S (x))g(x)dx,
after some manipulation, we obtain:
E(τ
(µ)
S ) =
1
µ
E(S − η)− 1
2µ2
e2µaE
(
e−2µη − e−2µS) . (2.19)
Since it must be E(τ
(µ)
S ) ≥ 0, we obtain the compatibility condition:
1
µ
E(S − η) ≥ 1
2µ2
e2µaE
(
e−2µη − e−2µS) . (2.20)
In particular, if µ > 0 we have − 1
2µ2
e2µaE
(
e−2µη − e−2µS) ≤ 0, because η ≤ S; so from (2.19) we
also obtain:
E(τ
(µ)
S ) ≤
1
µ
E(S − η). (2.21)
Letting µ go to zero in (2.19), we get:
E(τ
(0)
S ) = −E(η2) + 2aE(η) + S(S − 2a), (2.22)
and the compatibility condition for µ = 0 becomes
−E(η2) + 2aE(η) + S(S − 2a) ≥ 0.
Finally, taking into account that E(S − η) ≥ 0, we get from (2.19):
µE(τ
(µ)
S ) ≥ −
1
2µ
e2µaE
(
e−2µη − e−2µS) . (2.23)
The compatibility conditions above are necessary so that the solution to the IFPT problem for
regulated drifted BM exists, in the case of analytic Laplace transforms f̂ and ĝ.
Remark 2.6 For regulated drifted BM X(µ), starting from η ∈ [a, S], we have considered the FPT
through S from below. In analogous way, if η ∈ [S, b], one can consider τ˜ (µ)S , namely the FPT
of X(µ) through S from above. By using the same arguments of Proposition 2.4, and (2.5), it is
possible to write the Laplace transform of τ˜
(µ)
S in terms of the Laplace transform of η, if it exists;
for instance, if µ = 0, and we suppose that the density of η is symmetric with respect to (S + b)/2,
then the solution g to the IFPT from above has the following Laplace transform (cf. with (2.18)):
ĝ(θ) =
e−Sθ + e−(2b−S)θ
1 + e(S−b)θ
f̂
(
θ2
2
)
, θ ≥ 0. (2.24)
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Throughout the rest of the paper, for IFPT problem we will mean the problem concerning the
FPT from below, namely, τS .
Remark 2.7 Let X(t) be regulated BM; if τS has Gamma distribution, there is no hope that there
exists the solution g to the IFPT problem, with g symmetric with respect to (a + S)/2. In fact,
suppose that f(t) is a Gamma density with some parameters α, λ > 0, namely f̂(θ) =
(
λ
θ+λ
)α
and
take a = 0 and S = 1 for the sake of simplicity; then, inserting this expression of f̂(θ) into (2.18),
and calculating the second derivative at zero of the candidate ĝ, we see that it is ≤ 0, implying
that ĝ is not the Laplace transform of any density g of η, since it should be E(η2) = ĝ′′(0) ≤ 0,
which is impossible.
Now, we further investigate the question of the existence of solutions to the IFPT problem.
Referring to regulated drifted BM, we will prove the existence of the density g of the initial position
η ∈ [a, S] for a class of FPT densities f. For the sake of simplicity, we limit ourselves to the case
when µ = 0, a = 0, S = 1 < b and g is required to be symmetric with respect to 1/2; in fact, for
µ 6= 0 the calculations involved are far more complicated.
For any integer k ≥ 0, set Ik(θ) =
∫ 1
−1 e
−θxxkdx; as easily seen, I0(θ) = 2 sinh(θ)/θ and the recursive
relation Ik(θ) =
(−1)keθ−e−θ
θ +
k
θ Ik−1(θ) allows to calculate Ik(θ), for every k.
The following Proposition gives a sufficient condition, in order that there exists the solution to
the IFPT problem for regulated BM.
Proposition 2.8 Let X be regulated BM between the boundaries 0 and b, and let S = 1 < b;
suppose that the Laplace transform of f(t) has the form:
f̂(θ) = f̂2k(θ) :=
cosh(
√
θ/2)
cosh(
√
2θ)
(
1 +
1
2k
)[√
2
θ
sinh
(√
θ
2
)
− I2k
(√
θ
2
)]
, (2.25)
for some integer k > 0. Then, there exists the solution g = g2k of the IFPT problem for X, relative
to the FPT density f, and it results:
g2k(x) =
(
1 +
1
2k
)(
1− (2x− 1)2k
)
, x ∈ (0, 1). (2.26)
Proof. We verify that g2k is the solution of the IFPT problem; a simple calculation shows that
ĝ2k(θ) =
(
1 +
1
2k
)
e−θ/2
[
2
θ
sinh(θ/2)− I2k(θ/2)
]
.
Since g2k is symmetric with respect to 1/2, the result follows by inserting ĝ2k into (2.18).

Remark 2.9 A straightforward calculation shows that, if η ∈ (0, 1) has density g2k, then E(η2) =
4k+5
6(2k+3) . By inserting E(η
2) into (2.22) with a = 0, S = 1, we obtain that the FPT-distribution
corresponding to f̂2k has mean E(τ
(0)
1 ) =
8k+13
6(2k+3) .
As an application of the results for regulated BM, we consider now the piecewise-continuous
process ξ(t), obtained by superimposing to BM a jump process, namely, for η ∈ [a, S] and t < T, we
set ξ(t) = η +Bt, where T is an exponentially distributed time with parameter λ > 0; we suppose
that for t = T the process ξ(t) makes an upward jump and it crosses the barrier S, irrespective of its
state before the occurrence of the jump. This kind of behavior is observed e.g. in the presence of a
so called catastrophes (see e.g. [18]). Next, let us consider the reflected diffusion X with boundaries
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a, b, associated to ξ. Then, for η ∈ [a, S] the FPT of X over S is τS = inf{t > 0 : X(t) ≥ S}.
Conditionally on η = x, we have:
P (τS(x) ≤ t) = P (τS(x) ≤ t|t < T )P (t < T ) + 1 · P (t ≥ T ) = P (τS(x) ≤ t)e−λt + (1− e−λt).
Taking the derivative, we obtain the FPT density of X, conditional to the starting position x :
f(t|x) = e−λtf(t|x) + λe−λt
∫ +∞
t
f(s|x)ds.
By straightforward calculations, we obtain its Laplace transform:
f̂(θ|x) =
∫ ∞
0
e−θtf(t|x)dt = θ
λ+ θ
f̂(λ+ θ|x) + λ
λ+ θ
, θ ≥ 0.
Finally, from the equation f̂(θ) =
∫ S
a f̂(θ|x)g(x)dx, where f is the FPT density of X, and g is the
density of η, we get f̂ . For the sake of simplicity, we limit ourselves to the case when a = 0 and the
density g is symmetric with respect to S/2. Then, by using Theorem 2.4, we get:
f̂(θ) =
1
λ+ θ
θ · ĝ
(√
2(λ+ θ)
)(
1 + eS
√
2(λ+θ)
)
2 cosh
(
S
√
2(λ+ θ)
) + λ
 .
Thus, by solving with respect to ĝ(θ), we have obtained:
Proposition 2.10 For a = 0 < S < b, if there exists a function g, symmetric with respect to S/2,
which is the solution to the IFPT problem of X(t), relative to S and the FPT density f , then its
Laplace transform is given by:
ĝ(θ) =
2 cosh(Sθ)
(θ2/2 − λ)(1 + eSθ)
[
θ2
2
f̂
(
θ2
2
− λ
)
− λ
]
. (2.27)

Remark 2.11 For λ = 0, namely when no jump occurs, (2.27) reduces to (2.18) with a = 0.
2.3 Reduction of reflected diffusions to reflected Brownian motion
In certain cases, a reflected diffusion X can be reduced to reflected BM by a variable change; by
using this approach, we shall extend to reflected diffusions the results obtained for reflected BM.
On the analogy of the definition holding for ordinary diffusions (see e.g. [4], [5]), we introduce the
following:
Definition 2.12 Let X(t) be a diffusion with reflecting boundaries a and b, which is driven by the
SDER:
dX(t) = µ(X(t))dt + σ(X(t))dBt + dLt − dUt, X(0) = x ∈ [a, b].
We say that X(t) is conjugated to regulated BM if there exists an increasing differentiable function
V (x), with V (0) = 0, such that X(t) = V −1
(
Bt + V (x) + Lt − U t
)
, for any t ≥ 0, where Lt =
V ′(a)Lt and U t = V ′(b)Ut are regulators.
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A class of reflected diffusions which are conjugated to regulated BM is given by processes which
are solutions of SDERs such as:
dX(t) =
1
2
σ(X(t))σ′(X(t))dt + σ(X(t))dBt + Lt − Ut, X(0) = x (2.28)
with σ(·) ≥ 0. Indeed, if the integral V (x) := ∫ x 1σ(r)dr is convergent, by Itoˆ’s formula for reflected
diffusions (see e.g. [21]), one gets V (X(t)) = Bt + V (x) + V
′(a)Lt − V ′(b)Ut).
Let us consider a diffusion X, with reflecting boundaries a and b, which is conjugated to regulated
BM via the function V. Then, the process Y (t) := V (X(t)) is regulated BM between the boundaries
V (a) and V (b), starting from V (x), that is:
Y (t) = V (x) +Bt + Lt − U t ,
where Lt = V
′(a)Lt and U t = V ′(b)Ut are the regulators of Y (t), which increase only when
Y = V (a) and Y = V (b), respectively Thus, for x ∈ [a, S] :
τS(x) = inf{t ≥ 0 : X(t) = S|X(0) = x} = inf{t ≥ 0 : Y (t) = V (S)} = τYS′(V (x)),
where S′ = V (S) and the superscript refers to the process Y. Moreover, if the initial position
η = X(0) ∈ [a, S] is random, its density g(x) is related to the corresponding density g˜ of the
initial position η˜ = V (η) ∈ [V (a), V (S)] of Y (t), by the equation g˜(y) = g(V −1(y))(V −1)′(y), y ∈
[V (a), V (S)]. Furthermore, the density f(t) of τS and its Laplace transform are:
f(t) =
∫ V (S)
V (a)
fY (t|V (y))g˜(y)dy and f̂(θ) =
∫ V (S)
V (a)
f̂Y (θ|V (y))g˜(y)dy,
where fY (t|y) is the density of τYS′(y) and f̂Y (θ|y) is its Laplace transform. Therefore, if X is
conjugated to regulated BM via the function V, then the solution g to the IFPT problem for X,
relative to the FPT density f and the barrier S, can be written in terms of the solution g˜ to the
IFPT problem for regulated BM Y (t) relative to the FPT density f and the barrier V (S), by using
that g(x) = g˜(V (x))V ′(x). From Theorem 2.4 it follows that the Laplace transform of g˜ satisfies
(2.17), with ĝ replaced by ̂˜g, η replaced with η˜, a replaced with V (a), and S replaced with V (S);
in particular, if one seeks that g˜ is symmetric with respect to (V (a) + V (S))/2, then (see (2.18))
the Laplace transform of g˜ is explicitly given by:
̂˜g(θ) = e−V (S)θ + e−(2V (a)−V (S))θ
1 + e(V (S)−V (a))θ
f̂
(
θ2
2
)
, θ ≥ 0. (2.29)
By inverting this Laplace transform, one can get g˜ and therefore g.
3 A few examples
Example 1 Let X(t) be regulated BM with boundaries a, b (a < S < b), starting from η ∈ [a, S]
and consider the FPT density:
f(t) =
1
(S − a)2
∞∑
k=0
exp
[
−
(
k + 12
)2
pi2t
2(S − a)2
]
, (3.1)
or the corresponding FPT Laplace transform:
f̂(θ) =
tanh((S − a)
√
2θ)
(S − a)√2θ . (3.2)
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Then, the solution g to the IFPT problem for X(t) is the uniform density in (a, S).
To verify this, we proceed backwardly; suppose that g(x) = 1(a,S)(x)
1
S−a , so:
ĝ(θ) =
∫ S
a
e−θxg(x)dx =
e−aθ − e−Sθ
(S − a)θ .
Since g is symmetric with respect (a+ S)/2, we can use (2.18); after calculation, we obtain:
f̂(θ) =
sinh((S − a)√2θ)√
2θ(S − a) cosh(
√
2θ(S − a)) ,
which yields (3.2). In particular, for a = 0, S = 1, (3.1) and (3.2) become:
f(t) =
∞∑
k=0
exp
[
−1
2
(
k +
1
2
)2
pi2t
]
and f̂(θ) =
tanh(
√
2θ)√
2θ
. (3.3)
The first three moments of this FPT distribution are E
[
τ
(0)
1
]
= 23 , E
[
(τ
(0)
1 )
2
]
= 1615 , E
[
(τ
(0)
1 )
3
]
=
272
105 , and the solution g to the IFPT problem is the uniform density in (0, 1).
Example 2 For a = 0 < S < b, let X(t) be regulated BM starting from η ∈ [a, S], and consider
the FPT density whose Laplace transform is:
f̂(θ) =
pi2
2
1 + cosh(S
√
2θ)
cosh(S
√
2θ)(2θS2 + pi2)
(if e.g. S = 1, the Taylor expansion of f̂ up to the second order is f̂(θ) = 1 − (12 + 2π2 ) θ +(
5
12 +
1
π2
+ 4
π4
)
θ2 + o(θ2), θ → 0). Then, the solution to the IFPT problem for X is g(x) =
π
2S sin
(
πx
S
)
, x ∈ (0, S).
In fact, if we search for a solution which is symmetric with respect to S/2, we find by (2.18) that
ĝ(θ) = π
2
2
(1+e−θS)
θ2S2+π2
, which is indeed the Laplace transform of the function g(x) above.
Example 3 Take a = 0, S = 1, and let X(t) be regulated BM starting from η ∈ [0, 1]; consider
the FPT density whose Laplace transform is:
f̂(θ) =
(
1 + e
√
2θ
)(
e
√
2θ − 2e
√
θ/2 + 1
)
θ cosh(
√
2θ)e
√
2θ
(the Taylor expansion of f̂ up to the second order is f̂(θ) = 1− 1724θ + 8111440θ2 + o(θ2), θ → 0).
Then, the solution to the IFPT problem for X is the triangular density in [0, 1] :
g(x) =
{
4x, x ∈ [0, 12 ]
4x(1− x), x ∈ (12 , 1]
.
In fact, if we search for a solution which is symmetric with respect to 1/2, we find by (2.18) that
ĝ(θ) = 4
θ2
(
1− e−θ/2)2 , which is indeed the Laplace transform of the function g(x) above.
Example 4 Take a = 0, S = 1, and let X(t) be regulated BM starting from η ∈ [0, 1]; consider
the FPT density whose Laplace transform is:
f̂(θ) =
3
(
1 + e
√
2θ
)(
e−
√
2θ(
√
2θ + 2) +
√
2θ − 2
)
θ
√
2θ
(
e
√
2θ + e−
√
2θ
)
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(the Taylor expansion of f̂ up to the second order is f̂(θ) = 1− 710θ + 3970θ2 + o(θ2), θ → 0).
Then, the solution g to the IFPT problem for X is a Beta density in [0, 1], i.e. g(x) = 6x(1 − x).
In fact, if we search for a solution which is symmetric with respect to 1/2, we find by (2.18) that
ĝ(θ) = 6
θ3
(
(θ + 2)e−θ + θ − 2) , which is indeed the Laplace transform of the function g(x) above.
Notice that f̂ and g are obtained as special cases of f̂2k and g2k of Proposition 2.8, for k = 1.
Example 5 For 0 = a < S < b let X be the jump-process considered at the end of subsection 2.2.,
and let:
f̂(θ) =
1
λ+ θ
[
θ · tanh(S
√
2(λ+ θ))
S
√
2(λ+ θ)
+ λ
]
.
By Laplace inversion, one obtains:
f(t) = e−λt
[ ∞∑
k=0
(
1
S2
+
2λS2
(k + 12 )
2pi2
)
exp
(
−(k + 1/2)
2pi2t
2S2
)]
,
which can be written as
f(t) = e−λtφ(t) + λe−λt
∫ ∞
t
φ(s)ds, (3.4)
where φ(t) is the FPT density considered in Example 1 with a = 0, i.e.:
φ(t) =
1
S2
∞∑
k=0
exp
(
−(k + 1/2)
2pi2t
2S2
)
. (3.5)
Then, the solution g to the IFPT problem for X(t), relative to S ∈ (0, b) and f̂ , which is symmetric
with respect to S/2, is the uniform density in (0, S).
To verify this, it suffices to insert g(x) = 1(0,S)(x)
1
S into the equation (2.27) and to make some
arrangements, by taking also into account the properties of Laplace transform.
Example 6 (Reflected geometric Brownian motion). Let 0 < a < S < b, and X(t) the solution of
the SDER:
dX(t) = rX(t)dt+ σX(t)dBt + dLt − dUt, X(0) = η ∈ [a, S],
where r and σ are positive constant. The equation without reflecting is well-known in the framework
of Mathematical Finance, since it describes the time evolution of a stock price. As easily seen,
lnX(t) = ln η+µt+σBt+ L¯t− U¯t, where µ = r−σ2/2 and L¯t, U¯t are regulators; thus, lnX(t)/σ is
regulated BM with drift µ/σ, between the boundaries ln aσ ,
ln b
σ . Then, the IFPT problem for X(t)
relative to S and the FPT density f, is reduced to the IFPT problem for regulated drifted BM,
starting from ln ησ , relative to
lnS
σ and the same FPT density f. Explicit examples can be obtained
from Examples 1-4.
Example 7 Let X be a reflected diffusion in [a, b], which is conjugated to regulated BM via the
function V ; then, examples of solutions to the IFPT problem for X can be obtained from Examples
1-4 regarding regulated BM.
For instance, let us consider the FPT density
f(t) =
1
(V (S)− V (a))2
∞∑
k=0
exp
[
−
(
k + 12
)2
pi2t
2(V (S)− V (a))2
]
, (3.6)
Then, the solution to the IFPT problem for X relative to the barrier S (a < S < b) is:
g(x) =
V ′(x)
V (S)− V (a) · 1(a,S)(x). (3.7)
12
In fact, from (2.29) and Example 1, η˜ = V (η) turns out to be uniformly distributed in the interval
(V (a), V (S)), and so the relation g(x) = g˜(V (x))V ′(x) yields (3.7).
As explicit examples of reflected diffusionsX which are conjugated to regulated BM, we mention
the following.
(i) The process driven by
dX(t) =
1
3
X(t)1/3dt+X(t)2/3 dBt + dLt − dUt , X(0) = η ∈ [a, b], (3.8)
which is conjugated to regulated BM via the function V (x) = 3x1/3 i.e. X(t) =
(
η1/3 + 13Bt + Lt − U t
)3
.
Here, as well as in the next examples, Lt = V
′(a)Lt and U t = V ′(b)Ut .
(ii) For c > 0, the process driven by
dX(t) =
3c2
8
(X(t))1/2dt+ c(X(t))3/4 dBt + dLt − dUt , X(0) = η ∈ [a, b] (a ≥ 0), (3.9)
which is conjugated to regulated BM via the function V (x) = 4cx
1/4 i.e. X(t) =
(
η1/4 + c4Bt + Lt − U t
)4
.
(iii) (Feller process or CIR model)
For b > a ≥ 0, the process driven by
dX(t) =
1
4
dt+
√
X(t) dBt + dLt − dUt ,X(0) = η ∈ [a, b], (3.10)
which is conjugated to regulated BM via the function V (x) = 2
√
x i.e. X(t) = 14(Bt + 2
√
η + Lt −
U t)
2. Notice that the process is always ≥ 0.
(iv) (Wright & Fisher-like process)
For 0 ≤ a < b ≤ 1, the process driven by:
dX(t) =
(
1
4
− 1
2
X(t)
)
dt+
√
X(t)(1 −X(t)) dBt + dLt − dUt ,X(0) = η ∈ [a, b],
which is conjugated to regulated BM via the function V (x) = 2 arcsin
√
x. This equation is used
for instance in the Wright-Fisher model for population genetics and in certain diffusion models for
neural activity [28]; it results X(t) = sin2(Bt/2 + arcsin
√
η + Lt − U t) and so X(t) ∈ [0, 1] for all
t ≥ 0. Notice that, if we take a = 0 and b = 1, both boundaries are attainable and there is no need
for reflection in a and b, because the process without reflecting cannot exit the interval [0, 1], for
any time t (see e.g. [4]).
If the FPT density is given by (3.6), from (3.7) we obtain that the solutions to the IFPT
problems for the processes (i)–(iv) above, relative to the barrier S, are explicitly given by:
g(x) =
[
3x2/3
(
S1/3 − a1/3)]−1 · 1(a,S)(x) (i), g(x) = 14 [x3/4 (S1/4 − a1/4)]−1 · 1(a,S)(x) (ii),
g(x) = 12
[√
x
(√
S −√a
)]−1
·1(a,S)(x) (iii), and g(x) = 12
[(
arcsin
√
S − arcsin√a
)√
x(1− x)
]−1
·
1(a,S)(x) (iv).
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