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Abstract
The EPW (Electron-Phonon coupling using Wannier functions) software is a Fortran90 code that uses density-
functional perturbation theory and maximally localized Wannier functions for computing electron-phonon couplings
and related properties in solids accurately and efficiently. The EPW v4 program can be used to compute electron
and phonon self-energies, linewidths, electron-phonon scattering rates, electron-phonon coupling strengths, trans-
port spectral functions, electronic velocities, resistivity, anisotropic superconducting gaps and spectral functions
within the Migdal-Eliashberg theory. The code now supports spin-orbit coupling, time-reversal symmetry in non-
centrosymmetric crystals, polar materials, and k and q-point parallelization. Considerable effort was dedicated to
optimization and parallelization, achieving almost a ten times speedup with respect to previous releases. A computer
test farm was implemented to ensure stability and portability of the code on the most popular compilers and architec-
tures. Since April 2016, version 4 of the EPW code is fully integrated in and distributed with the Quantum ESPRESSO
package, and can be downloaded through QE-forge at http://qe-forge.org/gf/project/q-e.
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1. Introduction
The electron-phonon coupling plays a crucial role in
a wealth of phenomena, including the electron velocity
renormalization [1] and lifetimes [2, 3], phonon soft-
ening [4] and lifetimes [5, 6], phonon-assisted absorp-
tion [7–9], critical temperature in conventional super-
conductors [10–14], resistivity [15, 16] and the renor-
malization of electronic excitation energies [17–39].
Nowadays, most first-principles software packages
for periodic solids provide ground-state electronic prop-
erties through density-functional theory (DFT) [40,
41]. Vibrational properties such as phonon frequen-
cies and electron-phonon matrix elements are usually
computed within density-functional perturbation theory
(DFPT) [42–45]. All the aforementioned properties re-
quire very fine sampling of the electron and phonon
wavevectors to achieve numerical convergence of the re-
quired Brillouin Zone (BZ) integrals [35, 38, 46].
There has been a renewed interest in developing new
methods and software to address this problem in a com-
putationally feasible way. Electron-phonon matrix ele-
ments computed using DFPT can be linearly interpo-
lated [47] or extrapolated [38]. The use of supercell
with localized basis set [48] and Fermi surface harmon-
ics [49, 50] have also been investigated.
The EPW code addresses the problem of computing
electron-phonon matrix elements on a fine sampling of
the BZ through maximally localized Wannier functions
(MLWFs) [51–53] and generalized Fourier interpola-
tion [46]. After the development of the EPW software
similar efforts also based on the MLWFs of electron-
phonon matrix elements were reported [54–56].
The EPW project [57] started in 2006 with a first pub-
lic release of the code in 2010 under a GNU General
Public License (GPL) [58]. Most of the theoretical de-
velopment of the code is described in Refs. [46, 59, 60],
while the EPW code and basic functionalities have been
described Ref. [61]. In this paper we will therefore fo-
cus on the new developments and functionalities added
since the publication of Ref. [61].
The manuscript is organized as follows. Section 2
summarizes the capabilities and new features of the
code. Section 3 outlines the theory and main equa-
tions used to compute standard electron-phonon prop-
erties, while the case of polar materials is discussed in
Section 4. The implementation of the superconduct-
ing formalism based on the Migdal-Eliashberg theory
is presented in Section 5. Basic electronic transport
properties and associated electronic velocities are de-
scribed in Sections 6 and 7. The new developments
related to parallelization and speedup of the EPW soft-
ware are presented in Section 8. The code is currently
tested on a wide range of compilers and architectures
using a Buildbot test farm, as described in Section 9. Fi-
nally, we highlight in Section 10 the new capabilities of
EPW through five physically relevant examples: spectral
functions and linewidths of B-doped diamond; scatter-
ing rate of undoped Si; spectral function and electronic
resistivity of Pb with and without spin-orbit coupling;
electron-phonon matrix elements for the polar semicon-
ductor GaN; and superconducting properties of MgB2
based on the Migdal-Eliashberg theory.
2. Functionalities and technical release
The EPW software is a freely available Fortran90
code for periodic systems that relies on DFPT and
MLWFs to compute properties related to the electron-
phonon coupling on very fine electron (k) and phonon
(q) wavevector grids.
The software is now fully integrated into the Quantum
ESPRESSO [62] software package, and uses the capa-
bilities of the wannier90 [53] code as an internal li-
brary. EPW supports norm-conserving pseudopotentials
with or without non-linear core-corrections [63–65] as
well as Hamann multi-projector norm-conserving po-
tentials [66, 67]. Many different exchange-correlation
functionals are supported in the framework of the local-
density (LDA) [63, 68] or generalized-gradient approx-
imation (GGA) [69].
The EPW code is based on the same file format as
Quantum ESPRESSO and therefore supports text, bina-
ries and Extensible Markup Language (XML).
The current version 4.0 of EPW includes around 16800
lines of code that rely on BLAS, LAPACK and FFTW3
external libraries, as well as on several routines of
Quantum ESPRESSO. The code is parallelized using a
message passing interface (MPI) library. The software
has its own dedicated website http://epw.org.uk
and forum http://epwforum.uk.
EPW can calculate:
• the electron linewidth Σ′′nk and phonon linewidth
Π′′qν, see Eqs. (3) and (4);
• the electron scattering rate τ−1nk , see Eq. (61);
• the nesting function ζq, see Eq. (7);
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• the electron-phonon coupling strength λqν, see
Eq. (11).
Recent developments and new functionalities since
EPW v. 2.3 include:
• the code is integrated in the latest Quantum
ESPRESSO distribution (v. 5.3);
• the spin-orbit coupling is now implemented;
• the treatment of time-reversal symmetry of non-
centrosymmetric crystal is now supported;
• the polar electron-phonon vertex interpolated us-
ing MLWFs now correctly captures the long-
wavelength singularity in polar materials. This en-
ables calculations for semi-conductors and insula-
tors in addition to metals;
• the calculation of the Allen-Dynes superconductiv-
ity critical temperature, see Eq. (16);
• the anisotropic Eliashberg spectral function α2F,
see Eq. (33);
• the anisotropic superconducting gap ∆nk within the
Eliashberg theory, see Eqs. (44) and (45);
• the specific heat in the superconducting state, see
Eq. (47);
• the tunneling density of states, see Eq. (52);
• Ziman’s resistivity formula, see Eq. (54);
• the transport spectral function α2trF, see Eq. (55);
• electronic velocities in the local approximation
v˜mnk, see Eq. (60);
• tutorials, documentation and website have been re-
vamped to improve user experience. A forum has
been created;
• a test farm has been set up in order to ensure porta-
bility of the code on many architectures and com-
pilers.
The EPW name and logo (see Fig. 1) are now
an officially registered trademark with number
UK00003123373. The software is nonetheless free
and released under a GNU General Public License.
Companies or individuals who wish to use the EPW
name and/or logo should contact Prof. F. Giustino
(feliciano.giustino@materials.ox.ac.uk).
Figure 1: The EPW name and logo are now an officially registered
trademark. The software is free and under a GNU license.
3. Electron and phonon self-energies and electron-
phonon coupling strength
In this section we give a brief summary of the basic
physical quantities that can be computed using the EPW
software. Detailed derivation of the equations can be
found in Refs. [46] and [59]. All equations presented in
this work are expressed in atomic unit where me = ~ =
kB = 1.
The first-order electron-phonon matrix element can
be computed using DFPT as:
gmn,ν(k,k′) =
1√
2ωk′−kν
〈ψmk′ |∂k′−kνV |ψnk〉, (1)
which quantifies a scattering process between the
Khon-Sham states mk′ and nk. The matrix elements
can conveniently be written as gmn,ν(k,q) instead of
gmn,ν(k,k + q) using the phonon wavevector q = k′ − k:
gmn,ν(k,q) =
1√
2ωqν
〈ψmk+q|∂qνV |ψnk〉, (2)
where ∂qνV is the derivative of the self-consistent poten-
tial associated with a phonon of wavevector q, branch
index ν, and frequency ωqν. The nucleus masses are al-
ready included in the phonon eigenmodes. The ψnk is
the electronic wavefunction for band n and wavevector
k, with εnk being the associated eigenvalue. The elec-
tron (Σ) and phonon (Π) self-energies at the tempera-
ture T for metals and doped semiconductors are given
by [61, 70]:
Σnk(ω,T ) =
∑
mν
∫
BZ
dq
ΩBZ
|gmn,ν(k,q)|2
×
[ nqν(T ) + fmk+q(T )
ω − (εmk+q − εF) + ωqν + iδ
+
nqν(T ) + 1 − fmk+q(T )
ω − (εmk+q − εF) − ωqν + iδ
]
, (3)
3
Πqν(ω,T ) = 2
∑
mn
∫
BZ
dk
ΩBZ
|gmn,ν(k,q)|2
× fnk(T ) − fmk+q(T )
εnk − εmk+q − ω − iδ , (4)
where the factor 2 accounts for the spin degeneracy, εF
is the Fermi energy, nqν(T ) = [exp(
ωqν
T ) − 1]−1 is the
Bose-Einstein distribution, fnk(T ) is the electronic oc-
cupation at wavevector k and band n and, δ is a small
positive real parameter which guarantees the correct an-
alytical structure of the self-energies, and avoids numer-
ical instabilities. The physical interpretation of δ is re-
lated to the finite lifetime of the electronic states. The
integrals extend over the Brillouin Zone (BZ) of volume
ΩBZ.
Note that Eq. (3) does not contain the real and static
Debye-Waller term that is usually found when study-
ing semiconductors or insulators [36, 70–73]. Instead,
when studying metals and doped semiconductors, we
compute the real part of the electron self energy as:
Σ˜′nk(ω,T ) = Σ
′
nk(ω,T ) − Σ′nk(ω = εF,T ), (5)
where Σ′nk is the real part of the electron self-energy de-
fined in Eq. (3). Eq. (5) is motivated by the fact that
the Debye-Waller term ΣDWnk is real, static and because
the volume enclosed by the Fermi surface must be con-
served after Luttinger’s theorem [74]:
<Σnk(ω = εF,T ) + ΣDWnk (T ) = 0. (6)
The code can also compute the Fermi surface nesting
function defined as [75]:
ζq =
∑
nm
∫
BZ
dk
ΩBZ
δ(εnk − εF)δ(εmk+q − εF). (7)
The nesting function is a property of the Fermi sur-
face and is non-zero for wave-vectors that connect two
points on the Fermi surface.
The electron and phonon linewidths can be obtained
from the imaginary part of the electron (Σ′′) and phonon
(Π′′) self-energy [46]:
Σ′′nk(ω,T ) = pi
∑
mν
∫
BZ
dq
ΩBZ
|gmn,ν(k,q)|2
×
{[
nqν(T ) + fmk+q(T )
]
δ(ω − (εmk+q − εF) + ωqν)
+
[
nqν(T ) + 1− fmk+q(T )]δ(ω− (εmk+q − εF)−ωqν)},
(8)
Π′′qν(ω,T ) = 2pi
∑
mn
∫
BZ
dk
ΩBZ
|gmn,ν(k,q)|2
× [ fnk(T ) − fmk+q(T )]δ(εnk − εmk+q − ω). (9)
The associated electronic spectral function is:
Ank(ω,T ) =
1
pi
|Σ′′nk(ω,T )|
|ω − (εnk − εF) − Σ˜′nk(ω,T )|2 + |Σ′′nk(ω,T )|
. (10)
Finally, the electron-phonon coupling strength asso-
ciated with a specific phonon mode ν and wavevector q
is:
λqν =
1
N(εF)ωqν
∑
nm
∫
BZ
dk
ΩBZ
× |gmn,ν(k,q)|2δ(εnk − εF)δ(εmk+q − εF), (11)
where N(εF) is the density of states per spin at the Fermi
level. From this, the isotropic Eliashberg spectral func-
tion can be obtained via an average over the BZ:
α2F(ω) =
1
2
∑
ν
∫
BZ
dq
ΩBZ
ωqνλqνδ(ω − ωqν). (12)
4. Electron-phonon coupling in polar materials
In polar materials, electrons can interact strongly with
longitudinal optical modes, which give rise to electron-
phonon matrix elements gmn,ν(k,q) that diverge as 1/|q|
for |q| → 0 [38, 76]. The treatment of such divergence
when performing Wannier interpolation has been very
recently proposed [55, 60]. The way to tackle this prob-
lem is to split the electron-phonon matrix elements into
a short- (S) and a long-range (L) contribution [60]:
gmn,ν(k,q) = gSmn,ν(k,q) + g
L
mn,ν(k,q), (13)
where:
gLmn,ν(k,q) = i
∑
κ
( ~
2Mκωqν
)1/2
×
∑
G,−q
(q + G) ·Z∗κ · eκ,ν(q)
(q + G) · ε∞ · (q + G)
〈
ψmk+q
∣∣∣ei(q+G) · r∣∣∣ψnk〉.
(14)
In Eq. (14), Z∗ is the Born effective charge tensor, e is
the vibrational eigendisplacement vector and ε∞ is the
macroscopic dielectric permittivity tensor of the elec-
tronic system where the ions are considered fixed.
Most linear-response first-principles codes can com-
pute the full gmn,ν(k,q) of Eq. (13) in polar materials at
arbitrary q-points. However, due to the intrinsically lo-
calized nature of MLWFs, only the short range compo-
nent can be treated in a Wannier interpolation scheme.
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The strategy implemented in EPW consists of four
steps: (i) the full gmn,ν(k,q) is computed on a coarse grid
using DFPT, (ii) the long-range part gLmn,ν(k,q) is then
subtracted on that grid to obtain the short-range com-
ponent gSmn,ν(k,q), (iii) the standard Wannier electron-
phonon interpolation of Ref. [46] is applied to the short-
range component only, and finally (iv) the long-range
component is added back to the interpolated short-range
part for each arbitrary k and q-point. The overlap ma-
trices in Eq. (14) can be computed in the approximation
of small q + G [60] as:〈
ψnk
∣∣∣ei(q+G) · r∣∣∣ψmk+q〉 = [UkU†k+q]nm. (15)
The Wannier rotation matrices Unmk can be obtained at
arbitrary k and q-points through the interpolation of the
electronic Hamiltonian [52].
5. Phonon-mediated superconductors
Ab-initio calculations of phonon-mediated super-
conducting properties are based on the Bardeen-
Cooper-Schrieffer (BCS) theory [77]. There exist
three main approaches to the problem: (i) semi-
empirical methods based on the McMillan formula [78];
(ii) first-principles Green’s function methods based
on the Migdal-Eliashberg (ME) theory [79–81] and;
(iii) the density-functional theory for superconductors
(SCDFT) [11, 12, 82, 83].
Approaches (i) and (ii) are implemented in the EPW
code.
5.1. Allen-Dynes theory
The critical temperature Tc at which the phase transi-
tion occurs can be estimated with semi-empirical meth-
ods like the McMillan formula, later refined by Allen
and Dynes [84] to account for strong electron-phonon
coupling:
Tc =
ωlog
1.2
exp
(
− 1.04(1 + λ)
λ − µ∗c(1 + 0.62λ)
)
, (16)
where ωlog is a logarithmic average of the phonon fre-
quency, µ∗c is the Coulomb pseudopotential, and λ is the
electron-phonon coupling constant obtained by momen-
tum and mode integration of the electron-phonon cou-
pling strength of Eq. (11).
5.2. Anisotropic Migdal-Eliashberg theory
5.2.1. Nambu-Gor’kov generalized Green’s function
The superconducting state of a periodic system can
quantitatively be described by the Nambu-Gor’kov gen-
eralized Green’s function [59, 85–90]:
Gˆnk(iω j) =
[
Gnk(iω j) Fnk(iω j)
F∗nk(iω j) −Gn−k(−iω j)
]
, (17)
where iω j = i(2 j+1)piT ( j integer) are the fermion Mat-
subara frequencies. The Green’s function G on the diag-
onal of Eq. (17) describes single particle excitations and
F is the Gor’kov’s anomalous Green’s function, which
describes the Cooper-pair amplitude. This function is
nonzero below Tc.
Eq. (17) can be evaluated by solving Dyson’s equa-
tion:
Gˆ−1nk (iω j) = Gˆ
no−1
nk (iω j) − Σˆpank(iω j), (18)
where Gˆno is the non-interacting electron Green’s func-
tion, and Σˆpa is the self-energy describing the pairing
interaction.
The two components of Eq. (18) can be expressed
using a linear combination of Pauli matrices:
Gˆno
−1
nk (iω j) = iω jτˆ0 − (εnk − εF)τˆ3, (19)
and:
Σˆ
pa
nk(iω j) = iω j[1 − Znk(iω j)]τˆ0 + χnk(iω j)τˆ3
+ φnk(iω j)τˆ1 + φ¯nk(iω j)τˆ2, (20)
where the mass renormalization function Z, the energy
shift χ, and the order parameter φ are scalar functions to
be determined. The Pauli matrices are given by:
τˆ0 =
[
1 0
0 1
]
, τˆ1 =
[
0 1
1 0
]
, τˆ2 =
[
0 −i
i 0
]
, τˆ3 =
[
1 0
0 −1
]
.
(21)
Inserting Eqs. (19) and (20) into Eq. (18) and invert-
ing the matrix leads to:
Gˆnk(iω j) =
−1
θnk(iω j)
{
iω jZnk(iω j)τˆ0
+
[
εnk − εF + χnk(iω j)]τˆ3 + φnk(iω j)τˆ1 + φ¯nk(iω j)τˆ2},
(22)
where −θnk(iω j) is the determinant of Gˆ−1nk (iω j):
θnk(iω j) =
[
ω jZnk(iω j)
]2
+
[
εnk − εF + χnk(iω j)]2 + φ2nk(iω j) + φ¯2nk(iω j). (23)
In the normal state, Z and χ can be expressed as a
linear combination of the self-energy Σˆpa [88]:
iω j
[
1 − Znk(iω j)] = 1/2[Σˆpank(iω j) − Σˆpank(−iω j)] (24)
χnk(iω j) = 1/2
[
Σˆ
pa
nk(iω j) + Σˆ
pa
nk(−iω j)
]
, (25)
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where it has been assumed that Z and χ are both even
functions of k and ω j. Owing to the relationship be-
tween the Green’s functions on the diagonal of Eq. (17),
Gˆnk(iω j) = −Gˆn−k(−iω j), Eq. (22) leads to:
φ2nk(iω j) + φ¯
2
nk(iω j) = φ
2
n−k(−iω j) + φ¯2n−k(−iω j), (26)
which implies that φ and φ¯ are also even functions of
k and ω j. Furthermore, due to the form of the order
parameters in Eq. (20), it is expected that φ and φ¯ will
be proportional:
(φ, φ¯) =
(
φ0 cosα, φ0 sinα
)
. (27)
Without loss of generality, one can therefore choose the
gauge α = 0, which leads to φ¯ = 0.
5.2.2. Migdal-Eliashberg approximation
The Eliashberg theory is a generalization of the BCS
theory to include retardation effects [80, 81]. In the for-
mulation of Allen and Mitrovic´ [88] the pairing self-
energy is written as the sum of an electron-phonon and
a screened Coulomb interaction:
Σˆ
pa
nk(iω j) = Σˆ
ep
nk(iω j) + Σˆ
c
nk(iω j), (28)
with:
Σˆ
ep
nk(iω j) = −T
∑
mk′ j′ν
τˆ3Gˆmk′ (iω j′ )τˆ3
× |gmn,ν(k,k′)|2Dk−k′ν(iω j − iω j′ ), (29)
and:
Σˆcnk(iω j) =
− T
∑
mk′j′
τˆ3Gˆmk′ (iω j′ )τˆ3Vnk−mk′ (iω j − iω j′ ). (30)
Here V is the dynamically screened Coulomb interac-
tion between electrons, and D is the dressed phonon
propagator. The two Feynman diagrams associated with
Eq. (28) are given in Fig. 2.
Note that the two self-energies of Eqs. (29) and (30)
only contain the leading Feynman diagram. The ap-
proximation that allows one to neglect all other Feyn-
man diagrams is called the Migdal theorem [79] and
Σˆpank(iωj) =

Gˆmk′(iωj′)
Dˆk−k′ν(iωj − iωj′)
gnm,ν(k′,k) gmn,ν(k,k′) +
Vk−k′(iωj − iωj′)
Gˆmk′(iωj′)
Figure 2: Feynman diagrams of the pairing self-energy Σˆpank(iω j),
within the Migdal approximation.
rests on the observation that the neglected terms are of
the order of the square-root of the electron to ion mass
ratio. We also rely on the band-diagonal approxima-
tion [91–93], that neglects band-mixing (i.e. an addi-
tional band index) in G and Σ. Since the superconduct-
ing energy pairing is very small, such approximation
should be very good for non-degenerate bands.
The dressed phonon propagator can be expressed in
terms of its spectral representation as [88, 94]:
Dqν(iωl) = −
∫ ∞
0
dΩBqν(Ω)
2Ω
ω2l + Ω
2
, (31)
where iωl = i2pilT (l integer) is the boson Matsubara
frequency and B is the phonon spectral function, that
is the phonon density of states. Inserting Eq. (31) into
Eq. (29) leads to:
Σˆ
ep
nk(iω j) = T
∑
mk′ j′ν
∫ ∞
0
dΩτˆ3Gˆmk′ (iω j′ )τˆ3
× |gmn,ν(k,k′)|2Bk−k′ν(Ω) 2Ω(ω j − ω j′ )2 + Ω2 . (32)
The form of Eq. (32) allows one to introduce the
Eliashberg electron-phonon spectral function as fol-
lows:
α2F(nk,mk′,Ω)
= N(εF)
∑
ν
|gmn,ν(k,k′)|2Bk−k′ν(Ω), (33)
where N(εF) is the electron density of states at the Fermi
level. To compare with available experimental data, it
is worthwhile to define Fermi-surface-averaged spectral
functions:
α2F(nk,Ω)
=
1
N(εF)
∑
mk′
α2F(nk,mk′,Ω)δ(εmk′ − εF), (34)
and:
α2F(Ω) =
1
N(εF)
∑
nk
α2F(nk,Ω)δ(εnk − εF). (35)
The rationale for performing the averages around the
Fermi surface is that the phonon energy is usually much
smaller than the Fermi energy. However, the fully
anisotropic α2F(nk,mk′,Ω) has been implemented into
the EPW software in order to fully take into account
multi-band effects and systems of reduced dimension-
ality.
6
Now, inserting Eqs. (30), (32) and (33) into Eq. (28),
using Eq. (22) with φ¯ = 0 to evaluate Gˆnk(iω j), and
multiplying the Pauli matrices together lead to:
Σˆ
pa
nk(iω j) = −T
∑
mk′ j′
1
θmk′ (iω j′ )
{
iω jZmk′ (iω j′ )τˆ0
+ [εmk′ − εF + χmk′ (iω j′ )]τˆ3 − φmk′ (iω j′ )τˆ1
}
×
{
λ(nk,mk′, ω j − ω j′ )
N(εF)
− Vnk−mk′ (iω j − iω j′ )
}
, (36)
where θ is the same as Eq. (23) but with φ¯ = 0,
and where we have introduced the anisotropic electron-
phonon coupling strength:
λ(nk,mk′, ω j − ω j′ ) =∫ ∞
0
dΩ
2Ω
(ω j − ω j′ )2 + Ω2α
2F(nk,mk′,Ω). (37)
Direct comparison of the different Pauli matrix com-
ponents of Eq. (36) with Eq. (20) leads to a system of
three coupled non-linear equations:
Znk(iω j) = 1 +
T
ω j
∑
mk′ j′
ω j′Zmk′ (iω j′ )
θmk′ (iω j′ )
×
{
λ(nk,mk′, ω j − ω j′ )
N(εF)
− Vnk−mk′ (iω j − iω j′ )
}
, (38)
χnk(iω j) = −T
∑
mk′ j′
εmk′ − εF + χmk′ (iω j′ )
θmk′ (iω j′ )
×
{
λ(nk,mk′, ω j − ω j′ )
N(εF)
− Vnk−mk′ (iω j − iω j′ )
}
, (39)
and
φnk(iω j) = T
∑
mk′ j′
φmk′ (iω j′ )
θmk′ (iω j′ )
×
{
λ(nk,mk′, ω j − ω j′ )
N(εF)
− Vnk−mk′ (iω j − iω j′ )
}
. (40)
This set of equations needs to be supplemented with
an equation for the electron number Ne in order to de-
termine the Fermi energy [94]:
Ne = 1 − 2T
∑
mk′ j′
εmk′ − εF + χmk′ (iω j′ )
θmk′ (iω j′ )
. (41)
The superconducting gap can then be obtained as the
ratio between the order parameter and the renormaliza-
tion function:
∆nk(iω j) =
φnk(iω j)
Znk(iω j)
. (42)
The highest temperature for which these coupled equa-
tions admit non trivial solutions ∆nk(iω j) , 0 defines
the critical temperature Tc.
5.2.3. Standard approximations
In order to solve these equations, it is common prac-
tice to make the following approximations: (i) only the
off-diagonal contribution (Gˆod) to the Green’s function
is considered in Eq. (30) in order to avoid double count-
ing of Coulomb effects [88]; (ii) static screening approx-
imation [95]; (iii) all quantities are evaluated around
the Fermi surface [49, 59, 88, 90, 94–96]. This ap-
proximation stems from the fact that the superconduct-
ing pairing occurs mainly in an energy window of the
size of a phonon energy around the Fermi level; (iv) the
electron density of states is assumed to be constant and
the bandwidth is infinite [94]; and (v) the dynamically
screened Coulomb interaction N(εF)Vnk−mk′ is embed-
ded into the semiempirical Morel-Anderson pseudopo-
tential µ∗c [97]. For a wide range of superconductors, a
value of µ∗c in the range 0.1-0.2 has been found. Very
recently EPW has been used successfully together with a
µ∗c calculated from first principles [14].
As a consequence of approximation (ii), the Coulomb
contribution to Znk(iω j) vanishes because the τˆ0 compo-
nent of Gˆnk(iω j) is an odd function of ω j [95].
Following approximation (iii), the identity∫ ∞
−∞ dεδ(εmk − εF − ε) = 1 can be inserted into
Eqs. (38)-(40). The resulting equations can be inte-
grated using contour integration in the upper-half plane
with the poles of the denominator θ being given by:
ε + χmk′ (iω j′ ) = ±i
√
ω2j′Z
2
mk′ (ω j′ ) + φ
2
mk′ (ω j′ ). (43)
Approximation (iv) implies that χ = 0 as Eq. (39) is
odd in energy and therefore vanishes when integrated.
These four approximations lead to the two nonlinear
coupled equations (to be solved self-consistently) [59,
90]:
Znk(iω j) = 1 +
piT
N(εF)ω j
∑
mk′ j′
ω j′√
ω2j′ + ∆
2
mk′ (iω j′ )
× λ(nk,mk′, ω j − ω j′ )δ(mk′ − εF), (44)
Znk(iω j)∆nk(iω j) =
piT
N(εF)
∑
mk′ j′
∆mk′ (iω j′ )√
ω2j′ + ∆
2
mk′ (iω j′ )
× [λ(nk,mk′, ω j − ω j′ ) − µ∗c]δ(mk′ − εF). (45)
An important observable related to superconductiv-
ity that can directly be computed is the superconducting
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specific heat. The specific heat can be obtained from the
free energy difference between the superconducting and
normal states [90, 94, 98]:
∆F = −piT
∑
nk j
[√
ω2j + ∆
2
nk(iω j) − |ω j|
]
×
[
Znk(iω j) − ZNnk(iω j)
|ω j|√
ω2j + ∆
2
nk(iω j)
]
δ(εnk − εF),
(46)
where ZN is the normal-state Z, which is obtained from
Eq. (44) by setting ∆ = 0. From this, the specific heat
difference can be obtained as:
∆C(T ) = −T d
2∆F
dT 2
. (47)
The specific heat in the superconducting state raises ex-
ponentially with temperature at low temperature, and
then undergoes a characteristic discontinuous jump at
the critical temperature Tc [99].
Eqs. (44) and (45) can be efficiently solved on the
imaginary axis. However, physically relevant proper-
ties like tunneling current and heat capacity require the
knowledge of the superconductivity gap along the real
axis [100].
As the direct evaluation of the Eliashberg equations
on the real axis is computationally demanding [95, 101,
102] we choose to obtain the solution by analytic con-
tinuation from the imaginary axis to the real axis. The
EPW software supports analytic continuation using Pade´
approximants [103, 104] and the exact iterative proce-
dure of Ref. [105]. More information can be found in
Ref. [59].
From the knowledge of the mass renormalization
Znk(ω) and superconducting gap ∆nk(ω) on the real axis,
we obtain the diagonal components of the single elec-
tron Green’s function [94, 96]:
Gnk(ω) =
ωZnk(ω) + (εnk − εF)
ω2Z2nk(ω) − (εnk − εF)2 − Z2nk(ω)∆2nk(ω)
.
(48)
Eq. (48) has poles located at:
E˜2nk =
[
Enk− i(τsunk)−1
]2
=
(εnk − εF)2
Z2nk(E˜nk)
+∆2nk(E˜nk), (49)
where the real part of E˜nk, Enk, is the quasiparticle en-
ergy renormalized by the superconducting pairing, and
the imaginary part of E˜nk, (τsunk)
−1, represents the scat-
tering time due to the superconducting pairing. Such
renormalized quasiparticle energies Enk have been re-
cently studied (e.g. in intercalated graphite [106]).
Introducing the real and imaginary part of Znk =
Z1nk + iZ2nk and ∆nk = ∆1nk + i∆2nk and linearizing the
imaginary part (i.e. we neglect ∆22nk, Z
2
2nk, ∆2nkZ2nk and
(τsunk)
2 terms) lead to the following expression for the
quasiparticle energy [107–109]:
Enk =
√
(εnk − εF)2
Z21nk(Enk)
+ ∆21nk(Enk), (50)
and its associated lifetime:
1
τsunk
=
Z2nk
Z1nk
×
(εnk−εF )2
Z21nk
+ ∆21nk − ∆1nk∆2nk√
(εnk−εF )2
Z21nk
+ ∆21nk
. (51)
Although lifetimes are not currently directly imple-
mented in EPW, they can be computed as post-
processing.
Finally we can deduce the theoretical tunneling den-
sity of states ([110], p.190):
NS (ω)
N(εF)
=
−1
pi
∫ ∞
−∞
dεnk=Gnk(ω), (52)
where NS (ω) is the superconducting quasiparticle den-
sity of states for the quasiparticle energy ω and N(εF) is
the normal density of states at the Fermi level.
In the BCS limit, Z = 1 and ∆ is considered to be
independent of band index and wavevector. Within this
limit, Eq. (52) can be approximated using Eq. (48); in-
tegrating the two poles using the residues theorem leads
to:
NS (ω)
N(εF)
= < ω√
ω2 − ∆2(ω)
. (53)
6. Transport properties
Electronic transport properties in metals and doped
semiconductors can be calculated by solving the Boltz-
mann transport equation (BTE) [111]. Several approx-
imations for the solution of the BTE have been pro-
posed. Here we consider the simplest and most popular
approximation: the Ziman’s resistivity formula. This
formula is based on an average of the Eliashberg cou-
pling function (see Eq. 9.5.22 of Ref. [111] or Eq. 8.21
of Ref. [112]):
ρ(T ) =
4pime
ne2kBT
×
∫ ∞
0
dω ~ωα2trF(ω) n(ω,T )
[
1 + n(ω,T )
]
, (54)
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where n(ω,T ) is the Bose-Einstein distribution. We
have introduced in Eq. (54) the Eliashberg transport
coupling function:
α2trF(ω) =
1
2
∑
ν
∫
BZ
dq
ΩBZ
ωqνλtr,qνδ(ω − ωqν), (55)
where the mode-resolved coupling strength is analogous
to Eq. (37) and is defined by:
λtr,qν =
1
N(εF)ωqν
∑
nm
∫
BZ
dk
ΩBZ
|gmn,ν(k,q)|2
× δ(εnk − εF)δ(εmk+q − εF)
(
1 − vnk · vmk+q|vnk|2
)
. (56)
Here vnk = ∂εnk/∂k is the electron velocity. A slightly
modified version of Eq. (56) that conserves the norm of
the velocity term could be used with a factor:(
1 − vnk · vmk+q|vnk||vmk+q|
)
. (57)
Note that Eq. (56) relies on a semi-classical approxima-
tion where the velocities are expectation values of single
electron velocities. A more general framework should
rely on the matrix elements vmnk, see Eq. (60) below.
Extensions to the anisotropic case can easily be imple-
mented in the EPW software, given the availability of the
anisotropic Eliashberg function of Eq. (33), but are left
for future work.
It is worth mentioning that the calculation of the the
electron velocity can be performed using different tech-
niques: (i) finite differences; (ii) analytic derivatives in
the local approximation; (iii) analytic derivatives within
perturbation theory [113–115]. The EPW software cur-
rently supports (i) and (ii), but efforts will be dedicated
in the future to integrate the Wannier formalism of (iii)
into the software following Ref. [114] and using rou-
tines from the wannier90 [53] code.
7. Electronic velocities
The periodic velocity operator can be expressed in
terms of the commutator between the Hamiltonian of
the system and the position operator, vˆα = i[Hˆ, rˆα], with
α = 1, 2, 3 indicating the Cartesian direction. The ma-
trix elements of vˆα are [116–119]:
vmnkk′α = 〈ψmk′ |vˆα|ψnk〉 = 〈ψmk′ | pˆα + i[VˆNL, rˆα]|ψnk〉,
(58)
where pˆα = −i∇α is the momentum operator and VˆNL is
the nonlocal pseudopotential. Neglecting the term with
VˆNL in the case of a nonlocal pseudopotential is what
we call the local approximation. Within this approxi-
mation, Eq. (58) reads:
vmnkk′α ≈ 〈ψmk′ | pˆα|ψnk〉 = δ(k − k′)
×
(
kαδmn − i
∫
dru∗mk′ (r)∇αunk(r)
)
, (59)
If the second part of Eq. (59) is expanded into plane-
waves unk =
∑
G cnk(G)eiG · r, we obtain the desired ve-
locity expression in the local approximation v˜:
v˜mnk = kδmn +
∑
G
cmk(G)∗cnk(G)G. (60)
We note that this expression is only valid in the case
of norm-conserving pseudopotentials. To overcome the
local approximation, we would need to evaluate the ma-
trix elements 〈ψmk′ |VˆNLrˆα−rˆαVˆNL|ψnk〉. This is certainly
doable but is left for future work. Alternatively, the ve-
locities can be expressed as first-order derivatives of the
Hamiltonian and treated analytically [114, 115, 120].
8. Parallelization and Speedup
Considerable effort was devoted to the optimization
of the code. Part of the code was re-written in a more
efficient way, focusing on the extended use of freely-
available external library software packages like Basic
Linear Algebra Subprograms (BLAS) and Linear Alge-
bra PACKage (LAPACK).
Such effort lead to a global speedup of 294% between
the current and previous version of the codes, as shown
in Fig. 3. The numerical results differ by less than
6% in relative difference on sensitive physical quantities
like phonon frequencies, self-energies, electron-phonon
coupling strengths or Eliashberg spectral functions.
For this test we used SiC as an example, with a lattice
parameter of 8.237 bohr, 3 × 3 × 3 Γ-centered k-point
grid, and 60 Ry for the plane-wave energy cutoff. The
fine grids on which the Wannier interpolation was per-
formed are a 10 × 10 × 10 k and q-point grids.
The phonons were computed on a 3×3×3 Γ-centered
q-point grid, which corresponds to 4 q-points in the
Irreducible Brillouin Zone (IBZ). Since time-reversal
symmetry was not implemented in EPW 3, the previ-
ous release required 5 q-points instead. This differ-
ence in the number of phonon calculations explains the
speedup gained in the Quantum ESPRESSO phonon part
in Fig. 3.
At the EPW level we split the computational time into
three steps: (i) the construction of the electron-phonon
matrix elements on the full BZ starting from the varia-
tion of the self-consistent potential, which is read from
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file on the coarse IBZ; (ii) the Wannierization from the
k- and q-point coarse grids to the maximally localized
Wannier representation; (iii) the Wannier interpolation
from real space to fine 10× 10× 10 k and q-point grids.
These three steps are also possible restart points of the
EPW software. For this specific case we obtained a ∼10
times speedup on the EPW part when the code is run in
sequential, as compared to the previous version of the
code. The test was performed on an Intel Xeon CPU
E5-2620 with a clock frequency of 2.00 GHz. The
codes were compiled using ifort 15.0.3 with the fol-
lowing compilation flags -O2 -assume byterecl -g
-traceback -nomodule -fpp.
At this stage, the only two levels of paralleliza-
tion available in EPW are k- and q-point parallelization
through message passing interface (MPI). G-vector par-
allelization is planned for a future release.
To test the scalability of the code, we studied SiC us-
ing a 6 × 6 × 6 Γ-centered k and q-points coarse grids.
The fine grids on which the Wannier interpolation was
performed were a 50 × 50 × 50 k-point grid and a 10 ×
10×10 q-point grid. The test was performed on an Intel
Xeon CPU E5620 with a clock frequency of 2.40 GHz.
The codes were compiled using ifort 13.0.1 with the fol-
lowing compilation flags -O2 -assume byterecl -g
-traceback -nomodule -fpp. The MPI paralleliza-
tion was performed using Open MPI 1.8.1.
We purposely chose a denser k-point grid to better
show the effort placed on the k-point parallelization.
The blue and red solid lines on Fig. 4 show the speedup
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Figure 3: (Color online) Comparison of the time required to com-
pute the electronic lifetime of SiC using EPW 3 and the new version
4 of EPW, run on one processor. We show the time required for the
calculation of the electrons and phonons perturbations using DFPT
(QE+PH), the calculations of the electron-phonon matrix elements
and their unfolding from the IBZ to the BZ using the crystal sym-
metries (Unfolding), the Wannierization from the coarse Bloch space
to the real space (Wannier) and the interpolation from real space to
fine grids in Bloch space (Interpolation).
obtained in a complete calculation with the previous and
current versions of EPW. The speedup with 128 proces-
sors is 43% and 59% of the ideal speedup for the pre-
vious and current version, respectively. As shown in
Fig. 3, the most time-consuming part is the interpola-
tion from real space onto the fine k and q-point grids.
Therefore specific effort has been dedicated to the scal-
ing of that part of the code. This can be seen on the
curve with dashed lines in Fig. 4; here the speedup with
128 processors is 51% and 88% for the previous and
current version, respectively.
9. Buildbot-based test farm
The EPW software is maintained and tested us-
ing the continuous integration framework Buildbot
(buildbot.net). The test farm and waterfall can be
found at epw.org.uk/Main/TestFarm.
The tested operating systems (OS), compilers (with
compiler flags), parallelization options, and optimiza-
tion libraries are given in Tab. 1. The test farm currently
operates on four physical hardwares with the follow-
ing specifications: farmer1 and farmer2 are Intel Xeon
X5345@2.33Ghz with 16 Gb of RAM, farmer3 is a
AMD Opteron P265@1.8Ghz with 2 Gb of RAM and
farmer4 is an Intel Core 2 Duo@2.8Ghz desktop com-
puter with 4 Gb of RAM.
The Ubuntu, CentOS, openSUSE and Scientific
Linux OS distributions are tested in conjunction with
the gcc, intel, PGI and NAG compilers. The following
MPI implementations are tested: openmpi, mpich, intel
1 2 4 8 16 32 64 128
Processors
1
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16
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64
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Sp
ee
du
p
EPW 3 Total
EPW 3 Interpolation
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Figure 4: (Color online) Parallelization in EPW to compute the elec-
tronic lifetime of SiC with the previous and the current version of
EPW. The blue and red plain lines show the speedup obtained on a full
calculation with the previous and current version of EPW. The speedup
with 128 processors is 55 and 76 for the previous and current version,
respectively. The interpolation algorithm (the most time consuming
part) has been improved (dashed lines).
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Slaves OS Compiler Flags Parallel Library
farmer1 Ubuntu 14.04.3 gcc 4.8.5 -O3 -g -x f95-cpp-input - internal
farmer1 Ubuntu 14.04.3 gcc 4.8.5 -O3 -g -x f95-cpp-input openmpi 1.8.8 internal
farmer1 Ubuntu 14.04.3 intel 12.1.2 -O2 -assume byterecl -g -fpp openmpi 1.8.8 MKL
farmer1 Ubuntu 14.04.3 intel 13.1.3 -O3 -xHost -assume byterecl openmpi 1.8.8 MKL + fftw 3.3.4
-assume buffered io -fpp
farmer1 Ubuntu 14.04.3 intel 15.0.3 -O2 -assume byterecl -g -fpp openmpi 1.8.8 MKL + fftw 3.3.4
farmer2 CentOS 7.1.1503 gcc 5.2.0 -O3 -g -x f95-cpp-input openmpi 1.8.8 internal
farmer2 CentOS 7.1.1503 pgf90 15.7 -fast mpich 3.1.3 fftw 3.3.4
farmer2 CentOS 7.1.1503 intel 13.0.1 -O3 -xHost -assume byterecl mpich 3.1.4 MKL + fftw 3.3.4
-assume buffered io -fpp
farmer2 CentOS 7.1.1503 intel 15.0.3 -O3 -g -x f95-cpp-input Intel mpi 5.1 MKL + fftw 3.3.4
farmer2 CentOS 7.1.1503 Nag 6.0 -O0 -kind=byte -dcfuns -mismatch - internal
farmer3 openSUSE 13.2 gcc 4.9.3 -O3 -g -x f95-cpp-input mpich 3.1.3 fftw 3.3.4
farmer3 openSUSE 13.2 intel 15.0.3 -O3 -xHost -assume byterecl mvapich2 2.2a MKL + FFT MKL
-assume buffered io -fpp
farmer4 SLinux 7.1.1503 intel 15.0.3 -O2 -assume byterecl -g -fpp mvapich2 2.2a MKL + FFT MKL
Table 1: The EPW test-farm is maintained using the Buildbot software. The hardware is as follows: farmer1 and farmer2 are Intel Xeon
X5345@2.33Ghz with 16 Gb of RAM; farmer3 is a AMD Opteron P265@1.8Ghz with 2Gb of RAM; farmer4 is an Intel Core 2 Duo@2.8Ghz
desktop computer with 4 Gb of RAM.
mpi and mvapich. The use of internal, MKL and FFTW
libraries are also checked. Notably, the EPW code has
been tested and debugged using the Fortran NAG com-
piler; this greatly improved the stability of the code.
The test-suite is currently composed of 10 tests that
cover 93% of the routines and 61% of the 25,600 soft-
ware blocks (blocks are defined by ’IF’ conditions). In-
complete coverage is in part due to features being in de-
velopment. We plan to add more tests to improve code
coverage. Up to date code coverage information can be
found on the EPW website.
As a result of the above, the code has been cleaned,
memory leaks have been corrected, unused and depre-
cated variables and functions have been cleaned. Cod-
ing rules and good practice have been enforced within
the EPW project.
10. Examples
In this section we present some representative physi-
cal examples of the capabilities of EPW. Most examples
are available as tutorials on the EPW website and are also
distributed with the software.
10.1. Spectral functions and linewidths of B-doped di-
amond
The first example focuses on studying a heavily-
doped semiconductor, B-doped diamond. The tutorial
can be found in the EPW/examples/diamond folder of
EPW. An online version is available at epw.org.uk.
This tutorial follows the study on B-doped diamond
made in Ref. [46] with a B content of 1.85 %, close
to the experimental value [121]. Such p-doping shifts
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Figure 5: (Color online) Calculated electron (a),(c),(e) and phonon
(b),(d),(f) linewidths at 300 K for the valence band top and for the
highest optical mode of B-doped diamond, respectively. The plots
are shown for increasing numbers of random k- or q-points used in
the BZ integration. The results are also presented for three different
broadening parameters of 10, 50 and 100 meV.
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Figure 6: (Color online) Electronic spectral function Ank(ω,T ) for the valence band of B-doped diamond, calculated using a 106 random q-grid at
different temperatures and broadening parameters δ.
the Fermi level by 0.57 eV below the valence band
maximum. The calculations are performed using DFT
in the LDA and lead to a relaxed lattice parameter of
6.6425 bohr, 1.7 % below the experimental value [121].
An energy cutoff of 60 Ry is required to accurately de-
scribe the plane-wave basis set (< 10 meV/atom). The
virtual atom pseudopotential BxC1−x with x = 0.0185
was created, with an ionic charge of Z = 3x + 4(1 − x).
Fractional occupations resulting from the p-doping are
described using a Methfessel-Paxton first-order smear-
ing [122] of 0.02 Ry.
We used a Γ-centered 6 × 6 × 6 coarse grid to sam-
ple both the electron and phonon-momenta space. Tak-
ing advantage of symmetries, we only had to perform
16 DFPT calculations in the irreducible wedge. Such
coarse grids are dense enough to perform a very accu-
rate Wannier interpolation [46]. Using the aforemen-
tioned parameters and pseudopotential, the electronic
and vibrational bandstructure can be found in Figs. 3
and 4 of Ref. [46], respectively.
The electron Σ′′nk(εnk) and phonon Π
′′
qν(εnk)
linewidths at 300 K are shown in Fig. 5 for various
BZ samplings and for different Gaussian broadenings
of the Dirac delta functions of Eqs. (8) and (9). From
Fig. 5 we can conclude that 106 random k/q-points are
enough to accurately describe numerically the integrals
in Eqs. (8) and (9).
It is worth noting that the calculated electron
linewidths for the valence band of B-doped diamond
shown on the left side of Fig. 5 differ from the ones
computed in Ref. [46] where the calculations of electron
linewidths were performed for the undoped system.
The electron linewidths show two distinct features:
(i) the linewidth has an overall parabolic shape and (ii)
there are two dips at the Fermi wavevector kF. The
parabolic shape is due to the fact that, if we approxi-
mate the electron-phonon matrix elements as constant,
the imaginary part of the self-energy Eq. (8) is directly
proportional to the electronic density of states after ne-
glecting the phonon frequency in the delta function. The
dips are due to the fact that the self-energy must vanish
at the Fermi level, owing to the energy-conservation se-
lection rule.
The phonon linewidths have two distinct features.
First, the linewidth of states with momenta larger that
the Fermi-surface diameter (|q| > 2kF) is negligible be-
cause these phonons cannot generate an electron-hole
pair. This is linked to the shape of the electronic
bandstructure and Fermi-level position (see Fig. 3 of
Ref. [46]). Second, the linewidth goes to zero (infi-
nite lifetime) at the zone-center. As can be seen in
Eq. (9), this is because the transition is blocked by se-
lection rules when the energy separation between the
initial and final state with same momentum k exceeds
12
the largest phonon frequency [123, 124], as is the case
in the present example.
Figure 6 shows the electronic spectral function of the
valence band of B-doped diamond, integrated on a ran-
dom q-grid containing 106 points, for various tempera-
tures and broadening parameters δ, see Eq. (10).
Most notably, one can see that the lifetime close to
the Fermi level is large and that there is the emergence
of kinks in the dispersion relations, at energies around
the highest phonon energy, on both sides of the Fermi
level. The energy renormalization (real part of the elec-
tronic self-energy) changes sign across the Fermi level
(negative renormalization for ω < ωqν and positive oth-
erwise). This is due to the fact that, in Eq. (3), when
ω < ωq the sign of the final state εmk+q gives the overall
sign of the self-energy, whereas when ω  ωq then the
denominator of Eq. (3) is positive.
10.2. Scattering rate of undoped Si
We choose to study the scattering rate of undoped sil-
icon, as this material has been studied previously by
several groups using parametrized tight-binding mod-
els [125], direct evaluations of the electron-phonon
matrix elements [15, 126], ab-initio linear interpola-
tions [47] as well as Wannier interpolation using pre-
vious versions of the EPW code [127–129]. We recover
the same results, including the sharp increase in scat-
tering rate above the optical phonon emission threshold
starting from very coarse initial grids.
Figure 7: (Color online) Electron (top) and phonon (bottom) band-
structures and density of states (DOS) of Si at the optimized lattice
parameter. Experimental neutron-scattering data measured at 300 K
are taken from Ref. [130] (filled circles) and Ref. [131] (filled trian-
gles).
Figure 8: (Color online) Carrier scattering rate in Si as a function
of energy at 0 K (red dots) and 300 K (green dots), obtained with a
broadening of 10 meV and 30,000 random k-points, 150,000 random
q-points. The electronic DOS is superimposed with arbitrary units.
The Fermi level is placed in the middle of the gap.
The Si norm-conserving pseudopotential used for this
study was generated from a non-relativistic calcula-
tion. The valence electrons treated explicitly in the cal-
culations are the 3s23p2 with the Perdew and Zunger
parametrization of the LDA [63]. Convergence studies
(with errors below 2 meV/atom on the total energy) lead
to using an 8 × 8 × 8 Γ-centered Monkhorst-Pack [132]
k-point sampling of the BZ, and a plane wave energy
cutoff of 45 Ry.
The lattice parameter obtained after structural relax-
ation is calculated to be 10.207 bohr, slightly below
the experimental lattice parameter of 10.262 bohr [133].
The electronic bandstructure shown at the top of Fig. 7
was computed at the DFT level and gave an indirect
bandgap of 0.497 eV, underestimating as expected the
experimental value of 1.12 eV. The calculated phonon
bandstructure shown at the bottom of Fig. 7 slightly
underestimates the neutron scattering data measured at
300 K [130, 131].
The scattering rate is the inverse of the relaxation
time τnk, and is directly connected to the imaginary part
of the electron self-energy from Eq. (8):
1
τnk(ω,T )
= 2Σ
′′
nk(ω,T ). (61)
This quantity is very sensitive to the details of the
electronic structure and therefore requires dense inter-
polated k-point and q-point grids. Nevertheless, owing
to the accuracy of Wannier interpolation, we only need
relatively coarse initial grids. For this study we used
6 × 6 × 6 coarse k-point and q-point grids (16 q-points
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Figure 9: (Color online) Carrier scattering rates in Si as a function
of energy with respect to the conduction band minimum, at 0 K (red
dots) and 300 K (green dots). The data were obtained with a broad-
ening of 1 meV, 500 k-points along the 0.25∆ − X line, and 500,000
random q-points. Both images show the same data on a linear (a)
and semi-logarithmic (b) scale. A clear increase in the scattering rate
appears around 60 meV, where the scattering by optical phonons be-
comes allowed.
in the IBZ). Fig. 8 shows the scattering rate as a function
of energy at 0 K and 300 K, obtained with a broadening
of 10 meV and 30,000 random k-points, 150,000 ran-
dom q-points. The imaginary part of the self-energy fol-
lows closely the electronic density of state (DOS). This
is expected since the accessible phase space reflects the
DOS. Raising the temperature increases the scattering
rate almost uniformly.
It is important to use a sufficiently small Gaussian
broadening to avoid washing out detailed features of the
scattering rate. For this reason, we also present in Fig. 9
a zoom of the scattering rate along the high symmetry
0.25∆ − X line, using Gaussian broadening of 1 meV.
The scattering rate is small at zero temperature for en-
ergies lower than the optical phonons (60 meV), since
only low-energy phonons can be emitted. The evalu-
ation of the scattering rate is a key quantity to study
other phenomena such as carrier mobilities. However,
here we want to emphasize that such calculations are
computationally affordable, and can now be carried out
on a standard desktop computer.
10.3. Spectral function and electronic resistivity of Pb
with and without spin-orbit coupling
The third example presents a study on metallic Pb, fo-
cusing on the effect of spin-orbit coupling (SOC). This
tutorial can be found in the EPW/examples/pb folder of
EPW. An online version is available at epw.org.uk. We
reproduce the study by Heid and co-workers [134], at
a significantly lower computational cost owing to Wan-
nier interpolation.
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Figure 10: (Color online) Electronic bandstructure and DOS of Pb at
the optimized lattice parameter with (red line) and without (blue line)
spin-orbit interaction.
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Figure 11: (Color online) Phonon dispersion relations and phonon
density of states (PDOS) of Pb at the optimized lattice parameter with
(red line) and without (blue line) spin-orbit interaction. The experi-
mental data (black dots) at 100 K from neutron scattering are taken
from Ref. [138].
For this study, we used a norm-conserving semi-core
fully relativistic pseudopotential where the 5d106s26p2
electrons are considered as valence electrons. Struc-
tural relaxation has been performed using DFT within
the LDA [63, 68] and a planewave basis set as im-
plemented in the Quantum ESPRESSO [62] code. A
planewave energy cutoff of 90 Ry and a 8×8×8 shifted
k-point mesh were required to converge the total en-
ergy below 0.5 mRy. A Gaussian smearing of 0.05 Ry
was used in the BZ integration. Using these parame-
ters, we performed a structural relaxation on the face-
centered cubic Pb and obtained a lattice parameter of
9.222 bohr without SOC, and 9.270 bohr when the SOC
was included. The latter value agrees well with the
low-temperature (5 K) experimental lattice parameter of
9.269 bohr [135, 136].
The associated Kohn-Sham electronic bandstructure
is presented in Fig. 10 along the main high-symmetry
lines of the BZ. We see that SOC leads to avoided cross-
ings near the Fermi level, but the Fermi surface itself is
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Figure 12: (Color online) Effect of different fine sampling methods in EPW (homogeneous k and q-point integration against quasi random q-point
using a Sobol algorithm) on (a) the Eliashberg α2F and (b) the electron-phonon coupling strength λ of Pb without SOC. Effect of the SOC on (c)
the Eliashberg α2F with an electron smearing of 10 meV and (d) on λ when different electron smearing are considered. The phonon smearing is
0.15 meV. The experimental data points are taken from Ref. [96].
almost unmodified [137].
Due to the complex Fermi surface of Pb, a 14 ×
14 × 14 k-point and a 10 × 10 × 10 q-point grid
with a Gaussian broadening of 0.025 Ry were required
to achieve convergence. As already shown by Heid
and co-workers [134], we find that calculations per-
formed without SOC overestimate the phonon frequen-
cies with respect to experiment, while calculations in-
cluding SOC are much closer to the neutron scattering
data measured at 100 K [138] (see Fig. 11).
To reduce the computational complexity, we noticed
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Figure 13: (Color online) Calculated isotropic Eliashberg spec-
tral function α2F(ω) of Pb (blue solid line) and integrated electron-
phonon coupling strength λ (thin blue solid line), compared with the
Eliashberg transport function (blue dashed line) and the transport cou-
pling strength λtr (thin dashed blue line). The same data are presented
with spin-orbit coupling in red.
that a 10×10×10 k-point and a 6×6×6 q-point grid was
enough to obtain phonon frequency within 2 cm−1 of the
grid used in Fig. 11. Once the electron-lattice vibration
calculations were performed, we used a 6×6×6 k-point
and q-point coarse grids in EPW for subsequent electron-
phonon calculations. The interpolated fine grids need to
be very dense to correctly sample the complex Fermi
surface. The Eliashberg spectral function α2F of Pb
was calculated with Eq. (12) using a homogeneous and
a quasi random 3D Sobol sampling. The 3D Sobol quasi
random generation of points was performed by skip-
ping the first 1000 values and then retaining every 101st
point [139]. An additional random linear scramble com-
bined with a digital shift [140] was applied as coded in
the software Matlab R2015a.
The total electron-phonon coupling strength λ (ob-
tained by averaging Eq. (11) over all phonons) for Pb
without SOC shows that the quasi random Sobol in-
tegration outperforms the standard homogeneous grid
sampling (Fig. 12b). A k-point grid of 400,000 Sobol
points with 27,000 random q points is required to reach
convergence. Using those converged values, the Eliash-
berg spectral function is shown in Fig. 12a and reveals
that calculations without SOC overestimate the exper-
imental spectral function as expected from the phonon
DOS of Fig. 11. The experimental spectral function was
obtained from tunneling experiments at 1 K [96].
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Figure 14: (Color online) Calculated resistivity with (plain red line)
and without (plain blue line) spin-orbit coupling. The inset shows a
zoom of the resistivity on the 0-25 K temperature range. The experi-
mental measurements are from Refs. [141–144].
Figure 12c further shows the effect of including SOC
using Sobol sampling with the highest q-point grid used
in Fig. 12b. Finally, Fig. 12d shows that the electron
smearing for converged grids does not significantly af-
fect the electron-phonon coupling strength. The phonon
smearing used for all the calculations was 0.15 meV.
After assessing convergence and the effect of SOC,
we study basic electronic transport properties. As dis-
cussed in Section 6, the key quantity is the evaluation
of the electron velocity. Using the electron velocity in
the local approximation we can compute the Eliashberg
transport coupling function α2trF. Fig. 13 shows that
both the Eliashberg function and its transport counter-
part have very similar magnitude and shape in the case
of Pb including SOC. In this case, we find λtr = 1.69.
In general λ and λtr are expected to be different [112].
These results were obtained using 300,000 quasi ran-
dom Sobol k-point and 50,000 random q-point meshes,
with an electronic Gaussian broadening of 10 meV.
Finally, using the Eliashberg transport function, we
can evaluate the resistivity with and without spin-orbit
coupling using Ziman’s resistivity formula, Eq. (54).
This is shown in Fig. 14. The calculations were per-
formed using 400,000 quasi random Sobol k-points and
27,000 random q-points, with an electronic Gaussian
broadening of 20 meV. Our results compare very well
with experimental measurements from Refs. [141–144].
We note that the inclusion of SOC significantly im-
proves the agreement with experiment.
10.4. Polar coupling in GaN
To illustrate the new capability of EPW to treat po-
lar materials, we studied the wurtzite gallium nitride
(w-GaN). For this example, the pseudopotentials were
generated using the scalar-relativistic ONCVPSP soft-
ware [67] and are part of the Schlipf-Gygi norm-
Figure 15: (Color online) (a) Electronic bandstructure of w-GaN
along high-symmetry lines in the BZ. The red line highlights the band
considered in the bottom panel. (b) Phonon dispersion interpolated
from a 6 × 6 × 6 Γ-centered q-point grid. The red line is the op-
tical mode considered in the bottom figure. The filled dots are in-
elastic X-ray scattering data [145] and the filled triangles are Raman
data [146]. (c) Calculated electron-phonon matrix elements at k = Γ
for the highest band and mode index, starting from a 6×6×6 electron
and phonon grids. A gauge-invariant electron-phonon matrix element
is obtained by averaging the square moduli over degenerate states.
The blue dashed line shows the standard interpolation, and the red
line shows the polar interpolation using Eq. (13). The two sets of data
are compared with direct DFPT calculations at each wavevector (filled
dots).
conserving pseudopotential library version 1.0 [147].
The valence electrons treated explicitly in the calcula-
tions are the 3d104s24p1 and 2s22p3 orbitals for Ga and
N, respectively. The Perdew and Zunger parametriza-
tion of LDA [63] was used. Convergence studies lead to
the use of a 6 × 6 × 6 Γ-centered Monkhorst-Pack [132]
k-point sampling of the BZ and a plane wave basis set
energy cutoff of 160 Ry (the errors in the total energy
are below 3 meV/atom).
The lattice parameters obtained after structural re-
laxation were found to be a = 5.955 bohr and c =
9.707 bohr, 1.1 % below the experimental lattice param-
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eters [148]. The electronic bandstructure shown on top
of Fig. 15 was computed at the DFT level, and gave a
2.2 eV direct bandgap at Γ, underestimating the experi-
mental value of 3.47 eV [148] as expected.
The calculated phonon bandstructure in the middle of
Fig. 15 slightly overestimates the single crystal inelastic
X-ray scattering data (filled dots) [145] and Raman data
(filled triangles) [146].
We present at the bottom of Fig. 15 the direct
DFPT calculation of the electron-phonon matrix ele-
ments |gmn,ν(k,q)| along high-symmetry directions of
the BZ (filled dots) at k = Γ, m = n being the high-
est valence band, and ν the highest optical mode. The
selected band and mode are indicated in red in the top
and middle panels of Fig. 15. The square moduli of
electron-phonon matrix elements are averaged over de-
generate bands and modes. The dashed blue line shows
the standard Wannier interpolation of Ref. [46], and has
to be compared with the red line that implements the
polar interpolation of Eq. (13) [60].
Figure 15 clearly shows the importance of correctly
treating the long-range interaction in the Wannier inter-
polation when studying polar semiconductors and in-
sulators. This feature is activated in EPW by using the
lpolar input variable.
10.5. Superconductivity in MgB2
The last example presented here focuses on the super-
conducting properties of magnesium diboride (MgB2).
This tutorial can be found in the EPW/examples/mgb2
folder of EPW. An online version is available at
epw.org.uk. This tutorial is based on the work of
Ref. [59] and includes some additional results.
MgB2 is the prototypical multi-gap phonon-mediated
superconductor, with a critical temperature of Tc =
39 K [150]. The anisotropic gap arises from the σ
and pi Fermi-surface sheets [10, 151–155]. This su-
perconductor has been widely investigated theoreti-
cally [10, 90, 151, 156–167] due to its high Tc. We
re-investigate here MgB2 using EPW to show that its fas-
cinating properties can now be computed easily and ac-
curately.
The calculations were performed within DFT-
LDA [63, 68] using the Quantum ESPRESSO [62] code.
The valence electronic wavefunctions were expanded
in a plane-wave basis set using a kinetic energy cutoff
of 60 Ry and the charge density is integrated on a Γ-
centered 24 × 24 × 24 k-point mesh. The experimental
lattice parameters a = 5.826 and c/a = 1.142 bohr were
used throughout the calculations [150]. A Methfessel-
Paxton first-order smearing [122] of 0.02 Ry was ap-
plied. The first-order potential perturbation and dynam-
ical matrices were calculated using DFPT [42, 44, 45]
on an irreducible 6 × 6 × 6 Γ-centered q-point mesh.
The electronic bandstructure is shown on the top
panel of Fig. 16. The associated phonon bandstructure
at the bottom of Fig. 16 slightly underestimates the in-
elastic X-ray scattering data measured at 300 K [149].
The isotropic Eliashberg spectral function α2F(ω)
calculated using Eq. (12), and the associated cumula-
tive electron-phonon coupling strength λ(ω), are shown
in Fig. 17. The spectral function shows a dominant
peak around 60 meV, and a secondary one around
86 meV. The cumulative electron-phonon coupling
strength shown as dashed line in Fig. 17 is calculated
as:
λ(ω) =
∫ ω
0
dω
2α2F(ω)
ω
. (62)
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Figure 16: (Color online) (a) Electronic bandstructure and (b) DOS
of bulk MgB2; (c) phonon bandstructure and (d) PDOS at the experi-
mental lattice parameters. The inelastic X-ray scattering experimental
data (black dots) at 300 K are taken from Ref. [149].
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Figure 17: (Color online) Calculated isotropic Eliashberg spectral
function α2F(ω) of MgB2 (blue solid line) and integrated electron-
phonon coupling strength λ (black dashed line).
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The results are obtained by integrating on a 60 ×
60 × 60 homogeneous k-point mesh and a 30 × 30 × 30
homogeneous q-point mesh with a Gaussian smearing
of 100 meV for the electrons, and 0.65 meV for the
phonons. The total coupling is λ = 0.75. This is
in agreement with previous studies where the isotropic
electron-phonon coupling strength ranges from 0.71 to
0.78 [10, 54, 155, 168, 169].
Figure 18 presents the calculated energy-dependent
superconducting gap of MgB2 from the anisotropic
Eliashberg theory. We show the gap distribution at
different temperatures along the imaginary energy axis
(top) and along the real energy axis, as obtained by us-
ing analytic continuation with Pade´ functions (bottom).
Fig. 18 only shows results for states nk which have a
Kohn-Sham energy within 0.1 eV from the Fermi level.
It is worth noticing the red shift of the main peak
of ∆nk(ω) with temperature, as well as the flatting of
the overall structure towards zero. We note that the so-
lutions on the imaginary frequency axis become more
spaced out as the temperature raises. This is a conse-
quence of the fact that the Matsubara frequencies are
given by iω j = i(2 j + 1)piT . The EPW code alterna-
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Figure 18: (Color online) Calculated energy-dependent supercon-
ducting gap of MgB2 from the anisotropic Eliashberg theory at 10 K
(blue), 38 K (green) and 43 K (red) along the imaginary energy axis
(a) and along the real energy axis using analytic continuation with
Pade´ functions (b). We only show results for states nk which have a
Kohn-Sham energy 0.1 eV around the Fermi level.
tively offers the possibility to enforce the number of fre-
quency points using the variable nswi instead of wscut.
This corresponds to using a different frequency cutoff
for each temperature. We choose the former option in
Fig. 18.
The superconducting density of states or the critical
temperature have to be computed on the real energy
axis. At the Fermi level we have that εnk = 0, and there-
fore Eq. (50) reduces to ω = Enk = <∆nk(ω). This
implies that one has to look at the change of the super-
conducting gap with temperature at such frequencies.
However, as shown on the bottom of Fig. 18, the dashed
lineω = <∆nk(ω) is steep, and the superconducting gap
is almost constant in that energy range, with a value al-
most equal to its value at ω = 0. In the limit of ω = 0,
the superconducting gap along the imaginary and real
axes have the same value. As a result, one can use the
superconducting gap ∆nk(iω = 0) along the imaginary
axis, which is computationally more affordable, to de-
duce the critical temperature without having to perform
analytic continuation to the real axis.
Another way to look at these data is presented in
Fig. 19. Here we show the energy distribution of the
calculated superconducting gap ∆nk(ω = 0) of MgB2
as a function of temperature. The superconducting
gaps are obtained from analytic continuation using Pade´
functions, and the Coulomb potential has been set to
µ∗c = 0.16 following Ref. [59]. One can clearly see
the two-gap nature of MgB2. The gaps vanish at the
critical temperature Tc = 51 K. This value overes-
timates the experimental value of 39 K [150], but it
matches previous first-principles calculations based on
the Migdal-Eliashberg [10, 59] or SCDFT [155] formal-
ism. It has been proposed that the overestimation of
the critical temperature could be due to phonon anhar-
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Figure 19: (Color online) Calculated distribution of the anisotropic
superconducting gap ∆nk(ω = 0) of MgB2 on the Fermi surface as a
function of temperature. The superconducting gaps are obtained from
analytic continuation using Pade´ functions, and the Coulomb potential
has been set to µ∗c = 0.16. The dashed lines are guides to the eye.
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Figure 20: (Color online) Quasiparticle superconducting DOS at dif-
ferent temperatures using Eq. (53) with ∆(ω = 0). The dashed black
line is the normal state DOS. The superconducting DOS Ns(ω) has
been scaled so that its high energy tail coincides with the DOS in the
normal state.
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Figure 21: (Color online) The superconducting energy gaps of MgB2
(expressed in meV) on the Fermi surface for T = 10 K. The Fermi
surface consists of two σ sheets along the Γ − Γ lines and two tubular
structures defining a honeycomb lattice and arising from the pi states.
The rendering has been done using the VESTA software [173].
monicity [10], diagrams beyond the Migdal approxima-
tion [54, 170–172], or an anisotropic Coulomb parame-
ter. In comparison, the semi-empirical Allen-Dynes for-
mula of Eq. (16) yields a critical temperature of 15.8 K
using an isotropic Coulomb parameter of µ∗c = 0.16.
We can compute the DOS in the superconducting
state at different temperatures using Eq. (53) with ∆(ω =
0), as shown in Fig. 20. The DOS can be compared di-
rectly with experimental tunneling measurements [153].
The dashed black line is the normal state DOS. The su-
perconducting DOS Ns(ω) has been scaled so that its
high energy tail coincides with the DOS in the normal
state. In this figure we notice that, as temperature in-
creases, the superconducting gap in the DOS tends to
close. The two-gap nature of MgB2 can clearly be seen.
The Fermi-surface averages of these gaps at 10 K are
∆pi=2.5 meV and ∆σ=9 meV. This is close to the ex-
perimental gaps, measured at 4.2 K using Andreev re-
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Figure 22: (Color online) Calculated (straight blue line), 2-gap BCS
model (straight green line), 1-gap BCS model (straight black line)
and experimental (symbols) specific heat of MgB2. The experimental
measurements are from Refs. [157, 159].
flection and scanning tunneling microscopy, that range
from 2.3 to 2.8 meV for the pi band and 7.0 to 7.1 meV
for the σ band [174–176].
The superconducting gap can alternatively be shown
on the Fermi surface (see Fig. 21 for T = 10 K). The
Fermi surface consists of two σ sheets along the Γ − Γ
line stemming from the σ-bond of the px,y orbitals of
boron, and two pi sheets along the K-M and H-L lines
arising from the pz orbitals of boron. These results re-
produce well previous studies [10, 90].
Figure 22 shows the specific heat calculated using
Eqs. (46) and (47) as well as the two BCS models. The
specific heat was obtained by numerically computing
the second-order derivative of the free energy as a post-
processing step. Although our computed specific heat
is shifted up by about 10 K, the anisotropic Eliashberg-
Migdal theory reproduces well the experimental results
of Refs. [157, 159]. To compare with the previous work
of Ref. [90], we can compute the 1-gap BCS model us-
ing Eq. (77), p = 3.3, Tc=39 K and ∆(T = 0) = 5 meV.
We can also construct a 2-gap BCS model using the val-
ues from Ref. [90] of Tc=39 K, ∆1(T = 0) = 1.8 and
∆2(T = 0) = 6.8 meV, p1 = 1.8 and p2 = 2.9. More
information is given in the Appendix 14.
Notably, both the 2-gap BCS model and our first-
principle results recover the observed hump below 10 K
whereas the 1-gap BCS model is clearly insufficient.
11. Conclusions
In this article we presented the new capabilities of-
fered by the EPW software in the field of electron-phonon
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calculations. We focused on the new developments
made in the code since the previous technical paper
in 2010 [61]. The code is now fully integrated into
Quantum ESPRESSO, while retaining its identity via its
dedicated website and specific user support through its
dedicated forum.
The code now supports spin-orbit coupling and time-
reversal symmetry. Special attention was paid to code
optimization and parallelization as well as code stability
through the creation of a test farm.
The three most notable new features of the code
are the capability to compute anisotropic superconduct-
ing properties within the Migdal-Eliashberg theory, the
Wannier interpolation in polar materials, and the cal-
culations of electronic transport properties via the elec-
tronic velocities. Five physically relevant examples
showcasing new features were presented in detail; four
of them are available as tutorials in the EPW software
distribution.
Electronic mobilities using more refined theories like
the Boltzmann transport equation or Kubo formalism,
exact electronic velocities, first-principle evaluation of
the Coulomb potential, G-vector parallelization and
parallelization for massively parallel architectures are
planned for a future release.
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13. Appendix: Time-reversal and separable pseu-
dopotential in EPW
Building on the derivation proposed in Ref. [46], we
extend the equations to treat the particular case of crys-
tals with no inversion symmetry. In these cases, it is
possible to take advantage of time-reversal symmetry to
decrease the number of irreducible q-points required on
the coarse grid.
Within linear response, the change of the self-
consistent potential with respect to a collective ionic
displacement ∆τqνκp with phonon momentum q and mode
index ν can be obtained from the screening of the bare
ionic potential V ionκ (r) as:
∂qνV(r) =
∂
∂η
∫
dr′ε−1(r, r′)
∑
κ,Rp
V ionκ (r
′ − τκp − η∆τqνκp), (63)
where ε−1(r, r′) is the electronic dielectric function and
τκp is the coordinate of each ion κ in the unit cell cen-
tered at Rp.
The ionic displacement can be expressed in the basis
of the periodic and normalized vibrational eigenmodes
eνqκ:
∆τqνκp =
√
m0
mκ
eνqκe
iq ·Rp , (64)
where mκ is the ionic mass of atom κ.
Following the convention defined in Ref. [179], the
application of a symmetry operation {S|v} on a real
space point r gives {S|v}r = Sr + v, with S the rota-
tion part and v the possible fractional translation.
Considering that the symmetry operation {S|v} maps
κp into κ′p′, that the dielectric function is invariant un-
der {S|v}, and that the ionic part of the pseudopotential
is invariant under S, we obtain:
∂SqνV(r) = ∂qνV({S|v}−1r). (65)
The electron-phonon matrix element introduced in
Eq. (2) for momentum transfer Sq then reads:
gmn,ν(k,Sq) =
1√
2ωSqν
〈
ψmk+Sq(r)
∣∣∣∂qνV({S|v}−1r)∣∣∣(r)ψnk〉, (66)
which, after a change of spatial variable and noting that
ωSqν = ωqν, becomes:
gmn,ν(k,Sq) =
1√
2ωqν
〈
ψmk+Sq({S|v}r)
∣∣∣∂qνV(r)∣∣∣ψnk({S|v}r)〉. (67)
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To simplify the above equation, in principle one could
use the following relationship:
ψmk+Sq({S|v}r) = ψmS−1k+q(r). (68)
However, such equality implies a phase relationship
which is not enforced in electronic structure codes, and
therefore does not hold in general.
In case of a separable pseudopotential based on the
Kleinman and Bylander (KB) procedure [180], by using
the completeness of the planewaves basis
∑
G |k+G〉〈k+
G| = 1, Eq. (67) becomes:
gmn,ν(k,Sq) =
1√
2ωqν
[〈
ψmk+Sq({S|v}r)
∣∣∣∂qνVscf(r)∣∣∣ψnk({S|v}r)〉
+
∑
GG′
〈
ψmk+Sq({S|v}r)
∣∣∣k + Sq + G({S|v}r)〉
× 〈k + Sq + G({S|v}r)∣∣∣∂qνV ion(r)∣∣∣k + G′({S|v}r)〉
× 〈k + G′({S|v}r)∣∣∣ψnk({S|v}r)〉], (69)
where Vscf(r) is the screening contribution (local in
DFT) that is computed in real space for convenience and
then Fourier transformed back. Since the ionic part of
the potential V ion needs to be computed at r we have
introduced a complete plane wave basis set. The ba-
sis functions |k + G〉 respect the relationship given in
Eq. (68) and therefore we can deduce:
gmn,ν(k,Sq) =
1√
2ωqν
[〈
ψmk+Sq({S|v}r)
∣∣∣∂qνVscf(r)∣∣∣ψnk({S|v}r)〉
+
∑
GG′
〈
ψmk+Sq({S|v}r)
∣∣∣k + Sq + G({S|v}r)〉
× 〈S−1k + q + G(r)∣∣∣∂qνV ion(r)∣∣∣S−1k + G′(r)〉
× 〈k + G′({S|v}r)∣∣∣ψnk({S|v}r)〉]. (70)
The second term can be expressed in reciprocal space
as follows, see Eq. (A14) of Ref. [45]:〈S−1k + q + G∣∣∣∂qνV ion∣∣∣S−1k + G′〉 =∑
κ
−i(qν + Gν −G′ν)e−i(q+G−G′) · τκ [v˜locκ (q + G −G′)
+
∑
l
l∑
m=−l
v˜κ,lm(S−1k + q + G,S−1k + G′)
]
. (71)
Here the exponential is the structure factor, v˜locκ is the
Fourier transform of the local part of the pseudopoten-
tial, and v˜κ,lm is the non-local part defined as:
v˜κ,lm(S−1k + q + G,S−1k + G′) =
cκ,lm β˜∗κ,lm(S−1k + q + G) β˜κ,lm(S−1k + G′), (72)
where β˜κ,lm is the Fourier transform of the KB projec-
tors:
βκ,lm(r) = Vˆκl(r)φ
ps
lm(r), (73)
and the coefficient cκ,lm are given by:
cκ,lm =
1〈
φ
ps
lm(r)
∣∣∣Vˆκl(r)∣∣∣φpslm(r)〉 . (74)
In these expression φpslm(r) is the atomic pseudo-
wavefunction, and Vˆκl(r) is the angular momentum com-
ponent of the pseudopotential.
Having expressed the rotated matrix element in the
KB form, we can write the time-reversed version of
Eq. (70) that we implemented in the code:
gmn,ν(k,−Sq) =
1√
2ωqν
[〈
ψmk−Sq({S|v}r)
∣∣∣(∂qνVscf(r))∗∣∣∣ψnk({S|v}r)〉
+
∑
GG′
〈
ψmk−Sq({S|v}r)
∣∣∣k − Sq + G({S|v}r)〉
× 〈S−1k − q + G(r)∣∣∣∂−qνV ion(r)∣∣∣S−1k + G′(r)〉
× 〈k + G′({S|v}r)∣∣∣ψnk({S|v}r)〉]. (75)
14. Appendix: Specific heat in MgB2 and the two-
gap BCS model
By free energy minimization, Bardeen, Cooper and
Schrieffer obtained an integro-differential equation that
links the inverse of the interaction strength λ to the
superconducting gap ∆(T = 0) (see Eq. (3.27) of
Ref. [77]):
1
λ
=
1
N(εF)ΩBZ
=
∫ ~ω
0
dξ
tanh
[
1
2kBT
[ξ2 + ∆2(T )]1/2
]
[ξ2 + ∆2(T )]1/2
, (76)
where λ is the isotropic integrated λqν from Eq. (11).
Here ~ and kB are indicated explicitly to be consistent
with the seminal equation in Ref. [77].
They also derived what is now known as the universal
BCS relation for weak coupling (i.e. ~ω  ∆(T = 0)),
see Eq. (3.30) of Ref. [77]:
∆(T = 0) = 1.75kBTc. (77)
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Figure 23: (Color online) Adimentional BCS Calculated (blue line)
and fitted (red line) superconducting gap ratio δ = ∆(T )
∆(T=0) with respect
to superconducting temperature ratio τ = TTc of MgB2.
Finally, using a variational approximation to the true
ground-state, they deduced (see Eq. (2.40) of Ref. [77]):
~ω
∆(T = 0)
= sinh
[1
λ
]
. (78)
We can also define the following two dimensionless
variables:
δ =
∆(T )
∆(T = 0)
and τ =
T
Tc
. (79)
Inserting Eqs. (77) and (78) inside Eq. (76) and per-
forming a change of variable z = ξ
∆(T ) leads to [177]
1
λ
=
∫ δ−1 sinh(1/λ)
0
dz
(1 + z2)1/2
tanh
[1.75
2
δ
τ
(1 + z2)1/2
]
.
(80)
In the case of MgB2, λ = 0.75 and therefore Eq. (80)
can be solved by fixing τ and solving for δ. However,
Eq. (80) is expected to work for weak coupling super-
conductors in the range of λ ≤ 0.3 (determined empiri-
cally, see Ref. [178], p.112 for more details). Indeed, as
can be seen on Fig. 23, the equation has no solution for
τ close to 1.
An alternative fitting formula can be used [90]:
∆(T )
∆(T = 0)
=
√
1 − τp, (81)
where p has to be fitted. By fitting on the solution of
Eq. (80) in the low τ value range, we found p = 3.3 (see
Fig. (23)) for λ = 0.75.
Once we have a value for the isotropic superconduct-
ing gap ∆(T ), Eqs. (44) and (46) can be simplified to:
∆F = −piT
∑
j
[√
ω2j + ∆
2(T ) − ω j
]
×
[
Z j − ZNj
ω j√
ω2j + ∆
2(T )
]
, (82)
with
Z j = 1 +
piT
ω j
∑
j′
ω j′√
ω2j′ + ∆
2(T )
λ (83)
and
ZNj = 1 +
piT
ω j
λ, (84)
where the sum over j and j′ has to be numerically trun-
cated so that
ω j = (2 j + 1)piT ≤ ωc. (85)
In our case we used a truncation energy of ωc = 0.3 eV.
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