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Abstract
We give some graph theoretical formulas for the trace Trk(T) of a tensor T which do not involve
the differential operators and auxiliary matrix. As applications of these trace formulas in the
study of the spectra of uniform hypergraphs, we give a characterization (in terms of the traces of
the adjacency tensors) of the k-uniform hypergraphs whose spectra are k-symmetric, thus give an
answer to a question raised in [3]. We generalize the results in [3, Theorem 4.2] and [5, Proposition
3.1] about the k-symmetry of the spectrum of a k-uniform hypergraph, and answer a question in [5]
about the relation between the Laplacian and signless Laplacian spectra of a k-uniform hypergraph
when k is odd. We also give a simplified proof of an expression for Tr2(T) and discuss the expression
for Tr3(T).
AMS classification: 15A18; 15A69
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1. Introduction
As was in [9], an order m dimension n tensor A = (ai1i2···im)1≤ij≤n (j=1,··· ,m) over the complex
field C is a multidimensional array with all entries ai1i2···im ∈ C (i1, · · · , im ∈ [n] = {1, · · · , n}).
For a vector x = (x1, · · · , xn)
T ∈ Cn, let Axm−1 be a vector in Cn whose ith component is defined
as the following:
(Axm−1)i =
n∑
i2,··· ,im=1
aii2···imxi2 · · · xim (1.1)
and let x[r] = (xr1, · · · , x
r
n)
T . Then ([2, 9]) a number λ ∈ C is called an eigenvalue of the tensor A
if there exists a nonzero vector x ∈ Cn such that
Axm−1 = λx[m−1] (1.2)
✩Research supported by the National Science Foundation of China No.11231004, 11271288 and the Hong Kong
Research Grant Council (Grant No. PolyU 501909, 502510, 502111 and 501212)
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and in this case, x is called an eigenvector of A corresponding to the eigenvalue λ. L.Qi and L.H.Lim
also defined several other types of eigenvalues (and eigenvectors) in [7, 9].
The unit tensor of order m and dimension n is the tensor I = (δi1,i2,··· ,im) with entries as follows:
δi1,i2,··· ,im =
{
1 if i1 = i2 = · · · = im
0 otherwise
It is easy to see from the definition that Ixm−1 = x[m−1]. Thus equation (1.2) can be rewritten as
(λI− A)xm−1 = 0
By using the definition of determinants of tensors, Qi ([9]) defined the characteristic polynomial
of a tensor A as the determinant Det(λI− A), where I is the unit tensor.
In [8], Morozov and Shakirov defined the d-th order trace Trd(T) of a tensor T (with order m
and dimension n), in terms of an auxiliary matrix A of order n (whose entries aij are viewed as
independent variables) and some differential operators involving these variables as follows:
Trd(T) = (m− 1)
n−1
∑
d1+···+dn=d
n∏
i=1
1
(di(m− 1))!

 ∑
yi∈[n]m−1
tiyi
∂
∂aiyi


di
tr(Ad(m−1)) (1.3)
where we use the notations
tiy := tii2···im and
∂
∂aiy
:=
∂
∂aii2
· · ·
∂
∂aiim
(if y = i2 · · · im)
and d1, · · · , dn run over all nonnegative integers with d1 + · · · + dn = d.
It was proved in [4, Theorem 6.3] that, by using Trd(T) and the Schur function, the characteristic
polynomial φT(z) of T can be expressed in the following way:
φT(z) =
d∑
k=0
Pk
(
−
Tr1(T)
1
, · · · ,−
Trk(T)
k
)
zd−k (d = n(m− 1)n−1)
where the Schur function Pd(t1, · · · , td) is defined as:
Pd(t1, · · · , td) =
d∑
m=1
∑
d1+···+dm=d(di>0)
td1 · · · tdm
m!
(P0 = 1)
or equivalently
exp
(
∞∑
k=1
tkz
k
)
=
∞∑
k=0
Pk (t1, · · · , tk) z
k (1.4)
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It was also proved in [4, Theorem 6.10] that Trk(T) is the sum of k-th powers of all the eigenvalues
of T. In the following Lemma 1.1 and Theorem 1.1, we show that this important result can also be
simply proved by using the Schur function as follows.
Lemma 1.1 : Let a0 = 1, and
∑n
i=0 aiz
n−i = (z − λ1) · · · (z − λn) be a monic polynomial of
degree n with n roots λ1, · · · , λn. Let tk = −
1
k (
∑n
j=1 λ
k
j ), and g(z) =
∑∞
k=1 tkz
k. Then we have
eg(z) =
∑n
k=0 akz
k.
Proof: Differentiating both sides of the equation g(z) =
∑∞
k=1 tkz
k, we have (since
∑∞
k=1 tkz
k has
a positive radius of convergence)
g′(z) = −
n∑
j=1
λj
(
∞∑
k=1
(λjz)
k−1
)
=

 n∑
j=1
ln(1− λjz)


′
Also g(0) = 0, so we have g(z) =
∑n
j=1 ln(1− λjz), and thus
eg(z) =
n∏
j=1
(1− λjz) = z
n
(
n∑
i=0
aiz
−(n−i)
)
=
n∑
k=0
akz
k
Theorem 1.1 ([4]): Let T be a tensor of order m ≥ 2 and dimension n, let Trk(T) be defined as
in (1.3). Let λ1, · · · , λd be all the eigenvalues of T (where d = n(m− 1)
n−1). Then we have:
Trk(T) =
d∑
j=1
λkj (1.5)
Proof: Let φT(z) =
∑d
i=0 aiz
d−i = (z−λ1) · · · (z−λd) be the characteristic polynomial of the tensor
T. Let tk = −
1
k (
∑d
j=1 λ
k
j ), and g(z) =
∑∞
k=1 tkz
k. Then by Lemma 1.1 we have eg(z) =
∑d
k=0 akz
k.
On the other hand, by [3,4,8] we know that the coefficient ak of the characteristic polynomial
of the tensor T is ak = Pk(−
Tr1(T)
1 , · · · ,−
Trk(T)
k ), and Pk(−
Tr1(T)
1 , · · · ,−
Trk(T)
k ) = 0 when k > d.
Thus by (1.4) we also have
exp
(
∞∑
k=1
−
Trk(T)
k
zk
)
=
∞∑
k=0
Pk
(
−
Tr1(T)
1
, · · · ,−
Trk(T)
k
)
zk =
d∑
k=0
akz
k
Comparing this with the expression for eg(z), we obtain that
∞∑
k=1
−
Trk(T)
k
zk = g(z) =
∞∑
k=1
tkz
k
and thus −Trk(T)k = tk = −
1
k (
∑d
j=1 λ
k
j ). From this (1.5) follows.
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Notice that the current formula (1.3) for the trace Trk(T) (given in [3] and [8]) involves the
differential operators and auxiliary matrix A, so it is quite difficult and complex to use it to study
the traces. And it is hoped that some more explicit formulas for the trace Trk(T) can be obtained
(as was mentioned in the final remarks of [4]).
In this paper, we will give in §2 and §4 some new formulas for the trace Trk(T) in terms of
some graph theoretical parameters. These formulas do not involve the differential operators and
auxiliary matrix. In §3, we give three applications of the trace formula given in §2 in the study
of the spectra of uniform hypergraphs. Firstly we give a characterization (in terms of the traces
of tensors) of the k-uniform hypergraphs whose spectra are k-symmetric, thus give an answer to a
question raised in [3]. Secondly we generalize the k-partite and hm-bipartite hypergraphs to p-hm
bipartite hypergraphs, and prove that the spectra of this class of hypergraphs are k-symmetric if
p and k are coprime. This result is a common generalization of the results [3, Theorem 4.2] and
[5, Proposition 3.1]. Thirdly, we answer a question raised in [5] about the relation between the
Laplacian spectrum and signless Laplacian spectrum of a k-uniform hypergraph. In §5, we use the
new trace formulas given in §4 to give a simplified proof of a formula for Tr2(T), and discuss the
possible expression for Tr3(T).
2. A new graph theoretical formula for the trace Trk(T)
In this section, we first use the weighted associated digraph D(A) of a matrix A to give a graph
theoretical expression for tr(Ar) in Lemma 2.2. Then we derive a graph theoretical formula (2.11)
for the trace Trk(T) of a tensor T in Theorem 2.1.
A multi-set is a collection of elements which allows the repeated elements. In this paper, if a
multi set A contains s distinct elements a1, · · · , as with the multiplicities r1, · · · , rs respectively,
then we write
A = ar11 · · · a
rs
s
Lemma 2.1: Let a1, · · · , an and b1, · · · , bn be nonnegative integers with a1+ · · ·+an = b1+ · · ·+bn.
Then we have:
∂a1+···+an
(∂x1)a1(∂x2)a2 · · · (∂xn)an
(xb11 x
b2
2 · · · x
bn
n ) =
{
b1! · · · bn! if ai = bi (i ∈ {1, · · · , n})
0 otherwise
(2.1)
Proof. If some ai 6= bi, then by the condition a1 + · · · + an = b1 + · · · + bn we must have some
aj > bj . Thus in this case the left side of (2.1) is zero. The case when ai = bi for all i = 1, · · · , n is
obvious.
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In the following, we write [n] = {1, · · · , n}.
Definition 2.1: Let A = (aij) be a matrix of order n. Then the weighted associated digraph D(A)
of A is the digraph with vertex set V = [n] such that there is an arc (i, j) in D(A) if and only if
aij 6= 0, and in this case, the arc (i, j) has a weight aij. The weight of a walk W in D(A), denoted
by a(W ), is the product of the weights of all arcs of W (here the arc set of W is regarded as a multi
set). Let Wr(D(A)) be the set of all closed walks of length r in D(A).
The following lemma gives a graph theoretical formula for the trace tr(Ar) in terms of the
weighted associated digraph D(A) of a matrix A.
Lemma 2.2: Let A = (aij) be a matrix of order n with the weighted associated digraph D(A).
Then we have:
tr(Ar) =
∑
W∈Wr(D(A))
a(W ) (2.2)
Proof. We have
tr(Ar) =
n∑
i1,··· ,ir=1
ai1i2ai2i3 · · · airi1 =
∑
W∈Wr(D(A))
a(W )
For a tensor H = (hi1i2···im) of order m and dimension n, we write:
hi1i2···im = hi1α (where α = i2 · · · im ∈ [n]
m−1)
For an integer d > 0, we define:
Fd = {((i1, α1), · · · , (id, αd)) | 1 ≤ i1 ≤ · · · ≤ id ≤ n; α1, · · · , αd ∈ [n]
m−1} (2.3)
For nonnegative integers d1, · · · , dn with d1 + · · ·+ dn = d > 0, we also define:
Fd1,··· ,dn = {((i1, α1), · · · , (id, αd)) ∈ Fd | {i1, · · · , id} = 1
d1 · · ·ndn} (2.4)
Then we obviously have
Fd =
⋃
d1+···+dn=d
Fd1,··· ,dn
To prove our formulas for Trd(T), we need the following elementary formula on the transforma-
tion of reversing order between sums and products.
Lemma 2.3: For a tensor H = (hi1i2···im) of order m and dimension n with hi1i2···im denoted by
h(i1, α), (α = i2 · · · im ∈ [n]
m−1), we have:
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n∏
i=1

 ∑
yi∈[n]m−1
h(i, yi)


di
=
∑
((i1,α1),··· ,(id,αd))∈Fd1,··· ,dn
d∏
j=1
h(ij , αj) (2.5)
Proof. We have
n∏
i=1

 ∑
yi∈[n]m−1
h(i, yi)


di
=
∑
yij∈[n]m−1 (i=1,··· ,n, j=1,··· ,di)
h(1, y11) · · · h(1, y1d1)h(2, y21) · · · h(2, y2d2) · · · h(n, yn1) · · · h(n, yndn)
=
∑
((i1,α1),··· ,(id,αd))∈Fd1,··· ,dn
d∏
j=1
h(ij , αj)
Now for F = ((i1, α1), · · · , (id, αd)) ∈ Fd and the tensor H = (hi1i2···im) of orderm and dimension
n, write
piF (H) =
d∏
j=1
h(ij , αj) (2.6)
Also for a given F ∈ Fd, there exist unique nonnegative integers d1, · · · , dn with d1 + · · · + dn = d
such that F ∈ Fd1,··· ,dn . In this case, we write (for any one variable function g(x)):
g(F ) =
n∏
i=1
g(di) (F ∈ Fd1,··· ,dn) (2.7)
Using these notations and Lemma 2.3, we further have
Lemma 2.4:
∑
d1+···+dn=d
n∏
i=1

g(di)

 ∑
yi∈[n]m−1
h(i, yi)


di

 = ∑
F∈Fd
g(F )piF (H) (2.8)
Proof. From (2.5), (2.6) and (2.7) we have
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∑
d1+···+dn=d
n∏
i=1

g(di)

 ∑
yi∈[n]m−1
h(i, yi)


di


=
∑
d1+···+dn=d
(
n∏
i=1
g(di)
)
 ∑
((i1,α1),··· ,(id,αd))∈Fd1,··· ,dn
d∏
j=1
h(ij , αj)


=
∑
d1+···+dn=d
(
n∏
i=1
g(di)
) ∑
F∈Fd1,··· ,dn
piF (H) =
∑
d1+···+dn=d
∑
F∈Fd1,··· ,dn
(
n∏
i=1
g(di)
)
piF (H)
=
∑
F∈Fd
g(F )piF (H)
Now we introduce some more graph theoretical notations. We first assume that all the digraphs
considered here have the vertex set V = [n], and may have loops (arcs of the form (i, i)) and multiple
arcs (such digraphs are called “multi-digraphs”). Thus there may be several arcs from vertex i to
vertex j. For convenience, we use Dn to denote the complete digraph of order n with the arc set
E(Dn) = [n]× [n].
For an arc multi-set E, we use V (E) to denote the set of vertices incident to some arc of E.
In the following, when we mention an arc multi-set E, we always mean that E is a multi-set
each of whose element is in [n] × [n]. Namely, V (E) ⊆ [n]. Also, for each vertex i ∈ [n], let d+E(i)
and d−E(i) be the outdegree and indegree of i in the arc set E, respectively.
A (multi) digraph is called a ”balanced digraph”, if the outdegree and indegree of each vertex
are equal. It is not difficult to see that, if W is a closed walk (of some digraph with vertex set
V = [n]), then W (as a multi-digraph) is a ”balanced digraph”.
Definition 2.2: Let E be an arc multi-set (with V (E) ⊆ [n]). Then:
(1) Let b(E) be the product of the factorials of the multiplicities of all the arcs of E.
(2) Let c(E) be the product of the factorials of the outdegrees of all the vertices in the arc set E.
(3) Let W(E) be the set of all (directed) closed walks W with the arc multi-set E(W ) = E.
Definition 2.3: Let F = ((i1, α1), · · · , (id, αd)) ∈ Fd, where (ij , αj) ∈ [n]
m (j = 1, · · · , d). Then
(1) Let E(F ) =
⋃d
j=1Ej(F ) (in the sense of the union of multi-sets), where Ej(F ) is the arc multi-set
as following:
Ej(F ) = {(ij , v1), (ij , v2), · · · (ij , vm−1)} if αj = (v1, · · · , vm−1)
Thus E(F ) is also an arc multi-set.
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(2) Let b(F ) = b(E(F )) be the product of the factorials of the multiplicities of all the arcs of E(F ).
(3) Let c(F ) = c(E(F )) be the product of the factorials of the outdegrees of all the vertices in the
arc set E(F ).
It is easy to see that if F ∈ Fd1,··· ,dn , then d
+
E(F )(i) = di(m − 1). Thus in this case we have
c(F ) =
∏n
i=1(di(m− 1))!.
(4) Let W(F ) = W(E(F )) be the set of all closed walks W with the arc multi-set E(W ) = E(F ).
It is obvious that the length of each walk W in W(F ) is |E(W )| = |E(F )| = d(m− 1).
(5) Let the differential operator ∂(F ) =
∏d
j=1
∂
∂aijαj
, where
∂
∂aiα
=
m−1∏
k=1
∂
∂aisk
(if α = (s1, · · · , sm−1) ∈ [n]
m−1)
Here aij (i, j = 1, · · · , n) are viewed as distinct independent variables.
Now let T = (ti1i2···im) be a tensor of order m and dimension n, where ti1i2···im = ti1α (α =
i2 · · · im ∈ [n]
m−1). Take the tensor H in (2.8) as hiα = tiα
∂
∂aiα
(viewed as an element in some
operator algebra). Then piF (H) = piF (T)∂(F ), and from (2.8) we have:
∑
d1+···+dn=d
n∏
i=1
1
(di(m− 1))!

 ∑
yi∈[n]m−1
tiyi
∂
∂aiyi


di
=
∑
F∈Fd
1
c(F )
piF (T)∂(F ) (2.9)
We also have the following formula about the action of the differential operator ∂(F ) on
tr(Ad(m−1)).
Lemma 2.5: For F = ((i1, α1), · · · , (id, αd)) ∈ Fd, let ∂(F ) =
∏d
j=1
∂
∂aijαj
be defined as in Defini-
tion 2.2, and A = (aij) be a matrix of order n, where aij (i, j = 1, · · · , n) are distinct independent
variables. Then we have
∂(F )(tr(Ad(m−1))) = b(F )|W(F )| (F ∈ Fd) (2.10)
Proof. By using the trace formula (2.2) for matrix Ar, we have
∂(F )tr(Ad(m−1)) =
∑
W∈Wd(m−1)(D(A))
∂(F )a(W )
Now for fixed W ∈Wd(m−1)(D(A)) and F ∈ Fd, we know by Lemma 2.1 that ∂(F )a(W ) 6= 0 if
and only if the arc multi-sets E(W ) = E(F ), namelyW ∈W(F ), and in this case ∂(F )a(W ) = b(F )
by Lemma 2.1. Thus we have
∂(F )tr(Ad(m−1)) =
∑
W∈W(F )
∂(F )a(W ) =
∑
W∈W(F )
b(F ) = b(F )|W(F )|
8
Now we are ready to prove our first graph theoretical trace formula.
Theorem 2.1: Let T = (ti1i2···im) be a tensor of order m and dimension n. Then we have
Trd(T) = (m− 1)
n−1
∑
F∈Fd
b(F )
c(F )
piF (T)|W(F )| (2.11)
where (the graph theoretical parameters) b(F ) c(F ) and |W(F )| only depend on the arc set E(F ),
and are independent of the tensor T.
Proof. By (2.9) we have
∑
d1+···+dn=d
n∏
i=1
1
(di(m− 1))!

 ∑
yi∈[n]m−1
tiyi
∂
∂aiyi


di
tr(Ad(m−1)) =
∑
F∈Fd
1
c(F )
piF (T)∂(F )tr(A
d(m−1))
Substituting (2.10) into the above equation, we obtain:
∑
d1+···+dn=d
n∏
i=1
1
(di(m− 1))!

 ∑
yi∈[n]m−1
tiyi
∂
∂aiyi


di
tr(Ad(m−1)) =
∑
F∈Fd
b(F )
c(F )
piF (T)|W(F )| (2.12)
Multiplying both sides of (2.12) by (m− 1)n−1, we obtain our trace formula (2.11).
3. Some applications in the study of spectra of hypergraphs
In this section, we give some applications of the trace and our trace formula (2.11) in the study
of the spectra (and Laplacian spectra) of hypergraphs. Firstly we give a characterization (in terms
of the traces of tensors) of the k-uniform hypergraphs whose spectra are k-symmetric. Secondly we
generalize the k-partite and hm-bipartite hypergraphs to p-hm bipartite hypergraphs, and prove
that the spectra of this class of hypergraphs are k-symmetric if p and k are coprime. Finally, we
answer a question raised in [5] about the relation between the Laplacian spectrum and signless
Laplacian spectrum of a k-uniform hypergraph.
A hypergraph H = (V,E) is called k-uniform if every edge of H contains exactly k vertices.
The adjacency tensor of H (under certain ordering of vertices) is the order k dimension n tensor
A = AH with the following entries ([3]):
ai1i2···ik =
{
1
(k−1)! if {i1, i2, · · · , ik} ∈ E(H)
0 otherwise
The characteristic polynomial and spectrum of a uniform hypergraph H are that of its adjacency
tensor A.
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Let D = DH be the degree diagonal tensor of H (its i-th diagonal element is the degree of the
vertex i), then the tensor L = D − A is called the Laplacian tensor of H, and Q = D+ A is called
the signless Laplacian tensor of H. The Laplacian spectrum and signless Laplacian spectrum of H
are defined to be the spectrum of L and Q, respectively.
The spectrum of a tensor or a k-uniform hypergraph is said to be k-symmetric, if this spectrum
is invariant under a rotation of an angle 2pi/k in the complex plane.
In [3, Theorem 4.2], Cooper and Dutle proved that the spectrum of a k-partite k-uniform hy-
pergraph is k-symmetric. They also proposed a problem in [3] which asks to characterize those
hypergraphs whose spectra are k-symmetric. In the following Theorem 3.1, we will give a char-
acterization of the k-uniform hypergraphs whose spectra are k-symmetric in terms of the traces
of its adjacency tensor, and then we will give an application of this result (together with the new
trace formula (2.11)) in Theorem 3.2 to show that the spectra of the class of p-hm hypergraphs are
k-symmetric when p, k are coprime.
Theorem 3.1. Let H be a k-uniform hypergraph, A = AH be its adjacency tensor, and φA(λ) =∑r
j=0 ajλ
r−j (r = n(k − 1)n−1) be the characteristic polynomial of A and H. Then the following
three conditions are equivalent:
(1). The spectrum of A (and H) is k-symmetric.
(2). If d is not a multiple of k, then the coefficient ad (of the codegree d term in the characteristic
polynomial φA(λ)) is zero. Namely, there exist some integer t and some polynomial f , such that
φA(λ) = λ
tf(λk).
(3). If d is not a multiple of k, then Trd(A) = 0.
Proof. We will show that (1)⇐⇒ (2)⇐⇒ (3).
(2) =⇒ (1): This is obvious from the expression φA(λ) = λ
tf(λk).
(1) =⇒ (2): Let ε = e2pii/k be the k-th primitive root of unity. Then (1) implies that φA(ελ) =
εrφA(λ). From this we have
r∑
d=0
adε
r−dλr−d =
r∑
d=0
adε
rλr−d
Thus we have adε
r−d = adε
r, or ad(ε
d − 1) = 0.
Now if d is not a multiple of k, then εd − 1 6= 0. So in this case we have ad = 0.
(2) =⇒ (3): By (2), we may write φA(λ) as:
φA(λ) = λ
t(λk − ck1) · · · (λ
k − cks)
Let P = (pij) be the circulant permutation matrix of order k (where pij = 1 if and only if j ≡
i+1(mod k)). If d is not a multiple of k, then all the diagonal entries of P d are zero, thus tr(P d) = 0.
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Also, we have φcP (λ) = λ
k − ck. So if µ1, · · · , µk are the k roots of λ
k − ck = 0 (i.e., the k
eigenvalues of the matrix cP ), then µd1, · · · , µ
d
k will be the k eigenvalues of the matrix (cP )
d. Thus
we have
µd1 + · · ·+ µ
d
k = tr((cP )
d)
Therefore by Theorem 1.1 we have
Trd(A) =
r∑
j=1
λdj = tr((c1P )
d) + · · ·+ tr((csP )
d) = 0 (if d is not a multiple of k)
(3) =⇒ (2): By [3,4,8], we have
ad = Pd(−
Tr1(T)
1
, · · · ,−
Trd(T)
d
) (3.1)
where Pd(t1, · · · , td) is the Schur function defined as in Section 1 ([3,8]):
Pd(t1, · · · , td) =
d∑
m=1
∑
d1+···+dm=d(di>0)
td1 · · · tdm
m!
(3.2)
Now suppose that ad 6= 0. Then by (3.1) and (3.2) we see that there exist some positive integers
d1, · · · , dm with d1 + · · ·+ dm = d such that
Trd1(A) · · · Trdm(A) 6= 0 (3.3)
By condition (3), we see that (3.3) implies that d1, · · · , dm are all multiples of k. Thus d =
d1 + · · · + dm is also a multiple of k, this proves (2).
In [5], Hu and Qi defined the (k-uniform) hm-bipartite hypergraphs (which is a generalization
of the k-partite hypergraphs studied in [3]), and proved that a number λ0 is an eigenvalue of an
hm-bipartite hypergraph H if and only if λ0e
2pii/k is an eigenvalue of H. In the following, we further
generalize hm-bipartite hypergraphs to p-hm bipartite hypergraphs, and prove the k-symmetry of
the spectra of p-hm bipartite hypergraphs when p, k are coprime, thus generalize both the results
[3, Theorem 4.2] and [5, Proposition 3.1].
Definition 3.1 . Let H = (V,E) be a nontrivial k-uniform hypergraph. It is called p-hm bipartite
if V can be partitioned into V = V1 ∪ V2, where V1 and V2 are nonempty and disjoint, such that
every edge of H intersects V1 with exactly p vertices.
The hm-bipartite hypergraphs defined in [5] is a special case p = 1 of p-hm bipartite hypergraphs.
Also, the cored hypergraphs defined in [6] (every edge contains a vertex of degree one) is a special
class of 1-hm bipartite hypergraphs.
In order to prove the k-symmetry of the spectra of p-hm bipartite hypergraphs when p, k are
coprime, we need the following Lemma 3.1 which is in some sense an equivalent version of [3,
Theorem 3.12].
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Let F = ((i1, α1), · · · , (id, αd)) ∈ Fd (where each component of F is an element of [n]
m), and let
i ∈ [n]. Let di(F ) be the number of times that the index i appears in F as the primary index (i.e.,
the first index in some component of F ), and qi(F ) be the number of times that the index i appears
in F as the non-primary index. Let pi(F ) = di(F ) + qi(F ) be the total number of times that the
index i appears in F . Then it was defined in [3] that F is called m-valent, if for each i ∈ [n], pi(F )
is a multiple of m.
Lemma 3.1 . Let F = ((i1, α1), · · · , (id, αd)) ∈ Fd (where each component of F is an element of
[n]m). If W(F ) 6= φ, then F is m-valent.
Proof. Take W ∈ W(F ) to be a closed walk with E(W ) = E(F ). Then we have d+W (i) = d
−
W (i)
for each vertex i ∈ [n] (since E(W ) is balanced). Now by the definition of E(F ), we can see
that d+W (i) = (m − 1)di(F ) and d
−
W (i) = qi(F ). Thus we have qi(F ) = (m − 1)di(F ), and so
pi(F ) = di(F ) + qi(F ) = di(F ) + (m− 1)di(F ) = mdi(F ), which is a multiple of m.
Now let
F ′d = {F ∈ Fd | F is m-valent } (3.4)
Then from Lemma 3.1 we can see that (2.11) can be rewritten as (in terms of F ′d):
Trd(T) = (m− 1)
n−1
∑
F∈F ′
d
b(F )
c(F )
piF (T)|W(F )| (3.5)
since for those F ∈ Fd\F
′
d, we have |W(F )| = 0 by Lemma 3.1.
Now we apply (3.5) to prove the following theorem.
Theorem 3.2 . Let H = (V,E) be a nontrivial k-uniform p-hm bipartite hypergraph with p, k
coprime, then the spectrum of H is k-symmetric.
Proof. Let A = AH be the adjacency tensor of H. By Theorem 3.1, we only need to show that A
satisfies the condition (3) of Theorem 3.1.
Let V1 and V2 be as in Definition 3.1.
Suppose that Trd(A) 6= 0 for some positive integer d. Then by the formula (3.5), there exists
some F ∈ F ′d such that piF (A) 6= 0. Thus the d components of F corresponds to d edges {e1, · · · , ed}
(with repetition allowed) of the hypergraph H, and that F is k-valent by (3.4).
Let E0 = {e1, · · · , ed}, and for each vertex v of H, let dE0(v) be the degree of v in the sub-
hypergraph of H induced by the edge subset E0. Then by the k-valent property of F , we see that
all dE0(v) are multiples of k.
On the other hand, by Definition 3.1 (and the same idea as in [3]), we have pd =
∑
v∈V1
dE0(v),
which is a multiple of k. So d is also a multiple of k since p, k are coprime. This proves that A
satisfies the condition (3) of Theorem 3.1.
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Now we consider an application of the formula (2.11) in the study of the Laplacian spectra of
hypergraphs. In [5], it was asked whether the Laplacian spectrum and signless Laplacian spectrum
equal or not for a k-uniform hypergraph with odd k ≥ 3. By using our trace formula (2.11), we are
able to answer this question in the following theorem.
Theorem 3.3: Let H be a nontrivial k-uniform hypergraph with odd k ≥ 3. Then its Laplacian
spectrum and signless Laplacian spectrum do not equal.
Proof. Let A = AH be the adjacency tensor, and D be the diagonal degree tensor of H. Let
L = D−A be the Laplacian tensor of H. Then we obviously have D+A = |L|, where |L| is obtained
from L by taking the absolute values entrywisely. Now by Theorem 2.1, we have:
Trk(D− A) = Trk(L) = (k − 1)
n−1
∑
F∈Fk
b(F )
c(F )
piF (L)|W(F )| (3.6)
and
Trk(D+A) = Trk(|L|) = (k−1)
n−1
∑
F∈Fk
b(F )
c(F )
piF (|L|)|W(F )| = (k−1)
n−1
∑
F∈Fk
∣∣∣∣b(F )c(F )piF (L)|W(F )|
∣∣∣∣
(3.7)
Namely, each term of the right side of (3.7) is the absolute value of the corresponding term of the
right side of (3.6).
Now we want to show that there exists some F0 ∈ Fk such that piF0(L) < 0 and |W(F0)| > 0.
For this purpose, take an edge e = {i1, · · · , ik} of the hypergraph H and take
F0 = ((i1, i2 · · · , ik), (i2, i3, · · · , ik, i1), · · · , (ik, i1, · · · , ik−1)) ∈ Fk
Then we have piF0(L) = piF0(−A) = (−1)
k 1
((k−1)!)k
< 0 since k is odd.
On the other hand, we have E(F0) = {(i, j) | i, j ∈ {i1, i2 · · · , ik} and i 6= j}, which means that
the digraph (on n vertices) induced by the arc set E(F0) is isomorphic to the complete digraph Dk
(without loops) which is both strongly connected and balanced (d+Dk(v) = d
−
Dk
(v) = k − 1 for all
vertices v in Dk). Thus by the criterion for the ”directed Eulerian graphs” ([1]), we conclude that
there exists a directed closed walk W ∈W(F0) with E(W ) = E(F0). So we have |W(F0)| > 0.
Now for this F0, we have
b(F0)
c(F0)
piF0(L)|W(F0)| < 0, since b(F ) > 0 and c(F ) > 0 for all F ∈ Fk.
From this we see that at least one term in the summation of the righthand side of (3.6) is negative, so
the righthand sides of (3.6) and (3.7) do not equal. Consequently, we have Trk(D−A) 6= Trk(D+A).
From this and Theorem 1.1 we conclude that D− A and D+ A have the different spectra.
4. Some other formulas for the trace Trk(T)
In this section, we give some more formulas for the trace Trk(T), and consider some examples
and applications. In order to obtain these trace formulas, we need to introduce some more graph
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theoretical notations.
Definition 4.1: Let n, d, r be fixed positive integers. Let Ed,r(n) be the set of arc multi-sets E
(with V (E) ⊆ [n]) satisfying the following three conditions:
(1) |E| = dr (in the sense of multi set).
(2) The arc multi-set E is balanced (i.e., for each vertex i ∈ [n], the outdegree d+E(i) and the indegree
d−E(i) are equal).
(3) The outdegree d+E(i) of every vertex i ∈ [n] is a multiple of r.
By the condition (3) of the above definition, we see that if E ∈ Ed,r(n), then d
+
E(i) ≥ r if
d+E(i) > 0. On the other hand, recall that V (E) = {i ∈ [n] | d
+
E(i) > 0}. So dr = |E| =∑n
i=1 d
+
E(i) ≥ |V (E)|r. Thus we have
E ∈ Ed,r(n) =⇒ |V (E)| ≤ d (4.1)
where equality holds if and only if every vertex i with d+E(i) > 0 has d
+
E(i) = d
−
E(i) = r.
Lemma 4.1: Let n,m, d be fixed positive integers and F ∈ Fd. If W(F ) 6= φ, then we have
E(F ) ∈ Ed,m−1(n).
Proof. From the definitions of Fd and E(F ), it is easy to see that F ∈ Fd implies |E(F )| = d(m−1).
Also, by the hypothesis we have W(E(F )) = W(F ) 6= φ, which means that there is a closed
walk W ∈W(E(F )) with E(F ) as its arc multi set. Thus E(F ) is balanced, since E(W ) is.
Furthermore, F ∈ Fd implies that F ∈ Fd1,··· ,dn for some nonnegative integers d1, · · · , dn with
d1 + · · · + dn = d. Then it is easy to see that d
+
E(F )(i) = di(m − 1) which is a multiple of (m− 1)
for all i ∈ [n]. Thus E(F ) satisfies all the three conditions in Definition 4.1 (with r = m − 1), so
E(F ) ∈ Ed,m−1(n).
By Lemma 4.1, we have:
{F ∈ Fd | W(F ) 6= φ} ⊆
⋃
E∈Ed,m−1(n)
{F ∈ Fd | E(F ) = E} ⊆ Fd (4.2)
Thus the trace formula (2.11) can be further written as:
Trd(T) = (m− 1)
n−1
∑
F∈Fd
b(F )
c(F )
piF (T)|W(F )|
= (m− 1)n−1
∑
E(F )∈Ed,m−1(n)
b(F )
c(F )
piF (T)|W(F )|
= (m− 1)n−1
∑
E∈Ed,m−1(n)
∑
F∈Fd,E(F )=E
b(E)
c(E)
piF (T)|W(E)|
(4.3)
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We also have:
Lemma 4.2: Let b(E) and c(E) be defined as in Definition 2.2. Then for any arc multi-set
E =
⋃n
i=1
⋃n
j=1(i, j)
rij ∈ Ed,m−1(n), where the multiplicity of the arc (i, j) in E is rij, and d
+
E(i) =∑n
j=1 rij , we have
|{F ∈ Fd | E(F ) = E}| =
c(E)
b(E)
(4.4)
Proof. For each fixed i, we list all the elements of E with the initial vertex i as following:
(i, 1), · · · , (i, 1); · · · ; (i, n), · · · , (i, n) where there are rij many (i, j)’s (j = 1, · · · , n) (4.5)
By using the formula for the number of permutations with repetition, we know that the number of
the permutations of the elements in (4.5) is the following multi-binomial coefficient:
(
ri1 + · · · + rin
ri1, · · · , rin
)
=
(ri1 + · · ·+ rin)!
ri1! · · · rin!
Thus we have
|{F ∈ Fd | E(F ) = E}| =
n∏
i=1
(ri1 + · · ·+ rin)!
ri1! · · · rin!
=
∏n
i=1(d
+
E(i))!∏n
i=1
∏n
j=1 rij !
=
c(E)
b(E)
Now for each E ∈ Ed,m−1(n), let
piE(T) =
∑
F∈Fd,E(F )=E
piF (T) (4.6)
and
piE(T) =
∑
F∈Fd,E(F )=E
piF (T)
|{F ∈ Fd | E(F ) = E}|
=
b(E)
c(E)
piE(T) (4.7)
Thus piE(T) is the average value of all those values piF (T) with F ∈ Fd and E(F ) = E. Using this
and the equation (4.3), we can now obtain the following two trace formulas.
Theorem 3.1: Let T be a tensor of order m and dimension n. Then we have:
Trd(T) = (m− 1)
n−1
∑
E∈Ed,m−1(n)
b(E)
c(E)
piE(T)|W(E)| (4.8)
and
Trd(T) = (m− 1)
n−1
∑
E∈Ed,m−1(n)
piE(T)|W(E)| (4.9)
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Proof. (4.8) follows directly from (4.3) and (4.6), while (4.9) follows directly from (4.8) and
(4.7).
Now we look at some examples.
Example 4.1. Let the tensor T = A = (aij) be a matrix of order n (i.e., m = 2). Then we have
Trd(T) = tr(A
d).
Proof. First we have m− 1 = 1. Next, for any arc multi-set E ∈ Ed,1(n), let
a(E) =
∏
e∈E
a(e) where a(e) = aij if e = (i, j)
be the weight of the arc multi-set E in the weighted associated digraph D(A).
Now for any F = ((i1, j1), · · · , (id, jd) ∈ Fd with E(F ) = E and W ∈W(E), we have piF (T) =
ai1j1 · · · aidjd = a(E(F )) = a(E) = a(W ), where a(W ) is defined in Definition 2.1. Thus we have
piE(T) = a(E), and so ∑
W∈W(E)
a(W ) = a(E)
∑
W∈W(E)
1 = piE(T)|W(E)| (4.10)
Also, we have
Wd(D(A)) ⊆
⋃
E∈Ed,1(n)
W(E)
and if W ∈
⋃
E∈Ed,1(n)
W(E)\Wd(D(A)), then a(W ) = 0. Thus by (2.2), (4.9) and (4.10) we have
tr(Ad) =
∑
W∈Wd(D(A))
a(W )
=
∑
E∈Ed,1(n)
∑
W∈W(E)
a(W )
=
∑
E∈Ed,1(n)
piE(T)|W(E)|
= Trd(T)
Example 4.2. Let J be the tensor of order m and dimension n with all elements 1. Let
Wd,m−1(n) = {W is a closed walk | E(W ) ∈ Ed,m−1(n)}
Then we have Trd(J) = (m− 1)
n−1|Wd,m−1(n)|, where
|Wd,m−1(n)| =
∑
d1+···+dn=d
(d(m− 1))!∏n
i=1(di(m− 1))!
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Proof. By Definition 2.2 we know that W ∈W(E) if and only if E(W ) = E. So by the definition
of Wd,m−1(n) we have
Wd,m−1(n) =
⋃
E∈Ed,m−1(n)
W(E) , so |Wd,m−1(n)| =
∑
E∈Ed,m−1(n)
|W(E)|.
Since all the elements of J are 1, we have piE(J) = 1 for any E ∈ Ed,m−1(n). Thus by (4.9) and
the above equation we have
Trd(J) = (m− 1)
n−1
∑
E∈Ed,m−1(n)
|W(E)| = (m− 1)n−1|Wd,m−1(n)|
By using the formula for the permutations with repetitions, and viewing a closed walk as a sequence
of vertices, we can see that
|Wd,m−1(n)| =
∑
d1+···+dn=d
(d(m− 1))!∏n
i=1(di(m− 1))!
(Note: Here |Wd,m−1(n)| is a combinatorial parameter which only depends on n,m and d, and is
independent of the tensors.)
5. The expressions of Tr2(T) and Tr3(T)
In this section we show how our trace formulas can be used in the study of Tr2(T) and Tr3(T).
First, we use the formula (4.8) and (4.9) to give a simplified proof of a formula of Tr2(T) in [4].
Theorem 5.1 ([4]). Let T be a tensor with order m and dimension n. Then we have
Tr2(T) = (m−1)
n−1

 n∑
i=1
t2ii···i +
∑
i<j
m−1∑
s=1
2s
m− 1

 ∑
{i2,···im}=jsim−1−s
tii2···im



 ∑
{j2,···jm}=isjm−1−s
tjj2···jm




Proof. We use the formula (4.9).
For each E ∈ E2,m−1(n), let V (E) = {i ∈ [n] | d
+
E(i) > 0} as before. Then |V (E)| ≤ 2 by (4.1),
so we can divide the set E2,m−1(n) into two subsets as E2,m−1(n) = E1
⋃
E2, where E ∈ Ek if and
only if |V (E)| = k (for k = 1, 2).
Thus we can further write
E1 = {E(1), · · · , E(n)}, and E2 =
⋃
i<j
E(i, j) (5.1)
where V (E(i)) = {i} (thus E(i) = (i, i)2(m−1)), and V (E) = {i, j} for each E ∈ E(i, j). Further-
more, for each 1 ≤ i < j ≤ n, we can write
E(i, j) = {E0(i, j), E1(i, j), · · · , Em−1(i, j)}
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where (as arc multi set)
Es(i, j) = (i, j)
s(j, i)s(i, i)m−1−s(j, j)m−1−s (0 ≤ s ≤ m− 1, i < j) (5.2)
Now for E = E(i) = (i, i)2(m−1) , we have |W(E)| = 1 and piE(T) = t
2
i···i. So
∑
E∈E1
piE(T)|W(E)| =
n∑
i=1
t2i···i (5.3)
For E = Es(i, j), we can verify from (5.2) that
b(E) = (s!(m− 1− s)!)2, c(E) = ((m− 1)!)2
and
piE(T) =
∑
F∈F2,E(F )=Es(i,j)
piF (T) =

 ∑
{i2,···im}=jsim−1−s
tii2···im



 ∑
{j2,···jm}=isjm−1−s
tjj2···jm

 (5.4)
Now we consider W(E) for E = Es(i, j). If W ∈ W(E), then the initial vertex of W is either
i or j. If the initial vertex of W is i, then there are
(
m− 1
s
)
different orderings of the m − 1
arcs in W starting from i, since there are s arcs (i, j) among these m− 1 arcs. On the other hand,
among the m − 1 arcs in W starting from j, the last arc must be (j, i) since the terminal vertex
of W is also i. Thus there are only
(
m− 2
s− 1
)
different orderings of the remaining m− 2 arcs in
W starting from j. The similar arguments apply if the initial vertex of W is j. Therefore we have
|W(E)| = 2
(
m− 1
s
)(
m− 2
s− 1
)
for E = Es(i, j).
Combining this with the expressions for b(E) and c(E), we have for E = Es(i, j) that
b(E)
c(E)
|W(E)| =
(s!(m− 1− s)!)2
((m− 1)!)2
2
(
m− 1
s
)(
m− 2
s− 1
)
=
2
(
m− 1
s
)(
m− 2
s− 1
)
(
m− 1
s
)2 = 2sm− 1
(5.5)
Finally, by using the formula (4.9) together with (5.3), (5.4), (5.5) and (4.7), we have
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Tr2(T) = (m− 1)
n−1
∑
E∈E2,m−1(n)
piE(T)|W(E)|
= (m− 1)n−1

∑
E∈E1
piE(T)|W(E)| +
∑
E∈E2
piE(T)|W(E)|


= (m− 1)n−1

∑
E∈E1
piE(T)|W(E)| +
∑
i<j
m−1∑
s=0
piEs(i,j)(T)|W(Es(i, j))|


= (m− 1)n−1

 n∑
i=1
t2i···i +
∑
i<j
m−1∑
s=0
b(Es(i, j))
c(Es(i, j))
|W(Es(i, j))|piEs(i,j)(T)


= (m− 1)n−1

 n∑
i=1
t2ii···i +
∑
i<j
m−1∑
s=1
2s
m− 1

 ∑
{i2,···im}=jsim−1−s
tii2···im



 ∑
{j2,···jm}=isjm−1−s
tjj2···jm




Here the first equality follows from (4.9), the fourth equality follows from (5.3) and (4.7), and the
last equality follows from (5.4) and (5.5).
Finally, we consider Tr3(T). Similarly as for Tr2(T), we can divide the set E3,m−1(n) into three
subsets as E3,m−1(n) = E1
⋃
E2
⋃
E3, where E ∈ Ek if and only if |V (E)| = k (for k = 1, 2, 3),
since |V (E)| ≤ 3 for each E ∈ E3,m−1(n). Then we consider the following three cases.
Case 1 (For |V (E)| = 1). We obviously have E1 = {E(1), · · · , E(n)}, where V (E(i)) = {i}, and
so E(i) = (i, i)3(m−1). Thus we have |W(E(i))| = 1 and piE(T) = t
3
i···i. Therefore∑
E∈E1
piE(T)|W(E)| =
n∑
i=1
t3i···i (5.6)
Case 2 (For |V (E)| = 2). We have E2 =
⋃
i 6=j E(i, j), where V (E) = {i, j} for each E ∈ E(i, j).
Furthermore, we have
E(i, j) = {E0(i, j), E1(i, j), · · · , Em−1(i, j)}
where
Es(i, j) = (i, j)
s(j, i)s(i, i)2(m−1)−s(j, j)m−1−s (0 ≤ s ≤ m− 1, i 6= j) (5.7)
Now for E = Es(i, j), we have
b(E) = (s!)2(m− 1− s)!(2(m− 1)− s)!, c(E) = (m− 1)!(2(m − 1))!
and similarly as in the case for Tr2(T), we also have |W(E)| =
(
m− 1
s
)(
2(m− 1)− 1
s− 1
)
+(
2(m− 1)
s
)(
m− 2
s− 1
)
for E = Es(i, j) (where the first term corresponds to those closed walks
with initial vertex j, and the second term corresponds to those closed walks with initial vertex i).
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Combining this with the expressions for b(E) and c(E), we have for E = Es(i, j) that
b(E)
c(E)
|W(E)| =
=
1(
m− 1
s
)(
2(m− 1)
s
)
((
m− 1
s
)(
2(m− 1)− 1
s− 1
)
+
(
2(m− 1)
s
)(
m− 2
s− 1
))
=
s
2(m− 1)
+
s
m− 1
=
3s
2(m− 1)
(5.8)
For E = Es(i, j), we also have
piE(T) =
∑
F∈F3,E(F )=Es(i,j)
piF (T)
=

 ∑
{i2,···im,k2,··· ,km}=jsi2(m−1)−s
tii2···imtik2···km



 ∑
{j2,···jm}=isjm−1−s
tjj2···jm


Thus we have
∑
E∈E2
piE(T)|W(E)| =
=
∑
i 6=j
m−1∑
s=0
3s
2(m− 1)

 ∑
{i2,···im,k2,··· ,km}=jsi2(m−1)−s
tii2···imtik2···km



 ∑
{j2,···jm}=isjm−1−s
tjj2···jm


(5.9)
Case 3 (For |V (E)| = 3). We have E3 =
⋃
i<j<kE(i, j, k), where V (E) = {i, j, k} for each
E ∈ E(i, j, k).
Now for fixed 1 ≤ i < j < k ≤ n and each E ∈ E(i, j, k), we have d+E(i) = d
+
E(j) = d
+
E(k) =
d−E(i) = d
−
E(j) = d
−
E(k) = m− 1. Let p, q, r, s be the multiplicities of the arcs (i, j), (j, k), (k, i) and
(j, i) in E, respectively. Then E must have the following form:
E = E(i, j, k; p, q, r, s)
:= (i, j)p(j, k)q(k, i)r(j, i)s(i, k)r+s−p(k, j)q+s−p(i, i)m−1−s−r(j, j)m−1−s−q(k, k)m−1+p−r−s−q
(5.10)
Thus we have
E(i, j, k) = {E(i, j, k; p, q, r, s) | 0 ≤ p, q, r, s ≤ m−1, and all the multiplicities in (5.10) are nonnegative}
(5.11)
Now for E = E(i, j, k; p, q, r, s), we have c(E) = ((m− 1)!)3, and
b(E) = p!q!r!s!(r + s− p)!(q + s− p)!(m− 1− s− r)!(m− 1− s− q)!(m− 1 + p− r − s− q)!
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So
b(E)
c(E)
=
1(
m− 1
s, r,m− 1− s− r
)(
m− 1
p, q + s− p,m− 1− s− q
)(
m− 1
q, r + s− p,m− 1 + p− r − s− q
)
(5.12)
Now let w(m; p, q, r, s) be the number of closed walks W with the arc multi set E(W ) =
E(i, j, k; p, q, r, s). Then w(m; p, q, r, s) is a purely graph theoretical parameter (which only in-
volves the digraphs with three vertices), and is independent of n, i, j, k, and independent of the
tensor T. Then we have
|W (E)| = w(m; p, q, r, s) (if E = E(i, j, k; p, q, r, s)) (5.13)
(for those values 0 ≤ p, q, r, s ≤ m−1 such that some multiplicities in (5.10) are negative, we would
have |W (E)| = w(m; p, q, r, s) = 0.)
Also, let
t(i, j, k; p, q, r, s) =

 ∑
{i2,···im}=i∗jpkr+s−p
tii2···im



 ∑
{j2,···jm}=isj∗kq
tjj2···jm



 ∑
{k2,···km}=irjq+s−pk∗
tkk2···km


(5.14)
(where the *’s mean suitable numbers such that the total multiplicities of the multi sets {i2, · · · im},
{j2, · · · jm} and {k2, · · · km} are all m− 1.) Then we have
piE(i,j,k;p,q,r,s)(T) = t(i, j, k; p, q, r, s) (5.15)
From (5.11), (5.12), (5.13) and (5.15) we have
∑
E∈E3
b(E)
c(E)
piE(T)|W(E)| =
∑
i<j<k
m−1∑
p=0
m−1∑
q=0
m−1∑
r=0
m−1∑
s=0
w(m; p, q, r, s)t(i, j, k; p, q, r, s)(
m− 1
s, r, ∗
)(
m− 1
p, q + s− p, ∗
)(
m− 1
q, r + s− p, ∗
)
(5.16)
(where the *’s mean suitable numbers which make the sums of the corresponding three numbers
equal to m− 1.)
Combining (5.6), (5.9) and (5.16), we finally have:
Theorem 5.2. Let T be the tensor with order m and dimension n. Then we have
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Tr3(T)
(m− 1)n−1
=
n∑
i=1
t3ii···i +
∑
i 6=j
m−1∑
s=0
3s
2(m− 1)

 ∑
{i2,···im,k2,··· ,km}=jsi2(m−1)−s
tii2···imtik2···km



 ∑
{j2,···jm}=isjm−1−s
tjj2···jm


+
∑
i<j<k
m−1∑
p=0
m−1∑
q=0
m−1∑
r=0
m−1∑
s=0
w(m; p, q, r, s)t(i, j, k; p, q, r, s)(
m− 1
s, r, ∗
)(
m− 1
p, q + s− p, ∗
)(
m− 1
q, r + s− p, ∗
)
(5.17)
where w(m; p, q, r, s) and t(i, j, k; p, q, r, s) are defined in (5.13) and (5.14).
Proof. By (4.9) and E3,m−1(n) = E1
⋃
E2
⋃
E3 we have:
Tr3(T)
(m− 1)n−1
=
∑
E∈E1
piE(T)|W(E)| +
∑
E∈E2
piE(T)|W(E)| +
∑
E∈E3
piE(T)|W(E)|
Substituting (5.6), (5.9) and (5.16) into the above equation, we obtain (5.17).
Remark 5.1.
(1) For those values 0 ≤ p, q, r, s ≤ m − 1 such that some multiplicities in (5.10) are negative, we
have w(m; p, q, r, s) = 0. So adding or deleting some terms corresponding to these values p, q, r, s
(or those values p, q, r, s such that the corresponding w(m; p, q, r, s) = 0) will not affect the value of
the total sum in the expression of our formula.
(2) When m is small, the graph theoretical parameter w(m; p, q, r, s) can be computed directly or
by using a computer.
(3) A further comment on the term
∑
E∈E3
b(E)
c(E)piE(T)|W(E)| in (5.16).
Theoretically, if we obtain a formula of
∑
E∈E3
b(E)
c(E)piE(T)|W(E)| for the tensor T of order m
and dimension n = 3, then we can obtain a formula of
∑
E∈E3
b(E)
c(E)piE(T)|W(E)| for a general tensor
T of order m and dimension n by doing the following two steps:
Step 1: In each term of the formula of
∑
E∈E3
b(E)
c(E)piE(T)|W(E)| (for the tensor T of order m and
dimension n = 3), replace all the subscripts 1 by i, 2 by j, and 3 by k, and keep the coefficients of
that term unchanged.
Step 2: Add
∑
i<j<k at the beginning of that part (for E ∈ E3) of the formula.
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