Inorganic nanoparticles (NPs) display unique size-dependent properties and have applications in many different areas such as medicine and the semiconductor industry. In order to take advantage of these properties, the organization of the NPs must be controlled, either to promote crystallization or to prevent agglomeration. This control is typically acheived by using covalently bound amphiphilic ligands. While the properties of the NPs themselves have been well-characterized, much less is known about the organic ligand coating. Here, we present a theoretical and computer simulation approach to compute the surface area occupied per ligand molecule as a function of the NP radius and of the ligand hydrophilic to lipophilic balance. We employ a self-consistent method which takes into account the full free energy of the NP/ligand/solvent system, which for this study is composed of hydrophobic NPs, alkyl poly(oxyethylene) ligands, and water. We find an order of magnitude higher ligand coverage on NPs compared to flat surfaces, in agreement with some experimental reports. Our approach is fundamentally different from existing computational methods in the literature and builds a foundation for studies of the organization of colloidal NPs in solvents or at interfaces.
Introduction
Nanoparticles (NPs) have size-dependent optical, magnetic, and electronic properties due to quantum confinement effects and to their surface area to volume ratio. In order to take advantage of these properties, the organization of the NPs must be controlled. For example, to build new photonic band gap materials, the NPs must be assembled into specific non-close-packed crystal structures.
1 Self-assembly is considered to be the best route to direct this organization and is implemented by making colloidal dispersions of the NPs in which organic surfactant molecules are attached to the NP surface.
2,3 Conversely, for biological imaging applications, the NPs must not aggregate; this control is acheived once again by using surfactant molecules attached to the NP surface, this time to impart colloidal stability. 4 The structure and organization of the organic surfactant, also referred to as the ligand, coating on the inorganic NP is of crucial importance to the success of NP organizational control and selfassembly efforts. Experimental techniques are, with rare exceptions, 5 unable to examine the organic coating. Computer modeling can make significant contributions to this problem, particularly because of its capacity to model systems in their native environment; in contrast, most experimental techniques require crystallization, solvent removal, or deposition on a substrate, all of which can alter the relevant morphology.
One of the most fundamental questions, in performing such computer modeling, is to ask how many surfactant molecules are attached to a given NP. It is known from thermogravimetric analysis that the ligand grafting density strongly depends on the curvature of the NP surface. 6 Our goal in this study is to systematically estimate grafting densities as a function of NP size and of surfactant architecture (hydrophilic/lipophilic balance). The motivation is to study the role of curvature on ligand organization around NPs. This task will be accomplished in two ways: (1) a new free energy method is introduced to measure the optimal surfactant coverage using realistic molecular dynamics computer simulations, and (2) the theory of surfactant selfassembly due to Nagarajan and Ruckenstein is modified to include NPs and applied to predict the grafting density. 7 We will compare and contrast the results from these two approaches.
This approach is fundamentally different from the existing simulation methods in the literature. Most studies derive from the method of Luedtke and Landman 8 in which gas-phase butanethiol molecules are adsorbed onto a gold NP surface using an energy criterion; longer ligand chains are subsequently grown from these attachment points. The grafting density is solely determined by the initial butanethiol adsorption density. An even simpler scheme is used by Ghorai and Glotzer 9 in which the ligand grafting density is taken to be a constant, independent of the NP radius. Our approach uses the full free energy of the NP/ligand/solvent system to self-consistently optimize the ligand grafting density, and we find that this density has a strong dependence on the NP radius, which is also often observed experimentally.
6,10 Patel and Egorov 11 come closest to our approach: they simulate the adsorption of ligand chains onto the NP surface beginning with a bare NP, but surprisingly, they fail to report the resulting number of attached chains. The simulation approach defines the inter-and intramolecular forces and computes the free energy from these forces, whereas the theoretical approach directly postulates the form of the free energy expressions. Both approaches have their strengths and weaknesses. The strength of the simulation approach is that it is not necessary to account for all the different contributions to the free energy of the system; the free energy emerges from the potential energy expressions in the force field and from the configurational entropy. The weakness of this approach lies in the accuracy of the force field. The strength of the theoretical approach is that the free energy expressions are physically motivated and offer great insight into the phenomenon under study. The weakness of this approach is that terms may be missing from the free energy expressions, or may be too simple or coupled in ways that are not accounted for.
The surfactants employed in this study are nonionic alkyl poly(oxyethylene) chains, 12 which are among the most extensively used surfactants. In terms of colloidal properties, nonionic surfactant stabilization is more robust than electrostatic stabilization, providing stability for a longer time and at higher NP concentrations.
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The rest of the paper is organized as follows. The Molecular Dynamics Calculations section contains an exposition of the molecular dynamics (MD) modeling studies including the derivation of the force field and the novel free energy method. The Theoretical Calculations section discusses the implementation of the theoretical method due to Nagarajan and Ruckenstein. The computational and theoretical methods are compared in the Discussion section, followed by concluding remarks.
Molecular Dynamics Calculations
The Force Field. A coarse grain (CG) force field is employed to describe the intra-and intermolecular interactions. A CG treatment is most appropriate for this study: it retains a discrete, realistic molecular representation of the chemical species but is not so detailed as to obsure the essential physics of the system. 14 We refer the reader to two review articles for an in-depth discussion of the role of CG methods in molecular modeling. 15, 16 In the systems under study, let us label the surfactant and the solvent as component A, and the inorganic NP as component B. The molecular interactions are divided into two classes: A-A and A-B.
17 The first class of interactions is modeled using the CG force field of Shinoda and co-workers 18,19 which includes harmonic bond and bend potentials to connect the CG beads representing a surfactant molecule. The second class of interactions is constructed from fully atomistic computer simulation data and will now be described in detail. Before we do this, it is worth pointing out that the two classes of interactions each give rise to a force field. One could ask whether these two force fields can simply be added together or need to be combined in a more sophisticated manner to make them compatible. In this sense, what we have done can be considered as a "first-generation" model.
The A-B interaction is coarse grained in two steps: first, the NP is coarse grained, and then the ligand and solvent are coarse grained. For the first step, the NP is assumed to consist of crystalline or amorphous atoms in the overall shape of a sphere. To find the potential energy of interaction between the entire NP and an individual atom in the ligand/solvent, the nonbonded Lennard-Jones interaction 4ε(σ ) where r is the NP spherical core radius, d is the distance between the NP and the ligand/solvent atom, and F is the number density of NP atomic sites (see Figure 1) . The values for ε and σ are taken from the CHARMM atomistic force field 20 using the CA aromatic carbon atom for the NP atom type, yielding a hydrophobic NP; F is taken to be 0.113 Å -3
. We have chosen to consider a hydrophobic NP because we are interested, in future studies, in colloidal stability.
This type of integral approximation is commonly used for flat solid surfaces in MD simulation studies [21] [22] [23] and is analogous to Hamaker's method.
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In the second step, the ligand/solvent atom-NP interactions are coarse grained. This step involves changing the level of resolution of the ligand/solvent molecules by replacing a collection of atoms with a single effective particle at their center of mass; see Figure 2 for an illustration of the atoms and their corresponding coarse grain representation for the C 12 E 8 ligand. Conceptually, the CG procedure consists of finding the effective interaction between the center of mass of this collection of atoms and the (12) Glogowski, E.; Tangirala, R.; He, J.; Russell, T. P.; Emrick, T. Nano Lett. 2007, 7, 389. (13) Langmuir, Vol. 25, No. 3, 2009 1353 NP. To do this, the tools of probability theory and statistical mechanics are employed. A probability distribution P is defined from the potential energy U by P ) e -U where is the inverse of the Boltzmann constant times the temperature. There is a one-to-one relationship between probability density and potential energy which will let us recover the potential energy from the probability density at the end of the calculation. The collection of atoms belonging to a single coarse grain unit is depicted, schematically, by the five light gray circles in Figure 3 . Their center of mass (COM) is shown by the larger circle with an X through it. Our goal is to compute the probability of finding the COM a distance d (equal to the length of vector n in Figure 3 ) from the NP. There are two types of interactions to consider: the individual atom-NP interactions U(d, r) and the interactions between the ligand/solvent atoms themselves. These latter interactions are strong because the atoms corresponding to a CG unit are usually attached to each other by covalent bonds (see Figure 2 ). The two types of interactions are independent of each other because of the widely accepted use of effective two-body nonbonded forces in condensed matter atomistic force fields. In the language of probability theory, this implies that the corresponding probabilities are multiplicative. Conceptually, then, the probability of finding the COM a distance d from the NP is given by
Area per Ligand as a Function of NP Radius
where the integrand consists of the probability of finding each individual atom i a distance d i from the NP and jointly the probability P I of finding the atoms in this arrangement relative to each other (I for internal, or intra-CG interactions). The integration (simply denoted by dx) is understood to be over all atomic coordinates consistent with the condition that the COM is a distance d from the NP. In other words, we must integrate over all possible atomic and NP coordinates with NP-COM distance d, with each configuration contributing to P(d) with a weight given by the integrand. Since P I is a probability density, we can appeal to the theory of importance sampling to rewrite
where P I now plays the role of the weighting function. 25 Sampling from P I is performed using an equilibrium MD simulation of the soft matter portion (ligand and solvent) of the system, without the presence of the NP. This is because the contributions due to the NP are accounted for in the exp(-U i (d i )) terms. To be explicit, we will now give the sampling algorithm used to compute
Since there is no NP present in the soft matter simulation, it must be introduced (as a ghost) to build the required distributions. What is known is that the COM of the atoms corresponding to the CG fragment of interest should be a distance d from the NP. Hence, we sample a point s according to ||COM -s|| ) d, namely we choose a point s on the surface of the sphere of radius d centered at COM. Since this point s is the nearest point on the NP to COM, we know that the vector n ) COM -s (of length d) shown in Figure 3 is normal to the NP surface and hence that the center of the NP is at c ) s -r(n/||n||), namely, a distance r from s in the direction opposite to n. This information is used to compute d i for each atom i in the CG unit by d i ) ||p i -c|| -r, where p i represents the Cartesian coordinates of atom i. This procedure allows us to construct the integrand and estimate the integral P(d) by Monte Carlo sampling from an atomistic soft matter trajectory. For each value of d, we sample over s, namely, the placement of the NP relative to the CG unit, and over realizations of the CG internal coordinates from an atomistic MD trajectory.
For each surfactant/solvent CG bead type and each NP radius r, 1000 grid points are used from r to r + 20 Å to construct U CG ) -(log P)/ , ∂U CG /∂(d + r), and ∂U CG /∂r. The two derivatives are estimated from the four point symmetric finite difference expression δf ′(x) ) f(x -2δ)/12 -2f(x -δ)/3 + 2f(x + δ)/3 -f(x + 2δ)/12 with δ ) 0.15 Å. For each grid point, 100 000 configurations of the atomistic coordinates corresponding to a CG site are used, and for each configuration 15 placements of the ghost NP are sampled. Each tabulated potential takes about 2 days to construct using a single CPU and is fully converged.
Shown in Figure 4 is U CG for the interaction between a CG water site and a NP of different radii. The minimum of the potential is at approximately (r + 3 Å). The depth of the minimum converges to -2.49 kcal/mol as r f ∞, shown as a horizontal gray line in Potential of Mean Force Acting on the NP Radius. The potentials derived above for the interaction between the NP and the CG sites in the soft matter portion of the system depend on both d, the distance between the nearest point on the NP and the CG site, and r, the radius of the NP (see Figure 3) . By defining a ) d + r, we may transform variables from U CG (d, r) to U CG (a, r) . This is a manifestation of Gauss's law, whereby the interaction potential can be written as if all the NP mass is at the center of the sphere. In terms of a MD simulation, this lets us treat a spherical NP simply as a point particle, even though it is actually an extended solid body.
Let us now discuss the physical significance of ∂U CG /∂a and ∂U CG /∂r. The derivative of the potential with respect to the distance a between the two interacting bodies gives the usual force used in the MD method to displace the bodies in space (i.e., Newton's second law). This force could thus cause, for example, an organic ligand to collapse onto or be repelled from the NP surface. The derivative of the potential with respect to the sphere radius r gives the force acting on the sphere radius, which would cause the sphere to expand or contract. However, the NP radius is fixed during a MD simulation. Hence, this force is not used. Nonetheless, we may calculate its net value, summed over all soft matter particles in the system, and average this quantity over the course of an equilibrium MD simulation. In doing so, we include every term in the force field which depends upon the NP radius. What we obtain is the mean force of constraint, otherwise known as the potential of mean force (PMF), acting on the sphere radius. This quantity forms the basis of a new method to perform free energy calculations.
26 Solvation Free Energy. First consider a NP, without an organic ligand coating, in a pure solvent. Separately, for different radius NPs, an equilibrium MD simulation can be performed and the PMF acting on the NP radius measured. The PMF can then be integrated as a function of radius, from an initial radius of zero, to obtain G(r) ) ∫ 0 r PMF( ) d , which is the solvation free energy of a NP of radius r. From the definition of surface tension, 27 γ ≡ (∂G/∂A) N, P, T , where G is the Gibbs free energy and A is the interfacial area, it follows that γ ) G(r)/4πr 2 . The solvation free energy can be thought of as the free energy cost of "growing" the NP, from a radius of zero to a radius of r, into the solvent. This cost, per unit surface area, is the surface tension. Here, the Gibbs dividing surface has been chosen to be the spherical shell of radius r from the center of the NP. More generally, with a Gibbs dividing surface taken as the spherical shell of radius r + σ, the surface tension is γ ) G(r)/4π(r + σ) 2 . This free energy method was introduced by Vázquez 26 and shown to be accurate. Optimal Grafting Density. Let us now use the PMF method to compute the optimal surfactant chain grafting density for a given surfactant and a given radius NP. Exactly g C 12 E x (x ) 2, 5, 8) chains are grafted to an intrinsically hydrophobic NP of radius r in water. The graft is implemented by adding a stiff harmonic bond with force constant k ) 100 kcal/mol, of equilibrium extension (r + 3 Å), between the NP center and the hydrophobic terminus of the surfactant molecule. This distance corresponds roughly to the van der Waals radius of NP-ligand bead interaction. We retain the nonbonded interactions between the ligand and the NP even though we added a graft, since the NP implicitly is composed of many atoms. The grafting constraint allows the surfactant molecule freedom to diffuse on the surface of the NP. The physical motivation for this diffusion can be rationalized in two ways. On one hand, it mimics the mobile gold-thiolorsilver-thiollinkagecommonlyusedinsurfactant-NP systems.
1 On the other hand, it is a mechanism to allow the surfactant chains to reach equilibrium, which can occur experimentally through ligand exchange of grafted ligands with free molecules in solution. 28 The PMF for this system measures the propensity of the NP radius to expand or contract. With no surfactant present, the NP-water interface costs the system energy (in other words, the surface tension is positive) and the NP will try to contract. The presence of amphiphilic C 12 E x grafted chains will alleviate this contraction force because of the surfactant nature of the ligand. However, too high a grafting density will result in steric clashes between chains, causing the NP to want to expand. Our method constrains the ligands to the NP surface, prohibiting them from leaving regardless of whether it is favorable to do so. This is of course unphysical, but it is precisely this feature which makes our method powerful: we can sensitively measure when the system is in an unfavorable state. We define the optimal grafting density to be the coverage at which the NP radius experiences a net zero force, namely PMF ) 0. Operationally, we fix the number of grafted chains and vary the NP radius in a series of MD simulations to determine the optimal coverage. An example of this procedure is shown in Figure 5 (symbols) for 20 C 12 E 8 chains.
MD Details. Simulations were conducted using the MPDyn molecular dynamics software. 29 Each system consists of one nanoparticle, 20, 40, or 100 surfactants (C 12 E 2 , C 12 E 5 , and C 12 E 8 ), and water, with three-dimensional periodic boundary conditions. The initial coordinates were generated with the surfactant chains extended straight out from the nanoparticle surface, or by radially expanding or contracting a previous simulation's coordinates to get the new desired nanoparticle radius. Both types of initial conditions were allowed to equilibrate for a few nanoseconds before collecting data. It is crucial to ensure that enough water is used so that the NP periodic images do not interact. We used the NP-water pair correlation function to monitor this: a box was judged to be sufficiently large if this pair correlation function flattened to unity before the box edge. Oscillations in the solvent density to the box edge indicate that the solvent molecules are ordered by the NP and have not reached their bulk phase behavior. Representative data are shown in Figure 6 for illustrative purposes. Temperature and pressure were controlled using the Nosé-Hoover chain (303.15 K) and the Andersen barostat (0.1 MPa) methods, respectively. Simulations were run using the reversible RESPA multitime step method, 30 Langmuir, Vol. 25, No. 3, 2009 1355 
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converged, which generally took less than 10 ns after equilibration. The nonbonded cutoff distance was 15.0 Å for water-water 18 and ligand-water interactions and (r + 20.0 Å) for water-NP and ligand-NP interactions. For the flat (infinite radius) simulations, the terminal hydrophobic surfactant bead was tethered to the surface (exactly 3 Å away from the surface) with a harmonic constraint with force constant k ) 100 kcal/mol. A water slab of approximately 100 Å thickness was used, and the x-y box size was varied from 60 to 110 Å to vary the area per surfactant chain. MD simulations of 50 ns were carried out for each system with different areas per surfactant (with the total number of surfactant chains varying between 36 and 100 for different runs), and the optimal coverage was taken to be at the area per chain which gave a surface tension of zero, computed by the conventional pressure tensor method.
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MD Results. To compute the surface area occupied per ligand molecule as a function of the NP radius and of the ligand hydrophilic to lipophilic balance, we used a fixed number of C 12 E x chains and varied the NP radius to find the radius corresponding to PMF ) 0. Conversely, we could have chosen to fix the NP radius and vary the number of ligand chains. Negative PMF values indicate that the particle is too small for the number of surfactants bound to the surface (or, conversely, that there are too many surfactant chains bound to the particle) and, consequently, the steric interactions between these ligands are unfavorable. On the other hand, positive PMF values indicate that the particle is insufficiently protected from the solvent by the ligand chains because there are too few surfactant molecules bound to the particle. The particle radius at which the PMF is zero is the optimal radius for a given number and type of surfactant. This can be understood as follows: if we integrate the PMF versus radius curve (shown in Figures 5 and 7) , which is a procedure known as thermodynamic integration, we obtain the free energy versus radius profile, which exhibits a minimum where the PMF crosses zero. The optimal surface area per ligand chain can then be calculated simply as the surface area of the nanoparticle at its optimal (minimum free energy) radius divided by the number of chains. We label the optimal radius as r / and use it to compute the optimal surface area per chain by A / ) 4πr / 2 /g. The complete MD data set for this study is shown in the vincinity of zero PMF values in Figure 7 . These data are used to compute r / and A / , which are shown in Figure 8 along with the flat surface values for A / . In analogy to the method we used to determine A / for spherical NPs, we define A / for ligands attached to a flat surface as the area per chain which results in a surface tension of zero. The physical picture is identical to the spherical NP case: a negative surface tension corresponds to an overcrowded interface in which the surfactant chains have steric overlaps with each other, whereas a positive surface tension corresponds to a situation in which increasing the density of surface-attached chains would lower the free energy of the system. The surface area occupied per ligand, A / , is seen to be strongly dependent on the NP radius. The area per chain increases with increasing NP radius due to increased steric interactions between surfactant chains as the NP curvature decreases. The order of magnitude increase in the optimal coverage area from small radii to a flat surface is consistent with experimental data.
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Theoretical Calculations
An independent estimate of the optimal grafting density, based on thermodynamic stabilization, may be obtained by adapting the theory of surfactant self-assembly due to Nagarajan and Ruckenstein to the present context. 7 This theory, as applied to the C 12 E x nonionic surfactants with PEO headgroups considered above, manifests itself differently depending on whether the headgroup is treated as compact (x < 6) or as a swollen polymer chain (x > 6). For compact headgroups, the theory comprises four free energy terms which are each referenced to the individually dispersed surfactant chains in water and also to a reference NP state which will be defined below. These terms are as follows: (1) transfer free energy of the surfactant tails into the hydrophobic region of the NP-ligand aggregate; (2) tail deformation free energy; (3) aggregate core-water interfacial free energy; and (4) headgroup steric free energy. For polymer chain headgroups, terms (3) and (4) take on a different form, and two additional terms are included: (5) headgroup-water mixing free energy and (6) having either a uniform concentration or a uniform deformation in the micellar corona region of the aggregate.
We assume that the tails interact with the hydrophobic NP like they interact with themselves, namely that the tails see the NP as a hydrocarbon-like region. Moreover, we assign the reference state for the bare NP to be an aggregated NP phase, for example, a NP precipitate in which the NPs have phase separated from water. Term (1) is the only free energy term which is negative; however, it is independent of the aggregate size or shape. The remaining terms counterbalance this negative term and determine the optimal size of the NP-ligand aggregate. Detailed expressions for all the terms are given in the Appendix.
Discussion
We now turn our attention to comparing the predictions from MD free energy calculations and from the theoretical model presented above. In Figure 5 , we plot the derivative of the free energy (namely, the PMF) versus the NP radius for 20 C 12 E 8 chains. The PMF calculated from the molecular dynamics method is almost exactly half of that calculated from the two theoretical approaches for polymer chain headgroups. Despite this descrepancy, all three methods yield nearly identical values for r / and hence A / .
For comparison of the A / values for C 12 E 2 and C 12 E 5 , we use the compact headgroup theory. Rather than try to estimate the effective cross-sectional area of the polar headgroup, we have simply varied the headgroup size from approximately that of E 1 to E 12 in the twelve curves shown in Figure 10 (see the Appendix for details). These curves, for larger headgroup sizes, have the same trend as the MD data, but this agreement requires an unrealistically large headgroup to be used in the theoretical model.
For comparison of the A / values for C 12 E 8 , we use the polymer chain headgroup theory, which comes in two limiting cases. As seen in Figure 11 , the uniform deformation model is in reasonable agreement with the MD data while the uniform concentration model is not. Analysis of the MD simulations (see Figure 12) clearly shows that the uniform concentration picture does not reflect the PEO chain conformations; instead, the PEO concentration gradually decays to zero as a function of distance from the NP, while the corresponding concentation of water increases to its bulk value. This is to be expected. However, we observe a surprising picture closer to the NP surface. Water and PEO headgroups penetrate to a small extent right up to their closest allowed van der Waals distance from the NP. The reason for this penetration is that the ligand chains tend to cluster instead of spreading out uniformly over the NP surface, whereas an implicit ligand model, or the theoretical model considered here, assumes a uniform distribution. A detailed analysis of the nonuniformity is underway but is beyond the scope of the present paper.
Conclusions
In this study, we presented a detailed analysis of the area per molecule for amphiphilic alkyl poly(oxyethylene) ligands chemisorbed to nanoparticles in aqueous solution, as a function of the hydrophilic to lipophilic balance of the ligand and of the nanoparticle radius. We employed two complementary methods to obtain this information.
First, we introduced a novel coarse grain force field and a novel free energy method to compute the area per molecule using molecular dynamics simulations. The area per molecule which minimizes the free energy of the system achieves a balance between steric clashes among ligand chains at too low an area per molecule and nanoparticle exposure to water at too high an area per molecule. We also computed the area per molecule chemisorbed to a flat solid surface using a surface tension criterion. In agreement with some experimental reports, we showed an order of magnitude increase in the area per molecule chemisorbed to flat surfaces versus nanoparticles. This effect is solely due to the curvature of the solid surface.
Second, we computed the area per molecule by applying the predictive theory of surfactant self-assembly due to Nagarajan and Ruckenstein, 7 which is based on thermodynamic stabilization. These two approaches are only valid for amphiphilic ligands. However, experimental work to control NP organization, whether the goal is crystallization, 1,3 interfacial assembly, 12 or colloidal stability, 4,32 typically employs amphiphilic ligands. We then compared and contrasted the two methods. The compact headgroup model, in which the poly(oxyethylene) polar chain is considered to not be swollen with water but rather form a sharp interface between the alkyl tails and water, is in reasonable agreement with the molecular dynamics data if we use a larger cross-sectional headgroup area than would seem appropriate from the molecular structure. The polymer chain headgroup model, in which the poly(oxyethylene) polar chain is considered to be swollen with water, is in poor agreement with the molecular dynamics data in the uniform concentration limit and in reasonable agreement with the molecular dynamics data in the uniform deformation limit. A uniform headgroup concentration is only possible if the poly(oxyethylene) chains deform nonuniformly along the nanoparticle radial coordinate, whereas a uniform headgroup deformation along this coordinate allows for a water concentration gradient as one approaches the alkane core. Analysis of the molecular dynamics data clearly shows such a concentration gradient, but water and poly(oxyethylene) units are even seen to penetrate (with low probability) to the nanoparticle surface, which is not considered in the theory. The reason for this penetration is that the ligand chains tend to cluster instead of spreading out uniformly over the nanoparticle surface. A detailed analysis of the nonuniformity is in progress.
The area per molecule computed here may be considered as the optimal coverage of nanoparticles by ligands in the sense it minimizes the free energy of the system. Normally, in the literature, optimal coverage is defined to be the ligand coverage which prevents particle aggregationsin other words, the ligand coverage which imparts colloidal stability. 33, 34 It would be interesting to explore the relationship between these two optimal coverages.
Appendix: Theoretical Details
Here, we give the details concerning the theoretical model of Nagarajan and Ruckenstein, 7 as adapted for the present context. The free energy as function of g surfactant chains is expressed as a sum of terms
where N ) 4 for the compact headgroup model and N ) 6 for the polymer chain headgroup model. Term (1) is computed from experimental transfer free energy values from water to oil. For g surfactant chains each with 11 methylene and 1 methyl group in the tail, the transfer free energy is
∆G
(1) ⁄ g ) -19.76
For term (2), the surfactant tails must satisfy three constraints: (i) one end of the tail is tethered to the NP surface and hence lies a distance R NP ) r from the NP center (see Figure 9) ; (ii) the other end of the tail is located at the hydrophobic/hydrophilic boundary, a distance R s from the NP center; and (iii) the density in the hydrophobic shell region is 0.74 g/mL, namely, the bulk density of dodecane at 300 K. These three constraints are met by adapting the uniform concentration headgroup deformation free energy expression from Nagarajan by assigning the inner radius as R NP and the shell thickness as R s -R NP and by using 11 methylene and 1 methyl group to compute the tail segment volume fraction, yielding
(2) ⁄ g ) 3 2
LR NP aφ
Here, a ) 4πR NP 2 /g is the area per surfactant molecule at the hydrophobic/hydrophilic interface, and R s is simply determined from the requirement that the C 12 contains g dodecane molecules at their bulk hydrocarbon density. In addition, φ is the volume fraction of alkane segments, given by φ ) gNL 91.2g + R NP 3 for radii measured in Å. Term (3) is given by the product of the area of the interface and the interfacial tension, σ agg , of the aggregate core-water interface,
For the compact headgroup model, σ agg ) σ sw ) 50.3 dyn/cm, the interfacial tension between the surfactant alkane tails and water (shielding by the headgroups is accounted for with the a 0 term). In addition, a 0 ) L 2 , where L ) 4.6 Å is the linear dimension of an alkane segment. For the polymer chain headgroup model, a 0 ) ν E 2/3 , where ν E ) 63 Å 3 is the volume of an oxyethylene unit at room temperature. Also, σ agg , the tension between the hydrophobic region and aqueous PEO region, is calculated using Prigogine's theory for the surface tension of solutions and is different in the uniform concentration versus uniform deformation model for the PEO chains.
Term (4) is given by
where a p is the effective cross-sectional area of the polar headgroup near the core surface. For the compact headgroup model, we take a p ) (xν E ) 2/3 with x ) 1, 2, 3,..., 12 (see Figure  10 ). For the polymer chain headgroup model we take a p ) ν E 
