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ABSTRACT
The last few years have seen an explosion of research on the topic
of automated question answering (QA), spanning the communities
of information retrieval, natural language processing, and artificial
intelligence. This tutorial would cover the highlights of this really
active period of growth for QA to give the audience a grasp over
the families of algorithms that are currently being used. We parti-
tion research contributions by the underlying source from where
answers are retrieved: curated knowledge graphs, unstructured text,
or hybrid corpora.We choose this dimension of partitioning as it is
the most discriminative when it comes to algorithm design. Other
key dimensions are covered within each sub-topic: like the com-
plexity of questions addressed, and degrees of explainability and
interactivity introduced in the systems. We would conclude the tu-
torial with the most promising emerging trends in the expanse of
QA, that would help new entrants into this field make the best de-
cisions to take the community forward. Much has changed in the
community since the last tutorial on QA in SIGIR 2016, and we be-
lieve that this timely overview will indeed benefit a large number
of conference participants.
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1 MOTIVATION
1.1 Background
Over several decades, the field of question answering (QA) grew
steadily from early prototypes like BASEBALL [37], through IBM
Watson [36] and all the way to present-day integration in virtually
all personal assistants like Siri, Cortana, Alexa, and the Google As-
sistant. In the last few years though, research on QA has well and
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truly exploded: this has often resulted in top conferences regularly
creating submission tracks and presentation sessions dedicated to
this topic. This tutorial will try to highlight key contributions to
automated QA systems in the last three to four years coming from
the perspectives of information retrieval (IR) and natural language
processing (NLP) [15, 18, 19, 27, 38, 54, 61, 63, 73, 81, 85].
1.2 Perspectives
In Information Retrieval, QA was traditionally treated as a special
use case in search [82], to provide crisp and direct answers to cer-
tain classes of queries, as an alternative to ranked lists of docu-
ments that users would have to sift through. Such queries, with
objective answers, are often referred to as factoid questions [20, 22]
(a term whose definition has evolved over the years). Factoid QA
became very popular with the emergence of large curated knowl-
edge graphs (KGs) like YAGO [71], DBpedia [8], Freebase [13] and
Wikidata [83], powerful resources that enable such crisp question
answering at scale. Question answering over knowledge graphs or
equivalently, knowledge bases (KG-QA or KB-QA) became a field
of its own, that is producing an increasing number of research con-
tributions year over year [12, 18, 29, 61, 70, 81, 85]. Effort has also
been directed at answering questions overWeb tables [44, 60], that
can be considered canonicalizations of the challenges in QA over
structured KGs.
In contrast, QA (in one of the major senses as we know it to-
day) in Natural Language Processing started with the AI goal of
whether machines can comprehend simple passages [15, 19, 63, 92]
so as to be able to answer questions posed from the contents of
these passages. Over time, this machine reading comprehension
(MRC) task became coupled with the retrieval pipeline, resulting
in the so-called paradigm of open-domain QA [15, 27, 84] (a term
that is overloaded with other senses as well [2, 32]). Nevertheless,
this introduction of the retrieval pipeline led to a revival of text-
QA, that had increasingly focused on non-factoid QA [21, 91] af-
ter the rise of structured KGs. This has also helped bridge the gap
between text and KG-QA, with the latter family gradually incor-
porating supplementary textual sources to boost recall [69, 72, 73].
Considering such heterogeneous sources may often be the right
choice owing to the fact that KGs, while capturing an impressive
amount of objective world knowledge, are inherently incomplete.
Terminology. In this tutorial, we refer to knowledge graphs and
Web tables as the curated Web, and all unstructured text available
online as the open Web.
2 OBJECTIVES
As mentioned in the beginning, the importance of QA has been fu-
elled to a large extent by the ubiquity of personal assistants: this
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has also helped bring together these seemingly independent re-
search directions under one umbrella through a unified interface.
One of the goals of this tutorial is to give the audience a feel of
these commonalities: this can have a significant effect on overcom-
ing the severely fragmented view of the QA community.
What dowe not cover?QA over relational databases is closely re-
lated to the independent field NLIDB (natural language interfaces
to databases) [51] and is out of scope of this tutorial. Associated
directions like Cloze-style QA [50] or specialized application do-
mains like biomedical QA [58] will be mentioned cursorily. Ap-
proaches for visual and multimodal QA [39] are out of scope, and
so is community question answering (CQA) where the primary
goal is to match experts with pertinent questions: the answering
itself is not by the machine but by humans.
3 RELEVANCE TO THE IR COMMUNITY
Related tutorials. A tutorial on QA is not really new to SIGIR:
the previous one was presented in 2016 by Wen-tau Yih and Hao
Ma [94] (also at NAACL 2016 [93], by the same authors). Text-
based QA tutorials appearedway back inNAACL2001 (Sanda Harabagiu
and Dan Moldovan) [40] and EACL 2003 (Jimmy Lin and Boris
Katz) [52]. Tutorials on IBM Watson [6, 35] and entity recommen-
dation [56] have also touched upon QA in the past. Recent work-
shops on various aspects of QA have been organized at top-tier
conferences: MRQA (EMNLP-IJCNLP 2019), RCQA (AAAI 2019),
HQA (WWW 2018), and OKBQA (COLING 2016).
Need for a new one. The unparalleled growth of QA warrants a
new tutorial to cover recent advances in the field. Primarily a di-
rection dominated by template-based [2, 80] approaches, QA now
includes a large number of neural methods [15, 16, 19, 43], graph-
based [54, 55] methods, and even a handful that explore reinforce-
ment learning [24, 59, 61]. Across sub-fields, more complex ques-
tions are being handled, complexity being defined in terms of enti-
ties and relationships present [54, 81, 92]. Systems aremoving from
their static counterparts to more interactive ones: an increasing
number of systems are including scope for user feedback [2, 48, 96]
and operate in a multi-turn, conversational setting [18, 59, 66, 70].
Interpretability or explainability of presented answers is yet an-
other area of significance [1, 67, 76, 85], as the role of such expla-
nations is being recognized both for developers and end-users to-
wards system improvement and user satisfaction. The tutorial will
emphasize each of these key facets of QA. In addition, a summary
of the available benchmarks [3, 11, 17, 18, 63, 66, 77, 92] in each of
the QA sub-fields will be provided, that would be very valuable for
new entrants to get started with their problem of choice.
4 TOPICS
4.1 QA over Knowledge Graphs
The advent of large knowledge graphs like Freebase [13], YAGO [71],
DBpedia [8] and Wikidata [83] gave rise to QA over KGs (KG-QA)
that typically provides answers as single or lists of entities from the
KG. KG-QA has become an important research direction, where
the goal is to translate a natural language question into a struc-
tured query, typically in the Semantic Web language SPARQL or
an equivalent logical form, that directly operates on the entities
and predicates of the underlying KG [12, 18, 61, 81, 85]. KG-QA
involves challenges of entity disambiguation and, most strikingly,
the need to bridge the vocabulary gap between the phrases in a
question and the terminology of the KG. Early work on KG-QA
built on paraphrase-based mappings and query templates that in-
volve a single entity predicate [11, 80, 90]. This line was further
advanced by [4, 9, 10, 41], including the learning of templates from
graph patterns in the KG. However, reliance on templates prevents
such approaches from robustly coping with arbitrary syntactic for-
mulations. This has motivated deep learning methods with CNNs
and LSTMs, and especially key-value memory networks [16, 43, 79,
88, 89].
A significant amount in this section of the tutorial will be on
answering complex questions with multiple entities and predicates.
This is one of the key focus areas in KG-QA now [12, 29, 42, 45, 54,
61, 81], where the overriding principle is often the identification
of frequent query substructures.Web tables represent a key aspect
of the curated Web and contain a substantial volume of structured
information [30]. QA over such tables contains canonicalized rep-
resentatives of several challenges faced in large-scale KG-QA, and
we will touch upon a few key works in this area [44, 60, 74].
4.2 QA over Text
4.2.1 Early efforts. Question answering has originally considered
textual document collections as its underlying source. Classical ap-
proaches [65, 82] extracted answers from passages and short text
units that matched most cue words from the question followed by
statistical scoring. This passage-retrieval model makes intensive
use of IR techniques for statistical scoring of sentences or passages
and aggregation of evidence for answer candidates. TREC ran a
QA benchmarking series from 1999 to 2007, and more recently re-
vived it as the LiveQA [5] and Complex Answer Retrieval (CAR)
tracks [28]. IBM Watson [36] extended this paradigm by combin-
ing it with learned models for special question types.
4.2.2 Machine reading comprehension (MRC). This is a QA vari-
ation where a question needs to be answered as a short span of
words from a given text paragraph [63, 92], and is different from
the typical fact-centric answer-finding task in IR. Exemplary ap-
proaches in MRC that extended the original single-passage setting
to a multi-document one can be found in DrQA [15] and Docu-
mentQA [19] (among many, many others). Traditional fact-centric
QA over text, and multi-document MRC are recently emerging as
a joint topic referred to as open-domain QA [27, 53, 84].
4.2.3 Open-domain QA. In NLP, open-domain question answering
is now a benchmark task in natural language understanding (NLU)
and can potentially drive the progress of methods in this area [49].
The recent reprisal of this task was jump-started by QA bench-
marks like SQuAD [63] and HotpotQA [92], that were proposed for
MRC. Consequently, a majority of the approaches in NLP focus on
MRC-style question answering with varying task complexities [26,
31, 49, 78]. This has lead to the common practice of considering the
open-domain QA task as a retrieve and re-rank task. In this tuto-
rial, wewill introduce themodern foundations of open-domain QA
using a similar retrieve-and-rank framework. Note that our focus
will not be on architectural engineering but rather on design deci-
sions, task complexity, and the roles and opportunities for IR.
2
estion Answering over Curated and Open Web Sources SIGIR ’20, July 25–30, 2020, Xi’an, China
4.3 QA over Heterogeneous Sources
Limitations of QA over KGs has recently led to a revival of con-
sidering textual sources, in combination with KGs [69, 72, 73, 89].
Early methods like PARALEX [33] and OQA [34] supported noisy
KGs in the form of triple spaces compiled via Open IE [57] on
Wikipedia articles orWeb corpora. TupleInf [47] extended and gen-
eralized the Open-IE-based PARALEX approach to complex ques-
tions, and is geared formultiple-choice answer options. TAQA [95] is
another generalization of Open-IE-based QA, by constructing a KG
of n-tuples from Wikipedia full-text and question-specific search
results. [77] addressed complex questions by decomposing them
into a sequence of simple questions, and relies on crowdsourced
training data. Some methods for hybrid QA start with KGs as a
source for candidate answers and use text corpora like Wikipedia
or ClueWeb as additional evidence [25, 72, 73, 76, 86, 89], or start
with answer sentences from text corpora and combine these with
KGs for giving crisp entity answers [69, 75].
4.4 New Horizons in QA
4.4.1 Conversational QA. Conversational QA involves a sequence
of questions and answers that appear as a natural dialogue between
the system and the user. The aim of such sequential, multi-turn QA
is to understand the context left implicit by users and effectively an-
swer incomplete and ad hoc follow-up questions. Towards this, var-
ious recent benchmarks have been proposed that expect answers
that are boolean [67], extractive [17] and free-form responses [66],
entities [18], passages [46], and chit-chat [97]. Leaderboards of
the QuAC [17] and CoQA [66] datasets point to many recent ap-
proaches in the text domain. Recently, the TREC CAsT track [23]
and the Dagstuhl Seminar on Conversational Search [7] tried to
address such challenges conversational search. For KG-QA, notable
efforts include [18, 38, 68, 70]. We will focus on the modelling
complexity of these tasks and a classification of the approaches
involved.
4.4.2 Feedback and interpretability. Static learning systems forQA
are gradually paving the way for those that incorporate user feed-
back. Thesemostly design the setup as a continuous learning setup,
where the explicit user feedback mechanism is built on top of an
existing QA system. For example, the NEQA [2], QApedia [48], and
IMPROVE-QA [96] systems primarily operate on the core systems
of QUINT [4], DrQA [15], and gAnswer [41], respectively. A direc-
tion closely coupled with effective feedback is the interpretability
of QA models, that is also essential to improving trust and satisfac-
tion [1, 85]. This section is for experts and we will discuss potential
limitations and open challenges.
4.4.3 Clarification questions. A key aspect of mixed-initiative sys-
tems [62] is to be able to ask clarifications. This ability is essential
QA systems, especially for handling ambiguity and facilitating bet-
ter question understanding. Most of the work in this domain has
been driven by extracting tasks from open QA forums [14, 64, 87].
5 FORMAT AND SUPPORT
A detailed schedule for our proposed half-day tutorial (three hours
plus breaks), which is aimed to meet a high-quality presentation
within the chosen time period, is as follows:
• 9:00 - 10:30 Part I (1.5 hours)
– Introduction and Definitions of QA systems (20 minutes)
– QA over Knowledge Graphs (35 minutes)
– QA over Heterogeneous Sources (35 minutes)
• 10:30 - 11:00 Coffee break
• 11:00 - 12:30 Part II (1.5 hours)
– QA over Text (30 minutes)
– Open-domain QA (30 minutes)
– New Horizons in QA (30 minutes)
Support for attendees.We will provide the attendees with a link
to the tutorial slides and preparatory reading material. Upon accep-
tance, we will prepare a webpage with all updated information and
the necessary reading material, well in time before the conference.
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