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ESTUDIO DE CAPACIDAD DE SISTEMAS DE MEDIDA UTILIZANDO INTERVALOS DE 
CONFIANZA GENERALIZADOS.  
 
1. Introducción 
1.1. Fundamentos de los estudios de sistemas de medida. 
Las metodologías estadísticas para la mejora continua de procesos dependen 
fuertemente de datos de mediciones para identificar oportunidades de mejora. De ello se 
desprende la importancia que reviste el estudio cuidadoso de las propiedades del sistema 
que proporciona tales mediciones, ya que una parte de la variabilidad observada en ellas 
será inherente a la característica de calidad del producto o servicio que está siendo 
medida, pero otra parte será producto de la forma en que se realice la medición. Por lo 
tanto, si logra determinarse con anterioridad que el sistema de medición que se utiliza es 
adecuado, en el sentido de no introducir variabilidad adicional en las mediciones, se habrá 
eliminado una posible fuente de variación en el resultado del proceso. Un reflejo de la 
relevancia que tiene el proceso de medición es la inclusión de una etapa específica en la 
conocida estrategia de calidad Seis Sigma, que se denomina “MEDIR”. 
Cuando un sistema de medición es considerado como un proceso en el que intervienen la 
característica de interés del producto, los operarios que realizan las mediciones, el 
instrumento de medición, el medio ambiente, los procedimientos establecidos, etc., resulta 
fácil ver que son muchas las fuentes de variación que pueden ocasionar mediciones 
inexactas o poco precisas. 
Para evaluar si el sistema de medición es adecuado debe tomarse conocimiento de todos 
los posibles factores que pueden afectar el proceso de medición. Para ello, existen 
estudios específicos orientados a evaluar cada una de las propiedades de las que debe 
gozar un buen sistema de medición. 
En particular, los estudios de capacidad de sistemas de medición, más conocidos como 
estudios de repetibilidad y reproducibilidad (o estudios R&R), fueron diseñados para 
estudiar la precisión del sistema de medición, esto es, identificar cuánta variación está 
asociada al mismo y compararla con la variación total del proceso. Esta operación permite 
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decidir si el sistema es o no capaz de producir mediciones que reflejen el verdadero 
comportamiento del proceso. 
Para llevar a cabo estos estudios, se supone que cada valor de medición y  obtenido 
puede escribirse como la suma del verdadero valor x  de la medida en la unidad, más un 
error   debido al proceso de medición, es decir, iii xy  . 
Si se asume que x  y   son variables aleatorias que se distribuyen normal e 
independientemente con medias X  y 0 , y variancias 
2
P , representando a la 
variabilidad de las unidades o partes; y 
2
Gauge ,  
haciendo referencia a la variabilidad del 
sistema de medición, respectivamente, entonces, la variabilidad total observada en las 
mediciones puede escribirse como la suma de estas dos componentes de variancia: 
222
GaugePTotal   . 
A su vez, dos componentes de la variabilidad del sistema de medición son la 
reproducibilidad y la repetibilidad, las cuales hacen referencia a la variabilidad inherente al 
instrumento de medición y a la variabilidad introducida por los distintos operarios que 
operan el instrumento, respectivamente, lo cual lleva a la siguiente descomposición: 
222
lidadeproducibiRadepetibilidRGauge    
Es claro que para evaluar la capacidad del sistema de medición, debe poder disponerse 
de estimaciones de las distintas dispersiones que hacen a la variabilidad total, para lo cual 
se han propuesto diversos métodos dependiendo de si tales dispersiones se consideran 
en forma de rangos estadísticos o desvíos estándares. Dado el gran crecimiento en la 
disponibilidad de herramientas informáticas producido en los últimos tiempos, el método 
más ampliamente usado para llevar a cabo este tipo de estudios es el diseño de 
experimentos analizando los datos por medio del análisis de la variancia (ANOVA), lo cual 
conlleva además una ganancia tanto en cantidad como en precisión de los resultados 
obtenidos frente a los métodos más básicos. Dicha técnica permitirá analizar los datos 
recogidos en el experimento, investigando la contribución del conjunto de factores 
considerados a la variabilidad total de las mediciones, y estimar puntualmente las 
variancias asociadas a cada componente. 
1.2. Diseño de experimentos para estudios R&R 
Un diseño experimental ampliamente utilizado para llevar a cabo los estudios de 
repetibilidad y reproducibilidad es aquel que considera como factores a los operarios que 
realizan las mediciones y a las piezas o unidades medidas, en todas las combinaciones 
posibles de sus niveles, considerando también la posible existencia de interacción entre 
ambos factores. Dado el contexto en que se realiza este tipo de estudios, lo habitual es 
que tanto las piezas como los operarios que participan del experimento constituyan una 
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muestra aleatoria de poblaciones más grandes de piezas y operarios, razón por la cual el 
modelo se asume de efectos aleatorios. 
Sea entonces el siguiente modelo para representar las mediciones realizadas por o  
operarios midiendo r  veces cada una de p  piezas: 
rkojpiPOOPY ijkijjiYijk ,,1;,,1;,,1;)(     
Tanto los efectos aleatorios del modelo, ijji POOP )(,, , como el término de error, ijk , son 
variables aleatorias distribuidas normal e independientemente con media cero y variancias 
dadas por 
2)( PiPV  , 
2)( OjOV  , 
2)( OPijPOV   y 
2)(  ijkV respectivamente.  
La tabla ANOVA para este diseño, incluyendo las esperanzas de los cuadrados medios, 
se muestra en la siguiente tabla: 
Tabla1: Análisis de la variancia para los datos del ejemplo. 
Fuente de 
Variación 
Grados de 
libertad 
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A partir de las expresiones de las esperanzas de los cuadrados medios, es fácil obtener 
estimaciones puntuales para las componentes de variancia, igualando dichos valores 
esperados a los valores de los cuadrados medios obtenidos en el análisis. De esta 
manera se obtiene: 
 CM
2ˆ ;   
n
CMCM PO
PO


2ˆ ;   
pn
CMCM POO
O

2ˆ ;   
on
CMCM POP
P

2ˆ  
Cuando se utiliza este método, es posible encontrar que la estimación de una 
componente de variancia es negativa, lo cual no resulta razonable, ya que por definición 
estas componentes son no negativas. Ante esta situación, una alternativa es asumir que 
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una estimación negativa está indicando que el efecto de la misma no es estadísticamente 
significativo y por lo tanto asignar el valor cero a esa componente de variancia 
manteniendo sin cambios las demás estimaciones no negativas. 
Una vez obtenidas estas estimaciones puntuales, es posible cuantificar las componentes 
de variancia de interés en los estudios R&R, es decir, la variabilidad debida al sistema de 
medición y sus componentes de repetibilidad y reproducibilidad, teniendo en cuenta que la 
variancia debida a los operarios y a la interacción entre operarios y piezas representan la 
reproducibilidad del sistema, mientras que la repetibilidad está asociada a la variancia 
residual. Se tiene entonces: 
222
222
22
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1.3. Indicadores de bondad para los sistemas de medición. 
Son numerosos los criterios que se han propuesto para determinar la capacidad de un 
sistema de medición. Todos ellos están basados en estimaciones de las componentes de 
variancia que ya se han mencionado, siendo el más usual el indicador de precisión a 
tolerancia (PTR, por Precisión to Tolerance Ratio): 
LIELSE
PTR
Gauge


6
 
donde LSE   y LIE  son los limites de especificación dados para el proceso. Como regla 
práctica, AIAG (2002) recomienda decidir según el siguiente criterio: si este porcentaje es 
menor al 10%, el sistema de medición es capaz, si es mayor al 30% el sistema de 
medición es incapaz, en el sentido de que está introduciendo mucha variabilidad al 
proceso. Si se obtiene un porcentaje entre el 10% y el 30%, se está en una zona de 
indecisión, y la decisión depende de factores tales como la capacidad del proceso o el 
costo de mala clasificación de las unidades. 
Varios autores, entre ellos Montgomery y Runger (1993/1994) han señalado que el 
indicador PTR no necesariamente proporciona una medida de cuán bien se comporta el 
sistema de medición, ya que un proceso que es altamente capaz respecto de las 
especificaciones, puede tolerar sistemas de medición que produzcan variabilidades más 
grandes que procesos menos capaces. Por ello, se ha propuesto un indicador alternativo, 
construido comparando la variabilidad del sistema de medición con la variabilidad total del 
proceso, el cual recibe el nombre de %R&R: 
Total
Gauge
RR


&%  
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Con este indicador, la decisión se toma siguiendo los mismos criterios definidos para el 
indicador PTR. 
Dado que en el contexto de estos estudios, la variabilidad asociada al sistema de 
medición está compuesta por una variabilidad debida a la repetibilidad del sistema y otra 
debida a la reproducibilidad, es común también evaluar cuál de los dos factores es el que 
tiene mayor participación, mediante los cocientes: 
2
2
Gauge
dadrepetibili


 y 
2
2
Gauge
ilidadreproducib


. 
Otros indicadores también ampliamente utilizados son: el cociente señal-ruido (SNR, por 
signal to noise ratio) que refleja la capacidad de discriminación del sistema, y los basados 
en la probabilidad de mala clasificación, de aplicación evidente en los estudios para 
atributos. 
La cantidad SNR queda definida como 
2
22
Gauge
P


 e interpretado como el número de 
categorías distintas que el sistema de medición es capaz de distinguir, recomendándose 
obtener valores iguales o mayores a cinco. 
En cuanto a las probabilidades de mala clasificación  (probabilidad de clasificar una 
unidad buena, como defectuosa) y  (probabilidad de considerar buena, una “parte” que 
en realidad es defectuosa), se establecen valores deseables y a partir de la comparación 
de ellos con los resultados proporcionados por un experimento diseñado se decide acerca 
de la capacidad del sistema de medida. 
Independientemente del indicador que se utilice, en todos los casos será posible obtener 
una estimación puntual del mismo, ya que, como se mencionó, todos ellos están basados 
en las estimaciones puntuales de las componentes de variancia ya presentadas. No 
obstante, dado que se trata de una estimación, la información provista por el indicador 
podría verse ampliamente enriquecida si pudiera acompañarse de una medida de la 
incertidumbre asociada al proceso de estimación, es decir, de un intervalo de confianza. 
El caso es que para la mayoría de los indicadores mencionados, no existen intervalos de 
confianza exactos, dado que las combinaciones de variables aleatorias chi-cuadrado a 
partir de las cuales se construyen las estimaciones puntuales, en general, no siguen una 
distribución de probabilidad conocida. En tales situaciones, existen dos enfoques 
ampliamente usados para obtener intervalos de confianza aproximados: por un lado, el 
método de muestras grandes modificado (MLS, por Modified Large Samples) inicialmente 
propuesto por Graybill y Wang (1980), y por otro lado, la construcción de intervalos de 
confianza generalizados, introducidos por Weerahandi (1993). 
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En este trabajo se presenta una reseña de la metodología de construcción de intervalos 
de confianza generalizados y una aplicación particular en el contexto de los estudios de 
sistema de medida para obtener intervalos para los indicadores de bondad utilizados. 
2. Intervalos de confianza generalizados.  
En su definición convencional, un intervalo de confianza para el parámetro   se 
construye a partir de la siguiente expresión: 
    1)()( XBXAP                                                  (1) 
en la que )(XA  y )(XB  son dos estadísticas basadas en un vector de variables 
aleatorias X  proveniente de una población cuya distribución depende del parámetro 
desconocido  ; y   es una constante preestablecida entre 0 y 1. Si los valores 
observados de las dos estadísticas mencionadas son: )(xAa   y )(xBb  , entonces el 
intervalo ],[ ba  se dice intervalo de confianza para  , con coeficiente de confianza 
)1(  . 
Los intervalos de confianza así definidos, gozan de las dos importantes propiedades que 
se detallan a continuación. 
P1) Dada una situación particular en la que se construye una estimación por intervalo 
para el parámetro de interés   con coeficiente de confianza )1(  , si el mismo 
experimento se repite un gran número de veces para obtener nuevos conjuntos de 
observaciones, entonces el )%1(   de los intervalos de confianza obtenidos a partir de 
cada uno de estos conjuntos de datos usando (1) incluirán el verdadero valor del 
parámetro. 
P2) Si se considera un gran número de situaciones independientes en las que se 
construyen intervalos del )%1(   de confianza para el parámetro de interés en cada 
caso, entonces el )%1(   de tales intervalos cubrirán al verdadero valor del parámetro 
correspondiente. 
Es claro que, en el contexto de aplicación práctica de este tipo de estimación, la 
importancia real recae sobre la propiedad P2). No obstante, el cumplimiento de P1) es 
importante en el sentido de que implica el cumplimiento de P2). Sin embargo son muchas 
las situaciones en las que la propiedad 1 no se cumple. Es por ello que la propuesta inicial 
de construcción de lo que luego se denominaría intervalo de confianza generalizado fue 
ideada de manera que pudiera garantizarse la verificación de esta segunda propiedad, 
independientemente del cumplimiento o no de la primera. 
El enfoque tradicional de la estimación por intervalo se plantea en términos de una 
cantidad pivotal, es decir, una función del parámetro de interés desconocido, cuya 
distribución no depende de dicho parámetro, a partir de la cual se construye el intervalo 
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deseado. Con un enfoque similar, la construcción de intervalos de confianza 
generalizados se realiza a partir de lo que se llama cantidad pivotal generalizada 
(CPG), definida por Weerahandi (1993) como sigue: 
Sea ),,( vxXrR   una función de un vector de variables aleatorias X , con función de 
distribución que depende de ),( v , un vector de parámetros desconocidos entre los 
cuales   es el parámetro de interés y   es un vector de parámetros de ruido; y x  el 
vector de valores observados de X .  La función ),,( vxXrR   se considera una CPG si: 
 Para un valor dado de X , o sea un x  fijo, la distribución de probabilidad de R  no 
depende de los parámetros desconocidos, y 
 El valor observado de R , llámese ),,( vxxrrobs  , es igual al parámetro de interés  . 
El primer requisito se impone para asegurar que, para cada valor del coeficiente de 
confianza deseado, se pueda hallar un subconjunto de valores de R  sin necesidad de 
conocer los parámetros desconocidos. El segundo requisito garantiza que los enunciados 
de probabilidad basados en CPGs llevan a regiones de confianza que dependen 
únicamente de los valores observados x . 
Una vez hallada la CPG correspondiente, y establecido el nivel de confianza )1(   
deseado, la región de confianza generalizada para el parámetro de interés   se obtiene 
definiendo, en principio, una región 1C  en el espacio muestral de R  de modo que: 
     11CRP                                                         (2) 
y a partir de ella, encontrando el subconjunto c  del espacio paramétrico   de   como: 
   1/)( Crr obsc                                                  (3) 
Para las regiones así definidas es posible demostrar que, a largo plazo, el )%1(   de 
ellas construidas en situaciones independientes, cubrirán el verdadero valor del parámetro 
(ver Weerahandi (1993)). Esto significa que la construcción de regiones de confianza 
basadas en CPGs concordantes con la definición dada, asegura el cumplimiento de la 
propiedad número 2 enunciada para el enfoque tradicional de la estimación por intervalo. 
Por lo tanto, una estimación por intervalo obtenida de esta manera a través de una CPG 
es lo que se denomina un intervalo de confianza generalizado (ICG). 
Vale destacar antes de continuar, que el resultado mencionado no será válido a menos 
que los espacios muestrales en cada una de las situaciones en las que se construyen los 
intervalos sean independientes. 
2.1. Obtención de las cantidades pivotales generalizadas. 
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En vista de que, con este método, la obtención de los intervalos de confianza depende de 
la distribución de la cantidad pivotal R , son muy raras las ocasiones en que se llega a 
expresiones cerradas para el cálculo de los mismos; como regla general, los límites del 
intervalo serán obtenidos en forma aproximada mediante métodos de simulación o 
integración numérica. 
Es claro entonces que el punto crucial en la construcción de un intervalo de confianza 
generalizado, es la derivación de la CPG. Tal derivación, según expresa Weerahandi 
(1993) en su trabajo, no es una tarea trivial y requiere algo de intuición. En los últimos 
años, varios son los autores que han utilizado los resultados de Weerahandi para 
desarrollar procedimientos inferenciales en problemas no convencionales, tales son los 
casos, entre otros, de Chiang (2001) quien propuso un enfoque para construir intervalos 
de confianza para funciones de componentes de variancia en modelos lineales mixtos 
balanceados; Krishnamoorthy y Mathew (2004) quienes aplicaron ICGs para el desarrollo 
de límites de tolerancia unilaterales en modelos aleatorios balanceados y desbalanceados 
y Burdick, Borror y Montgomery (2005) quienes utilizaron esta metodología para proponer 
ICGs para varios indicadores de bondad de los sistemas de medición en el contexto del 
control de procesos. Sin embargo, y a pesar de que cada autor ha presentado numerosos 
ejemplos de derivación de CPGs para la construcción de ICGs en situaciones particulares, 
no se ha provisto aún un método general para construir estas cantidades, de modo que 
cada nuevo problema requiere algo de innovación y creatividad para hallar una cantidad 
pivotal apropiada. 
En un trabajo posterior, Iyer y Patterson (2002) proponen el siguiente procedimiento 
general para construir CPGs para una función de varios parámetros. 
Manteniendo la notación y terminología ya presentada, considérese un vector de variables 
aleatorias X , cuya distribución es función de un vector de parámetros de interés 
),...,,( 21 k  , sea ),...,,( 21 kh    una función escalar de los parámetros i  para 
la cual se requiere un intervalo de confianza, y sea x  el vector de valores observados de 
X . 
Si para cada uno de los parámetros i  ki ,1  existe una CPG, es decir, existen 
funciones ),,( xXtT ii   con ki ,...,1  tales que  kTTTT ,...,, 21  tiene distribución 
conjunta libre del vector de parámetros  ; y para cada vector x  fijo, el valor observado 
de cada una de estas funciones iT , ),,( vxxtt iobsi  , coincide con el parámetro i  
correspondiente, para todo ki ,1 . Entonces, la función: 
 ),,(),...,,,(),,,( 21  xXTxXTxXThR k  
es una cantidad pivotal generalizada para el parámetro  . 
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Esta proposición es fácilmente demostrada notando que la distribución de R  queda 
completamente determinada por la distribución conjunta de T  y el vector de valores 
observados x , con lo cual es libre de los parámetros desconocidos i , y además el valor 
observado de R  reproduce exactamente el parámetro de interés  : 
    ),...,,(),,(),...,,,(),,,( 2121 kkobs hxxtxxtxxthR  
Las definiciones introducidas por Weerahandi sobre CPGs y sus respectivos ICGs, así 
como la proposición debida a Iyer y Patterson serán utilizadas en este trabajo con el 
objetivo de desarrollar ICGs para los indicadores de bondad usualmente utilizados en los 
estudios de evaluación de sistemas de medición. 
2.2. Cantidad pivotal generalizada para el indicador PTR.  
Como ya se ha definido, el indicador PTR se obtiene como: 
LIELSE
PTR
Gauge


6
 
Llámese PTR   el parámetro de interés, el cual depende de 2Gauge  que, a su vez, está 
compuesto por la suma de las componentes de variancia asociadas al error, a los 
operarios y a la interacción entre partes y operarios. También se ha visto que tales 
componentes de variancia están relacionadas funcionalmente con las esperanzas de los 
cuadrados medios del análisis de la variancia, de modo que en virtud de tales relaciones 
puede escribirse: 
pr
prp OPO
OPOGauge

 


)1()1(2222
 
es decir, ),,( OPOf   .  
Las propiedades distribucionales que se derivan de los supuestos asumidos para el 
modelo planteado en el análisis de la variancia, serán la base para construir las CPGs 
necesarias para la obtención del intervalo de confianza deseado. 
A partir de estos supuestos, se deduce que 
O
OSo

2)1( 
, 
OP
OPSop

2)1)(1( 
 y 



2)1( Srpo 
 
son variables aleatorias independientes con distribución chi-cuadrado con 1o , 
)1)(1(  op  y )1( rpo  grados de libertad respectivamente. Por lo tanto, puede 
escribirse:  
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                   (4) 
donde 1W , 2W  y 3W  son variables aleatorias independientes chi-cuadrado con los grados 
de libertad mencionados anteriormente. Invirtiendo estas expresiones convenientemente, 
se tiene: 
1
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So O
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2)1)(1(
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Sop OP
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
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

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Luego, reemplazando las variables aleatorias 
2
iS  por sus valores muestrales iCM , se 
obtienen las cantidades: 
1
1
)1(
W
CMo
R O

 ,   
2
2
)1)(1(
W
CMop
R OP

 ,   
3
3
)1(
W
CMrpo
R 

  
Es claro ver que estas cantidades iR  son variables aleatorias cuyas distribuciones no 
dependen de los parámetros desconocidos O , OP  y  ; y que sus valores observados 
en la muestra dan como resultado los parámetros  O , OP  y   respectivamente. Esto 
significa que las funciones 1R , 2R  y 3R   constituyen CPGs para los parámetros O , OP  y 
  respectivamente.  
A partir de estas CPGs, aplicando la proposición debida a Iyer y Patterson, puede 
encontrarse una CPG para el parámetro de interés  . 
Siendo 
pr
prp
LIELSE
f OPOPOO

 



)1()1(6
),,( , entonces la CPG 
correspondiente puede obtenerse aplicando la misma función f  a las CPGs halladas 
para los parámetros O , PO  y  . De esta manera se obtiene la siguiente cantidad 
pivotal generalizada que permitirá obtener el intervalo de confianza deseado: 
12
2
3
2
321
)1()1()1()1(6
),,(
Wpr
CMo
Wpr
CMop
Wr
CMrpo
LIELSE
RRRfCPG OPO




        (5) 
El desarrollo de esta cantidad pivotal resuelve casi en su totalidad el problema de hallar el 
intervalo de confianza deseado, ya que una vez obtenida esta expresión, los límites del 
intervalo pueden obtenerse mediante un procedimiento de simulación. 
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Para ello, se simulará una cantidad N  de valores independientes de las variables 1W , 2W  
y 3W  a partir de la distribución Chi-cuadrado. Estos valores simulados, junto con los 
valores observados de los cuadrados medios obtenidos en el ANOVA permitirán construir 
N  valores de la CPG. Luego, los percentiles 2  y 21   de la distribución de valores 
simulados de CPG serán los límites inferior y superior del intervalo de confianza deseado.  
3. Un ejemplo de aplicación.  
Con el objetivo de presentar un ejemplo de aplicación del procedimiento dado para la 
construcción del intervalo de confianza del indicador PTR, se consideró el caso extraído 
del Measurement System Analysis Reference Manual (2002), página 181. Allí se 
encuentran los resultados de un experimento realizado con el objetivo de analizar un 
sistema de medida para determinadas piezas, que involucra a 3 operarios, midiendo 3 
veces cada una de 10 piezas, obteniendo un total de 90 ensayos aleatorizados. 
El análisis de estos datos se realizó mediante un ANOVA, aplicado a un modelo de dos 
factores cruzados con  interacción para representar las mediciones. 
Las estimaciones de las componentes de variancia obtenidas fueron: 
052,0ˆ 2 O ;     089,1ˆ
2 P ;     0ˆ
2 OP ;     046,0ˆ
2 E  
A partir de estas estimaciones, se obtienen las correspondientes a las componentes de 
repetibilidad y reproducibilidad, y con ellas la estimación de la componente de variancia 
debida al sistema de medición. Los valores obtenidos fueron: 
046,0ˆ 2 adepetibilidR     y    052,0ˆ
2 lidadeproducibiR , con lo cual, 098,0ˆ
2 Gauge . 
Con estas estimaciones puntuales, se procedió a realizar la estimación por intervalo con 
el recurso de intervalos de confianza generalizados. Dado que la obtención de los límites 
de confianza se realiza por medio de un estudio de simulación y, como ya se mencionara, 
su aplicación reiterada podría conducir a diferentes límites de confianza, debe optarse por 
un número adecuado de simulaciones que garanticen que dicha divergencia sea muy 
pequeña. En este caso, se decidió la realización de 100.000 simulaciones, valor 
recomendado en la literatura para esta clase de problemas. Esto significa que el 
procedimiento simulará 100.000 valores de cada una de las tres variables aleatorias chi-
cuadrado especificadas en la fórmula (4), cuya combinación con los valores de los 
cuadrados medios obtenidos en el ANOVA, dará origen a 100.000 valores de la CPG 
dada por (5). 
Cabe destacar, que para el ejemplo particular que se ha tomado aquí, no se dispone de 
valores de los límites de especificación. Por este motivo, el intervalo de confianza se 
construirá únicamente para la componente de variancia asociada al sistema de medición. 
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El correspondiente intervalo para el indicador completo, se obtendría sin más que 
multiplicar los extremos encontrados para Gauge  por el factor )(
6
LIELSE 
. 
A partir de los 100.000 valores de la CPG generados mediante la simulación, se obtienen 
los percentiles del 2,5% y del 97,5%, de la distribución ordenada. El intervalo de confianza 
resulta entonces: 
 0578,1;0543,0%95 IC  
Si bien aquí concluiría la búsqueda del intervalo de confianza para la componente de 
variancia de interés, a los autores les pareció útil agregar un estudio elemental que refleje 
el efecto del número de simulaciones sobre la variabilidad que se produce en los límites 
de confianza obtenidos al reiterar su cálculo. 
El ensayo consiste entonces en ejecutar tres estudios de simulación con 10.000, 50.000 y 
100.000 simulaciones, repitiendo cada uno, 30.000 veces. Cada uno de los 30.000 
estudios dará como resultado un intervalo de confianza generalizado, con lo cual, al final 
del procedimiento se tendrán 3 grupos de 30.000 intervalos de confianza, uno para cada 
una de las 3 cantidades de simulaciones fijadas.  
Sobre estos resultados, se calculó la media, desvío estándar, mínimo y máximo de los 
límites obtenidos, resultados que se presentan en la tabla 2.  
Como se esperaba, se observa una disminución en la variabilidad de los límites de 
confianza encontrados, a medida que aumenta el número de simulaciones. Puede 
destacarse que la variabilidad es mucho mayor en el límite superior que en el inferior en 
las tres situaciones. 
Se menciona también que parece muy adecuada la elección de 100000 simulaciones, ya 
que la diferencia entre el máximo y el mínimo encontrados para el límite inferior se percibe 
recién en el cuarto dígito a la derecha de la coma decimal lo que significa que la diferencia 
entre ambos es inferior a 10000-1. La divergencia en entre mínimo y máximo del límite 
superior de confianza es algo más pronunciada. 
 
 
       Tabla 2: Medidas resumen para los límites de confianza según el número de determinaciones.  
  Número de determinaciones 
 
Medidas 
resumen 
10.000 50.000 100.000 
L
ím
it
e
 
in
fe
ri
o
r 
Media 0.0545725 0.0545715 0.0545723 
Desvío Estándar 1.0174 E-7 2.0068 E-8 1.0338 E-8 
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Mínimo 0.053379 0.0540418 0.0542403 
Máximo 0.0558522 0.0551226 0.0548822 
L
ím
it
e
 
s
u
p
e
ri
o
r 
Media 1.0673735 1.0678731 1.0675585 
Desvío estándar 0.0021255 0.0004149 0.0002141 
Mínimo 0.9108099 0.9874008 1.0178823 
Máximo 1.2971066 1.1541273 1.1132967 
 
Si bien estos resultados corresponden a un ensayo realizado sobre un ejemplo, los 
mismos constituyen un punto de partida para continuar investigando en esta línea de 
trabajo que parece ser muy promisoria. Tanto la identificación de la cantidad óptima de 
simulaciones necesarias para lograr resultados confiables, como en la influencia de 
muchos otros factores sobre el comportamiento de estos intervalos de confianza, como 
puede ser, entre otros, la capacidad real del sistema de medición que se analiza son 
aspectos que merecen una consideración más detallada. Constituye también una 
importante línea de investigación, la aplicación de esta metodología en experimentos con 
más factores y con modelos más complejos.  
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