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表１は，ＭＳＬＳとＳＡアルゴリズムの実験結果を示す．表中のbestknownは，Johnsonらが，Simulated
Annealing，KernighanとＬｉｎの近似解法，およびその改良法を用いて得た最良解の値を示している．本研
究でのＭＳＬＳの１回の実行は，ランダムに生成した実行可能解からローカルサーチを用いて，５０００回繰り
返す．従って，５回の試行結果である表１は，ＭＳＬＳが，左から最良値，解の平均値，各問題例で要した
平均実行時間（秒）を示す．また，ＳＡは，左から最良値，解の平均値，最良解が得られた時間，各問題に
要した平均実行時間を示している．Bestの時間は，各問題例でＳＡの実行中に最良解が得られたときの実
行時間を表す．
表２，表３に，個体数２０，４０を用いた単純ローカルサーチを組合わせたＧＡの実験結果を示す．ここで，
表中のgensは世代数を示す．ｇｅｎｓｌは，初期ランダム個体群から４０回のローカルサーチ実行後の値を示
す．また，gens5,10,20,40,100,200の結果は，120,220,820,2020,4020回のローカルサーチ実行後，交
叉によって生成された解を表す．
ここで，ＭＳＬＳとＧＡの実行結果，実行時間についてＧＡとＳＡの実行結果を比較する．もし，ＳＡの初
期温度の設定が，本実験よりも長い実行時間が可能であるならば，ＳＡは表１で示した結果よりも良い平均
cutsizeを得られると考えられる．表１でのＳＡの結果は，試行した全ての問題について，最良解が比較的
短い実行時間で少なくとも１つは得られることから，良い結果を得ることができたといえる．また，個体
４０と２０を用いたＧＡの平均結果は，ＳＡの平均結果より良い．ＳＡで必要とした最終実行時間の比較にお
いて，我々のＧＡは，ＳＡ以上の平均cutsizeを算出することができた．たとえば，表２と表３で示した
9250.08の問題例の平均結果は，ＧＡが個体数２０，４０で，それぞれ，828.0,sＡもまた156s以内の平均で
828.0の最良解を得ることができた．しかしながら，これらのＧＡの平均実行時間は，それぞれ95.4(s)と
81.6(8)である．ＧＡの実行時間は，表１で示されたＧ250.08の問題例のＳＡよりも，平均実行時間が明ら
かに速い．これらの結果から，ＧＡの性能はほとんどの場合，ＳＡとＭＳＬＳのアプローチ以上であるという
ことを観測された．
６結論
本論文は，ＭＳＬＳとＳＡアルゴリズムのようなヒューリスティックスに対して，単純ローカルサーチを組
合わせた遺伝的アルゴリズムの性能を示した．ＧＡがほとんどの場合にＳＡ，MSLＳよりも良い探索能力を
もっていることを述べた．もし，本論文で記述した我々のローカルサーチよりも，Kernighan-Linアルゴリ
ズムのような，より強力なローカルサーチと組合せたＧＡならば，さらに良い性能を示すことができたと
思われる．
今後の研究では，Ｍｅｒｚ［11]らによって行われたようなＧＰＰの解空間を分析し，より大きいまたは他の
タイプの問題例を用いることで，我々のＧＡの性能を示す予定である．
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Ageneticalgorithm(GA)fbrthegraphpartitioningproblem(GPP)isinvestigatedbycomparison
withstandardheuristicsonwell-knownｂｅｎｃｈｍａｒｋｇｒａｐｈｓｏｆＪｏｈｎｓｏｎｅｔａＬＩｎgeneral，thepractical
perfbrmancｅofaconventionalgeneticapproach，whichperfOrmsonlysimpleopemtorswithoutalocal
searchstrategy,isnotsufIicient、However，ｉｔｉｓｋｎｏｗｎｔｈａｔａｃｏｍｂｉｎａｔｉｏｎｏｆａＧＡandalocalsearch
canproducegoodsolutions・Inthispaper，weincorporateasimplelocalseamhalgorithmintoaGA，
andcomparethesearchabilitiesoftheGAfbrsolvingtheGPPwithstandardheUristicssuchasamulti‐
startlocalsearchandasimulatedannealing，whichexecuteswiththesameneighborhoodstmctureof
thesimplelocalsearchlnourinvestigations，ｗｅｄｅｍｏｎｓｔｒａｔｅｔｈａｔｔｈｅＧＡｉｓｂｅｔｔｅｒｔｈａｎｔｈｅｏｔｈｅｒ
Problem
competitorsintimesofcomputationtimesandevaluationlimits．
