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Abstract: Applying phase change material (PCM) for latent heat storage in sustainable building
systems has gained increasing attention. However, the nonlinear thermal properties of the material
and the hysteresis between the two-phase change processes make the modelling of PCM challenging.
Moreover, the influences of the PCM phase transition and hysteresis on the building thermal and
energy performance have not been fully understood. This paper reviews the most commonly used
modelling methods for PCM from the literature and discusses their advantages and disadvantages.
A case study is carried out to examine the accuracy of those models in building simulation tools,
including four methods to model the melting and freezing process of a PCM heat exchanger.
These results are compared to experimental data of the heat transfer process in a PCM heat exchanger.
That showed that the four modelling methods are all accurate for representing the thermal behavior
of the PCM heat exchanger. The model with the DSC Cp method with hysteresis performs the
best at predicting the heat transfer process in PCM in this case. The impacts of PCM phase change
temperature and hysteresis on the building energy-saving potential and thermal comfort are analyzed
in another case study, based on one modelling method from the first case study. The building in
question is a three-room apartment with PCM-enhanced ventilated windows in Denmark. The study
showed that the PCM hysteresis has a larger influence on the building energy consumption than the
phase change temperature for both summer night cooling applications and for winter energy storage.
However, it does not have a strong impact on the yearly total energy usage. For both summer and
winter transition seasons, the PCM hysteresis has a larger influence on the predicted percentage
of dissatisfied (PPD) than the phase change temperature, but not a strong impact on the transition
season average PPD. It is therefore advised to choose the PCM hysteresis according to whether it
is for a summer night cooling or a winter solar energy storage application, as this has a significant
impact on the system’s overall efficiency.
Keywords: phase change material; temperature hysteresis; phase transition temperature;
PCM modelling; building simulation
1. Introduction
Buildings are intended to protect the occupants from the outdoor weather conditions and provide
comfortable environments. Humans are especially sensitive to ambient temperature. They will easily
experience thermal discomfort if the indoor temperature is not maintained within a narrow temperature
range [1] and without rapid transient change to the operative temperature [2]. Besides, the building
sector is the largest energy end-user in the world [3]. Therefore, diminishing indoor space heating
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and cooling needs have been identified as key targets for the reduction of global energy use and
CO2 emissions [4]. Moreover, buildings can modulate their energy profiles to a certain extent by
shifting their power load in time. The energy storage capacities of buildings or clusters of buildings can
thus be employed to implement demand-side management and building energy flexibility strategies,
which can greatly ease the management and improve the stability of smart energy grids with large
shares of intermittent renewable energy sources [5].
With regard to the aforementioned matters, phase change materials (PCM) that change their phases
near room temperatures (10 ◦C–30 ◦C) have drawn considerable attention over the last decade [6].
Unlike materials experiencing only sensible heat storage, a PCM has a phase transition (change in
the microstructure of the material) at near ambient temperature. This phase transition requires a
considerable amount of thermal energy (latent heat) but occurs with a very limited temperature
variation. The latent heat thermal energy storage (LHTES) ability of the PCM is a great asset for
high-density thermal storage at a constant temperature in building systems. PCM for building
applications has volumetric heat storage capacities which are typically 5 to 14 times greater than
sensible heat storage materials such as water or concrete [7].
However, the hysteresis, subcooling and other complex thermal properties of PCM greatly
complicate the development of reliable LHTES models for building simulations. It is important to
have a better understanding of the hysteresis and subcooling phenomena and the refinement of the
numerical model dealing with these issues.
There are mainly two reasons for the hysteresis phenomenon of PCM. One is the improper
measurement methods employed to assess PCM properties. There are many well-developed
measurement methods for PCM characteristics, including the inverse method, the DSC method and the
T-history method. However, every measurement method has its limitations. Noticeable differences in
the results can be observed when employing different methods or standards to measure PCM thermal
properties [8]. An improper measurement method can lead to the observation of an “apparent hysteresis,”
which in most cases, over-estimates the real hysteresis of the material.
The differential scanning calorimetry (DSC) measurement is the standard method to test materials
in small samples. It is done by measuring the differences of the heat flows between the reference
sample with known thermal properties and the test sample under the same temperature change
rate. The measurement results can be very different with different parameter settings. For example,
with high heating and cooling heat rates or a large sample size, the inhomogeneity in the material will
increase, especially for PCM with low thermal conductivity [8,9]. High heating and cooling heat rates
can also increase the subcooling, hysteresis and phase transition temperature range [8,10,11]. However,
low heating and cooling rates decrease the magnitude of the DSC signal, which makes it more sensitive
to measurement noise [12]. On the other hand, a small sample size could increase the subcooling
effect, and may not be representative of some nonhomogeneous materials. Some other more advanced
measurement methods, such as the T-history method, are found to be more accurate than DSC for
PCM with hysteresis and compound materials [9]. However, those methods are not commercially
developed with standard guidance, which makes the comparison among measurements difficult.
Arkar et al. [13–15] suggested that the properties of the PCM should be determined using similar
heating and cooling rates to the actual temperature change rates of the real application. For PCM
in the active building application systems, the thermal response of the PCM is usually 1–8 h for
20 K according to [16], which corresponds to a heating/cooling rate ranging from 0.04 to 0.33 K/min.
For passive building applications, the thermal response time could be as long as 12 h, corresponding to
a heating/cooling rate of 0.03 K/min.
The other reason for the hysteresis phenomenon of PCM lies in its intrinsic material property.
Decreasing the heating and cooling rates, sample size or temperature step can improve the measurement
accuracy so that the measurement uncertainty decreases. However, the single enthalpy curve without
hysteresis cannot be achieved even with infinitely slow measurement, because the existence of
subcooling, incomplete crystallization or polymorphic crystal structures results in different shapes of
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heating and cooling curves [17]. In certain cases, even with the most accurate measurement method
and with the smallest heating/cooling rates, the hysteresis phenomenon can still be observed.
The large enthusiasm of the scientific community for PCM applications during the last few
decades has led to the development of numerous numerical models for simulating the thermodynamics
and heat storage in LHTES systems. The most commonly used methods to simulate the latent heat
are the fixed grid methods [18], which solve phase change problems by accounting for the latent
heat of the PCM into the governing energy equation. The latent heat of PCM is defined by either a
function of heat capacity, a heat source or a function of enthalpy. Compared with the deformed grid
method and the hybrid fixed/deformed method, which can also be used to solve a phase transition
problem [19], the space grid is fixed throughout the whole calculation. It is thus simpler to implement
the existing heat transfer numerical models and software. They include the heat capacity method
and the enthalpy method. The heat capacity method can be further sorted as the square heat capacity
method, the triangular heat capacity method or the DSC heat capacity method. However, the accuracy
and reliability of PCM numerical models used for building applications are yet to be examined for
proper design and simulation purposes [20].
Moreover, an increasing number of researchers are starting to realize the importance of modelling
PCM hysteresis for building simulations. Dolado et al. [21] found the existence of temperature hysteresis
while studying the thermal performance of a PCM heat exchanger and addressed the necessity of
taking it into account in the numerical work. Kuznik et al. [13] applied a single melting/freezing
curve of specific heat to their PCM wallboard model and compared it to the experimental data.
They figured out that neither of the two methods can predict the temperature profile in the PCM
wallboard. They thus suggested the importance of modelling PCM hysteresis in building simulations.
Similarly, Barz et al. [22] compared a non-hysteresis model and a hysteresis model to the experimental
data of the latent heat storage. The results show that the non-hysteresis model is of poor accuracy to
represent the melting/solidification of the PCM storage.
However, the sensitivity analyses of the PCM hysteresis are mostly about the PCM heat transfer
process. The influences of the PCM phase transition and hysteresis on buildings’ thermal and energy
performance have not been fully studied yet. There have only been a few studies about the sensitivity
analysis of the PCM hysteresis on the energy performances of buildings, and those studies drew
different conclusions. Ramprasad et al. [23] studied the hysteresis of the PCM on the building
envelope and found out that hysteresis does not have a large influence on the annual building energy,
but the influences on the surface temperature and zone temperature are considerable. Oppositely to
Ramprasad et al., Moreles et al. [24] studied a building with PCM wall and found that an increase of
PCM hysteresis temperature within the thermal comfort temperature can greatly decrease the building
air-conditioning energy consumption. The discrepancy between the former studies about the influence
of PCM hysteresis on the building energy indicates that more detailed and comprehensive studies
have to be carried out.
This article aims to examine the current PCM modelling methods and compare them against the
experimental data of a PCM heat exchanger, and further study the influences of the PCM thermal
properties on both building energy-saving potential and thermal comfort based on the PCM application
in a ventilation system, including both a summer application and a winter application. Firstly, the
paper reviews the most commonly used modelling methods for the nonlinear thermal properties of the
PCM. To test their accuracy, a comparison is made with experimental data of a case study of a PCM
heat exchanger with four modelling methods: the square heat capacity method, the triangular heat
capacity method, the enthalpy method and the DSC heat capacity method. Finally, one modelling
method is selected for another case study of an apartment with PCM-enhanced ventilated windows.
The impacts of PCM phase change temperature and hysteresis on building energy-saving potential
and thermal comfort are assessed.
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2. PCM Modelling Methods in Building Simulations
The challenge of modelling PCM in building simulations lies in dealing with nonlinear thermal
properties of the PCM and temperature hysteresis. This section summarizes and compares some of the
modelling methods. Section 2.1 introduces the different PCM modelling methods regarding the latent
heat of PCM; Section 2.2 discusses the modelling methods of PCM hysteresis; Section 2.3 compares
different modelling methods against experimental data.
2.1. PCM Latent Heat Modeling Methods
The most commonly used methods for PCM latent heat modelling are fixed grid methods,
including the heat capacity method and the enthalpy method. The heat capacity method can be further
sorted into the square heat capacity method, the triangular heat capacity method and the DSC heat
capacity method.
The square heat capacity curve method is easy to implement numerically. It is, therefore, the most
commonly used method in numerical simulation tools and research studies. Besides, it is fast to compute,
which is beneficial for certain applications where the calculation speed is important. Moreover, for many
building material manufacturers, only some key parameters of the PCM properties are provided
because of the lack of standards. The key parameters are normally the melting/freezing temperature
range, melting/freezing temperature peak, specific heat capacity without phase change and total latent
heat. A simple heat capacity curve can be easily deducted from those key parameters. The basic
equations used for shape-stable PCM in building simulations are the Navier–Stokes momentum




+ ρ(u · ∇)u = −∇p + µ∇2u + ρgβ∆T (1)





+ u · ∇T
)
= ∇(λ∇T) (3)
where ρ is the density of the material (kg/m3); u is the velocity (m/s); t is the time (s); µ is the dynamic
viscosity (Pa·s); β is the thermal expansion coefficient (1/K); T is the temperature of the domain (◦C);
λ is the thermal conductivity (W/m·K).
With this limited data provided by the manufacturers, the heat capacity can be calculated with a
simple piece-wise square function, as shown in Equation (4) [25].
Cp(T) =






, Ts ≤ T ≤ Tl
Cl, T > Tl
(4)
where Cl is the specific heat capacity of PCM in liquid phase (J/kg·K); Cs is the specific heat capacity of
PCM in solid phase (J/kg·K); L is the latent heat (J/kg); Tl is the PCM melting temperature (◦C); Ts is the
PCM freezing temperature (◦C).
The limitation of this method is that when using it to solve Equation (3), the solver may not
converge if the time step is too large or the phase change range is too small. There is a risk of missing
the phase transition if the time step is too large and the temperature range of phase change is skipped,
which is usually called a step-jump [26,27].
A solution to this problem is to use an approximated approach to redefine the heat capacity by
a triangular function from [28,29]. Equations (5) and (6) show the corresponding equations for this
triangular heat capacity curve. Alvaro et al. [30] have built a numerical model for the PCM ventilation
system which considered hysteresis. The simplified equivalent heat capacity (heat capacity curve has a
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triangle shape centered on phase transition temperature) is used as the input of the model. The results
show that the model is in good agreement with experimental data.
Cp(T) =

Cs, T < Ts and T > Tl




, Ts ≤ T ≤
Ts+Tl
2




, Ts+Tl2 ≤ T ≤ Tl
(5)





The DSC heat capacity method uses the heat capacity curve determined by DSC method as
the material input of the model. Hu et al. [31] used this model to simulate a PCM heat exchanger.
The model results are in good agreement with the experimental data. Another model used the same
approach to simulate the wallboard [13]. The DSC heating and cooling rate was set to 0.05 K/min to
approach the real heat exchange rate of the wallboard exposed to summer conditions. It was found
that it is essential to use the correct melting/freezing curves when simulating the heating and freezing
processes of the wallboard. Eyres et al. [32] first proposed the enthalpy method to solve the heat flow
in bodies under non-steady state conditions. The idea is to consider enthalpy as a function of phase
fraction and temperature. It was then adopted by [25,33–37]. The Navier–Stokes equation and the







CpT, T < Ts
CpT + L(T−Ts)Tl−Ts , Ts ≤ T ≤ Tl






where Tref is the reference temperature (◦C); H is the enthalpy of the PCM (J/kg).
The enthalpy method has been applied in the work of Takeda et al. [38]. The enthalpy curves for
melting and freezing processes were measured with the DSC method at 1 ◦C/min heating and cooling
rate. Then an enthalpy function was made by taking a middle path between the melting enthalpy
curve and the freezing enthalpy curve. The results from the model reveal similar variations as in
the experiment.
2.2. Modeling of PCM Hysteresis
Some researchers try to model the transition between freezing and melting processes within
the phase change range. There are mainly two approaches currently. Bony et al. [39] proposed one
approach in which the enthalpy transition line between the melting and freezing processes is a straight
line that parallels to the sensible enthalpy curve, as shown in Figure 1a. Another approach is used
in the models of Kaushik et al. [40]. It suggests that there is no hysteresis shown until the PCM
completely solidifies or melts. Then the enthalpy curve changes to another one, as seen in Figure 1b.
Ramprasad et al. [23] compared the two approaches with EnergyPlus simulations, and found out that
hysteresis does not have a large influence on the annual building energy use, but the influence on the
surface temperature and zone temperature is considerable.
Energies 2020, 13, 6455 6 of 21
Energies 2020, 13, x FOR PEER REVIEW 6 of 21 
 
completely solidifies or melts. Then the enthalpy curve changes to another one, as seen in Figure 1b. 
Ramprasad et al. [23] compared the two approaches with EnergyPlus simulations, and found out that 
hysteresis does not have a large influence on the annual building energy use, but the influence on the 
surface temperature and zone temperature is considerable. 
 
Figure 1. Two approaches to model the transition between melting and freezing processes: (a) Straight 
transition line model; (b) One curve model. 
Some more complex models are also available for modelling PCM hysteresis, including the static 
hysteresis model [41], which directly implements data from DSC measurements; and the kinetic 
model [42,43], in which the melting and freezing are considered as intrinsic dynamic variables as 
functions of temperature and time, and the parameters are generated by fitting the macro kinetic 
models to experimental data [22]. Barz et al. [22] compared the aforementioned models by using them 
for latent heat storage and comparing them to the experimental data. The results show that the static 
hysteresis model has similar accuracy to the kinetic model, and is easier to implement by direct 
parametrization from DSC measurements. That method has been chosen for modelling hysteresis in 
this paper. 
2.3. Comparison of the Different PCM Modelling Methods 
This section analyzes and compares the aforementioned most commonly used PCM modelling 
methods in the building simulation tools. The comparison study case is an air–PCM heat exchanger 
made by shape steady PCM plates. The PCM is encapsulated by the fiber board; thus, the convection 
in the liquid PCM is not simulated. In this case, the finite element numerical model for a PCM heat 
exchanger is based on the conjunction of heat transfer and laminar flow physics. The heat exchanger 
consists of 12.5 mm PCM plates spaced by 6 mm air gaps. The test scenario includes a night 
ventilation mode and a ventilation pre-cooling mode. In night ventilation mode, the low-temperature 
ambient air is supplied into the heat exchanger to discharge the PCM during nighttime. In ventilation 
pre-cooling mode, the PCM is used to cool down the high-temperature ambient air ventilated 
through the heat exchanger during the daytime when cooling is needed. The influences of the PCM 
modelling methods on the model’s accuracy are evaluated based on comparisons with experimental 
data. The PCM in the system is paraffin wax 22. Its properties are listed in Table 1. The hysteresis of 
the PCM is around 1 °C according to the DSC test with a heating/cooling rate of 0.5 °C/min. The 
experiment is set up in a climate chamber with a hot zone and a cold zone, which are both conditioned 
by a heater and cooler. The air temperature in the hot zone is 29 ± 1 °C, and the air temperature in the 
cold zone is 9 ± 1 °C. During the night ventilation mode, the cold air in the cold zone is directed to 
the PCM heat exchanger bottom inlet. After the PCM is totally cooled down (solidified), the hot air 
in from the hot zone is directed into the PCM heat exchanger top inlet. The PCM temperatures is 
Figure 1. Two approaches to model the transition between elting and freezing processes: (a) Straight
transition line odel; (b) ne c rve el.
So e ore co plex odels are also available for ode ling PC hysteresis, includi g the static
hysteresis odel [41], hich irectly i ple ents data fr s re ents; and the i etic
odel [42,43], in ich t e elting a freezi g are si ere s i tri sic a ic ariables as
functions of te perature and ti e, and the para eters are generated by fi ting the acro i etic
odels to experimental d ta [22]. Barz et al. [22] compared the aforementione models by using
them for latent he t storage and comparing them to the experimental data. The results show that he
sta ic hy teresis model has similar ac uracy to the kinetic model, and is easier to implement by direct
ara etrization fr eas r ts. That ethod has been chosen for ode ling hysteresis in
this paper.
2.3. Comparison of the Different PC odelling ethods
This section analyzes and co pares the afore entioned ost co only used PC odelling
ethods in the building si ulation tools. The co parison study case is an air–PC heat exchanger
ade by shape steady PC plates. The PC is encapsulated by the fiber board; thus, the convection
in the liquid PC is not si ulated. In this case, the finite ele ent nu erical odel for a PC heat
exchanger is based on the conjunction of heat transfer and la inar flo physics. The heat exchanger
consists of 12.5 m PCM plates spaced by 6 mm air gaps. The test scenario includes a night ventilation
mode and a ventilation pre-cooling mode. In night ventilation mode, the low-temperature ambient air
is supplied into the heat exchanger to discharge the PCM during nighttime. In ventilation pre-cooling
mode, the PCM is used to cool down the high-temperature ambient air ventilated through the heat
exchanger during the daytime when cooling is needed. The influences of the PCM modelling methods
on the model’s accuracy are evaluated based on comparisons with experimental data. The PCM in the
system is paraffin wax 22. Its properties are listed in Table 1. The hysteresis of the PCM is around
1 ◦C according to the DSC test with a heating/cooling rate of 0.5 ◦C/min. The experiment is set up
in a climate chamber with a hot zone and a cold zone, which are both conditioned by a heater and
cooler. The air temperature in the hot zone is 29 ± 1 ◦C, and the air temperature in the cold zone is
9 ± 1 ◦C. During the night ventilation mode, the cold air in the cold zone is directed to the PCM heat
exchanger bottom inlet. After the PCM is totally cooled down (solidified), the hot air in from the hot
zone is directed into the PCM heat exchanger top inlet. The PCM temperatures is monitored at four
different heights inside the heat exchanger, as shown in Figure 2. More details about the model and
experimental case can be found in [31].
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Table 1. The thermal properties of the PCM in the experimental setup [31].
Name Paraffin Wax 22
Density 820 kg/m3
Specific heat capacity 2.3 kJ/kg/◦C
Thermal conductivity 0.18 W/m/◦C
Latent heat 117 kJ/kg
Melting range 16–23 ◦C
Freezing range 14–21.5 ◦C
Melting peak 21.5 ◦C
Freezing peak 20.7 ◦C
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Figure 3 shows the av r g PCM temperatur profiles at a height of 510 mm in the heat exchanger
predicted by different PCM models and measure duri g the xperiments. The temperature profiles
of all the models show trends that are similar to the experim ntal d ta. T curve of the DSC heat
capacity method with a 1 ◦C temperature hysteresis has th best fit to the experiment, especially during
th hase transition periods (0.7–2.4 h nd 6.7–10 h).
Figure 4 shows the temperature deviation between model results and experimental data.
The minimum model deviation comes from the DSC heat capacity method with a 1 ◦C temperature
hysteresis. All the models show acceptable accuracy. The model deviations are always less than
1 ◦C. The model with the DSC heat capacity method and 1 ◦C temperature hysteresis has the lowest
deviation from the experiment, with 0.6 ◦C of average deviation and 2.2 ◦C of maximum deviation.
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3. The Effect of Phase Transition Temperature and Hysteresis Degree on the Building Energy
This section looks into the influences of the PCM phase transition temperature and hysteresis
degree on the building’s energy performance. The investigated model is the DSC heat capacity method
with hysteresis, as it gives the best fit to experimental data (see Section 2). PCM for summer applications
and winter applications are studied separately with two different Energyplus models. The PCM is
modelled with a 1D heat conduction finite difference model in Energyplus, which calculates the average
PCM temperature of the whole PCM in the PCM-enhanced ventilated windows (PCMVW).
Two PCMVWs are installed in the external walls of the southwest room of a three-room apartment
in Denmark. The PCMVW is equipped with the PCM heat excha ger presented in S ction 2.3 with a
v ntilated window mounted on a to of it. The operating con rol strategy of the PCMVW is xplained in
Figure 5. For t e summer night cooling applica ions, the PCM thermal nergy storage is discharged by
the cold utdoor air a nighttime. It then pre-cools the supplied fresh air during day time (Figure 5a1).
PC ther al n rgy stor ge is fully sha ed from solar radiation, whil the ventilated window
is shaded by extern l shading when the indoor air temperature is higher than 24 ◦C (Figure 5a2).
The airflow rate through the PCMVW is based on the people load of the room, which is 60 m3/h/person
in summer and 30 m3/h/person in winter, according to the optimiza ion results of the airflow rate
in [44]. For winter solar en rgy storage applications, the PCM accumulates solar en rgy during the
day (Figure 5b1), an later releases th it to preheat the inl t fr sh air (Figu e 5b2). There is no shading
for the PCM thermal nergy storage and the ventilated window. The airflow ra e is the same as f th
summer night cooling applicati ns. The details of the PCMVW mod l and model validation can be
found in [45].
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Figure 5. The PCM-enhanced ventilated windows (PCMVW) control strategies for both summer and
winter applications [45].
This study is conducted for the Danish climate. The summer application operated from 1st May
to 31st October, while the winter application operated from 1st November to 30th April. The heating,
ventilation and air conditioning (HVAC) system only operated during severe summer and severe
winter periods, in cases when the PCM thermal energy storage could not provide enough pre-heated
or pre-cooled air. The HVAC system is a packaged terminal heat pump system with a heating coil COP
of 2.87 and cooling coil COP of 1.87. The room air temperature setpoint is 22–26 ◦C. The period of
severe summer is from 1st June to 31st August. The period for severe winter is from 1st November
to 29th February. The transition season is when there is no operating HVAC system. The summer
transition season is May, September and October, and the winter transition season is March and April.
The corresponding PCMVW and HVAC operation schedules can be found in Figure 6.
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A local sensitivity analysis is conducted to determine which parameters had significant influences
on the system’s energy demand during the severe summer and winter periods. The sensitivity analysis
is performed by the methodology of [46,47]:
• efine input variables ith their variation ranges.
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• Visualize the output distribution.
Assess the importance of each input parameter to the output by calculating the sensitivity index,
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where SIi is the local sensitivity index; Emax,i and Emin,i are the maximum and minimum outputs
corresponding to the ith input; Emax is the maximum global output among all the inputs of all
the variables.
In this case, the input parameters are the phase transition temperature and hysteresis degree,
and the outputs are the summer cooling energy demand, winter heating energy demand and total
heating + cooling energy demand of the room.
For the transition seasons, the HVAC system is not operating. The PCMVW is supposed to cover
the heating and cooling energy demands. The system’s performance is then evaluated with the
predicted percentage of dissatisfied (PPD) proposed by Fanger [48]. The lower the PPD, the better the
indoor environment quality.
The range of the PCM phase transition temperature in this study is from 15 to 25 ◦C, and the range
of the PCM hysteresis degree is from 0 to 6 ◦C. The values are chosen because the most commonly
used PCM in building applications have hysteresis from 0 to 6 ◦C, as shown in Appendix A (Table A1),
which is a literature review of the PCM in building applications.
3.1. Severe Summer and Winter Conditions
The study starts with the PCM phase change temperature and hysteresis degrees and their
influences on the room energy demand for severe summer (1st June–31th August) and winter
(1st November–29th February) conditions, when the HVAC is used to guarantee good quality of the
indoor environment.
For summer night cooling applications during the severe summer conditions, 11 PCM with
different phase transition temperatures (no hysteresis) are firstly studied. For those PCM, the melting
temperature equals freezing temperature. Their latent heat, thermal conductivity and other properties
are all the same. Figure 7 shows some of the PCM temperatures from those cases. There are large
differences in the PCM temperature profiles for PCM with different phase transition temperatures.
For the days with low average daily outdoor air temperature, the PCM with low phase transition
temperature has a more stable temperature profile and a relatively low temperature during the daytime.
For the days with high average daily outdoor air temperature, the PCM with high phase transition
temperature has a more stable temperature profile and a relatively low temperature during the daytime.
For PCM with a 21 ◦C phase transition temperature, the PCM temperature is more stable than the PCM
with 25 ◦C for most days. That is because the average outdoor air temperature is much closer to 21 ◦C,
so that the PCM with a 21 ◦C phase transition temperature is more activated than the one with a 25 ◦C
phase transition temperature. The relations between the PCM phase change temperature and the PCM
temperature profiles are quite different from day to day due to the differences in the daily outdoor
air temperature.Energies 2020, 13, x FOR PEER REVIEW 11 of 21 
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The study is carried out with seven PCM with different hysteresis degrees during severe summer.
For those PCM, hysteresis degree is the difference between the melting peak and the freezing peak;
melting peak = 21 ◦C + hysteresis/2; freezing peak = 21 ◦C − hysteresis/2. Figure 8 shows some of the
PCM temperatures. It shows that PCM with no hysteresis has the most stable temperature profile and
lowest temperature during the daytime for most of the days when the ventilation pre-cooling is needed,
and the PCM with 5 ◦C hysteresis has the highest temperature during the daytime for most of the days
when the ventilation pre-cooling is needed. When outdoor air temperature is relatively low, the PCM
with no hysteresis has the lowest temperature during both daytime and nighttime. It indicates that
PCM with no hysteresis can benefit the building’s energy-saving the most during severe summer.
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Figure 8. The P te perature profiles for odels using P ith different hysteresis degrees for
su er night cooling application.
For winter solar energy storage applications during the severe winter condition, the study compares
the models using the same 11 PCM with different phase transition temperatures (no hysteresis),
and 7 PCM with different hysteresis degrees. Figure 9 shows the influences of the PCM phase change
temperature on the PCM temperature profiles. For the days with high solar radiation, the PCM with a
higher phase transition temperature has a higher temperature during the day; during the night time
(when the ventilation pre-heating is mostly needed), the PCM with a 25 ◦C transition temperature
cools down the fastest. There is no significant difference regarding the PCM temperature when solar
radiation is low. In general, it is hard to tell from the PCM temperature profile whether the PCM phase
change temperature has a positive or a negative influence on the energy-saving potential.Energies 2020, 13, x FOR PEER REVIEW 12 of 21 
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Fig re 9. The PCM temperature profiles for models using PCM with different phase change temperatures
for winter energy storage application.
Subsequently, Figure 10 shows the influences of PCM hysteresis degree on the PCM temperature
profiles for winter solar energy storage applications. It shows that for the days with high solar radiation,
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PCM with larger hysteresis has a higher temperature during most of the nighttime when the ventilation
pre-heating is needed, for example, 5th and 6th of February. For the days with low solar radiation,
no significant difference is found among the models with different hysteresis, as the case of 8th
February shows.
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inter energy storage application.
The PCM temperature profiles depend on the outdoor weather conditions, e.g., outdoor air
temperature for summer and outside surface received solar radiation for winter, which makes it hard to
predict the building’s energy performance based on the analysis of several days. Figure 11 summarizes
the heat pump’s energy demands for the room with different PCM phase change temperatures during
the whole severe summer and winter seasons, and compares them to the model with no PCM and only
ventilated window with same ventilation strategy and airflow rate. Figure 11a shows that compared
with the model without PCM, the models with PCM which have different phase transition temperatures
all have lower energy demands. With the increase of the PCM phase change temperature, the energy
demands of the room for both summer and winter tend to increase slightly. Figure 11b indicates that
for severe summer, the energy savings increase and then decrease along with the increase of the PCM
phase change temperature. For severe winter, the energy savings decrease along with the increase of
the PCM phase change temperature. As a result, the total energy savings in severe seasons increase
and then decrease along with the increase of the PCM phase change temperature. However, the change
is quite small compared to the total energy demand.Energies 2020, 13, x FOR PEER REVIEW 13 of 21 
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11. e influence of PCM phase change temperature on building energy for sever summer and
winter seasons: (a) the heat pump’s energy demand; (b) the en rgy savings compared to no PCM.
The influence of the PCM hysteresis on the room’s energy demand is shown in Figure 12a. It shows
that, compared with the model without PCM, the models with PCM and different hysteresis degrees
all have lower energy demands for summer, winter and total periods. Along with the increase of the
PCM hysteresis, the summer energy demand increases, while the winter energy demand decreases.
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The decreasing energy demand in winter is higher than the increasing energy demand in summer. As a
result, the total heat pump energy demand decreases along with the increase of the PCM hysteresis
degree. Figure 12b shows that along with the increase of the PCM hysteresis, the energy savings
in summer decrease, while the energy savings in winter increase. The total energy saving in severe
seasons increases along with the increase of the hysteresis, due to more energy savings during winter.
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Figure 12. The influence of PCM hysteresis on the building’s energy for severe summer and winter
seasons: (a) the heat pump’s energy demand; (b) the energy savings compared to no PCM.
The sensitivity analysis determines which variable has a higher impact on the model’s energy
demand during severe summer and winter seasons. Figure 13 shows the local sensitivity indexes of the
PCM phase change temperature and hysteresis on the building’s energy demand. For both summer
and winter, the PCM hysteresis degree has a much bigger sensitivity index than the phase change
temperature —0.253 and 0.207, respectively. However, for the yearly total energy demand, both phase
transition temperature and hysteresis degree have small sensitivity indexes. That indicates that the
PCM hysteresis degree has large influences on the summer and winter energy demands, but not a
large influence on the annual total energy demand. The phase change temperature has a high impact
on the summer energy demand, but not so high of an impact on the winter energy demand and annual
total energy demand.Energies 2020, 13, x FOR PEER REVIEW 14 of 21 
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3.2. Transition Seasons
For the transition seasons, the HVAC system does not operate. It is thus the PCMVW that solely
regulates the indoor thermal comfort. The PPD is used to examine the thermal comfort of the study
cases. The lower the PPD, the better the indoor thermal comfort. Figure 14 shows the influence of
the PCM phase change temperature on the PPD during transition seasons. Compared to the model
without PCM, the models with PCM all have lower PPD. For the summer transition season, the PPD
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decreases along with the increase of the phase change temperature. For the winter transition season,
the PPD increases along with the increase of the PCM phase change temperature, except for 17 ◦C.
Consequently, the average PPD during the transition season remains the same along with the increase
of the PCM phase transition temperature, except for 17 ◦C, which is slightly higher.
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Figure 14. The predicted percentage of dissatisfied (PPD) of the models with different PCM phase
change temperatures in transition seasons.
Similarly, the influence of the PCM hysteresis on the PPD is shown in Figure 15. Compared to the
model without PCM, the models with PCM all have lower PPD. For the summer transition season,
the PPD increases along with the increase of the PCM hysteresis. For the winter transition season,
the PPD decreases along with the increase of the PCM hysteresis degree. Consequently, the average PPD
during the transition season remains the same along with the increase of the PCM hysteresis degree.Energies 2020, 13, x FOR PEER REVIEW 15 of 21 
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which indicates that the PCM has a large influence on the thermal comfort in summer transition and
winter transition seasons, but not a large influence on the annually average thermal comfort during
transition seasons. The phase change temperature does not have great influence on the thermal comfort
in transition seasons.
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In general, the phase change transition temperature and hysteresis have higher impacts on
the severe summer and winter seasons than the transition seasons, for both summer and winter
applications. The reason could be that for transition seasons, the building needs less regulation and
energy input to achieve good thermal comfort.
4. Discussion
The modelling of PCM is more complicated than other building materials due to its nonlinear
thermal properties. Moreover, the phase change occurs over a temperature range and presents
temperature hysteresis between the melting and the freezing processes, which makes the modelling
of PCM challenging. This paper studied the different modelling methods of PCM used in building
simulations regarding their accuracies compared to an air–PCM heat exchanger, and the influences
of PCM phase change temperature and hysteresis on a building’s energy-saving potential and
thermal comfort.
The main reasons for PCM hysteresis identified in the literature are divided into two categories.
One is due to the misconception of hysteresis because of improper measurement methods. This apparent
hysteresis is avoidable if overall knowledge about the thermal properties of the PCM is obtained
before a suitable measurement method is chosen, such as the homogenous and subcooling level of the
material, the typical heat rate and the temperature range of the PCM application. The other one is due
to the intrinsic material properties because of the existence of subcooling, incomplete crystallization or
polymorphic crystal structures.
The most commonly used PCM modelling methods found in the literature are introduced and
categorized. A case study of the heating and cooling processes of a PCM heat exchanger is conducted
with four selected modelling technics. The conclusion is that the four modelling methods (the square
heat capacity method, the triangular heat capacity method, the enthalpy method and the differential
scanning calorimetry (DSC) heat capacity method) are equally accurate at representing the thermal
behavior of the PCM heat exchanger. The model with the DSC heat capacity method and a 1 ◦C
hysteresis is, however, the most accurate in that case.
A second case study with a southwest room in an apartment with two PCM-enhanced ventilated
windows in Denmark is conducted. The PCM is modelled with the DSC heat capacity method and
temperature hysteresis. It is shown that the PCM hysteresis has a larger influence on the heat pump
energy consumption than the phase change temperature for both summer night cooling and winter
energy storage. For summer night cooling, the room energy demand increases along with the increase
Energies 2020, 13, 6455 16 of 21
of the hysteresis. For winter solar energy storage, the room energy demand decreases along with
the increase of the hysteresis. As a result, the PCM hysteresis does not have a strong impact on the
heat pump’s yearly total energy demand. For both summer and winter transition seasons, the PCM
hysteresis has a larger influence on the PPD than the phase change temperature, but not a strong
impact on the transition season average PPD.
The findings of this work about the PCM hysteresis’s effect on the building energy are quite the
opposite to those of Ramprasad et al. [23]. and Moreles et al. [24]. The reason is that, in this paper,
the summer application, winter application and transition season application are studied separately.
In contrast, the former studies are only based on one PCM application. Besides the hysteresis, this paper
also took PCM phase change temperature into account.
A suggestion for PCM modelling and experimental works is that one should be more considerate
when choosing PCM modelling methods. Overall knowledge or some measurement of the PCM
properties is necessary from the beginning of the investigations. The adequate modelling methods
can be decided on based on the understanding of the material characteristics. Meanwhile, the choice
of the PCM should fit the application, because a building’s energy demand changes differently as a
function of the PCM hysteresis for summer night cooling and winter solar energy storage. Moreover,
the boundary conditions should be carefully defined and chosen based on real building applications,
such as the exposed temperature range, the heating/cooling rate and the phase transition range of the
chosen PCM. The PCM properties should be characterized for the entire temperature range of the
application, as the PCM properties might differ significantly from what one could expect.
Finally, one should keep in mind that this paper presents a study based on the Danish climate,
which has a fairly mild summer. Such study should be extended to other climates.
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Appendix A















MePCM from PG8H2–E 23.9–26.9 18.4–23.1 25.54 20.21 5.33 - DSC 1 ◦C/min [49]
Dodecanol 23.8–27.1 18.3–23.2 25.22 20.11 5.11 - DSC 1 ◦C/min [49]
MePCM from PG8H2 23.7–27.2 18.1–22.9 25.14 20.07 5.07 - DSC 1 ◦C/min [49]
Paraffin 23–29 20–25 23 27.7 4.7 179 DSC 2 ◦C/min [50]
Paraffin within copolymer 15.1–28.2 9.6–24.5 22.2 17.8 4.4 107.5 DSC 0.05 ◦C/min [51]
Paraffin within copolymer 10–28 12–29 22.1 17.9 4.2 72.4/71.0 DSC 0.05 ◦C/min [13]
PCM–wallboard 16.8–19.35 16.9–22.1 21.05 16.98 4.07 35 DSC 0.2 ◦C/min [52]
Q20 16–24 13–18 20 16 4 210–250 DSC [53]
Paraffin PCM 6 0–7 −5 3 −0.5 3.5 178 DSC 1 ◦C/min [54]
C24 24–27 21–23 24 27 3 140 DSC [55]
Q27 24–30 23–27 27 24 3 210–250 DSC [53]
Q29 27–32 24–27 29 26 3 210–250 DSC [53]
Paraffin Microtek 37 D 32–37 29–35 36 33 3 220 DSC 0.15 ◦C/min [56]
Paraffin hydrocarbon 23–28.5 21–24.9 25.5 22.9 2.6 75 DSC 1 ◦C/min [38]
Paraffin PCM 28 15–28 15–22 23 20.5 2.5 161 DSC 1 ◦C/min [54]
Gallium 29.5–30.5 26.9–29 30 27.5 2.5 80 T-history [9]
Fatty acid wall board 18.5–24.2 15.0–18.6 20.3 17.9 2.4 39.1 DSC 0.2 ◦C/min [57]
Q23 20–26 18–24 23 21 2 210–250 DSC [53]
Q25 23–28 22–25 25 23 2 210–250 DSC [53]
Paraffin in gypsum board 25–28.5 24–27.5 28 26.5 1.5 75 DSC 2 ◦C/min [58]
Gypsum–PCM compound 21–24 20–22.5 24 22.5 1.5 - DSC 0.05 ◦C/min [59]















C13H28 −6.7–(−4.5) −6.3–(−7.9) −5.6 −7.1 1.5 210 T-history [60]
PCM–plaster compound 24.1–28.5 23.2–27.1 28.12 26.8 1.32 16.5 DSC 1~2 ◦C/min [61]
Hexadecane 16.5–19.5 16.2–17.2 18 16.7 1.3 236 T-history [9]
RT27 24.5–28.2 25.0–26.9 27 25.9 1.1 180 T-history [9]
HS22P (inorganic) 21–25 - 23 22 1 185 T-history [62]
RT27 (organic paraffin) 26.86–28.69 27.94–26.44 28.37 27.38 0.99 130.8 DSC 1 ◦C/min [63]
Butyl stearate 16–20.9 16–20.8 20.9 20.4 0.5 30.7 DSC [64]
Emerest 2326 16.69–19.75 16.51–19.6 19.57 19.45 0.12 140 DSC 0.2 ◦C/min [52]
C21 (salt hydrate) 21–26 18–22 21 21 0 134 DSC [55]
Paraffin RT 25 22–26 23–26 25 25 0 - DSC 0.2 ◦C/min [15]
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