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In this paper we study a problem of sequencing jobs in a machine with programmed
preventivemaintenance and sequence-dependent setup times. To the authors’ knowledge,
this problem has not been treated as such in the operations research literature.
Computational experiments show that it is very hard to solve the problem by exact
methods. Therefore, the contribution of this paper is to design and implement a solution
approach based on metaheuristic procedures. The proposed method finds high quality
solutions in very short computational times.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we study a single machine scheduling problem with sequence-dependent setup costs and availability
constraints. No preemption is allowed and the maintenance activity is considered as a job with setup cost that depends
on the previous job processed.
Despite the numerousworks related to sequencing jobs inmachines, not asmuch effort has been devoted to the problem
of sequencing jobswhenmachines have availability constraints. It is common to assume thatmachines are always available;
however in practice downtime occurs due to failures, changeovers, or maintenance.
The importance of preventivemaintenance has been gradually recognized by decisionmakers as it includes the necessary
tasks to avoid machine failures. Preventive maintenance tasks are performed when the machines are idle and it represents
one of the deterministic sources formachine non-availability [1]. Machine scheduling problemswith availability constraints
have been receiving increasing attention from researchers in the last decade. However, most of the literature on scheduling
theory focuses on the short-term scheduling with at most onemaintenance period [2–4]. For the long-term scheduling with
more than one maintenance period, there are relatively few papers.
As production scheduling and preventive maintenance planning decisions are generally analyzed and executed
independently in real manufacturing systems, difficulties arise when machines are awaiting maintenance and jobs are still
in queue.
Taking into account that machines are an essential part in the production process and maintenance costs represent a
great percentage of the total operation budget [5], it is convenient to have coordination betweenmaintenance planning and
production scheduling [6].
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In the related literature there are relevant studies that consider scheduling problems with maintenance activities. These
problems are proved to be NP-hard [7], even though they do not take into account sequence-dependent setup costs. Among
the recent papers, we can mention the work of Liao and Chen [8], who studied the problem when several maintenance
periods are needed to process all the jobs and each maintenance activity is required after a fixed time interval; Ji et al. [9]
considered several maintenance periods where each maintenance activity is scheduled after a periodic time interval. They
wanted to find a schedule that minimized the makespan, subject to periodic maintenance and non-resumable jobs.
Low et al. [10] considered a scheduling problem with availability constraints where jobs, while waiting in queue, may
deteriorate. They provided a heuristic algorithm based on the bin packing concepts for minimizing the makespan in the
non-preemptive case.
Chen [11] dealt with the problem of scheduling non-resumable jobs on a single machine with flexible and multiple
maintenance activities. He provided two mixed binary integer programming models for deriving the optimal solution and
a heuristic for finding the near-optimal solution for large-sized problems.
Sadfi et al. [12] studied the singlemachine total completion scheduling problem subject to a period ofmaintenance. They
proposed an approximation algorithm based on a post-optimization (using a 2-OPT procedure) of the solution obtained by
the shortest processing time.
Other papers focus on the problem of scheduling maintenance activities. A recent study of Mosheiov and Sarig [13] was
devoted to the problem of scheduling a maintenance activity in a single machine with the objective of minimizing the total
weighted completion time.
It is worth to emphasizing that all previously mentioned works assume either that there is no setup times or they are
independent of job sequence. However, this situation may not always be true in practice. In some contexts the setup time
for a job may depend on the job that is processed right before, for example in the textile industry, manufacturing printed
circuit boards and chemical industry [14,15].
On the other hand, there are several published works that report studies on scheduling problems with setup times or
costs that depend on the sequence, but they do not consider maintenance activities. Monma and Potts [16] studied these
kinds of problems with different performance measures and proved that they are NP-hard.
A comprehensive survey on scheduling problems with setup times may be found in the work of Allahverdi et al. [17].
They explained that recent increase in interest in scheduling problems involving setup costs was due to the fact that
tremendous savings were obtained when setup costs were explicitly incorporated with scheduling decisions in various
real world industrial/service environments.
Bearing inmind the computational difficulty of these problems, it is not surprising to see thatmany of themethodologies
that have been developed were based on heuristics.
The work of Tan and Narasimhan [18] was among the first that used metaheuristic techniques to solve the scheduling
problem with sequence-dependent setup times. They developed a simulated annealing-based algorithm to minimize the
total tardiness that obtained better solutions than the heuristic algorithms previously published. For the same problem,
different versions of genetic algorithms were proposed by Tan, Armentano and França [19–21].
Gagne et al. [22] proposed an ant-colony algorithm that obtained very good results compared to others, in both quality
and computational time. Gupta and Smith [23] developed an approach based onGRASPmetaheuristic, yielding better results
than the ant-colony algorithm, but consuming more computing time.
The above works involved the minimization of the total tardiness, which is one of the most common criteria considered
for this kind of problem. As mentioned, these works do not include availability constraints for machines.
A first attempt to incorporate sequence-dependent setup costs in machine scheduling problems with availability
constraints were the recent works of Chen [24–26], who studied a scheduling problem for a single machine with sequence-
dependent setup times and periodic maintenance in real problems arising in textile and manufacturing industries. He
assumed that a job could be interrupted due to maintenance and that the split job would be resumedwithout setup if it was
already in process. Moreover, there was no setup time for doing maintenance activity, which is a limitation of this work,
as the authors pointed out. In fact, these assumptions simplified the problem in the sense that inclusion of maintenance
activities did not influence the order in which jobs were processed. On the other hand, in practice, even if the job could
be resumed, it is necessary to carry out activities to prepare the machine for maintenance. Later, after maintenance, the
machine should be arranged to continue with the job. These activities, in general, depend on the job in process.
To the authors’ knowledge, the problem of sequencing jobs in a machine with programmed preventive maintenance and
sequence-dependent setup times, where themaintenance activity is considered as a jobwith setup cost that depends on the
job processed just before, has not been studied in operations research literature. By combining scheduling problems that
involve sequence-dependent setup costs with problems that consider scheduled maintenance activities, we bring closer
the proposed models to real situations that occur in production scheduling. Studying this problem for the first time and
developing an approach to solve it, are the main contributions of this paper.
Taking into account that the problem is NP-hard, as it combines two NP-hard problems, the proposed solution method
is based on metaheuristics. It can be viewed as a GRASP, which incorporates Tabu Search as an improvement method. We
implement some features that are not standard in GRASP, with the purpose of taking advantage of the problem’s structure.
Specifically, iterated improvements are executed before finishing the constructive procedure. This can be considered as a
methodological contribution of the paper.
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Fig. 1. Graphical representation of a solution to the addressed problem.
The rest of the paper is organized as follows: The problemdescription is provided in Section 2 and the proposed algorithm
is described in Section 3; Section 4 is devoted to the computational experiments and in Section 5 some concluding remarks
are offered.
2. Notation and problem description
As mentioned above, we have a set of jobs to be processed in a single machine. Each time a new job is processed, it is
necessary to properly prepare the machine. This operation depends not only on the job to be processed, but also on the job
previously processed.
Moreover, after a fixed time interval, a maintenance activity should be performed and the preparation of the machine
for that purpose depends on the last job processed. The amount of time to perform one maintenance activity is fixed.
Let T be the length of time between completion of two consecutive maintenance actions and block the set of jobs
processed between two consecutive maintenance activities. Considering that, in general, T is not enough to process all
the jobs and more than one block of jobs should be programmed in that period, the problem consists of determining the
assignment of jobs for each block and the order in which they should be processed to minimize the total time required to
process all jobs.
To summarize, the addressed problem has the following characteristics, which are illustrated in Fig. 1.
• There are n jobs to schedule in a single machine. All the jobs are available at time zero.
• Each job j has an associated processing time pj.
• For each job j there is a preparation time Sij that depends on the job i processed just before job j.
• There is a time interval T between the completion times of two consecutive maintenance activities.
• The jobs cannot be interrupted.
• The maintenance activity will be considered as a job with index 0, it consumes a fixed amount of time p0, and requires a
preparation time Si0 that depends on the last job i processed.
• Every time a maintenance activity is completed, there is a preparation time S0j for each job j.
• Objective: To assign jobs to blocks between maintenance activities in such a way that the last job finishes as soon as
possible, that is, to minimize Cmax.
In Fig. 1, maintenance has been denoted by ‘‘M ’’ and the blank slots mean idle times.
To model the problem we have introduced the following notation. Let G = (V , A) be an oriented graph, with V =
{0, 1, . . . , n} being the set of nodes and A the set of arcs. Node 0 is associated with the maintenance activity and the subset
{1, 2, . . . , n} to the jobs. Each arc (i, j) has an associated weight cij ≥ 0, defined as the sum of the time required to prepare
the machine and to process the job j just after job i, that is, cij = Sij + pj. In general, cij ≠ cji. Using arc (i, j) in a solution
means that job jwill be processed right after job i.
The following variables are used in the model:
x(1)ij =

1, if arc (i, j) is used in the last block
0, otherwise
x(2)ij =

1, if arc (i, j) is used in any block excluding the last one
0, otherwise
yi =

1, if job i is processed in the last block
0, otherwise
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s: number of blocks, excluding the last one
ui: auxiliary variables that can be interpreted as the completion time of job i after the lastmaintenance activity performed
before job i.
The model is:
min z = Ts+
n−
i=0
n−
j=1
j≠i
cijx
(1)
ij .
Subject to:
n−
j=1
x(1)oj = 1 (1)
n−
i=1
x(1)i0 = 1 (2)
n−
j=1
x(2)oj = s (3)
n−
i=1
x(2)i0 = s (4)
n−
j=0
j≠i
x(1)ij = yi (i = 1, 2, . . . , n) (5)
n−
i=0
i≠j
x(1)ij = yj (j = 1, 2, . . . , n) (6)
n−
j=0
j≠i
x(2)ij = 1− yi (i = 1, 2, . . . , n) (7)
n−
i=0
i≠j
x(2)ij = 1− yj (j = 1, 2, . . . , n) (8)
ui − uj + (T + cij)x(k)ij ≤ T , (i = 1, 2, . . . , n; j = 1, 2, . . . n; j ≠ i; k = 1, 2) (9)
c0ix
(k)
0i ≤ ui ≤ T − ci0x(k)i0 , (i = 1, 2, . . . , n; k = 1, 2) (10)
x(k)ij ∈ {0, 1} , (i = 0, 1, . . . , n; j = 0, 1, . . . n; j ≠ i; k = 1, 2) (11)
yi ≥ 0, ui ≥ 0, (i = 1, 2, . . . , n), s ≥ 0. (12)
Note that despite variables yi were defined as binary and s as integer, in the model we did not explicitly establish these
restrictions because constraints (3)–(4) force s to be integer, while (5)–(8) force yi to take value 0 or 1.
The first term in the objective function minimizes the number of blocks excluding the last one, while the second term
guarantees that the last block finishes as soon as possible. Constraints (1) and (3) establish that just one job can be processed
right after a maintenance activity, while (2) and (4) establish that just one job can be processed right before. Constraints (5)
impose that for each job in the last block there is exactly one arc to other job (including the maintenance activity) in this
block, while (6) impose the same for entering arcs. Constraints (7) and (8) are equivalents to (5) and (6) for the nodes
belonging to blocks that are not the last one.
Constraints (9), in conjunctionwith constraints (1)–(4), guarantee that each block starts and finishes with amaintenance
activity. They have the same spirit that those developed byMiller et al. [27] for the Travelling Salesman Problem. Constraints
(10) guarantee that the time T between two maintenance activities is not exceeded.
Theproposedmodelwas validatedusing ILOGCplex 11.1 to solve several test instances (http://erdos.stanford.edu/cplex/).
We observed that even for the smallest instances, the solver consumes a lot of time to find any feasible solution. Therefore,
to solve the problem, we designed a heuristic procedure explained in Section 3.
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3. Solution approach
The designed algorithm proceeds in the following way: First, a solution is constructed trying to minimize the number of
blocks. Then, this solution undergoes a post-processing with the aim of reducing Cmax.
Themechanism for constructing a feasible solution is based on GRASP ideas [28]. GRASP is amethodology that constructs
an initial solution via an adaptive randomized greedy function. Then, a local search is conducted using the constructed
solution as an initial starting point.
3.1. GRASP generalities
A solution is constructed by incorporating one element at a time until a solution has been completed. Therefore, in each
step of the process, there is at hand a partial solution. An element that can be selected as part of a partially constructed
solution is called a candidate element. To determine which element will be selected to be included in a partial solution a
greedy function is used, which measures the local contribution of each candidate element to the partial solution. A greedy
election consists of choosing the candidate element with the best value of its greedy function, but to introduce some
randomness a restricted candidate list (RCL) with the best candidates is formed and an element is randomly selected from
this list. For more details about GRASP, see [28].
3.2. The proposed algorithm
In the approach designed in this paper we follow GRASP ideas, but applying a constructive procedure just for each block
between two maintenance activities at a time.
The procedure designed for constructing a block is made up of the following phases:
– Insertion phase: While there is enough free time, jobs are assigned to the block.
– Sequencing-improvement phase: Jobs are re-accommodated in order to reduce the time consumed for the jobs assigned
to the block.
These two phases are repeated iteratively until after a sequencing-improvement phase there is no free time to add any
un-assigned job or after an insertion phase it was not assigned any new job. This loop will be referred as Block-Constructive
Procedure and its main goal is constructing solutions with as few blocks as possible.
We next describe each phase in more detail.
Insertion phase:
Let SP be the partial sequence in the block under construction and Sa the set of un-assigned jobs. Two greedy functions
are considered: one to select the first job in the block, and the other one to select the remaining jobs in that block.
To select the first job to be inserted in the block, we propose the following greedy function whichmeasures the time that
is left in the block if job i is inserted as the first one:
ri = T − c(0, i)− c(i, 0) ∀i ∈ Sa.
For convenience cij has been written as c(i, j).
The greedy function used to select the remaining jobs in the block is calculated in the following way: For each job i in Sa
and each possible insertion point l in SP , the function will measure the time ril that is left in the block if job i is inserted in
position l in that partial sequence. That is, for each un-assigned job we calculate:
ril = r + c(SP l−1, SP l)− c(SP l−1, i)− c(i, SP l), ∀ ∈ Sa, l = 1, 2, . . . , k = 1
where the following notation has been used:
• r: time left in the block.
• SP l: job in position l in sequence SP .
• k: Number of jobs in SP .
• SP0 = SPk+1 = 0.
In order to obtain different solutions each time the general algorithm is run, randomness has been incorporated in this phase.
To select the first job to be inserted in the block under construction, the ri values are sorted in a non-increasing order and
a restricted candidate list (RCL) is made up of the first p elements, where p is a parameter (cardinality-based mechanism).
From RCL one element is randomly chosen as the first job to be inserted. In order to select the remaining jobs to insert in
the block, we proceed in a similar way, considering the values ril.
This choice technique allows obtaining different solutions each time the general algorithm is executed, but does not
necessarily compromise the power of the adaptive greedy component of the method.
Once a job has been inserted in the partial sequence SP , the set Sa and the time r should be updated. Similarly, the values
of the greedy functionmust be re-evaluated. Thismakes the procedure acquire the adaptive feature that characterizes GRASP
implementations.
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Sequencing-improvement phase:
The main goal in this phase is to reduce the time consumed by the jobs assigned to the block, looking forward to release
some time in the block in order to insert more tasks, if possible.
To do that, we implemented a basic Tabu Search design [29]. Tabu Search is a heuristic method that starts from some
initial solution and then generates a neighbourhood of solutions through a particular class of transformations. The best
solution in this neighbourhood is then selected as the new current solution, and the procedure is repeated. As opposed to
classical local search heuristics, the tabu search does not stop at the first local optimum (i.e. when no improving solution is
found).
The best solution in the neighbourhood is always selected as the new current solution, even if it is not improving. This
approach allows the method to escape from poor local optima to explore other regions of the search space. To avoid cycling,
transformations leading to recently visited solutions are forbidden (tabu). Thus, amemory (tabu list) is used to remember the
recent search trajectory (recency-based memory). The procedure stops when a number of iterations have been performed
without improving the best solution found so far.
In our implementation, the neighbourhood associated to a block-solution is defined by interchanging two jobs in the
block. Each solution in the neighbourhood is evaluated according to the utilized time in the block. The bestmove is executed.
A recency-based memory is implemented, that is, the removed arcs are registered in a tabu list and are not allowed to be
interchanged during a pre-established number of iterations.
Once the Block-Constructive Procedure is finished, the constructed block is added to the partial solution. Then, if there are
still un-assigned jobs, a new block has to be constructed. Otherwise, a feasible solution to the problem has been obtained
and the post-processing phase is started.
Post-processing phase:
The main goal of this phase is to reduce Cmax. In consequence, the first effort is to reduce it in the feasible solution
obtained by the Block-Constructive Procedure. To do that, we apply to the last block a basic tabu search procedure, similar to
the one implemented in the Sequencing-improvement phase: The neighbourhood is defined as before, but now the function
that evaluates each neighbour is Cmax. This procedure will be referred as Cmax improvement.
Secondly, if there is more than one block in the solution, defining the first one as Sa and the last one as SP , we apply an
algorithm similar to the Block-Constructive Procedure. This is done because we have observed that, in general, the jobs with
the smallest values of cij are inserted in the first block.
When it is not possible to insert more jobs in SP , the first and last blocks are interchanged and the procedure Cmax
improvement is applied to the new last block.
The general algorithm is executed a fixed number of times (MaxIter), and the best overall solution is kept as the result.
Fig. 2 shows a diagram of the general algorithm.
In Fig. 2 boxes Insert-jobs, Improve-block and Post-processing correspond to the Insertion phase, Sequencing-
improvement phase and Post-processing phase respectively.
4. Computational experiment
To gain insight in the performance of the proposed method several computational experiments were conducted.
Since we did not find test instances for the problem under study in the related literature, we decided to carry
out experiments with two types of instances: (1) randomly generated instances and (2) published instances for the
Asymmetrical Vehicle Routing Problem (AVRP).
We used AVRP instances because each block of jobs can be seen as a route with a distance constraint. However, in the
context of Vehicle Routing Problems, our objective function would correspond to minimize the number of routes and the
length of the shortest route. This is not a usual objective in routing problems; therefore, methods that have been developed
for Asymmetrical Distance-constrained Vehicle Routing Problems [30] cannot be used.
To determine the time T between two maintenance activities, we applied a procedure similar to the one proposed by
Li et al. [31] to establish the distance constraints for the Vehicle Routing Problem. We modified it accordingly, to take into
account that our problem is asymmetric: We calculated the value dm as dm = maxi{(c0i + ci0)/2}. To ensure feasibility we
generated the maintenance constraints as a function of dm (T ≥ 2dm). To have instances with different levels of tightness
regarding time between maintenance, T took the values: 2.25dm, 2.5dm, 3dm, 4dm. As a result, we obtained four instances
from each original instance.
All computational tests were conducted on a Pentium 4 PC with a 3.00 GHz and 1 GB RAM processor, under Windows
2000. The code was compiled using Visual C++ 6.0. Optimal solutions were found using the commercial solver Cplex 11.1
(http://erdos.stanford.edu/cplex/).
4.1. Randomly generated instances
With the purpose of assessing the quality of the solutions found by the proposed approach, our first experiment was
performed using small-sized instances (with 10, 12 and 15 jobs) that could be solved optimally by commercial solver Cplex.
F. Ángel-Bello et al. / Computers and Mathematics with Applications 61 (2011) 797–808 803
Fig. 2. Block diagram of the proposed algorithm.
The values cij were generated using the uniform distribution in three different intervals. For each combination size-
interval, 5 instances were generated. Instances from Prx01 to Prx05 are generated with cij uniformly distributed in the
interval (2, 8); instances from Prx06 to Prx10 in the interval (4, 12) and instances from Prx11 to Prx15 in the interval (5, 20),
where ‘‘x’’ is 1 if n = 10, 2 if n = 12 and 3 if n = 15. Then, taking into account the four values of T , a total of 180 instances
were tested. For each value of n instances were grouped by the used interval for the uniform distribution. In what follows,
group I refers to instances from Prx01 to Prx05; group II to instances from Prx06 to Prx10 and group III to instances from
Prx11 to Prx15.
Parameters of our algorithmwere calibrated through experimentation. To do that we generated, for each value of n, two
instanceswith all the characteristics of each group, obtaining 18 instances. Then, considering the four values for T , we obtain
a total of 72 instances.
Five values were tested for the cardinality of the Restricted Candidate List (parameter p): 3, 4, 5, 6, and 7 and four values
for the number of iterations (parameterMaxIter): 50n, 100n, 200n, and 250n. The instances were solved for all the possible
combinations of both parameters.
The best results were obtained for p = 5 andMaxIter = 200n, so these values were used in all the experiments related
to the proposed algorithm.
Tables 1–3 show a comparison between the optimal solutions found by Cplex and the solutions found by the heuristic
proposed in this work, for instances with 10, 12 and 15 jobs respectively. Columns 1 and 2 refer to each group of instances
for each value of T . Entries in column 3 show how many times the heuristic found the optimal solution for the 5 instances
belonging to the group indicated in column 1 and the value of T indicated in column 2. Columns 4 and 5 show the average
computational time (in seconds) consumed by the proposed method and by Cplex respectively.
It is important to mention that when we tried to solve the mixed integer model for instances with 12 or more jobs, the
gaps reported by Cplex were still about 90% after 4 h. Hence, a valid inequality [32] was added in order to accelerate the
process and reduce the execution time of the solver.
As can be seen, only in 11 out of the 180 tested instances, the heuristic was not able to find the optimal solution.
Nevertheless, in 9 of those cases, the obtained values differed from the optimal ones in only one unit.
Note that, for smaller values of T , Cplex tookmore time to solve the problem. This is to be expected since in these cases the
problem is more restricted. However, with the heuristic method the opposite happened, it consumed more computer time
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Table 1
Performance of the heuristic method with regard to the number of optimal solutions found and CPU-time
for 10-job instances.
Group T Number of optimal values Average time (heuristic) Average time (CPLEX)
I 2.25dm 4 0.0271 549.0068
2.5dm 5 0.0498 915.7902
3.0dm 5 0.0738 1098.99
4.0dm 4 0.1854 1741.1996
II 2.25dm 5 0.0434 742.4094
2.5dm 5 0.0692 947.65
3.0dm 5 0.0858 1359.0092
4.0dm 5 0.1998 3379.722
III 2.25dm 5 0.0676 483.497
2.5dm 5 0.0730 760.9122
3.0dm 5 0.1264 1442.397
4.0dm 5 0.2036 1408.3968
Table 2
Performance of the heuristic method with regard to the number of optimal solutions found and CPU-time
for 12-job instances.
Group T Number of optimal values Average time (heuristic) Average time (CPLEX)
I 2.25dm 5 0.1908 1050.364
2.5dm 4 0.2408 1092.034
3.0dm 4 0.3248 96.564
4.0dm 5 0.4938 15.694
II 2.25dm 5 0.1686 3431.278
2.5dm 5 0.2124 747.724
3.0dm 5 0.2626 1428.918
4.0dm 5 0.444 29.238
III 2.25dm 4 0.197 843.582
2.5dm 4 0.2216 787.35
3.0dm 4 0.3126 21.45
4.0dm 5 0.4906 29.562
Table 3
Performance of the heuristic method with regard to the number of optimal solutions found and CPU-time
for 15-job instances.
Group T Number of optimal values Average time (heuristic) Average time (CPLEX)
I 2.25dm 5 0.5904 3613.248
2.5dm 5 0.6780 3538.00
3.0dm 5 0.8938 301.278
4.0dm 5 1.3594 47.874
II 2.25dm 4 0.4748 11803.588
2.5dm 4 0.5252 2422.61
3.0dm 4 0.6594 4458.154
4.0dm 5 0.9594 89.176
III 2.25dm 4 0.5622 2902.03
2.5dm 5 0.6498 2550.984
3.0dm 5 0.8282 66.856
4.0dm 5 1.2844 90.164
for greater values of T . This is because for greater values of T , blocks have more jobs and the Sequencing-improvement phase
in the Block-Constructive Procedure has to analyze more interchanges between jobs and therefore consumes more computer
time.
All the instances and their solutions are available upon request.
4.2. Instances generated from AVRP instances
In this part of the experiment, we used three instances for the AVRP created by Fischetti, Toth and Vigo with 33, 38 and
44 clients respectively [33]. See (http://www.or.deis.unibo.it/research_pages/ORinstances/VRPLIB/VRPLIB.html).
In our context, the central depot corresponds to themaintenance activity, each client corresponds to a job to be processed,
the distance between clients i and j is cij (the total time required to prepare the machine and process job j right after job i),
and finally the distance constraint is equivalent to T .
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Table 4
Optimal and heuristic solutions for AVRP instances.
Dataset CPLEX The heuristic algorithm
Objective value Time (s) Gap (%) Objective value Time (s) Gap (%)
A034-
2.25dm
1341 t.l.e. 5.31 1340 3.219 −0.07
A034-2.5dm 1281∗ 4804.7 0 1281∗ 3.243 0
A034-3dm 1284∗ 3715.5 0 1295 2.015 0.86
A034-4dm 1245∗ 606.19 0 1245∗ 1.031 0
A039-
2.25dm
1762 t.l.e. 17.88 1659 3.250 −5.85
A039-2.5dm 1508 t.l.e. 2.88 1566 4.062 3.85
A039-3dm 1495∗ 10035 0 1537 4.125 2.81
A039-4dm 1521 t.l.e. 3.33 1578 4.422 3.75
A045-
2.25dm
2617 t.l.e. 41.44 1764 4.356 −32.59
A045-2.5dm 2530 t.l.e. 39.46 1825 4.675 −27.87
A045-3dm 1576∗ 11160.34 0 1658 4.806 5.2
A045-4dm 1596 t.l.e. 1.36 1596 4.931 0
Table 5
Behaviour of each phase of the algorithm in random instances with 50 jobs.
Group T Objective value Number of blocks
Ins Ins+ SI Ins+ SI+ Postp Ins Ins+ SI Ins+ SI+ Postp
I 2.25dm 140.375 140.15 138.575 8.8 8.6 8.6
2.5dm 132.8 130.4 130.2 7.6 7.6 7.4
3.0dm 119.2 119.4 118.4 5.8 5.6 5.6
4.0dm 113.4 111 110.2 4.2 4 4
II 2.25dm 165.45 159.45 154.9 6.8 6.4 6.2
2.5dm 154.5 145.4 146.8 5.8 5.4 5.6
3.0dm 134.6 132.2 131.6 4.2 4.2 4.2
4.0dm 126.2 117.6 116.6 3 3 3
III 2.25dm 362.925 362.125 358.125 9 8.8 8.8
2.5dm 348 348.2 342.8 7.8 7.8 7.6
3.0dm 328.1 326.3 325.5 6.2 6.2 6.2
4.0dm 307.6 306 304.4 4.6 4.6 4.6
Note that only the data were used, no comparisons weremadewith regard to the solutions because asmentioned before,
Vehicle Routing Problems do not consider objective functions as the ones addressed here.
Table 4 shows the best results obtained for each instance by Cplex and by the heuristic proposed in this work. Cplex was
allowed to run for a maximum of 4 h (14400 s). As before, a valid inequality was added to the model in order to accelerate
the process and reduce the execution time of the commercial solver. Values marked with an asterisk in column ‘‘Objective
Value’’ indicate that optimal values were reached. The column ‘‘Time’’ shows the computing time used for each method,
where ‘‘t.l.e.’’ means ‘‘time limit exceeded’’. Columns ‘‘Gap’’ show, respectively, the optimality gap reported by Cplex and
the relative gap when the heuristic algorithm is compared to Cplex best integer solution.
When solutions found by the heuristicmethod are better than those of Cplex (running 4 h), they are indicated by negative
values in Table 4. As can be observed, in 7 instances the proposed algorithm yielded the same or better results than Cplex. On
the other hand, the greatest gap was about 5.2% and it is related to an optimal solution. The computational times consumed
by the algorithm are less than 5 s, while Cplex in 7 instances did not finish after 4 h.
4.3. Impact of basic components of the proposed algorithm
This experiment has the goal of assessing the contribution of each phase of the proposed algorithm. To do that we use
both, randomly generated and AVRP instances. However, since for the small-sized instances it was difficult to appreciate
these contributions, instances with 50 jobs were generated.
As before, values cij were generated using the uniform distribution in three different intervals and for each interval, five
instances were generated. Then, taking into account the four values of T , a total of 60 instances were tested.
Tomeasure the effect of each phase of the algorithm, we solved each instance three times, recording the objective values
and number of blocks. First, using only the Insertion phase; then using Insertion phase + sequencing-improvement phase,
and finally using Insertion phase + sequencing-improvement phase + post-processing phase, denoted by Ins, Ins + SI and
Ins+ SI+ Postp respectively in Tables 5 and 6. The CPU-time was fixed at 2 ∗ n/10 s, where n is the number of jobs in the
instance. Table 5 reports results for the random instances, while Table 6 shows results for the AVRP instances.
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Table 6
Behaviour of each phase of the algorithm in AVRP instances.
Instance T Objective value Number of blocks
Ins Ins+ SI Ins+ SI+ Postp Ins Ins+ SI Ins+ SI+ Postp
A034 2.25dm 1373 1340 1340 2 2 2
2.5dm 1424 1356 1281 2 2 2
3.0dm 1442 1344 1295 2 2 2
4.0dm 1453 1448 1245 2 2 1
A039 2.25dm 1805 1741 1659 3 3 3
2.5dm 1700 1592 1561 3 2 2
3.0dm 1706 1585 1533 2 2 2
4.0dm 1712 1596 1528 2 2 2
A045 2.25dm 1950 1842 1764 3 3 3
2.5dm 1954 1825 1807 3 3 3
3.0dm 1770 1656 1653 2 2 2
4.0dm 1847 1667 1596 2 2 2
Fig. 3. Behaviour of each phase of the algorithm. Random instances, group I.
As before, random instances have been grouped attending the interval used for the uniform distribution, so entries in
Table 5 show the results averaged over the five instances belonging to each group.
We can observe that although the influence of the Sequencing-improvement phase on the number of blocks is not
overwhelming, it decrements the number of blocks, in average, half of the times. As expected, the post-processing phase
has a major impact in the quality of the obtained solutions. Comparing the entries in columns 4 and 5, we observe that 11
out of the 12 values were improved.
Regarding to AVRP instances, the experiment does not confirm the influence of the Sequencing-improvement phase on the
number of blocks. Nevertheless, it considerably improves the objective function value, providing better starting solutions
for the post-processing phase. Note that some results are different from those presented in Table 4. This is because in that
experiment the CPU-time was not fixed, but the number of iterations and the elapsed time was less than the time allowed
in this last experiment.
Figs. 3–6 allow appreciating in a graphical way the influence of each part of the algorithm.
5. Conclusions
In this paper we presented the results obtained when addressing a scheduling problem that combined periodic
maintenance and sequence-dependent setup times. The complexity of the problem forced to design heuristic algorithms
to solve it. The proposed algorithm was inspired in the GRASP metaheuristic. The computational results showed that the
performance of the heuristic was satisfactory, obtaining high quality solutions in very short times. Therefore, it is believed
that the heuristic can be applied to large problems, where the standard commercial solvers fail to find the optimal solution
within reasonable times.
The problem addressed in this paper considered that once the processing of a job is started, this cannot been interrupted.
The proposed algorithm could be appropriately modified to tackle the preemptive case for even more realistic situations,
when setup times are needed for continuing the processing of the interrupted job. In addition, as future research, we
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Fig. 4. Behaviour of each phase of the algorithm. Random instances, group II.
Fig. 5. Behaviour of each phase of the algorithm. Random instances, group III.
Fig. 6. Behaviour of each phase of the algorithm. AVRP instances.
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intend to study the problem involving multiple machines considering sequence-dependent setup costs and programmed
maintenance activities.
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