Here we demonstrate our Intelligent Coaching Space, an immersive virtual environment in which users learn a motor action (e.g. a squat) under the supervision of a virtual coach. We detail how we assess the ability of the coachee in executing the motor action, how the intelligent coaching space and its features are realized and how the virtual coach leads the coachee through a coaching session.
Introduction
This demonstration presents the current state of the ICSPACE (Intelligent Coaching Space) project. In this project we are building an immersive virtual environment in which users are learning a motor action (e.g. a squat) under the supervision of a virtual coach. The project combines expertise from several disciplines such as sport psychology, computer graphics, human computer interaction and computational linguistics.
This short demonstration paper describes how we assess the ability of the coachee to execute the motor action (Section 2), how the intelligent coaching space and its features are realized (Section 3), the virtual coach (Section 4) and finally the demonstration version of the system (Section 5).
Coachee Assessment
We have two ways to assess the ability of the coachee to execute the motor action being taught. In the first, we look how the motor action is represented in the coachee's long-term memory (see Section 2.1). In the second, we analyze their performance of the motor action using motion tracking and analysis (see Section 2.2).
Cognitive representation and neurocognitive diagnostics
As a perceptual-cognitive source for subsequent intelligent virtual coaching based on multilevel analysis of motor action [2], the coachee's memory structure of the motor action to be learned is assessed and analyzed using the structuraldimensional analysis of mental representations (SDA-M) [4] . This splitting method provides psychometric data regarding the coachee's memory structure, revealing the relations and groupings of basic action concepts (BACs) of a complex action in long-term memory. By comparing the coachee's structure to an expert structure, errors are identified and appropriate instructions are chosen based on these errors. This serves as a perceptual-cognitive source for the virtual, intelligent coach to support motor learning and structure formation [1].
Motion Tracking and Analysis
To track the movement of our coachee we use a 10-camera Prime 13W OptiTrack motion capture system. The Motion Tracker uses information obtained from passive markers attached to a motion capture suit to calculate 20 joint angles / positions of the user.
To segment this data stream of joint angles and positions, recognizing the motor action we are interested in, we use a state machine approach. Each segment of a motor action is defined by a movement primitive. We search our data stream for a posture similar enough to the first key position of the first movement primitive of a given motor action. It will remain in this segment state until a posture is detected that is similar enough to the first key position of the next movement primitive.
