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Задача сопоставления отдельно взятого объекта с множеством 
объектов с целью разбиения этого множества на две части, -  
похожих на данный объект и не похожих на него, -  возникает 
очень часто как внутренняя задача в самых разных процедурах 
анализа информации -  сортировки, выявления и описания струк­
туры, организации быстрого поиска, распознавания и классифи­
кации, принятия решения в условиях большого числа альтерна­
тив, Процедуры такого типа составляют базовые семантические 
элементы в АСУ, функционирующей в условиях быстро изменяющей­
ся информационной среды и требующей для обработки больших объ­
емов данных.
До настоящего времени эти процедуры конструировались на 
базе двух принципов:
а) принятия решения о сходстве объекта из массива с анали­
зируемым объектом как функции только этих двух объектов;
б) принятия указанного решения в виде пороговых логических 
функций, в которых свободные параметры (пороги) задаются изв­
не конструктором.
Оба эти принципа резко ограничивают возможности использо­
вания конструируемых процедур в информационных АСУ интенсив­
ного функционирования.
В таких АСУ обрабатываемый информационный массив все время 
меняется, так что невозможно зафиксировать неизменную систему 
порогов, которая была бы пригодна на достаточно больших про­
межутках времени эксплуатации таких АСУ.
Ясно также, что на практике пользователь часто приспосабли­
вает свои требования к оценке сходства в зависимости от того , 
какой информацией он располагает. Если информационный массив
6действительно содержит объекты, близкие к запрашиваемому, то 
требования пользователя высокие, и он получает из массива 
"настоящие’1 аналоги, которыми с высоким уровнем уверенности 
он может пользоваться для принятия решения. Наоборот, если 
обрабатываемый массив косвенно связан с запросом, пользова­
тель вынужден снижать требования к оценке сходства. В этом 
случае он довольствуется только грубо приближенными ориенти­
рами для принятия искомого решения«
При использовании известных процедур выделения аналогов 
пользователь вынужден прибегать к многократной обработке мас­
сива, варьируя значения порогов в логических пороговых усло­
виях процедур. Все это делает его работу замедленной и нена­
дежной.
Таким образом, возникла проблема разработки такой процеду­
ры выделения аналогов, которая была бы свободна от настройки 
пороговых условий ( т .е .  чтобы пороги в ней выставлялись авто­
матически) и которая сама могла бы приспосабливать уровень 
требований к оценке сходства для заданной пары запрос-массив 
на основе их взаимного сопоставления.
Очевидно, что наиболее прямо было подойти к решению этой 
проблемы с позиций вариационного подхода, когда выбирается 
подходящий критерий (функционал), аргументом которого могут 
быть все возможные разбиения анализируемого массива на две 
непересекающиеся части. Содержательный смысл такого функцио­
нала -  оценка качества выделения из массива множества анало­
гов на данный запрос.
В настоящей диссертационной работе реализован именно этот 
подход.
Сложность конструирования подходящего критерия заключалась, 
во-первых, в том, что он должен был быть явно зависимым (и
7должным образом) от запроса,и , во-вторых, в том, что он дол­
жен был допускать построения эффективного алгоритма поиска 
искомого экстремального разбиения.
Для разрешения первой сложности в диссертации использует­
ся идея векторной оценки сходства на парах векторов -  объек­
тов. На основе этой идеи строится алгоритм преобразования об­
рабатываемого массива в множество векторов оценок сходства 
его элементов (объектов) с данным запросом. Построенное таким 
образом пространство обладает важным свойством: каждая коор­
дината этого пространства -  это оценка сходства любого объек­
та с данным объектом-запросом. Другими словами, чем большие 
значения имеют координаты наблюдаемого вектора в этом прост­
ранстве, тем ближе он к заданному вектору-запросу (который в 
этом пространстве, очевидно, имеет максимальные значения всех 
координат).
Для преодоления второй из указанных сложностей привлечена 
теория монотонных систем. Два достоинства этой теории опреде­
лили наш выбор:
-  она дает алгоритм точного решения трудной экстремальной 
задачи разбиения большого массива на две части;
-  она дает простой с вычислительной точки зрения алгоритм.
Были приняты во внимание, конечно, и такие особенности те ­
ории монотонных систем:
-  она дает разбиение обрабатываемого массива на особые две 
части: одна часть это наиболее близкие в некотором точном смы­
сле объекты, а вторая -  остальные;
-  она позволяет использовать широкий класс функций, оцени­
вающих сходство между объектами, и тем самым может быть легко 
привязана к специфике конкретного типа информации.
8Описываемая далее конструкция названа моделью ассоциатив­
ного образа запроса. Можно сказать, что эта модель реализует 
адаптивный подход к разработке процедуры выявления множества 
аналогов в АСУ информационного типа. В этом заключается акту­
альность и новизна настоящей диссертации.
Для того чтобы сделать модель ассоциативного образа прик­
ладным инструментом исследования пользователя, необходимо 
было:
1) конкретизировать способ преобразования информационного 
массива в пространство векторных оценок его элементов с зап­
росом;
2) сконструировать специальные монотонные системы, которые, 
с одной стороны, были бы гибким средством анализа, а с другой, 
-  давали бы наиболее экономные алгоритмы обработки;
3) построить структурное описание модели ассоциативного об­
р а за , которое позволило бы легко его интерпретировать, а если 
необходимо, то и модифицировать применительно к текущим нуж­
дам принятия решения.
Испытание работоспособности разработанной технологии обра­
ботки запроса в АСУ информационного типа проводилось на трех 
примерах практических задач:
1) модернизации словаря ключевых слов международного жур­
нала МФАК "Автоматика";
2) оценки распределения потребности в укреплении матери­
ально-технической базы школы в школьной сети большого реги­
она;
3) формирования правила индивидуального направления к вра- 
чам-специалистам по данным доврачебного анкетного опроса для 
АСУ поликлиники.
9Практический эффект от использования результатов диссер­
тации документально подтвержден прилагаемыми официальными 
справками и актами.
Статьи автора, отражающие основное содержание диссертаци­




ПРОБЛЕМА СТРУКТУРНОГО ОПИСАНИЯ 
ИНФОРМАЦИОННЫХ МАССИВОВ В АСУ
§1.1. Формирование множества аналогов -  основной 
элемент .управления информационными системами 
и процессами
При автоматической обработке информации задача выделения 
в информационном массиве множества аналогов описания данного 
конкретного объекта является одним из основшх элементов экс­
плуатации информационных систем и управления информационными 
процессами. Это верно для самых разных автоматических информа­
ционных систем. Однако наиболее полно указанная роль задачи 
выделения аналогов выявляется в таких автоматических информа­
ционно-поисковых системах, где обычно в форме описания зада­
ваемого объекта фиксируется вся семантика запроса к этой сис­
теме. Она важна также для разработок диалоговых систем [ i -б ] и 
новых систем поддержки интеллектуальных исследований -  эксперт­
ных систем [7-10 ] .
В связи с успехами компьютеризации автоматические инфор­
мационные системы стали или становятся необходимым элементом 
автоматических систем управления различного назначения: тради­
ционных АСУ промышленных предприятий, менэе традиционных АСУ 
предприятий непромышленной сферы (поликлиники, больницы, юри­
дической консультации, магазина, учебного заведения, библиоте­
ки, проектной или исследовательской организации, администрати­
вной службы и др. ) ,  АС комплексного управления социально-эко-
11
номическим развитием региона (города, района), АСУ региона­
льных или национальных транспортных и энергетических служб 
и еще многих, многих других.
В каждой такой системе функционирует несколько изменяю­
щихся банков данных, которые используются как в автономном, 
так и в интегрированном режимах. И все-таки несмотря на дей­
ствительно огромное разнообразие этих информационных систем, 
один из аспектов, который их объединяет, состоит в том, что 
основу их функционирования составляет операция подбора анало­
гов к заданному объекту из обрабатываемого информационного 
массива.
В системах такого рода, функционирующих в АСУ на искомую 
операцию выделения аналогов накладываются дополнительнее тр е ­
бования -  увеличение скорости выдачи окончательного решения 
(для этого необходимо не только убыстрение отдельных шагов об 
работки, но и минимизация взаимодействий с пользователем, т . е  
максимально допустимая автоматизация), придания большей уни­
версальности для сокращения числа специальных разработок [ \ i  ]  
Ясно, что модель "аналоговости", на которой строится т а ­
кая операция, является определяющим моментом, влияющим на 
обе основные характеристики информационной системы -  полноту 
и точность ответа на запрос.
Чтобы такая модель хорошо передавала смысл реализуемого 
сравнения, необходимо выполнение ряда условий:
а) исходные признаки, в терминах которых строятся описа­
ния анализируемых объектов, должны отражать существенные чер­
ты проблемной ситуации проводимого анализа;
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б) мера близости, с помощью которой оценивается сходст­
во сравниваемых объектов по выбранным признакам, должна соот­
ветствовать содержательным представлениям о сходстве объектов 
в рассматриваемой проблемной ситуации;
в ) используемые признаки и меры сходства должны допускать 
проведение процедуры сравнения на разном уровне детальности, 
т .е .  на них должна быть задана упорядочивающая структура уто­
чнения описаний объектов;
г )  решающие функции, на основе которых объект базы данных 
принимается как аналог предъявленного объекта-запроса, должны 
иметь мало свободных параметров, по которым их необходимо на­
страивать, так как такой процесс настройки, во-первых, требу­
ет проведения большого эмпирического исследования, и, во-вто­
рых, должен повторяться всякий раз, когда свойства эксплуа­
тируемого банка данных или потока запросов меняются (своя тру­
дная задача и в том, чтобы уметь диагносцировать эти моменты 
изменения свойств банка данных и потока запросов).
Простейшие системы выделения множества аналогов -  это 
процедуры, которые последовательно и независимо друг от друга 
сравнивают запрос с каждым отдельным описанием анализируемого 
информационного массива по выбранному заранее подмножеству 
признаков. Если на этом подмножестве признаков данное сравни­
ваемое описание совпадает с запросом, то оно объявляется ана­
логом. В более современных и более сложных системах вместо по­
лного совпадения используется частичное с заданным заранее на­
бором мест и числом (порогом) возможных несовпадений в преде­
лах выделенного (определяющего) набора признаков.
Часто вместо числа совпадений на заданном подмножестве
13
признаков используются специальные более сложные меры сход­
ства, учитывающие, например, частоту встречаемости данного 
признака в обрабатываемом банке данных.
Рассмотрим пример. В fi2 j описаны процедуры обработки за ­
проса при использовании баз стандартных рентгендифракционных 
спектров (типа БД ЭТУ и БЭРД).
Пусть X -  изменяемый в процессе эксперимента параметр 
съемки спектра (это может быть длина волны, энергия, угол от­
бора излучения и д р .) ,  а у -  интенсивность излучения, зареги­
стрированная в точке X  . Тогда
-  это N  -  мерный вектор, представляющий j  -й  спектр, а база 
данных содержит М такого типа векторов (n \№ #
Наиболее важная практическая задача анализа этой базы 
следующая. Обозначим д[х)  -  спектр анализируемой смеси (руды, 
сплава или другой), состоящей из нескольких соединений-компо­
нентов, стандартные спектры которых представлены в БД в виде 
совокупности векторов { У//; yjZ) . . .  , Уд j  . Вектор G ( х )  
всегда можно представить в виде линейной комбинации [1 3 - 1 5 ]  :
ÿ ( x ) - l e c y j j x ) ,  (2)
где Q -  концентрация с-й компоненты в смеси. Задача состо­
ит в том, чтобы в БД выделить систему , ... } , с
помощью которой можно было бы хорошо аппроксимировать g ( х ) 
в соответствии с ( Z ) .
Поскольку исходные данные носят статистический характер,
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постольку имеются неконтролируемые расхождения между истин­
ными и измеренными положениями и интенсивностями соответству­
ющих линий стандартного и исследуемого спектров. Следствием 
этого получаем, что задача аппроксимации а (х) в виде ( 2  )<и ' ‘
формально становится некорректной.
Поэтому на практике она решается не в общем виде и не чи­
сто на формальной основе, а с помощью выделения специальных 
случаев и с максимальным использованием эвристического учета 
априорной информации. В частности, вместо сравнения с полной 
БД обычно используют ее небольшую часть, содержащую вместо 
10^ спектров всего 10^4-10^ спектров (выборка минералов, сое­
динений легких металлов, силикатов, фосфатов, окислов, маши­
ностроительных материалов и т . п . ) .  Далее, обычно, вместо са­
мих векторов У ( х )  и Çf(x) используют их уплотненные цред-
<7
ставления -  совокупности пар { v У> J , соответствующие толь­
ко положениям максимумов на спектрах (для исследуемого образ­
ца g  имеем Í   ^*
Если в пределах заданного окна Д х  имеем для с -й  ли­
нии спектра, что
Х * - А Х <  А Х  , (3 )
то принимается соглашение: в стандартном спектре У с-я  ли­
ния -  это линия, которая имеется в исследуемом спектре ^  . 
После этого для спектра у  подсчитывается отношение: число ли­
ний, которые имеются у £  , к его общему числу линий (максиму­
мов) .
Обозначим это отношение через К  . Если К  ^  К 0 , где
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' 'О -  заранее выбранный порог, то сравниваемый спектр остав­
ляется для дальнейшего анализа. В цротивном случае он исклю­
чается из анализа.
Отобранная таким образом подвыборка (исходная выборка из 
БД, как говорилось, строится из содержательных соображений -  
это, например, только силикаты) на заключительном этапе селек­
тируется с помощью более тонких критериев сходства двух спект­
ров:
V. A l i i é iI п
где А X  и К -  это уже определенные величины, а Г? -  чис­
ло линий, на которых получено выполнение соглашения о совпа­
дении линий.
Окончательная подвыборка, каждый спектр которой прошел 
условие (4 ) , рассматривается как искомое множество аналогов 
и используется для минимизации £13J :
I $ (x ) -Z .  CiUi I . C5)
Обратим внимание на то , что в рассмотренном случае множе­
ство отобранных спектров хотя по существу процедуры отбирают­
ся как аналоги, выступают в (5) как дополняющие друг друга 
объекты, которые только совместно (системно) воспроизводят ис­
следуемый спектр g (ос )
Другими словами, по самому смыслу требование разделить 
массив на ассоциированные и неассоциированные с данным запро­
сом в данном случае следует интерпретировать как требование
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построения некоторой целостной процедуры над массивом.
Другой типичный цример такого рода дают взаимоотношения 
конструктора и технолога £ ie ] . Конструктор формулирует пакет 
требований к материалу, необходимому для создания конструкции.
У технолога имеется банк технологий, обеспечивающих производ­
ство нескольких тысяч (иногда десятков тысяч) типовых матери­
алов. Необходимо выделить из банка небольшую часть технологий, 
которые бы конструктор с технологом совместно, на содержатель­
ном, а не формальном уровне, могли бы сопоставить с заданным 
пакетом требований:
а) конструктор -  чтобы найти наиболее приемлемые измене­
ния этого пакета требований;
б) технолог -  чтобы найти наиболее надежные модификации 
технологий, приближающие выбранные типовые материалы к задан­
ному пакету требований.
Эта проблема, очевидно, возникает и з-за  того, что несмот­
ря на большой объем банка типовых материалов, его все же не­
достаточно для того , чтобы содержать материалы, необходимые 
для новых конструкций.
При использовании традиционной модели аналоговости выделе­
ние искомой части  информационного массива из банка типовых ма­
териалов -  это длительный и кропотливый итерационный процесс, 
на последовательных этапах которого все более и более смягча­
ются требования к пакету, предъявляемому технологом, и однов­
ременно расширяются принимаемые конструктором модификации к 
утвержденным технологиям выбираемых материалов-каццидатов.
Этот процесс взаимных уступок, оказываемых друг другу 
конструктором и технологом, обрывается, когда находится под-
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ходящий вариант как окончательное решение, а точнее, -  нес­
колько таких вариантов, так как каждый такой подходящий ва­
риант -  это ожидаемый вариант, для которого имеется лишь 
спрогнозированная модификация твердо установленной технологии 
производства.
Организация такого процесса многократного отбора из бан­
ка разных вариантов моделей аналоговости требует тонкого под­
бора свободных параметров системы отбора, в результате чего 
этот диалог между технологом и конструктором затягивается на 
долгое время. Кроме того , между ними возникают взаимные пре­
тензии. Каждый считает, что именно он пошел на чрезмерный 
компромисс.
Чтобы сократить время этого диалога и сделать взаимодей­
ствие между конструктором и технологом объективно-стацдарти- 
зованным, необходимо иметь такую модель аналоговости, которая 
бы гарантировала выделение из банка оптимальной в нзкотором 
заданном смысле совокупности аналогов, т .е .  такой их набор, 
что любая его модификация может только ухудшить выбранный кри­
терий.
Наконец, имеются традиционные области, где на основе вы­
бора аналогов строится цроцесс решения. Это медицинская диаг­
ностика £ 7 ,iäj и краткосрочный црогноз погоды [i9,2cj. И в том и 
в другом случае изучаемое состояние (больного или атмосферы) 
сопоставляется с БД ранее собранных состояний, эволюция кото­
рых хорошо изучена.
Если удается получить множество аналогов изучаемого сос­
тояния так , чтобы оно было малой мощности (из одного-трех пред
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ставителей БД), то  диагноз или црогноз соответственно стро­
ится на базе знания известной эволюции отобранных аналогов. 
Если же это множество оказывается большей мощности, то оно 
используется как основа для качественного обсуждения экспер­
тов.
Важно, что в обоих указанных случаях точно так же, как 
и в случае спектров, отбор множества аналогов строится на 
сравнении задаваемого объекта-запроса с каждым объектом БД 
или ее  части, которая фиксируется из содержательных предста­
влений о типе запроса.
Важно также обратить внимание, что и в этих областях с 
неформализованными цроцедурами принятия решения за исключени­
ем простейших случаев, когда множество аналогов получается 
равным 1*3, элементы этого множества выступают не как незави­
симые аналоги изучаемого состояния (хотя именно так они отби­
раю тся), а как его  характеристики, описывающие разные (допол­
няющие) стороны этого состояния (т .е . системно).
Точно так же используется задача формирования множества 
аналогов в криминологии["21 J  , в конструировании машин^-г^и 
во многих других областях. Даже в деле библиотечно-информаци­
онного обеспечения научных разработок ситуация весьма близкая 
[ 27 ]  . Запрос выделяет сферу прагматического интереса иссле­
дователя в БД, которая в действующих системах, во-первых, со­
ставляется из элементов БД, сравниваемых с запросом независи-
I
мо (порознь), и, во-вторых, используется далее запрашивающим, 
конечно, не изолированно, во взаимном сопоставлении (систем­
но) .
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Сказанное можно резюмировать следующим образом:
а) операция выделения множества аналогов из БД по запро­
су является одной из основных в эксплуатации БД;
б) используемая модель всегда жестко фиксирована, пред­
полагает неизменным содержание БД и потока запросов (эта жест­
кость находит выражение, например, в фиксации порогов, участ­
вующих в селекции подвыборок на разных этапах отбора);
в) сравнение запроса с элементами БД проводится отдельно 
для каждого элемента, хотя в последующем отобранное множест­
во аналогов используется целостно;
г) хотя в каждой конкретной области используется своя 
специфическая модель аналоговости, подход к построению этих 
моделей чрезмерно узкий: он сводится к выбору того или иного 
коэффициента сходства описаний пары объектов.
Указанные три ограничения используемых процедур выделения 
множества аналогов, которые снижают эффективность эксплуата­
ции СУБД и сужают сферу их применения, обусловлены, как нам 
цредставляется, тем, что разработчики СУБД ведут свои исследо­
вания в отрыве от другой области обработки больших массивов 
информации на ЭВМ, которую по предложению Тьюки называют ана­
лизом данных , а в СССР -  прикладной статистикой.
Именно в этой последней области ведется интенсивная рабо­
та по созданию и изучению разных коэффициентов сходства между 
формализованными описаниями объектов [ 28 J. Именно в ней акту­
ализирован вопрос о создании решающих правил с малым числом 
свободных параметров (и , в частности, поэтому такие правила 
стремятся синтезировать без жестко задаваемых порогов[21 ] ) .  
Именно здесь активно изучаются такие подходы к измерению схо­
дства, когда соответствующее значение оказывается функцией не
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только пары сравниваемых объектов, но и "окружения (контек­
ста )"  функционирования этих объектов [ 2 9  ].
Данное наблюдение послужило отправной точкой выбора на­
правления исследования, которое составило содержание настоя­
щей диссертации.
Главная цель работы была сформулирована как построение 
модели аналогов ости для прикладных СУВД АСУ, свободной от ука­
занных трех ограничений,на базе шкопленного опыта в приклад­
ной статистике.
Сразу следует сделать важную оговорку: в прикладной ста­
тистике изучение информационного массива ведется с некоторой 
неизменной позиции (со стремлением описать существенные чер­
ты его как такового) в отличие от прикладной СУБД, где каждый 
запрос создает "свой взгляд" на обрабатываемый массив, и поэ­
тому требуется иметь процедуру-функцию, которая вычленяет су­
щественные черты обрабатываемого массива с точки зрения предъ­
явленного запроса. Поэтому построение указанной модели не мо­
жет основываться на формальном перенесении моделей прикладной 
статистики в сферу конструирования процедуры обработки из 
СУБД. Необходимо модифицировать эти последние модели таким об­
разом, чтобы вместо автономного режима, в котором они работа­
ют, иметь управляемый режим, реагирующий на внешнее воздейст­
вие (запрос).
Из разных исследований прикладной статистики для наших 
целей наиболее существенным является тот, который объединяет 
методы под названием "кластерный анализ". Именно здесь мы мо­
жем найти исследования, в которых разрабатываются интересую­
щие нас вопросы: разнообразие коэффициентов сходства, миними­
зация числа пороговых условий с заранее задаваемыми порогами
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в решающих правилах, процедуры сравнения объектов, зависяще­
го от контекста (30,31).
При характеризации этих методов мы разделим их на два 
типа: методы, основанные на поиске в данных структуры разби­
ения, и методы, основанные на поиске специальной структуры, 
когда данные разделяются на две части -  однородных (или в за ­
имозаменяемых) и неоднородных объектов.
Главное различие между этими двумя группами методов со­
стоит в том, что по первым методам исходный информационный 
массив разделяется на части так, что каждая из них содержит 
однородные объекты. Напротив, по методам второй группы выде­
ляется единственная группа наиболее однородных объектов, так 
что оставшиеся объекты образуют разрозненное множество изоли 
рованных элементов (точнее, как будет видно из дальнейшего, 
эти методы дают сразу несколько вложенных друг в друга разде 
лений обрабатываемого множества на однородные и неоднородные 




Если информационный массив, из которого требуется выде­
лить множество аналогов под данный запрос, заранее разбито 
на несколько однородных частей , то процедуру формирования от­
вета можно строить как процедуру проверки, какая из этих од­
нородных частей более всего удовлетворяет условиям аналогово- 
сти.
Если, например, каждой такой части из однородных объек­
тов поставить в соответствие обобщенный объект, который мог 
бы служить ее эталоном, то процесс выделения аналогов можно 
было бы максимально упростить.
Именно, можно было бы в соответствии с выбраншм коэффи­
циентом сходства линейно упорядочить эти эталоны по их сход­
ству с запросом, и в качестве искомого множества взять ту 
часть однородных объектов, эталон которой в наибольшей степе­
ни похож на объект-запрос.
Такая организация процедуры, во-первых, не требует зара­
нее какого-либо внешнего порога (выбирается просто лучший эта­
л о н ), и, во-вторых, она автоматически оказывается контекстно­
зависимой, так как выделяемая часть является однородной не са­
ма по себе, а в сравнении со всеми объектами обрабатываемого 
массива.
Как же строятся методы кластеризации, которые обеспечива­
ют поиск разбиения обрабатываемого массива на однородные час­
ти? Ответить на этот вопрос детально не представляется возмож-
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ным, так как это очень интенсивно разрабатываемый раздел при 
кладной статистики. Это хорошо показывают регулярные обзоры
теристики мы рассмотрим лишь несколько достаточно сильно р аз­
личающихся вариантов.
Поскольку рассматриваемые варианты излагаются, чтобы оце­
нить их эффективность как возможной основы для разработки ис­
комой адаптивной процедуры выделения из БД множества аналогов 
по заданному объекту, далее большое внимание уделено рассмот­
рению алгоритмов, с помощью которых решаются кластерные зада­
чи.
Рассматриваемые ниже варианты охватывают только так на­
зываемое вариационное направление в кластеризации. В его рам­
ках строится некоторый функционал, оценивающий качество клас­
теризации из некоторого допустимого класса, и поэтому задача 
сводится к экстремизации этого функционала.
Итак, W  -  исходное множество объектов f|W |~/V ) ; мат­
рица /1-/1 ûg II задает для каждой пары объектов из W значе­
ние выбранного коэффициента сходства, определенного на всех 
парах; Я={/?ь /?г , , / ^ J  -  разбиение на т  кластеров, рас­
сматриваемое на W  .
Одним из самых широко используемых является следующий 
функционал [  збJ  :





где л/, -  число объектов в кластере Р\6 .
Максимизация ^  (/?) обычно рассматривается на множестве 
71 всех возможных разбиений W  на /77 непустых кластеров. 
Она приводит к плотным (с большой средней величиной внутрен­
них связей между объектами) кластерам большого размера за счет 
малой плотности кластеров малого размера.
Действительно, пусть имеется два Í  -  элементных множест­
ва чисел X  и Y  ( l X I ~ Í Y I ~ £ ) . Рассмотрим множества подста­
новок на X и Y  :
I = ( Ix ‘ Î* '  { Чу , “ • ? Lß ) ) ;
J  = { J y ; 'Jy ' i h . h ,  • ,
Определим на множестве I хJ функцию
где Х ^ Х ,  U j , £Y  , . г * / /  .
Максимум этой функции достигается на подстановках
• Í C C . , * « )  и ‘ { j i j i ,  . . . .  f 1 > таких* 410
г * .±х
^  ‘■г ’ * ‘ ХЧ’
у* > у* ^ ^  у,*^  7/;» Ус’
Подстановка f í j  , 3 y ) ^ ( 7 j одновременно переставляю­
щая номера Сд, и } к 7 4, £ , не уменьшает значение
/  (  1х , Г!у ) . Поэтому, полагая, что множество X -  множест­
во размеров кластера, а множество У -  множество средних ве­
личин коэффициентов сходства между объектами вцутри класте­
р о в , можно объяснить факт большой плотности кластеров боль­
шого размера за счет малой плотности кластеров малого разме­
р а  при оптимизации (/?)
Заметим, что матрица {\ для J{ (R) без ограничения общ­
ности может считаться симметричной, так как преобразование
А
не меняет, очевидно, функционала ^ ( R )  .
В[з7 ] исследуется другой функционал, не инвариантный от­
носительно указанного преобразования:
m a x  ZL а  ■
Le Ri jeRi J
(7)
B [37jзадача кластеризации формулируется как аппроксима­
ционная. Для этого вводится матрица 7 =//? ,// размера N*N :
(7
I ,  если C J  е  R j  ,
О, если J é  Rt , .
Предложенный в [ J функционал аппроксимации имеет в этих 
обозначениях следующий вид:
Экстремизация J j по } при фиксированном /? дает возможно­
сть явно выразить экстремальное Л* , так что подставляя 
последнее в П3 , получаем
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Последняя формула показывает, что 7$ аналогичен
Рассмотрим теперь общую схему алгоритма поиска локально­
го экстремума функционалов типа приведенных примеров, зави­
сящих от разбиения в случае, когда число кластеров заранее 
фиксировано. Она сводится к следующей обработке.
1. Тем или иным способом выбирается некоторое н г  [ьное 
разбиение.
2. Некоторый (очередной) объект переносится из кластера, 
в котором он находился к данному шагу, последовательно во все 
кластеры, начиная с первого. При каждом переносе подсчитыва­
ется новое значение функционала 7(R)  и сравнивается со зна­
чением этого функционала до переноса. Если при очередном про­
бном переносе данного объекта значение функционала возросло, 
то рассматриваемый объект действительно переносится в новый 
кластер. Если после пробных переносов во все другие кластеры 
значение функционала 3 (R )  ни разу не возросло,то рассматрива­
емый объект остается в том же кластере, в котором он находился 
до осуществления данного шага. Затем алгоритм переходит к но­
вому шагу, на котором осуществляются пробные переносы следую­
щего объекта.
Алгоритм заканчивает свою работу после того, как просмотр 
всех объектов не приводит к изменению ни одного кластера.
Рассмотрим, как конкретизируется описанная общая схема 
алгоритма, если экстремизировать (R ) . Основной шаг в соот­
ветствии с общей схемой состоит в пробном переносе некоторого 
элемента i* из кластера Rik в отличный от него кластер Ré* . 
При этом разбиение R переходит в разбиение R
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Можно показать [зв J , что разность значений
функционала на этих разбиениях вычисляется по формуле
л л-« ^ р * у- f â Æ A  _ Ш  ] 
1-1 Alo-Í N . . 4  Jп . . - i +
Г Ä  ( ° ‘7  +0У‘*) J t?,, f 0 «i
(9)
[+ £ 5 Я/<')
где
д а
Nt . ~ i
z i  а-
] >
Формула (9) показывает, что приращение функционала зн а­
чительно экономнее расчета значения самого функционала, так 
как используется информация лишь об одной строке с* и об од­
ном столбце Í* матрицы fi , а также о двух частных функцио­
налах и f j / ÿ  и о величинах кластеров и /Vé* .
Приведенная характеризация методов кластеризации, осно­
ванных на поиске разбиений множества на однородные кластеры, 
показывает, что:
1) модель взаимной аналоговости между объектами выделяе­
мых кластеров имеет составную зависимость от базового коэффи­
циента сходства пары объектов, ст меры однородности кластера, 
составленной как функция от названных коэффициентов, и от фун­
кционала, определяемого через эти меры (с одной стороны, т а ­
кая конструкция делает гибким механизм выбора подходящей моде­
ли, а с другой, -  требует определенного навыка в ее использо­
вании, и,что более важно для рассматриваемых целей, знания 
качественной информации о структуре анализируемого массива) ;
2) реализация метода весьма сложна; даже в случае исполь­
зования сугубо приближенных алгоритмов требуемый объем вычис­
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лений и память позволяют проводить приемлемые расчеты лишь 
для сотен объектов; тысячи, и особенно, десятки тысяч объек­
тов требуют разработки специальных алгоритмов и резко сужают 
число доступных для выбора моделей;
3) не только в практических разработках, но и в теорети­
ческих исследованиях рассмотренного направления кластерного 
анализа не было предложено метода, гарантирующего получения 
глобального оптимума (хотя бы одного разбиения, доставляюще­
го глобальный оптимум) экстремизируемого функционала.
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§1.3. Кластерные методы выделения наиболее
Качественное представление об однородности (взаимозаме­
няемости) предполагает, что все элементы соответствующего 
множества объектов похожи между собой, и значит, если описа­
ние эталонного объекта этого множества можно принять в каче­
стве аналога заданного запроса, то и все порождающее эталон 
множество можно цринять как искомое множество аналогов. Ситу­
ация вполне подобная рассмотренной в предыдущем параграфе, 
но с той существенной разницей, что в случае отказа принять в 
качестве аналога эталон получаем сигнал, что в данном информа­
ционном массиве нет эталонов для данного запроса.
Такое более жесткое условие функционирования процедуры 
отбора эталонов компенсируется гарантией, что выделяемое под­
множество наиболее однородно в некотором заданном смысле по 
сравнению со всеми другими подмножествами. По сравнению с опи­
санными в §1.2 настоящей главы методами кластеризации, где 
необходимо было "делить" однородные объекты по разным класте­
рам, в методах, которые будут рассмотрены ниже, наиболее од­
нородные объекты собираются в один единственный кластер.
Следует отметить, что такого типа кластерные процедуры 
имеются в литературе в гораздо меньшем числе, чем те, что рас­
сматривались во втором параграфе настоящей главы.
Рассмотрим два таких метода: аппроксимационный и монотон­
ных систем.
Пусть /} ~IIglj- I/ -  матрица значений некоторого коэффициента
и
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сходства между парами объектов ( c,J  ■= ^  N  , где N  -  
число объектов рассматриваемого информационного массива). 
Пусть множество И  -  это подмножество из множества W  всех 
объектов информационного массива. Будем оценивать однород­
ность Н среди всех элементов с помощи» функционала
1(H) -2L
1 ЦеН С Ю)
гд&(bj)?H означает логическое объединение условий
, ( i4H,  j f s H  J и (СфН^'фН) , а средние Он и 
выражаются с помощью формул
/
/ / / / *
_  ___
%  ' lHl'lW\til ZL űrt-te H V je// ^ i
jé  ИМ/ teW\H
ZU o Lj
t ew\H d 
j é  W\H
W
Ясно, что минимизация такого функционала на х порождает та­
кое множество /■/* , что для большинства Ot- * 0 # *  .
Именно в этом смысле следует понимать представление о том, 
что его  минимизация дает наиболее однородное подмножество в 
\Л/ • Другие функционалы такого типа, предлагаемые для той 
же цели, рассмотрены в [зв ] ,
Все эти постановки задач имеют один общий недостаток: 
для нахождения их точного решения требуется алгоритм экспо­
ненциальной сложности. Поэтому при практическом использова-
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нии функционала U 0  ) для нахождения подмножества однород­
ных объектов ограничиваются применением сугубо приближенных 
алгоритмов, связанных с поиском локальных экстремумов [(H) 
( т .е .  таких, которые невозможно изменить варьированием р аз­
мещения только одного объекта без его увеличения).
В [зэ ] ,  например, рассказывается как с помощью прибли­
женного алгоритма минимизации функционала, мало отличающего­
ся от (/О ) ,  решалась задача проектирования большого вычис­
лительного комплекса для автоматических расчетов синтеза сло­
жных химических реакций. Из этой работы можно заключить, что 
приближенный характер решения приводил к необходимости про­
ведения очень большого числа разных вариантов расчета, отли­
чающихся выбором начального разбиения, с которого стартовал 
алгоритм. Не менее важно, что большое число из этих вариантов 
оказалось необходимым сравнивать на содержательном уровне, 
что не только отнимало много времени высококвалифицированных 
специалистов, но и требовало от них предварительной выработки 
некоторого специального навыка. Такие условия работы, очевид­
но, мало пригодны, если речь идет о модификации метода к зада 
че обработки запроса с целью получить для предъявленного об­
разца множества аналогов.
Рассмотрим теперь метод монотонных систем fo-46j, Пусть, 
как и раньше, \л/ ,  \VJi - N  -  исходное множество описаний объ­
ектов из обрабатываемой ДД или выборки, извлеченной из нее 
(информационный массив). Цусть задана скалярная функция ЗГ , 
которая каждой паре (с\ Н)  , где H £ W -  произвольное под­
множество 1а/  ? сбН , ставит в соответствие число 7Г(с,Н) . В 
частности, если на элементах U W  определена матрица ^=//Crty// 
коэффициентов попарного сходства, то в качестве 7Г(с,Н) можно
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принять любую из функций:
f f 4 ( i , H )  = Z -  O i j  # С//)
ST? (с H) - m cnc ClL-/
1 ’ j e H  J ‘
UZ)
Щ (  f .H)= m e n  Ou 
< f e ( W \ H )
C/3)
Число Í7(r и) называется весом элемента L на множестве 
Н . От такой функции требуется только, чтобы она удовлетво­
ряла условию монотонности
7Г(í , H ) > 9T(с\ Н ') ( '« )
для всех с <£■' И 1 £  Н £ W  .
Далее с помощью 7!~(с,Н) строится скалярная функция F f  И) 
на всех элементах булеана 2W :
F {И ) ~ Щс, Н) . ( /б ')
Определение I . I . Ядрами (экстремальными подсистемами) мо­
нотонной системы <\W'J5T>F >  называются такие подмножества W  , 
на которых достигается максимум FIM) .
Упорядочим элементы множества W  произвольным образом. С 
каждой последовательностью f i -  „ . . 9 >  , где
» взаимнооднозначно свяжем последовате­
льность вложенных подмножеств множества W  : H f - W  ,
3 3
/-/2-WX t i i ...1Hk =Hk\dLk ,l..,HAfJ.A/ . Обозначим ее через H ~
Определение, 1 , 2 . Упорядоченная последовательность й  эле­
ментов W называется определяющей, если в соответствующей ей 
последовательности Н подмножеств существует такая подпосле­
довательность Г=(Г^ Г& , . . Гр) , где fj-W  , что выполняют­
ся условия
1r (dk , H t ) < F ( l j rj ) ,  V d k e  í j  \  I j W  , j = L P
и
F f L ) * F ( r P )  , V L  C FP, i ' 7 )
Определение ,1 ,3 . Множество £, называется определимым 
если существует определяющая последовательность такая, что 
Гр- Q  .
В теории монотонных систем построение прикладных алгорит 
мов основывается на двух центральных теоремах [ 47] .
ТеоремА I .  ,1. На определимом множестве (т функция F(H)  
достигает глобального максимума. Существует единственное оп­
ределимое множество. Все множества, на которых достигается 
глобальный максимум F  , лежат внутри определимого множества.
Теорема. ,1 .2 . Семейство подмножеств из 2 ^  , на которых 
F (и)  достигает глобального максимума, замкнуто по отношению 
к операции объединения.
3 4
Из этих теорем получаем, что объединение всех ядер (са­
мое большое ядро) -  это как раз и есть определимое множество.
Как показано в f 2-4| ,  справедливы следующие соотношения, 
вскрывающие структурный смысл наибольшего ядра:
I) F ( H ) < F ( 6 r ) , V H £ W , IHI  >16-1 , 0 8 )
2) i- ( h ) «  F  (G), V H  s  w , IH И 1  (r i , ( « )
3) F(h ) < F ( G ) , V H S  w , H \ ( r  Vs 0 , (20)
4) F(H) «  /--(&), V H S W , (2-1)
5) F ( H ) < F ( i r), V H  SW, H (2 2)
причем пара I )  и 2) эквивалентна 3) и 4 ) ,  которая, в свою оче­
редь, эквивалентна паре 4) и 5 ).
Интересно, что и для множеств í j  t выполняются
аналогичные соотношения:
1) F ( и )  < F ( l j ) ,  V H S W , H \ r j  t < p , 2~ p  , (23)
2) F (h ) é  F ( Q ) ,  j ’ Ï F i ) -  № )
На геометрическом языке это можно перефразировать следую­
щим образом: каждое подмножество íj ( j ' = l ,  p  ) последова­
тельности Г  является максимумом функции F  (И)  на теоре­
тико-множественном полуинтервале ) í j H ) . Все множества
к) Напомним, что .
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H , H $ W  , на которых достигается значение F  (H) , пре­
вышающее величину l~(Q) для j  ~ (Р~4) , лежат внут­
ри множества /.vy .
На таком языке естественно задать два определения.
Определение 1 .4 . Окрестностью множества Н  называется 
совокупность всех множеств L таких, что HS.L& W  , т . е .  
полуинтервал [W , Н  ) .
Определение I,. 5. Множество Н называется строгим лока­
льным шксимумом функции 1~(Н), если оно доставляет строгий мак­
симум этой функции в своей окрестности.
Теорема 1.3;Г 48 ]. Множество Н тогда и только тогда явля­
ется строгим локальным максимумом F(H) , когда Н -Г: , где П
_ d *
-  это множество из последовательности Г .
Далее строгие локальные максимумы функции FIM) будем на­
зывать квазиядрами.
Рассмотрим сужение монотонной системы <\aA /J , F 1}  , где
для V H $ ( W \ l j )  , L^H :
i r ' ( i , H ) = 3 r ( i , H u q ) . ( 2 5 )
Можно показать [47 ]  , что ядром этой системы является мно­
жество G ' = n  , \ Г :  .d ' d
Пусть Л = < ^ ,< ^2,..., -произвольная, нефиксированная 
определяющая последовательность.
Тогда, как показано в^2-4^, верны следующие факты:
I .  Для любого Гу ) - 2 , р  из последовательности Г спра­
ведливо неравенство
3 6
*■ <*"»"") S n ar ^  r 37^  ' W*) ’ ( 2 6 )ot/76lV\/J oCkCljiMJ
a значит, в частности, и
т а з е  7Г(аСп Нп) ^  Щ^п>Мп ) . (27)
«^VAG oCn eÇx.,\G п * J
2 . Для любого a:, A'eW такого, что /cf Ç для некоторого
2 ,  /э , т . е .  для k e W \ / j  , верно, что
3T(k,QUk)< F(Q),  V k e W S Q , ' * j - ^ P  (2S>
а значит, в частности, и
яг(*,(тuk)<F(<r)f VkeW\Gr  . С29)
Зафиксируем натуральное число/7 (п<Ы)  и рассмотрим за­
дачу: найти подмножество 6г,? множества W такое, что
F(G-n ) = mHaoc ^ ( Н ) ,  V H ^ W ,  \ И \ > П  СЗО)
Теорема 1 .4 . f48 ].Для любого f j  } у - 4, (p- i )  из Г  и 
любого Н } Н £ W  такого, что / н / > / Л |  , верно
F ( H )  <F ( Q  ), ( З У)
Для любого П J = 4^ ( р - * )  из и И £ W
такого, что I Q I Н  ИI > / Í]H | » имеем
F ( H ) * F ( Q ) . ( 3 2  )
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Пусть T ^ w  . Рассмотрим задачу: найти 6 ^  такое, что
W h ) .  ( з з )
Т/ TsH£W
Теорема 1. 5.[48 ] .  Для любого 7VW и такого Г6 из Г  , 
что т . ? г 5 , но 7^ / ^ /  , имеем
F(H )<F(C l ) i Г £ Н Ш ,  Н \ Г 6 ( 3 4 )
F (H) £  F  ( f l  ) ,  7” £  H  £ W ,  H  F i l  l ( 3 o )
Для того, чтобы описать общий алгоритм поиска ядра моно­
тонной системы, удобно задать следующую вспомогательную про­
цедуру Г 48 J •
Процедура Слой ( /т ) .  Предполагается, что известно мно­
жество И , функциями) на его элементах и значение поро­
га h .
Процедура является итерационной, в которой каждая итера­
ция состоит из двух шагов.
Шаг I .  Определяется множество fl S Н такое, что
1T(£,H)*h  , V c e H 1. ( З б )
Шаг 2. Для Vi £ /V определяется УГ(с,Н')
Процедура Слой С /? ) есть последовательность поочередно­
го применения шагов I и 2 , последняя итерация которой опреде­
ляется условием, что на очередном применении первого шага мно< 
жество Н'  оказывается пустым ( т .е .  что очередное множество 
И  на этом шаге удовлетворяет условию
3 8
W ( l,Hj > / ? ,  V t € H . (3 7 )
Чтобы выделить множество, удовлетворяющее условию (3 7  ) ,  
обозначим его специальным образом через Е
Алгоритм построения, определяющий последовательности
{42- 4 5 , 48] .
Полагаем í] - H - W  . Вычисляем ÎT(t,W) для Ví<=W и на­
ходим
11 используем процедуру Слой ( h  ) .  Возможен один из двух ва 
риантов ее исхода.
I .  Е - ф  . Строится новое значение для правой границы
( h ) ,  и этот процесс уменьшения порога продолжается до тех 
пор, пока не случится второй вариант.
Выбираем некоторое /?: h <hz . Для H - W  и выбранного
порога h z , а именно: полагаем hz-h  , после чего вычисляется 
новое (меньшее) значение порога /т ; начиная с предыдущего 
/7 , с этим новым порогом вновь запускается процедура Слой
H ~ i j 4  .
на
Возможны два случая: 
а ) Е = ф ; полагаем /Jw - Гр ;
б) E t  ф , переходим к выполнению шага -  множество
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/V: - E  } h±: -F (H) j h ~ z ( F ( H ) i - h z ) t и вновь процедура Слой 
( h ) на Е  .
В [  47 J  показано, что множество I р  , получаемое в р е­
зультате описанного алгоритма, есть определимое множество, т . е .  
наибольшее ядро.
Описанные элементы теории монотонных систем показывают,
что:
а) для основной задачи нахождения в информационном мас­
сиве наибольшего однородного подмассива можно строить весьма 
общий точный алгоритм полиномиальной сложности; притом полу­
чающееся решение отличается целым рядом интересных с приклад­
ной точки зрения свойств (единственность, максимальность по
л
мощности);
б) по ходу поиска наиболее однородного подмассива выявля­
ется описание целостной структуры агрегированного представле­
ния о сходстве объектов во всем информационном массиве: струк­
тура квазиядер, экстремальная характеризация теоретико-множе­
ственных разностей соседних квазиядер.
Указанные свойства с учетом того , что теория монотонных
систем дает очень широкие возможности построения разных моде­
ме)лей сходства , показывают важные преимущества этого аппа­
рата по сравнению с другими методами кластерного анализа в
Б [49 ] ш  показываем, как в практических случаях можно ген е­
рировать большое разнообразие монотонных систем. Однако, 
поскольку далее мы развиваем модели, опирающиеся всего на 
две конкретные системы, результаты из [so -] не вошли в насто­
ящую диссертацию.
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деле его использования для построения моделей процедур выде­
ления аналогов для запросов в КБ.
Однако, как отмечалось, чтобы приспособить методы класте­
ризации для указанных целей, необходимо преобразовать их та­
ким образом, когда каждый запрос по своему перестраивает зада­
чу выделения искомого наиболее однородного (и похожего на за ­
просный объект) подмассива.
Как будет видно из дальнейшего, предлагаемый в диссерта­
ции подход к проблеме сделать управляемым запросом результат 
кластеризации, практически не зависит от конкретной специфи­
ки выбираемого метода. На этой независимости настройки обраба­
тываемого массива на запрос и процедуры выделения подмножест­
ва однородных описаний объектов в диссертации строится рядь.
процедур для характеризации выделяемого множества аналогов, ко­




Резюмируя характеристику состояния дел с разработкой 
моделей основной процедуры в СУБД, выделения в БД множества 
аналогов на запросный объект, можно утверждать, что
1) существующие модели не отвечают современным требова­
ниям придания таким моделям свойства адаптивности;
2) в области кластерного анализа накоплен большой набор 
методов выделения подмножеств объектов, которые взаимно мож­
но рассматривать в качестве аналогов; этот набор интенсивно 
пополняется;
3) вопрос о приспособлении методов кластерного анализа 
для целей СУБД сводится к
а) параметризации метода кластеризации (точнее, придания 
ему должной зависимости от поступающего запроса);
б) резкого увеличения быстродействия метода анализа одно­
родности в информационном массиве;
4) одним из наиболее пригодных для целей приспособления
к СУБД является специальный метод кластерного анализа, состав­
ляющий содержание так называемой теории монотонных систем.
В связи со сказанным, главной целью диссертации является 
создание адаптивной модели выделения в БД множества аналогов 
запросного объекта на базе использования теории монотонных 
систем. Такую модель далее будем называть моделью контекстно­
зависимого ассоциативного образа, чтобы отличать ее от тради­
ционных моделей аналогов.
Достижение этой цели предполагается достичь решением р я ­
да научно-методических задач. Это следующие задачи.
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1. Создание схемы преобразования обрабатываемого масси­
ва к виду, когда в описании каждого объекта акцентированы су­
щественные свойства запроса и элеминированы несущественные 
его свойства (вопрос, как делить свойства на существенные и 
несущественные, решается с помощью заранее фиксированной про­
цедуры) .
2. Выбор конкретной монотонной системы и построение с ее 
помощью простейшей контекстнозависимой модели ассоциативного 
образа (зап роса).
3. Разработка итерационной процедуры поочередного испоть- 
зования алгоритма выделения подмножества однородных описаний 
объектов (ядра монотонной системы) и алгоритма акцентирования 
существенных свойств запроса в анализируемых объектах. Замы­
сел такой итерационной процедуры состоит в том, чтобы миними­
зировать требование на задание разных априорных знаний о сте­
пени существенности разных признаков, в терминах которых опи­
сываются объекты и запрос.
4. Формирование набора характеристик для создания гибкой 
возможности пользователю манипулировать выделяемым ассоциатив­
ным образом (возможностями его суждения и расширения в связи
с внешними содержательными представлениями).
5. Разработка нового метода кластерного анализа на базе 
созданной модели ассоциативного образа. Решение этой задачи 
дает принципиальный путь к конструированию средств активного 
самоструктурирования и реструктурирования описания семантики 
эксплуатируемой БД с последующим построением быстрых процедур 
обработки запроса на базе данных о такой текущей структуре об­
рабатываемой БД.
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6. Апробация разработанного метода построения модели ас 




МОДЕЛЬ АССОЦИАТИВНОГО ОБРАЗА В МЕТОДАХ АГРЕГИРОВАНИЯ
§2.1. Общая _дхема _ра зрабдщки ,м оде ли
Далее предполагается, что в п  -  мерном пространстве 
имеется множество из /V векторов и один специально выделенный 
вектор. Требуется разделить множество на два непересекающих- 
ся подмножества, одно из которых состоит из похожих на выде­
ленный вектор векторов, а другое -  из непохожих.
В данной главе разбиваемое множество векторов интерпре­
тируется как информационный массив, в котором необходимо вы­
делить аналоги для предъявленного специального вектора-запро­
са.
В первой главе отмечалось, что поток запросов может су­
щественно видоизменяться. Существенно изменяются и информаци­
онные массивы, которые хранятся в базах данных. Притом, и это 
даже важнее с точки зрения рассматриваемого вопроса, измене­
ния в потоке запросов происходят в значительной степени неза­
висимо от изменений в анализируемом информационном массиве. 
Следствием этого являются неконтролируемые резкие снижения 
качества обработки запроса, необходимость регулярно проводить 
диагностику соответствия потока запросов содержанию анализи­
руемых массивов, и перестройку режимов обработки запросов.
В первой главе отмечалось, что разнообразие режимов об­
работки запроса определяется главным образом разнообразием 
используемых коэффициентов, которые служат для количественной
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оценки похожести между векторами. Поэтому, если такой коэффи­
циент выбран, то далее используется логическая процедура: 
сравнение коэффициента с порогом Busçl. Когда условие сравнения 
выполнено, соответствующий вектор из массива принимается как 
искомый аналог. Б противном случае, он не принимается в каче­
стве аналога.
Для дальнейшего изложения важно выделить две лимитирую­
щие характеристики отмеченных разных режимов обработки запро­
сов:
1) множество аналогов -  это множество тех векторов инфор­
мационного массива, каждый из которых независимо от других 
удовлетворяет выбранному условию;
2) пороги, используемые в условиях, не подстраиваются под 
индивидуальный запрос, а выбираются заранее и жестко фиксиру­
ются. Когда вместо сравнения с порогом используется правило 
"отобрать не более К векторов, наиболее похожих на запрос", 
вместо порога число /с становится лимитирующим параметром про­
цедуры (61-68J  .
Предлагаемый в настоящей диссертации подход делает эти 
характеристики не лимитирующими. Разные подмножества из инфор­
мационного массива оцениваются целостно. Вместо независимого 
сравнения запроса и вектораСнезависимого от данного информаци­
онного массива) используется целостное сравнение разных разби­
ений информационного массива: разбиение на подмножество анало­
гов и дополнение к этому подмножеству.
В соответствии с целями и задачами диссертации, сформу­
лированными в первой главе, развиваемый нами подход базирует-
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ся на использовании аппарата монотонных систем (точнее, на 
модификации этого  аппарата, связанный с идеей отображения 
обрабатываемого массива на запрос и последующего анализа 
преобразованного таким образом массива методом монотонных 
систем). В настоящем параграфе мы излагаем схему этого под­
хода в общем ви де, включая не только процедуру выделения ис­
комого множества аналогов, но и сопровождающие процедуры, не­
обходимые пользователю для активного манипулирования при око­
нчательном построении искомого множества и для выработки ар­
гументов (уверенности), что оно выбрано должным образом с 
предметной точки зрения.
Открывая рассмотрение обпей схемы сразу отметим важное 
методологическое преимущество аппарата монотонных систем: он 
не требует, как это имеет место в обычных методах кластериза­
ции, предварительного выбора базового коэффициента сходства 
пар объектов. Исходно необходимо задаться функцией ?Г(С,Н) , 
связывающей элемент с множеством. В следующем параграфе, в 
котором наш подход конкретизируется с прикладной ориентацией, 
мы существенно воспользуемся этим преимуществом аппарата мо­
нотонных систем.
Поскольку УГ ( с,Н ) интерпретируется как оценка похожести 
элемента L с элементами из Н , решение задачи поиска мак­
симума (15) -  это  такое подмножество (т £ W  , что наименее по­
хожий на элементы из É? элемент с* имеет высокую оценку 
T(i^Gr)  ~ F (Gr) похожести.
Для того, чтобы приспособить теорию монотонных систем к 
цуждам нашей задачи разбиения информационного массива векто­
ров на подмножества аналогов данного запроса и тех, которые
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не являются его аналогами, необходимо уметь так конструиро­
вать оценку ( с , / / ) ,  чтобы она существенно зависела от предъ­
явленного запроса, и чтобы эта зависимость имела направление, 
хорошо отражающее содержательный смысл решаемой задачи.
В настоящей диссертации не ставится вопрос об анализе 
разных возможных способов конструирования такой оценки. Разра­
батывается и исследуется всего один такой способ (точнее, одно 
параметрическое их семейство). Он назван моделью ассоциативных 
образов.
Идея способа, как отмечалось уже в первой главе, состоит 
в том, чтобы при предъявлении любого вектора в качестве запро­
са, автоматически формировалась специфическая именно для это­
го запроса процедура преобразования исходного информационного 
массива, и чтобы конструируемая далее монотонная система в ка­
честве основы имела преобразованный массив.
При этом, если говорить на интуитивном уровне строгости, 
то, очевидно, что используемое цреобразование должно быть на­
правлено на то, чтобы в каждом векторе исходного массива выде­
лить свойства, наиболее характерные для запроса. Другими сло­
вами, вместо традиционной логической оценки вектора "похож-не- 
похож" на запрос, предлагается на предварительном этапе исполь­
зовать коэффициент похожести (на запрос) как компоненту нового 
искомого вектора -  образа, отображения исходного вектора на 
запрос. В таком виде эта компонента оказывается мерой ассоциа­
тивной связи обрабатываемого вектора с запросом.
Чтобы новый вектор был разносторонней характеристикой 
связи исходного вектора, предлагается использовать одновремен­
но не один, а несколько качественно различных коэффициентов 
оценки сходства этого вектора с запросом. При этом, конечно,
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достигается и разносторонняя характеризация запроса (его 
представления в исходном векторе).
Итак, конструирование преобразования состоит в выборе 
набора коэффициентов -  количественных оценок сравнения. Если 
этот выбор сделан, и запрос предъявлен, каждый вектор исход­
ного информационного массива может быть однозначно преобразо­
ван в новый вектор коэффициентов сходства с запросом.
Если затем на новом массиве построена монотонная система 
<Yv/, ^ / r/  и решена задача нахождения максимума FIM) на 2 ^  , 
то получаемое в качестве решения подмножество G  как раз и 
выбирается в качестве подмножества аналогов запроса, т .е .  в 
качестве его ассоциативного образа.
Перейдем теперь к описанию предлагаемой модели в точных 
терминах. Исходный информационный массив векторов будем обо­
значать через X (7Х/=уУ) » а ег0 элементы (вектора) через X , 
L- . Специальный вектор запроса обозначим через 6
Предположим, что имеется априорная информация, позволяю­
щая выделить в исходном П -  мерном пространстве некоторое 
число т  специальных подпространств R ~ [ R í y . . ,  , Rm j  . Каж­
дое такое подпространство имеет свою автономную роль в анали­
зе сходства анализируемых векторов. Это дает основание конст­
руировать искомый вектор оценок ассоциативных связей исходно­
го вектора с запросом в виде составного вектора, каждый под­
вектор которого соответствует своему выделенному подпростран­
ству.
Пусть семейство R  выделенных подмножеств признаков та­
ково, что в произвольном векторе Х ^ Х  легко выделяются соотвв'
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тствующие части вектора*' х  [ z /, z \  .  > . ,  Z m }  ,
Аналогично, и в векторе запроса G можно выделить набор 
{ e j „,  £т} его частей, соответствующих выделенным подмно­
жествам R i , . . . ,  Rm .
Пусть 2 =í ï i , -  это выбранный набор различных коэффи­
циентов сходства между векторами. Тогда каждая пара ( ZL, Gc ) 
cijrt порождает свой к  -  мерный вектор оценок &),  ••• ?
Ь  ( * * ) } •
В результате исходный П -  мерный вектор X  при заданном 
запросе G преобразуется в in*k -  мерный вектор:
Требуемая монотонная система задается над множеством из 
N  векторов -  образов указанного отображения X  в построен­
ное п и к  -  мерное пространство У .
Компоненты построенных векторов имеют специфический смысл. 
Любая из величин £ (г* е*) есть частная оценка сходства векто­
ров х  и е  , и поэтому чем она больше, тем больше оснований 
считать X элементом ассоциативного образа е
Поэтому функция ЩС,Н) должна быть монотонной не только по 
Н , как того требует теория, но и в направлениях роста любой 
компоненты ( £ , е  ) ,  как оцениваемого вектора У- , иццекс 
" L " которого фигурирует в ( с , Н ) ,  так и любого друго­
го вектора, входящего как элемент в Н . Следующие типы функций
* 7 Следует помнить, что в данном случае R -  любое семейство 
подмножеств, а не разбиение.
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удовлетворяют этим требованиям по построению:
т*к А V £7
-  21 l a - у. - è - m i n  {у, 1
b i  £ ^
( 4 0 )
тхк / . i n
\ a - n m x  {Ус \ - Ь ‘У1 С 4 i  )
.. £ 
где 0,6,^ -  положительные константы, у  - i -я  компонента
вектора У .
Легко видеть, что при
(42  )
(4 5  )
где использованы обозначения
т*к X
(4 4  )
fj m*k r t)
( 4 5 )
П У н У В  f f i f (4 6  )
функции (^ 2 ) ,  (v5) замечательны тем, что на их основе стро­
ятся  так называемые Р -  монотонные системы, для которых реше­
ние задачи($-22)достигается не сложнее, чем за с-N  число ша­
гов вычисления функции 9T(Ï,W) . Именно этот тип функций полу­
чил наибольшее распространение в прикладных исследованиях, ис­
пользующих теорию монотонных систем f i - 45] .
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Итог проведенных построений сводится к следующему: 
предложена процедура, которая любой паре ( e , W )  элемент *■ 
* множество ставит в соответствие подмножество
Cr(e)£W : (e,W)-+ G-(e). ( 4 7 )
Подмножество G(e) является лучшим из всех возможных подмно­
жеств W образом " е  " bW' в смысле преобразования (3J)  и крите- 
рия ( / ь ) .
В заключение параграфа сделаем три общих замечания, ка­
сающиеся использования отображения (£/J) в сложных схемах ана­
лиза.
I .  Если в качестве элемента " е  " в  взять произволь­
ный элемент i e W  , то получим . Поэтому выполнение проце­
дуры (4£) для всех i eW выявляет внутреннюю структуру сходст­
ва между элементами \л/ . Такая структура в виде семейства
подмножеств {(?(<*), ï - ï f i }  может быть использована для детально­
го анализа найденного для внешнего по отношению к W элемен­
та " е  " ассоциативного образа £ ( е )  . В  частности, можно оце­





определим подсемейство [G(i) , СгСг(е) } ,
и построим подмножество Gc±(е) ;
пусть на и К " - М  шаге аналогичных построений найдено
’ тогда ^ С е )^ ви> '<
шаг к* -  шаг останова, если 
(т fe)a ^ ( .e )  ; соотношение между подмножествами
х Очевидно, что указанный процесс сходится за  конечное число 
шагов, так как W -  конечно, а оператор (ц-к=Т((х^) -  изотоп­
ный.
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Ç(e), 6ги (е) и W можно рассматривать как качествен­
ную характеристику специфичности G(e) в W (очевид­
но, что ( ? ( е ) $ ^ ( е ) Ш  ; поэтому количественно о
специфичности можно судить по мощности }Gp(e)\Cc(e) | 
разности G(e) )
2 . Пусть W, и — два подмассива массива W .Тогда 
можно для каждого элемента из W вычислить его ассоциативные 
образы в Wj и G-fi) и Gtz(l) . После этого величинойIG J i ) / } f t ) I 
можно характеризовать степень проявления связи Wt и V/z на 
элементе с и на ее базе строить различные функции связи па­
ры подмножеств из данного множества. Функции такого типа в 
нашем случае необходимы для целей сопоставления ассоциативных 
образов пары запросов или ассоциативных образов одного запро­
са, но составленных на базе двух существенно отличных отобра­
жений обрабатываемого массива в запрос. Заметим также, что 
такого рода функции важны и для разработки моделей кластери­
зации (в частности, они интенсивно используются, в так назы­
ваемых агломеративных методах ^ - 7Ц ) .
Последнее замечание показывает, что модель ассоциативных 
образов может не только эксплуатировать и приспосабливать для 
своих нужд методы кластерного анализа, но и сама включаться 
в разработку новых методов кластеризации.
3 . Рассмотрим случай, когда коэффициент сходства £ (z,е)
в (3?)взят таким образом, что он измеряет различие между
*
сравниваемыми векторами. Тогда описанная процедура (3Ч) будет 
выделять в W " антиассоциативный ,г образ элемента е  -  подмно 
жество элементов, которые в наибольшей степени непохоже на е
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Если предполагается, что е  слабо связан с элементами из 
W , то может оказаться, что важнее, прежде всего, уда­
лить насколько это возможно "антианалоги" элемента е  .
В этой связи особенно полезным оказывается свойство р е ­
шения которое дают алгоритмы, предложенные в [ 7 5  ]  : это 
решение, как отмечалось в первой главе, оказывается наиболь­
шим по включению подмножеством, которое отвечает экстремуму
т .е .  удаленной оказывается максимально возможная часть 
из "антиобразов".
В дальнейшем мы часто будем предпочитать рассматривать 
дополнение к такому антиобразу как искомый ассоциативный об­
раз по сравнению с обычным ассоциативным образом, так как оно 
гарантирует выделение подмножества наименьшей мощности. Это 
важно, когда метод анализа строится как многоэтажная процеду­
ра.
Чтобы описанной схеме придать прикладное значение необ­
ходимо выбрать некоторую конкретизацию типов данных, которые 
фигурируют в рассматриваемом анализе. В этом выборе мы в на­
стоящей работе руководствовались следующими соображениями.
Семантика шкал, по которой определяются значения анали­
зируемых векторов может быть разнотипной. Значениями компо­
нент этих векторов могут быть числа, номинальные и ранговые 
показатели, дерерья -  иерархические классификации, произволь­
ные бинарные отношения и множества более сложной структуры.
Чтобы обрабатывать такие данные будем далее использовать 
подход, развитый в [ 60 ] . В соответствии с ним исходная сис­
тема разнотипных шкал преобразуется в систему булевых данных. 
Очевидно, что такой переход всегда возможен. Причем всегда
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имеется возможность регулирования, какие свойства исходных 
шкал требуется наследовать в булевых преобразованных данных. 
Так, в частности, если исходная шкала номинальная, то ей мо­
жно поставить во взаимнооднозначное соответствие требуемый 
набор булевых переменных. Можно поступить и иначе -  предста­
вить эту шкалу меньшим числом булевых переменных, агрегируя 
в од1^ у булевую переменную несколько значений исходной номи­
нальной шкалы.
Числовые данные можно представить булевыми переменными 
таким образом, чтобы сохранить информацию о линейном поряд­
ке числовой шкалы, или, наоборот, задать преобразование, ко­
торое элиминирует эту информацию [ 76 ] .
Такая возможность регулировки преобразования разного 
типа шкал в булевые рассматривается в [ бо ] как важный фактор 
дополнительных возможностей анализа обрабатываемого массива.
Далее, мы не будем касаться конкретных процедур преоб­
разования исходного информационного массива и запросов в 
булевый стандартный вид. Предполагается, что конкретный спо­
соб преобразования выбран, преобразование проведено и дальней­
шая работа ведется в однотипных булевых данных.
С позиций нашей основной цели, -  разработки модели вы­
деления ассоциативного образа для СУБД АСУ, -  булевые данные 
имеют три достоинства:
1) они наиболее просты; на их языке наиболее выразите­
льно и понятно формулируются предлагаемые процедуры анализа;
2) они допускают конструирование наиболее эффективных
процедур вычислений;
3) в большом числе практических задач используются как 
исходные именно булевые данные.
В силу сказанного было решено намеченную конкретизацию 
реализовывать именно на булевых данных.
Выше неоднократно обращалось внимание на то, что модель 
ассоциативного образа, если предполагается ее прикладное ис­
пользование, не может быть ограничена только формализмом опре­
деления множества аналогов. Поскольку это последнее множество 
контекстно-зависимое необходимо предоставить пользователю воз­
можность синтезировать конечный результат, используя как это 
множество, так и информацию о его внутренней и внешней струк­
турах.
Под этими структурами мы понимаем следующее.
Внутренняя структура -  это упорядочение элементов множе­
ства аналогов запроса, основанное на оценке роли этих элемен­
тов в том, что данное множество выбрано как множество анало­
гов. Кроме этого упорядочения в описании внутренней структуры 
желательно иметь стратификацию этого множества -  разбиение 
его на части, упорядоченные как целостные образования по оце­
нке роли в образовании множества аналогов.
Для того, чтобы строить такое описание внутренней струк­
туры можно, очевидно, воспользоваться языком оценки специфи­
чности множества аналогов - G( e )  , который был охарактеризован 
выше.
В следующем параграфе, где строится основная конкретиза­
ция нашей модели для тех же целей предлагается другой более 
простой, учитывающий специфику конкретизации язык построения 
новой (суженной) монотонной системы на6(е) .
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Следует обратить внимание на то, что пользователь при 
описании закономерностей чаще оперирует не сравнениями объ­
ектов, а связями между признаками. Поэтому при разработке 
языка описания внутренней структуры необходимо кроме указан­
ного выявления отношений между элементами и подмножествами 
множества аналогов иметь также язык описания связей между 
признаками, которые акцентируются, во-первых, уже выделени­
ем самого множества аналогов, и, во-вторых, указанным агреги­
рованием его элементов.
Для различения этих языков мы будем называть описание 
внутренней структуры на первом языке поверхностным, а на 
втором -  глубинным.
Глубинный уровень, как будет видно, требует усложнения 
исходной модели ассоциативного образа. Поэтому в следующем 
параграфе параллельно с разработкой основной (не усложненной) 
модели мы даем описание только поверхностного уровня описа­
ние структуры множества аналогов.
Для разработки описания внешней структуры необходимо, 
прежде всего , построить механизм вычисления функции, с помо­
щью которой любой объект, доступный описанию в выбранной си­
стеме признаков, можно было оценить по степени его "удаленно­
сти" от построенного множества аналогов Сне только те , что 
имеются в наличии в обрабатываемом массиве, но и любые те , 
которые можно сконструировать искусственно.
Как и при построении описания внутренней структуры мно­
жества аналогов во внешнем описании целесообразно выделять 
два уровня -  поверхностный и глубинный, т .е .  уровень анализа 
отношений между элементами исходного информационного массива,
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не попавшими в множество аналогов, с этим множеством, и уро­
вень анализа связей между признаками, которые предопределяют 
эти отношения.
Ловидимому, к задачам построения внутренних и внешних 
структур выделяемого множества аналогов можно подойти с р аз­
ных сторон.
Лам представилось целесообразным решить их, оставаясь в 
рамках единного аппарата монотонных систем.
Для реализации такого единообразного подхода в диссерта­
ции используется два приема: ( I )  построения композиции моно­
тонных систем, т .е .  создание таких конструкций из них, когда 
для вычисления весовой функции ЩС,Н) одной системы необходи­
мо уже иметь решение (ядро) другой; (2) построение монотонных 
систем одновременно не только на множестве элементов информа­
ционного массива, но и на множестве, описывающих их признаков, 
а также на более сложных, составленных из этих двух, множест­
вах.
Содержательный анализ этих приемов послужил основой и 
для решения другой задачи диссертации -  разработать новые мо­
дели кластерного анализа на базе созданных моделей ассоциати­
вного образа.
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§2,2. Ассоциативные образы на множествах, 
связанных с булевыми матрицами
Булевые данные -  важная разновидность информационных 
массивов. Они сами достаточно часто используются в практике, 
но еще чаще к этому типу данных сводят произвольные номина­
льные данные, ранговую и иерархическую информацию, и даже чи­
словую информацию, когда ее используют в загрубленном виде 
[ 7 5 , 7 7 - 7 9 ] .
Информационный булевой массив будем представлять в виде 
матрицы , у которой N  строк и п  столбцов. Строка
матрицы соответствует одной записи анализируемого массива.
Тот факт, что объект, который соответствует L -й  записи,име­
ет р  —й признак Сили свойство) фиксируется р а в е н с т в о м ^  = I .  
Если наоборот, yj = 0, то это означает, что р  -й  цризнак от­
сутствует у 6-го объекта.
Внешний объект -  запрос 6  = ( е / , . . . , е ' 7 ) устроен аналоги­
чно: в р= I означает, что в запросе имеется р  -й  цризнак, а
Ö
е  = 0 означает обратное, что не имеется.
В данном параграфе общая модель ассоциативного образа,ко­
торая разработана в предыдущем параграфе, конкретизируется для 
таких булевых данных.
Как следует из описания общей модели первый шаг ее постро 
ения состоит в выборе двух элементов:
1) некоторого семейства R*{Rl r ..ßm} наборов из исходных при 
знаков
и
2) набора к различных коэффициентов похожести, каждый
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элемент которого можно вычислить для любых двух предъявлен­
ных векторов одной размерности.
Выбор семейства R может быть осуществлен двумя способа­
ми: на основе смыслового анализа исходного множества призна­
ков специалистом, или автоматически, -  на основе анализа стати­
стических связей между признаками на данном конкретном инфор­
мационном массиве. Возможен и комбинированный вариант. Для ре­
ализации второго способа можно воспользоваться какой-либо из 
известных процедур кластерного анализа [32-33]. Для выбора коэф­
фициента похожести также имеется много возможностей §8,вс].
Учитывая отсутствие специфики в этих выборах в настоящем 
параграфе использована лишь их тривиальная реализация: полага­
ем, что в качестве групп разбиения выступают все единичные 
признаки, а в качестве коэффициента двух булевых векторов по 
одной выделенной координате используется функция совпадения 
" { ” на X  и б . В результате оказывается, что преобразование 
(5Я)цриобретает вид:
C4S)
Очевидно, что это преобразование обладает следующим свой­
ством изотонности:
е х£ ez => У(Х,et ) £  У(х ,е г) , , ( 49 )
где векторы е  и ч  интерпретируются как множества признаков, 
которые у них имеются. Б дальнейшем мы будем часто прибегать 
к такой интерпретации булевых векторов.
GO
В качестве функции ( ц ^ ) ,  будем использовать прос- 
тейшую функцию:
Она соответствует использованию формулы (44 ) из общей 
модели. В интерпретации теоретико-множественных обозначений 
( f C  ) имеет вид:
что совпадает с известными функциями, успешно примененными в 
[41,4^ дЛЯ изучения организационных систем. Главное отличие 
нашей функции от использованных в [42 ] состоит в том, что в 
[42 ] они служат характеристикой взаимозависимости между эле­
ментами изучаемого множества, а в данном случае они как от 
параметра зависят от внешнего вектора запроса е  и тем самым 
выступают измерителем влияния запроса на структуру связей 
изучаемого информационного массива.
Решение задачи (/Ш)в данном случае, как показано в [ 4 2 ] ,  
достигается следующим простым алгоритмом.
Алгоритм
Шаг I. Вычислить набор из N чисел/^. /  , j  -  1 , 2 , . . . , / /  и 
упорядочить их в порядке убывания:
— ± п ь-JÍÍl, H) = а • 2_ m ax У -  6 • ZL У]
Ы jeH J £-/ 6 ' (50)
? t ( í , h ) = q - IYh I - &  l y j l , ( 5 / )
где
6 1
( 5 - г )L п
Шаг 2. Используя найденную на Шаге I последовательность 
индексов I  = { Li , . . . , iN} построить последовательность мно­
жеств :
и вычислить их мощности / YH J  /Vi/,1» . . .  , IY h I-
Шаг 3 . На основе формулы (57) определить последовательно­
сть чисел Т О Л /^£), '7T(iZ)Hz )) . . .  (5~4)
Шаг 4. Определить
S e i
причем, если максимумов несколько, то в качестве t* выбрать 
тот,  который соответствует минимальному номеру ô в последо­
вательности I  . Найденное Н*доставляет искомое решение задачи
( / 2-22 ) ,  т . е .  Н * ~  $  .
Содержательный смысл формул ( ) и ( Г^") указывает, что
найденное решение G -  это множество "антианалогов" запроса 
6  в множестве W  . Поэтому далее везде для последующего ана­
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лиза (т .е .  в качестве множества аналогов) используем его до­
полнение W\(j  = Gr.
Отметим некоторые свойства G .
1. Для любого
е  6 W  ^  е  е  G . ( 56  )
2. Если и ег ^ е г ( & ^ 0 )  , то
в силу свойства изотонности преобразования С ^ / )
е* g  6r(e2) С -5"7 )
а поэтому, очевидно,
<58)
3 . Если |е 2 | - |e j+  I и дополнительная равная ”1" координа­
та é j  запроса e Ä такова, что 9VieW , то G-(e_,)-G(ej;
аналогично, если é j  = О, а x t ó  I , V tó w  , то также их мно- 
жества аналогов совпадают.
4 . Если в упорядочении величин
№ / > № * / / > . . .  > 1 ^ 1
все неравенства строгие, то G ( e ) -  единственный максимум функ­
ции С/5" ). Это свойство непосредственно следует из установлен­
ного в [4 3 ] факта, что любое решение ( / tó )  может быть получено 
как правый сегмент в (í?~Z) за  счет перестановки только равных 
элементов:
Важным дополнительным анализом аналогов е  в W является 
построение ассоциативного образа с заменой преобразования 
(*/£) совпадения " V " -д  координат е и х  преобразованием
G 3
У = XVI e .V  'T't !\ P>^ (59 )
где U = I -ü . В этом случае в массиве W в качестве ассоци­
ативного образа запроса 6 выделяется подмножество, элементы 
которого аналогичны е  по отсутствующим признакам.
Целесообразность выявления такого рода аналогов по отсут­
ствию отмечаются в исследованиях по автоматическому формирова­
нию понятий [ 81 ] и в работах по распознаванию образов[82 ] .
Для целей обработки запросов в информационных системах 
использование ассоциативных образов с преобразованием ( )
должно носить факультативный, разъясняющий характер. Такую же 
роль может играть ассоциативный образ, основанный на исполь­
зовании функции булевой эквивалентности
интерпретаций. В этой связи определенный интерес может иметь 
и использование той или иной функции импликации. Еще большие 
возможности вариации преобразованием У ( I , е  ) возникают, 
если допустить возможность в рассматриваемых булевых векторах 
"пропусков” или ошибочных значений.
В заключении данного параграфа опишем внутреннюю струк­
туру выделенного ассоциативного образа (т ( е  ) .  Для этого по­
строим на нем новую монотонную систему с функцией
{60 )
В целом, касаясь вопроса варьирования преобразованием 
С í  <? ) > следует отметить логический характер возникающих здесь
T(íH)*api i -&IYríl , (6 -I )
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где _  w
t e H ^ G ( e ) 1 a  Y H=Í) У)
jeH
Решение задачи (/#-£?) с такой функцией ЗГ ( t , Н ) при 
использовании преобразования ( 4 ^ )  можно интерпретировать как 
"ядро” ассоциативного образа £г ( е  ) .  Обозначим его через
Ц & ( е ) ) .
Кроме того, что оно само по себе выделяет в (г ( е  ) "на­
иболее сильных" аналогов запроса G , оно дает возможность ес­
тественным образом ввести линейный порядок на элементах G (&) 
по их силе быть аналогом е  :
n ( j t , J ( G ( e ) ) ) ï . . . > n ( j 3 , 7 ( G ( e ) ) ) ,  ( 6 2 )
где использованы следующие обозначения
g -  1Сг(е)1
n ( h 7 ( G ( e ) ) ) - - n ( j , 7 ( G ( e ) ) Ü { ) ' l ),
Система чисел в ( 6Х) показывает не только упорядочение 
элементов из ( j ( e  ) ,  но и взаимное сходство в оценке "анало­
гичности" е  , шкалу которой дает функция (£*/ ) .  Пользуясь этой 
шкалой можно оценить степень аналогичности е  для отброшенных 
как антианалоги элементов из бг ( 6  ) ,  а также и для цроизволь 
ного нового вектора, который даже не входит в W . Функцию 
/7(j, J(G(e))) можно рассматривать как своего рода "размытое" 
множество аналогов 6  в W  , которая в отличие от стаццартных 
форм задания размытых множеств, определенных только на базовом 
множестве W , известна на всем множестве всех возможных буле 
вых векторов заданной размерности W  .
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Таким образом, построение монотонной системы (6 /  ) на 
ассоциативном образе & ( €  ) в качестве структуры этого об­
раза дало:
б) упорядочение С " (е  ) ,  определенное по (£ 3 ), и
в) размытый ассоциативный образ, заданный с помощью функ 
ции П (i.J(Ç(e))U{j j ) на множестве всех возможных 
бужвых векторов размерности Z
В соответствии с определениями предыдущего параграфа 
конструкции а) и б) -  это внутренняя его структура, а конст­
рукция в) -  внешняя, причем их поверхностный уровень.
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§2.3. Подпространство признаков, характерное 
для ассоциативного образа запроса
В рамках общей модели ассоциативного образа из §2.1 в 
§2 .2  для булевых данных была предложена схема обработки за­
проса е  на массиве W , которая в качестве результата выда­
ет
1) Сг(е)  -  множество аналогов е  в W (ассоциативный 
образ е  ) ;
2) 7(e )  -я д р о  Сг(е) ( 7  (e)çCi(e)) ;
3) / 7(7 , 7) -  размытый ассоциативный образ s  в W  .
Все эти конструкции выделяют информацию, которая содер­
жится в У/ об е  с помощью только оценки элементов W  , но 
без явного указания, какие из признаков играют основную роль 
в выявленных связях между W и е  .
Чтобы уметь строить такое указание, формализуем качест­
венное представление о роли признаков, описывающих заданное 
множество Gr (о) . При этом мы хотим иметь такую формализацию, 
которая бы позволяла разделять исходное множество признаков 
на две части: характерные для описания Сг(е) и нехарактерные. 
Естественно пытаться ее строить в рамках того же метода тео­
рии монотонных систем, которая позволила разделять W  на (т(е) 
и &  (ej .
Обозначим множество всех признаков через (P(i!Phn) ,  а его 
подмножество, выделяемое единичными координатами запроса е  ,
-  через Р(е) . Характерные признаки для &(р) , можно пытаться 
выделять и в р  и в  Р( е ) . Каждый из этих вариантов несет 
свой содержательный смысл.
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Однако для всех наших дальнейших построений более адек­
ватным является анализ Р (e j ,  так как процедура построения 
Gç(e) опиралась исключительно на информацию из этого под­
множества признаков. Далее для сокращения обозначений везде, 
где это не приведет к путанице, будем писать Р  вместо Р(е)  
и G вместо G (с).
Через Ф((т,Р) будем обозначать матрицу, которая получает­
ся из Ф выделением элементов, стоящих в Ф  на пересечении 
строк из (т и столбцов из Р , а через Ф(^5)- транспонирован­
ную к ней матрицу:
< Р (Р ,ё) = ф Г(Иг.Р). (<53 )
Рассмотрим теперь монотонную систему, у которой базовое 
множество W=P , а значения функцииЩс,Н) вычисляются по ин­
формации из матрицы г) аналогично формуле С / ):
где iel - l sP 9У$ (?)- подмножество элементов G Sr G ) , y ко­
торой имеется l- й признак ( îeP)  , а
Yh (p, 6 ) - M  ч  (р^ ) .
Обозначим решение задачи С ) для этой системы через 
F (е)  , а соответственно через Р /е )  -  искомое множество харак­
терных в Р(е) признаков для ассоциативного образа £■(<?). Получен­
ное решение можно интерпретировать таким образом, что в W 
аналогами Q являются элементы из G (е) , причем из признаков 
р(е) , которые имеются в 0 , характерными для выделенных
аналогов являются элементы из ь Ш р  .
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В связи с построенной конструкцией возникает вопрос: 
получили бы мы ту же пару (Gr(e), F (е) ) , если бы действова­
ли в обратном порядке: сначала на всем множестве W выделили 
бы из Р(е) часть цризнаков, которые "типичны" для большинст­
ва элементов из W  (соответствующая процедура, очевидно, 
строится с помощью решения задачи ( /P2z)  для монотонной сис­
темы ( 6 ^  ) ,  где только Ф(р(х) заменяется на <P(P,W) ) .
Найденное решение F (е) используется далее для гахождекия 
(Jw (e) по матрице ^ ( V , с монотонной системой, определяе­
мой формулой (£4  ) .
Ответ на этот вопрос, очевидно, отрицательный: вообще го­
воря, эти две процедуры дают разные ответы, т .е .  (Gr(e)1F(e)) t
*  (&*(е) ■>&[?))•
Вместе с тем, поскольку признаковая характеризация выде­
ляемого множества аналогов важна для содержательного анализа 
этого множества, представляется целесообразным изыскать такой 
способ обработки запроса, который бы одновременно порождал па­
ру "множество аналогов и характерные для него признаки" как 
целостное образование.
Ниже предлагается такого рода способ, который основан на 
тестировании всех возможных подмножеств Р[в) с определением в 
каждом из них своего специфического ассоциативного образа, вы­
бираемого из всего W  . На множестве таких пар "подмножество 
признаков и связанный с ним ассоциативный образ" строится еди­
ная оценочная функция опять с применением аппарата монотонных 
систем.
Рассмотрим матрицу <Pfw,Q) , где Q -  подмножество Р(е) , 
и определим на W  монотонную систему, функция $r(if H)  кото-
р о й  в ы ч и с л я е т с я  н а  о с н о в е  э т о й  м а т р и ц ы  с л е д у ю щ и м  о б р а з о м :
T ( c ,H ) - - a - lY H ( a ) l - i  ■ i ^ ( Q ) i ,  ( z z  >
где У-(Q) -  подмножество признаков из G. , которые имеются 
у 6-го элемента4'!-/ , а Уц(0)~^н %№)  . Пусть Q(Q)  -
наибольшее подмножество W , на котором достигается максимум
FJH) :
F jH h  ™
т .е .
Fg(S(Q))- >-”? *  Fa (H).
Ul H±w
На множестве всех возможных пар G) , где £Р(е), 
определим новую функцию
P(i ,G) = F(G(QY4)  С ев)
Из того, что ',Ym(Q\{i })I>IYh (G\({i)ipl)) I для всех б ,  
и jyL(C)l не зависит от И при всех Q » сразу следует, что
P [ \ Q ) > P ( i , Q \ { y \ )  ( 67 )
для всех -5,-з' f o i 1) , т .е .  что Р ( * , й )  задает мо­
нотонную систему на Р(е) . Решение экстремальной задачи 
на ней порождает пару (Qn,GfC.O) > которую как раз и выбираем как 
искомую пару: "характерное множество О* признаков и выделяе­
мый на его основе ассоциативный образ &(СГ) " для запроса С 
в информационном массиве W  . Содержательный смысл этой пары 
следующий: удаление любого из признаков $е(х* приводит к силь-
7 0
ному изменению ассоциативного образа &(G*)  • Или, другими
словами,набор (£ч признаков и ассоциативный образ Cr(G^) эле­
ментов из W -  наиболее согласованная в указанном смысле сло­
ва пара.
Хотя по замыслу построения пара (Q,Gr(G/*)) играет ту же 
роль, что и пара Ffe) j  , которая отбирается последовате­
льно, они описывают информацию в W с точки зрения запроса 
е  существенно по-разному: в в качестве признаков, 
характеризующих &(с) , используются те , каждый из которых име­
ется у многих элементов из Ог(еJ . Это, в частности, означает, 
что построение ассоциативных образов из W на F (&) и на 
даст близкий результат для большинства í g  F (е) 
Напротив, ассоциативный образ Gc(Q*) -  это критический образ в 
том смысле, что удаление любого приводит к ассоциативному
образу &(( f \  {4}) , существенно отличному от &(0*)  .
В указанном смысле следует считать целесообразным при об­
работке е  на W получать и (G (е), F (е) ) и (G*Gr(Q*)) . Од­
нако, следует иметь ввиду, что вычисление (Qa} (j (Q*)) требу­
ет заметно больше времени, чем вычисление (Gr(е), F ( e ) )  .
На протяжении всего изложения §§2.1 и 2 .2 , а теперь и на­
стоящего параграфа главное внимание уделялось разработке "бо­
льшого запаса" различных конструкций, которые должна выдавать 
система обработки информационного массива IV по запросу е 
Это внимание было обусловлено следующей целью:
ассоциативный образ, который вырабатывает система, должен 
быть не только "правильным", Ст.е. удовлетворяющим в конечном 
итоге потребителя), но и аргументированным или, другими слова­
ми, чтобы правильность (или неправильность) ответа пользователь
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мог легко уяснить себе без привлечения других исследований 
по анализу W
Эта цель вполне соответствует известному современному 
требованию выдачи не только правильного решения, но и объясне­
ния решения (и даже его обоснования), которое предъявляют р а з ­
работчики экспертных систем к таким системам [65-70,83,84].
В предыдущих параграфах каждый р а з , когда строилась та 
или иная конструкция ассоциативного образа, мы рассматривали 
возможность ее многократного использования для детализации 
структуры W с точки зрения е
В данном случае рассмотрим их с точки зрения построенной 
признаковой характеризации ассоциативного образа.
Во-первых, точно так же, как£(е) было построено на базе 
анализа строк матрицы Ф(\н,Р), возможно строить ассоциативный 
образ и по матрице Ф((](е), F  ( е ) )  . Это даст множество G±(e).
После этого строится матрица Ф (F[g),G í (в)). Этот процесс после­
довательной редукции исходной матрицы ФЫ,Р)  поочередно по 
строкам и столбцам можно продолжать до некоторого к  , после 
которого он естественным образом оборвется. В результате полу­
чается две последовательности вложенных друг в друга множеств:
G f e ) 5 & t (e )3 G ■z ( e ) i „ . Gk(e) ; ( 6 8 )
F(e) í  Ft (e) г  / |  (e) г . . . 3 Fk ( e ) . (6 9  )
Наличие сходства между первой из этих последовательностей
и внутренней структурой G(e)  , определяемой по , пост­
роенной в §2 .2 , если оно будет выявлено, может рассматриваться 
как свидетельство устойчивости внутренней структуры G (е )
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Основанием для такого суждения является тот простой факт, 
что эти два описания структуры Сг (е )  созданы на разной осно­
ве , что означает малую вероятность их сходства. Поэтому, ес­
ли тем не менее это сходство будет обнаружено, то оно будет 
свидетельствовать о наличии сильных внутренних связях в орга­
низации Gr(e) .
Аналогично описанному процессу детализации (вг(е ), F (&) ) 
можно построить процесс детализации ( Q* Q (Q*) ) . Вместо
матрицы < P ( W , P )  , по которой определялась пара (G*(î ($*)),
возьмем матрицу <P(Gr(t?),Q*) и на ее основе найдем^С*,6/б£)), 
затем по матрице Mb( Q<) *Q*)  найдем ( $ 2 , G { Q 2 ) )  и т . д . 
до некоторого останавливающего этот процесс к  , который даст
( $ , № ) )
Установление тех или иных связей в последовательностях 
пар, стартующих с (Ç(e) -, F  ( а ) )  и с ( Q * t  Q ( Q a ) )  н е только 
дает еще один аргумент в пользу устойчивости внутренней струк­
туры Сг{е) , но и может помочь на чисто формальном уровне рас­
смотреть тонкое соответствие, которое должно существовать ме­
жду типичными признаками образа (j (е) (элементами F (е) ) и 
его критическими признаками (элементами Q* ) .
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ГЛАВА 3
ПРИМЕНЕНИЕ МОДЕЛИ АССОЦИАТИВНОГО ОБРАЗА В ЗАДАЧАХ
ВЫЯВЛЕНИЯ СТРУКТУРЫ СЛОЖНЫХ ИНФОРМАЦИОННЫХ СИСТЕМ
§3.1. О целесообразности использования модели
ассоциативного образа в разработках новых 
методов кластерного анализа
Хорошо известно Г36 J , что в области изучения структуры 
сложных эмпирических данных методы кластерного анализа зани­
мают главное место.
До недавнего времени они широко использовались только в 
работах исследовательского характера . В работах по проек­
тированию, разработке, построению, испытанию и совершенство­
ванию режимов эксплуатации практических систем они стали при­
меняться относительно недавно Г 2б] .
Литература последних лет [4' 40] убеждает, что область соз­
дания и эксплуатации информационных систем и, в частности,
АСУ различного профиля, может получить важные новые возможно­
сти развития за счет внедрения методов кластеризации в дело 
решения вопросов анализа и синтеза структуры информационных 
систем и протекающих в них процессов. Действительно, в любой 
из таких систем и элементы их структуры и события, составля­
ющие содержание протекающих процессов, являются взаимозависи­
мыми, причем так , что эти связи трудно прослеживаются и и з-за
^  В самых разных областях: техники, медицины, экономики, ор­
ганизации производства и т .д . |Н зе>з8] .
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большого числа элементов (событий) и из-за  сложной структуры 
связей , которая к тому же часто является изменчивой во време­
ни. Очевидно, значение знаний о структуре этих взаимозависи­
мостей на всех этапах анализа и синтеза таких систем [ п  3. 
Именно на выявление основных свойств таких структур нацелены 
имеющиеся и разрабатываемые методы кластеризации. Однако при­
меров использования этих методов в выявлении указанных струк­
тур МаЛО [1 2 , 1 5 , 6 1 , 6 9 , 8 3 , 85- 88] .
Мы полагаем, что имеются две главные причины, затрудняю­
щие широкое внедрение методов кластеризации в этой области:
1) существующие методы кластеризации опираются на функ­
ции, оценивающие сходство-различие пары элементов вне зависи­
мости от множества, в котором эти элементы взаимодействуют и 
от которого поэтому зависит их сходство; тот очевидный факт, 
что данную пару элементов в одном случае следует признать как 
пару сильно похожих элементов, в другом случае необходимо раз­
личать, -  такие функции принципиально не могут учесть;
2) результаты, которые обычно предоставляются программами 
кластерного анализа, -  это чаще всего лишь перечни состава 
кластеров, иногда эти перечни сопровождаются результатами эле­
ментарной статистической обработки внутри кластеров, еще реже 
для выделенных кластеров предлагается математическая модель, 
позволяющая новые не участвующие в обработке элементы класте­
ризовать (отнести к нужному кластеру); лишь совсем недавно в 
связи с намечающейся интеграцией работ по кластерному анализу 
и по созданию так называемых экспертных систем стала осознава­
ться проблема необходимости, чтобы результат кластеризации со­
провождался развернутым его объяснением, а еще лучше обосновы­
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вающими аргументами. Сверх этого необходимо иметь специаль­
ные диалоговые средства обсуждения этих результатов с пользо­
вателем с целью активного осознания им своего уровня доверия 
к результату и получения возможности его коррекции без привле­
чения специальных исследований собранного информационного мас­
сива или для выработки решения, что такие исследования необхо­
димы [2,7,70,89-93].
С учетом сказанного, становится актуальным попытаться по­
строить новый метод кластеризации на базе поставленной во вто -
ê
рой главе задачи нахождения в информационном массиве подмноже­
ства аналогов (ассоциативного образа) любого заданного элемен­
та. Первая причина: тесная содержательная связь этой задачи с 
задачей, которую решают методы кластеризации (построение клас­
теризации -  это именно процесс анализа структуры аналогов для 
каждого элемента кластеризируемого множества). Вторая причина 
более существенна для данного рассмотрения решения задачи по­
иска ассоциативного сбраза, представленное в той же второй гл а ­
ве, базируется именно на "контекстной" оценке сходства объек­
тов (принадлежность вектора х  из информационного массива X 
к заданному вектору Q определяется с учетом глобальной ин­
формации о связях X и е  " н а  фоне " X  ) ,  и, кроме того, 
оно помимо состава ассоциативного образа К (в) вектора е  в 
массиве W включает специальное описание и внутреннего строе­
ния К(е) , и характеристики "его места" в X , и, наконец, опре­
деление структуры цризнакого пространства, объясняющего проис­
хождение найденного К f e j . Другими словами, это решение полно­
стью удовлетворяет двум указанным выше требованиям, в несоблю­
дении которых мы видим основные трудности внедрения методов
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кластеризации в область анализа и синтеза информационных сис­
тем.
Таким образом, возникает новая задача настоящей диссерта­
ции -  предложить метод кластеризации, удовлетворяющий указан­
ным требованиям, опираясь на модель ассоциативного образа и на 
то , что сама,модель, как это уже отмечалось, удовлетворяет ука­
занным требованиям). Решение этой задачи составляет содержание 
следующего параграфа настоящей главы. В последнем параграфе мы 
рассматриваем специальную задачу кластеризации -  выявление од­
новременно системы кластеров и макроструктуры, определяющей 
взаимозависимости между ними. Эта задача особенно часто возни­
кает при анализе функционирования сложных информационных комп­
лексов [ 94 J. В §3.3  показывается, что в этом случае (специальной 
задачи кластеризации) перспективно разрабатывать новые методы, 
опирающиеся на предлагаемую в диссертации модель ассоциативно­
го образа.
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§3.2. Теоретико-множественная структура ассоциативных 
образов и ее использование в задаче кластерного 
анализа
Основная цель настоящего параграфа -  рассмотреть новые 
возможности в разработке кластерных процедур, которые дают не­
посредственно только ассоциативные образы кластеризуемых объ­
ектов, без использования сопровождающей детальной информации 
о строении этих образов. Эти дополнительные возможности будут 
очевидны после указанного рассмотрения, и поэтому мы на них 
останавливаться не будем.
Итак, речь пойдет о задаче кластеризации элементов множе­
ства W- {4 , Z , , . .  tN]  , каждый 'Y" ( i - i j ÿ )  из которых в исходном 
представлении описан своим вектором x l -{х/ ,  Jtf, . . . ,  х "  j значе­
ний признаков из множества { x f , t z i , n  5 • Этот первонача­
льный массив / =Цх [ I l исходных данных в соответствие со схе-
/  (г \ £ j ïïlx к
мой анализа, описанной в §2.2, преобразуется в массив Y =Цу^ 11^  
коэффициентов похожести каждого элемента -í^W с некоторым вы­
деленным элементом "с" также принадлежащим W (c’e W ) . После этого 
для выделенного элемента "С" строится его ассоциативный образ 
К ( х Л  . Повторяя эту процедуру /V раз все время для нового 
элемента из \Л/ мы получаем семейство ассоциативных образов в 
W  всех элементов i из этого \Л/ . Обозначим это семейство че­
рез К. :
К = { К ( ч ) , К ( х г ), С 7 0  )
Рассмотрим три из различных возможных типов бинарных отно­
шений, которые непосредственно устанавливаются на элементах из
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\Д/ с помощью построенного семейства АС :
I. Отношение "элемент х элемент" ("согласованы") зада-
N
ется матрицей Д- Цо^  Иы » гДе
если для всякого
[ ^ К ( х с) => } € К( Хе )  ] ;
О, в противном случае
имеем
2. Отношение "образ х образ" ("пересекаются") задается
/у
матрицей 8  - Il &LJ llN , где
j I I ,  если K(xL ) Л К (Xj ) ?  ф j 
 ^ 0, в противном случае .
3, Отношение "элемент х образ" ("находится 6 ") задается 
матрицей С  -/ (  СуЦ*,  где
(I ,  если С е. К  ( X j  ) ,
С' с н
 ^ 0, в противном случае.
Можно интерпретировать матрицу /) как матрицу смежности 
ориентированного графа, построенного на W как на множестве 
вершин. Тогда разбиение этого графа на компоненты связности -  
один из вариантов кластеризации элементов из W . Другойæ a -  
логичный по способу построения, но не по результату, вариант 
получается, если вместо Д  использовать для тех же цепей матри­
цу ß  (ей соответствует, очевидно, уже неориентированный граф).
Рассмотрим теперь матрицу С . Разобьем ее строки на не- 
пересекающиеся группы в соответствие с правилом:
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* •
t -  я и ^ -  я строки объединяются в одну груш у,
если они совпадают, т .е .  если вектора Ос }. . . зQt n j
к > ° / Л  р эвш  •
Обозначим построенную таким образом кластеризацию через 
5г } . .  . , SL } , где t  -  число ее кластеров U^L  ) .
Будем интерпретировать элементы семейства К  ассоциативных 
образов как свойства, наличие (или отсутствие) которых можно 
легко проверить у любого элемента из VV (свойство есть, если 
этот элемент входит в соответствующий образ). В этих терминах 
построенную кластеризацию можно охарактеризовать следующим обра­
зом: для любой пары элементов Lf j  , принадлежащих любому клас­
теру 5<£ из S  в наборе свойств К нет ни одного, которое бы 
их различало (считается, как обычно, что свойство различает 
два элемента, если у одного из них оно имеется, а у другого от­
сутствует) .
Интересно, что кластеризацию S можно получить и как ком­
поненты связности графа, определенного на W с помощью матрицы 
f\ ~ jlQíj iß , являющейся прямым аналогом матрицы ft :
° г
I ,  если для каждого верно, что
[<■* к  (хе) е К (х е)]=*> и  )],
О, в противном случае.
( 71)
Указанная связь между кластеризацией 5 и семейством 
ассоциативных образов не исчерпывает отношений между ними. Цель 
дальнейшего изложения состоит в том, чтобы показать, как на ос­
нове анализа чисто теоретико-множественных соотношений между 
подмножествами из 3 и из К можно стандартным способом строить 
кластеризацию, которая существенно более тонко отражает струк-*
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туру ассоциативных связей между элементами W . С точки зрения 
этого построения кластеризация .5 выступает как исходная.
Построение состоит в
1) формировании кластеризации, которую будем называть ба­
зовой,
2) выявлении структуры базовой кластеризации в виде нес­
кольких слоев и агрегирования, уровни которого упорядочены по 
этапам процесса агрегирования.
Формирование базовой кластеризации сводится к нахождению 
для каждого Í-4JL подмножества 7 f ^ lx i } • Ясно, что 5е£Те » 
Семейство T =\Ti}TZt..^TL} будем называть базовой кластеризацией. 
Для каждого кластера 7  ^ , множество будем называть
его ядром, а множество 7  ^\  5  ^ -  оболочкой (размытой частью 
кластера). Очевидно, что базовая кластеризация, вообще говоря, 
имеет пересекающиеся кластеры (последнее не имеет место, если, 
в частности, 7^ = Л', K fe )  ~ 5^ ) .
Под структурой кластеризации Т  будем подразумевать граф 
Г(т, V) » У которого элементы Т  (кластеры 7^ , [  = /, L ) -  
это вершины, а дуги определяются по правилу: ~ , 7J ) , если
£  Те . Содержательный смысл импликации, индуцированной ду­
гой 1Г^ е , заключается в суждении: "из факта принадлежности эле­
мента кластеру 7^ следует, что он принадлежит также и класте­
ру ц  .
Назовем структуру р (Т , V) корректной, если для каждого 
в -  /  Д выполняется условие: из того, что V  , сле­
дует, что у ß —ой вершины имеется петля . Другими сло­
вами, импликация 1Г^  в корректной структуре имеет место тогда 
и только тогда, когда ядро »% находится вцутри своего класте-
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pa .П о  построению структура Г(Ту) базовой кластеризации 
всегда является корректной.
Определение. Граф Г(Т'У) называется агрегированной струк­
турой корректного графа r(Tt V) , если:
1) Т  -  это разбиение Т  как множества на подмножества 
(кластеры следующего уровня), каждое из которых соответствует 
полному подграфу графа Г  (T, V) ;
2) V  означает, что в имеется вершина 7[ е Т  , а 
в Те -  вершина"ÇeT9 такие, что 2 / ^ V  в Г (Т у),
При этом Т '  называется агрегированной кластеризацией.
Определим в агрегированной кластеризации Т  ядро и обо­
лочку макрокластера 7£' как объединение соответственно ядер и 
оболочек всех входящих в 7^ исходных кластеров из Т  . Тогда 
легко показать, что граф Г (т У )-  это вновь корректный граф.
Поскольку построение нового (агрегированного) корректного 
графа может привести к возникновению на нем новых полных под­
графов, которых ранее не было в графеГ(Т,У),  то повторное при­
менение операции агрегирования теперь уже к Г[ Т‘]/‘)  может дать , 
вообще говоря, новую информацию в виде следующего уровня агре­
гированную структуру -  граф Г(Т'[ V Такой процесс последова­
тельного агрегирования имеет естественное условие останова -  
ситуацию, когда дальнейшее применение указанной операции агре­
гирования невозможно.
Описанный процесс -  новая агломеративная процедура, кото­
рая начинается с базовой кластеризации Т  , имеющей L  класте­
ров и заканчивается максимально агрегированной кластеризацией 
Г *  с числом кластеров L* ÍL*^L)  .
Важно, что на каждом уровне в полученной в результате этой
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процедуры структуре имеется кластеризация, которая предста­
влена в двух формах: ядерной, когда кластеры -  ядра не пере­
секаются, и размытой -  с пересечениями между оболочками клас­
теров, причем ядерные формы образуют свое агломеративное де­
рево агрегации, а размытые -  свое. Связь этих двух деревьев 
описывается отношением, которое формализовано структурой 
п т ,  где обозначение волна" ~  "над символами Т  и V под­
черкивает, что речь идет о некотором, вообще говоря, промежу­
точном уровне агрегирования.
Описанный агломеративный процесс существенно зависит от 
того, каким способом разбивается текущий граф Г(Т, 1/] на полные 
подграфы. А разных вариантов такого допустимого разбиения (а г -  
регирования) Т  и соответственно V  может быть несколько.
Эта многовариантность может послужить и на пользу дела -  
для представления пользователю некоторых вариантов агрегирова­
ния с целью, чтобы окончательную кластеризацию он выбрал само­
стоятельно.
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§3.3. Алгоритм обработки данных, представленных 
в форме графа информационных связей
В области разработки и исследований сложных информаци­
онных систем с начала шестидесятых годов традиционным языком 
описания является язык теории графов. В §5J было показано, что 
даиные,представленные в форме графа, несут существенную спе­
цифику с точки зрения постановок задач кластеризации такой ин­
формации. В указанных работах были предложены и первые такие 
специальные постановки задач, и первые алгоритмы их решения.
Главная специфика возникающих в этой области задач клас­
теризации включает:
1) необходимость различать два описания вершины графа -  
описание структуры входящих в нее дуг и описание структуры ее 
исходящих дуг,
2) необходимость не только кластеризации вершин графа по 
двум указанным описаниям, но и построение агрегированного гра­
фа, вершинами которого выступают кластеры, т .е .  наряду с клас­
теризацией представления макроструктуры связей между кластера­
ми.
Таким образом, специфику этих задач можно представить как 
требование объединять в кластеры не столько вершины, которые 
сильно связаны между собой, как это делается в общих методах 
кластеризации, сколько объединять в кластеры вершины, у кото­
рых "похожи" структуры и входящих и исходящих из них дуг. Та­
кая переформулировка требований к методам решения задач клас­
теризации вершин информационного графа непосредственно подска­
зывает способ применения для этих целей разработанной во вто­
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рой главе модели ассоциативных образов.
Действительно, если обозначить через М(Г)=Цту11* мат­
рицу смежности анализируемого графа:
/ 7 7 -
I ,  если в графе Г есть дуга С C J  )
V.
О, в противоположном случае,
( 7 г  )
то в качестве простейшего описания множества вершин этого 
графа можно в зя ть  расширенную матрицу
= ( м ( г ) , м Г( г )  ),
где через МТ(Г) обозначена матрица, транспонированная к. М (Г ). 
Первые А/ компонент строки этой матрицы -  это элементы матри­
цы М(Г), т .е .  описание структуры исходящих дуг соответствующей 
вершины графа, а вторые/У компонент ее -  это элементы матрицы 
МТ(Г ), т .е . описание структуры входящих дуг той же вершины.
Далее на базе модели ассоциативного образа, предложенной 
во второй гл а в е , мы строим алгоритм кластеризации вершин ин­
формационного графа по их описаниям, представленным в виде 
строчек матрицы .
Будем называть запрос максимальным, если все компоненты 
соответствующего ему вектора е  равны " I " .  В нашем случае р аз­
мерность пространства, в котором задан информационный массив 
(м атрица^ ) и вектор запросов, равна 2/У .
Вырожденным ассоциативным образом запроса S  будем назы­
вать  такой образ, при построении которого полагаем, ч то^= х^ , 
т . е .  когда компоненты исходных векторов трактуются как некото­
рые коэффициенты сходства их с запросом G .
В предлагаемом ниже алгоритме искомая кластеризация мно­
жества W вершин графа Г строится как последовательная про-
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цедура исчерпания этого множества вырожденными ассоциатив­
ными образами максимальных запросов.
На основе информации из матрицы ^  с помощью процедуры, 
описанной в §2.3 , отыскивается вырожденный ассоциативный об­
раз максимального запроса. Обозначим его через К (K*&\hl).
Далее с помощью процедуры выделения подмножества типич­
ных признаков для К* , описанной в §2.4 , находим в W  подмно­
жество Г  вершиц, каждая из которых имеет много дут, ведущих 
в КУ . При этом элементы F несут пометку типа дуг, которые 
связывают их с К* -  входящие или исходящие из КУ (в соответ­
ствие с блочным представлением матрицы V через матрицы MC Г) 
и МТ(Г ). Другими словами, каждый элемент из W в F  имеет знак, 
который указывает, что он рассматривается только как "вход" 
или только как "выход" из К* , т .е .  один и тот же элемент W  
может встретиться в F дважды. Поэтому выделим из F отдельно 
подмножество Fz "зходов" в KJ и отдельно подмножество Fe "вы­
ходов" из . Вообще говоря, FTÍ\ \-с-ф  .
Теперь мы готовы, чтобы построить первые три кластера 
вершин графа Г :
K { ' F ' \ K ' , к ‘ , k ‘0 - fl. \ k ‘ . С 7 3 )
В качестве макроструктуры, которая по построению должна 
связывать эти три кластера, естественно рассмотреть следующий 
трехблочный комплекс:
86
Блок К* этого комплекса интерпретируется как блок "пере­
работки информации", блок -  "поставщик" информации для
I i
К (его справочная), а блок К0 -  "потребитель" результатов 
обработки, которая проводится в К'1 .
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Глава 4
ЭКСПЕРИМЕНТАЛЬНАЯ АПРОБАЦИЯ МОДЕЛИ АССОЦИАТИВНОГО ОБРАЗА, 
ЕЕ ИСПЫТАНИЕ И ИСПОЛЬЗОВАНИЕ ПРИ КОНСТРУИРОВАНИИ БЛОКА
§ 4.1» Организация экспериментального исследования
Модель ассоциативного образа, представленная в гл . 2 и 3 ,
-  это весьма общий подход и к задачам конструирования СУБД 
АСУ, и к задачам обработки сложных данных вообще. Он являет­
ся общим не только потому, что используемый в нем аппарат сла­
бо специфицирован (например, допускает использование произ-
взаимозависимости элемента и множества). Он общий и из-за  
большого разнообразия своих структурных особенностей (разно­
образия процедур описания внутреннего и внешнего строения мно­
жества аналогов для данного запроса).
Реализация этого подхода в достаточно полном объеме -  это 
разветвленный пакет программ, осуществление которых есть боль­
шое самостоятельное научное исследование.
Для апробации модели, которая есть главная цель настоящей 
главы, необходимо реализовать программно лишь серию процедур 
и сконструировать из них комплекс, приспособленный для экспе­
риментального исследования модели. Выполнение такой работы 
потребовало построения плана этого экспериментального иссле­
дования. Этот план был составлен с учетом целей и задач дис­
сертации, сформулированных в § 1 .4 . Его изложению как раз и 
посвящен настоящий параграф.
Отправной точкой разработки явилось представление, что не­
обходимо создать несколько различных модельных эксперимен­
ДИСПЕТЧЕРИЗАЦИИ В АСУ ПОЛИКЛИНИКИ
вольных монотонных по второму аргументу функций оценки
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тальных ситуаций, каждая из которых, с одной стороны, могла 
бы служить прототипом массовых прикладных исследований, а с 
другой стороны, позволяла бы тем или иным образом применить 
разработанный аппарат ассоциативных образов и оценить перс­
пективность такого применения (его содержательную адекват­
ность и методическую работоспособность). В основе этого пред­
ставления лежала установка: новизна предлагаемой модели ассо­
циативного образа должна вызывать сильные затруднения в реше­
нии вопросов, как и где ее использовать на практике. И глав­
ная трудность не в том, чтобы уметь априори оценить ожидаемый 
эффект, а в том, что привычные приемы применения стандартных 
методов выявления эмпирических закономерностей не пригодны, 
чтобы утилизировать эту новую модель.
Таким образом, было решено сначала придумать, как и где в 
принципе можно было бы применить модель, чтобы результат это­
го применения было легко оценить, интерпретировать, продемон­
стрировать. Затем необходимо было каждую такую виртуальную 
ситуацию эксперимента конкретизировать, т .е 0 найти совершен­
но определенный экспериментальный материал и приспособить к 
нему схему апробации нашей модели.
В соответствии с целями диссертации, поставленными в § 1 .4 , 
область внедрения предложенной модели -  разработка АСУ поли­
клиники. Ее мы также рассматривали и как сферу апробации мо­
дели. Такого рода АСУ только-только создаются. Поэтому иссле­
дование в этом направлении прежде всего должно ответить на 
вопрос -  каков главный алгоритм функционирования такой сис­
темы.
Ниже описываются три совершенно разные виртуальные ситуа­
ции проведения экспериментального исследования по анализу 
массивов информации с указанием, как в них можно использо­
89
вать нашу модель* Это описание по необходимости носит качес­
твенный, ориентировочный характер. Ниже описываются характе­
ристики проведения экспериментов«
I* Классификация ключевых слов журнала ИФАК "Автоматика". 
Этот журнал Международной федерации по автоматическому управ­
лению (Изд. Пергамон Пресс, Лондон) использует список ключе­
вых слов, состоящий из 565 терминов (Приложение I ) .  В 1983г. 
Комитет по публикациям ИФАК принял решение о необходимости 
усовершенствования этого списка и попросил Технический коми­
тет ИФАК по терминологии и стандартизации рассмотреть модер­
низации терминов автоматизации. Задача состоит в следующем:
-  исключить термины, которые "устарели";
-  объединить в общие термины те , которые покрывают слиш­
ком узкие области;
-  детализировать термины, которые в процессе развития нау­
ки стали слишком обобщенными и созрели до разделения на под­
термины.
В этой работе участвуют десятки специалистов по терминоло­
гии и выдающиеся ученые по автоматическому управлению. Во вре 
мя Всемирного конгресса ИФАК в 198Аг. была собрана информация 
о научных интересах более 1000 участников на основе этого же 
списка ключевых слов. Поэтому возникла идея использовать этот 
массив информации и способствовать вышеупомянутой терминоло­
гической работе.
В результате анализа этого массива информации с помощью 
методов из гл . 2 была получена классификация ключевых слов 
и выдвинуты предложения по модификации списка терминов.
При появлении новых направлений и областей научных иссле­
дований имеется только ограниченный круг специалистов, кото­
рые разрабатывают эти направления и области, причем в доволь­
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но узком спектре возможных приложений
Если в дальнейшем новое направление развивается, то проис­
ходит разветвление дерева исследований и появляется ряд под­
терминов. При широком развертывании данной области эти подтер­
мины поднимаются до ранга терминов. Мы видели такое явление в 
таких областях (терминах), как адаптивное управление, САПР 
или искусственный интеллект. На настоящем этапе развития эти 
термины уже не могут быть ключевыми словами списка, который 
используется журналом ИФАК 11 Автоматика", и должны быть детали­
зированы.
Повышенный интерес специалистов по терминам часто объясня­
ется вышеупомянутым фактом. Однако надо отметить, что причи­
ной такого сверхинтереса может быть и настоящая популярность, 
показывающая высокое значение и перспективность данной облас­
ти.
Если специалисты по терминологии проводят глубокий анализ 
самых популярных терминов, то они могут исключать из их спис­
ка те ключевые слова, которые требуют дальнейшего разбиения. 
После такой фильтрации мы получим список областей автоматиче­
ского управления, вызывающий самый высокий интерес специалис­
тов.
По просьбе Программного комитета следующего Всемирного кон­
гресса ИФАК, который будет проводиться в 1990г., мы провели 
дополнительный анализ и выбрали основные области научных ис­
следований, по которым рекомендуется пригласить докладчиков 
пленарного заседания Конгресса и провести специальные заседа­
ния за круглым столом.
Руководители Международной федерации по автоматическому 
управлению заявили о необходимости создания автоматизирован­
ной системы управления для постоянного усовершенствования тер­
минологии в области автоматизации, которая способствует со­
зданию терминологических словарей ИФАК и выбору тематики на­
учных мероприятий, организованных Федерацией.
2. Выявление социально-экономических закономерностей. Со­
циально-экономические исследования, которые проводятся все в 
более увеличивающихся масштабах различными общественными и 
государственными организациями, опираются на анализ больших 
баз сильно изменяющихся комплексных данных. Очень важно, что 
эти базы быстро изменяющейся информации являются в каждый мо­
мент исследования уникальными и крайне слабо или совсем не 
изученными. Поэтому в практике социально-экономических иссле­
дований часто необходимо решать задачу быстрого проведения 
ориентировочного анализа с целью выявления грубых закономер­
ностей в этих больших уникальных меняющихся данных.
Типичный подход состоит в том, что выделяются два поднабо­
ра признаков -  объясняющий и объясняемый L94 ] .  По первому весь 
банк сортируется на кластеры так, что каждый кластер соответ­
ствует одной из возможных комбинаций значений первого набора 
признаков (каждый признак имеет конечное множество значений).
В объясняемом наборе признаков выделяются одна-две комбинации 
значений, для которых у исследователя имеется гипотеза об их 
распределениях по множеству комбинаций первого набора призна­
ков. Эту гипотезу он проверяет стандартной процедурой сорти­
ровки. В то же время исследователь рассматривает конкретную 
объясняемую комбинацию значений признаков из второго набора 
лишь как представитель некоторого более широкого подмножест­
ва объектов. После построения распределения интересующей ком­
бинации по комбинациям объясняющего набора он строит искомое 
распределение на подмножестве объектов, на которых встречает­
ся комбинация значений признаков второго набора. Если ветре-
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чающаяся комбинация отличается от заданной им комбинации зна­
чений этих же признаков на малую величину в единицах заранее 
выбранной оценки сходства таких комбинаций, то проверяемая 
гипотеза принимается G e ,  7 2 , 7 3 , 8 4 , 9 1 , 9 6 - 1 0 2 ] .
Таким образом, задача выявления закономерностей оказывает­
ся тесно связанной с задачей выявления множества аналогов дан 
ного запроса. Поэтому у нас имеется возможность в саму поста­
новку обсуждаемой задачи ввести существенное изменение. Имен­
но, вместо искомого распределения для множества традиционных 
аналогов построить распределение для ассоциативного образа 
выбранной им комбинациио Если материал исследования выбран 
так , чтобы результаты можно было просто оценить с содержатель 
ной точки зрения, то получаем третью возможность апробировать 
предлагаемую модель ассоциативного образа.
3 . Схема работы АСУ поликлиники. В настоящее время, когда 
компьютеризация проникает практически во все отрасли медици­
ны, открывается возможность сделать диспансерное обслуживание 
населения не только вскрывающим латентную заболеваемость, но 
и прогнозирующим ее возникновение и развитие.
В последние годы для совершенствования этого обслуживания 
и особенно первых его этапов во всем мире разрабатываются ан­
кетно-компьютерные методы доврачебного осмотра здорового на­
селения.
По самому замыслу такого рода опросы нацелены на общенаци­
ональный охват населения.
Вместе с тем, это не просто опросы, а и заключения преду­
преждающего характера о том, к каким врачам данному обследо­
ванному следует обратиться.
Ясно, что такого рода механизированные обследования могут 
играть лишь роль селектора, выделяющего группу населения с
повышенным риском заболеваемости«. Их важнейшее свойство, ко­
торое выделяет их из других методов, состоит в том, что об­
следуемый сразу получает варианты решения, к каким врачам 
ему следует обратиться.
Такие компьютерные системы доврачебного осмотра работают 
на основе грубых принципов:
1) ответ на один вопрос анкеты -  "есть" или "нет" соответ­
ствующей жалобы (есть также ответ "не знаю");
2) каждая жалоба связывается только с одним врачом-специ- 
алистом;
3) рекомендация, к каким врачам обратиться, составляется 
по правилу -  ко всем тем, в списках жалоб которых больной вы­
брал не менее чем заранее фиксированное число Я .0 .
Первый принцип касается только типа анкеты, а второй и 
третий -  метода ее обработки.
С современных воззрений теории распознавания указанный ме­
тод, конечно, не выдерживает критики. Во-первых, он игнориру­
ет фундаментальный факт, что жалобы можно оценивать только 
совместно, а не изолированно каждую. Во-вторых, он противоре­
чит общепринятым в медицине представлениям, что одна и та же 
жалоба может иметь отношение к разным врачам. Наконец, в нем 
не учитывается содержание жалоб, а оценивается только их чис­
ло, причем пороговое число, с которым сравнивается достигну­
тое, одинаково для всех специалистов.
Хорошо известно, как строятся решающие правила в подобных 
ситуациях в соответствии с теорией распознавания образов Ер 3] .  
Такой подход можно было бы использовать и в данном случае, на­
пример, в следующем виде.
Обучающая выборка -  анкеты с ответами обследованных и за ­
ключениями экспертов-врачей, которые изучили каждую такую ан­
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кету и указали, куда следует направить соответствующего оп­
рошенного.
После того как такая выборка сформирована, на ее базе ре­
шается столько задач обучения распознаванию, сколько врачей- 
специалистов имеется в общем списке возможных для направле­
ния. При этом каждый такой раз обучающая выборка разбивается 
на два кластера обследованных: один кластер -  это те обследо­
ванные, которым рекомендовано пойти к данному врачу, осталь­
ные -  которые не получили такую рекомендацию.
Вместе с тем, если последовательно придерживаться пред­
ставления, что жалобы одного индивида -  это структурное об­
разование, отражающее статус и состояние его здоровья, то 
изолированное прогнозирование каждого врача-специалиста вызы­
вает возражение.
Нам представилось перспективным рассмотреть поставленную 
задачу под углом зрения разработанной модели ассоциативного 
образа.
С этой точки зрения ситуация характеризуется следующей ин­
формацией. Накоплен специальный массив данных -  результатов 
опросов по заданной анкете на представительной выборке обслу­
живаемой популяции. Для каждого человека, попавшего в выбор­
к у , квалифицированный врач-эксперт дал заключение о целесооб­
разных дополнительных обследованиях этого человека у других 
специалистов-врачей.
Результаты анкетирования вновь опрошенного человека систе­
ма рассматривает как запрос, для которого она строит ассоциа­
тивный образ в накопленном массиве. В итоге оказывается, что 
для данного проанкетированного лица в выборке целенаправлен­
но будет отобрана специальная подвыборка аналогов (по системе 
жалоб).
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Поскольку для каждого элемента этой выборки известны не 
только результаты анкетирования, но и экспертное заключение 
о целесообразных направлениях к врачам-специалистам, представ­
ляется рациональным использовать эту вторую информацию о мно­
жестве аналогов в качестве базы для автоматического формиро­
вания искомого решения.
На данном множестве аналогов, прежде всего , следует опре­
делить два списка врачей-специалистов. Первый включает специ­
алистов, рекомендованных экспертами каждому из лиц из сформи­
рованного множества аналогов. Второй включает всех специалис­
тов, которые встретились в рекомендациях хотя бы у одного ли­
ца, попавшего в множество аналогов. Первый список обозначим 
у П  у  ^
через А , а второй -  через л  • Ясно, что рекомендация -  
список X для данного человека, к результатам анкетирования 
которого подобрано множество аналогов, должен удовлетворять 
условию
XU 2  X 2  Х °  (7 5 Г)
Вспомним, что речь идет, с одной стороны, о выборке реко­
мендательного списка врачей для данного конкретного опрошен­
ного, а с другой стороны, -  что опрашиваемый это представитель 
потока людей, которых обслуживает данная конкретная поликлини­
ка со своей структурой интенсивностей обслуживания. Последняя, 
очевидно, характерна для относительно небольшого интервала вре­
мени. Поэтому возникает задача связать формирование рекоменда­
ций на запрос с информацией о загрузках врачей на этот период 
времени.
Пусть u ( x , i )  -  среднее время ожидания к врачу вс в мо­
мент времени t  • На момент " t0 получения результатов анке­
тирования данным человеком имеем два ряда чисел:
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U0 = < U- 0-1 Л), и (г г,10),. U(^Ln;'t»)> ,
Uu = ^  u ( x , , Ц  U. (X2,t>)2 - • ■ f IA ( ^ l0 / 10)^  j
которые соответственно определяют структуру занятости врачей 
из X и из А (первый ряд , очевидно, является частью вто­
рого) •
Заранее фиксируется критическое время ожидания Т к , пре- 
вышение которого определяет, что человек не может быть обслу­
жен врачом в день обследования, и поэтому ему следует рекомен­
довать посетить врача на следующий день»
Через Un ( T k P)  и ( .Т к р )  обозначим ряды чисел, ко-
нп миторые получаются из построенных рядов U  и U соответст­
венно вычеркиванием элементов, которые превышают порог Т ^ р  .
В дальнейшей работе сначала участвует список врачей X Пкр), 
если ряд Un ( 1 kp) оказался непустым. Если же этот ряд пуст, то 
список врачей X  (Т*р), характеристики занятости которых пред­
ставлены в и и( т кр ) .  Если же и ряд U  (~Пср) оказался пуст,
ч/ П 1 v n A s
то используется первоначальный список Л (когда Л =■ Ф  ,
V  üберется весь д  ) .
Один из этих списков в зависимости от указанных условий и 
в указанной последовательности предпочтений предъявляется про­
анкетированному человеку как результат анкетирования. Список 
сопровождается следующими пояснениями.
Из результатов анкетирования следует, что Вам желательно 
получить консультацию по Вашим жалобам у одного из врачей 
предлагаемого списка. Желательно, чтобы Вы получили ее сегод­
ня (это  пожелание указывается в случаях X (Т^р) ф  ф  и х и(гт )г*  
ф  ф  )«• Кроме того , укажите, к какому из них подойдете.
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После посещения выбранного врача необходимо подтвердить 
системе факт его посещения. Тогда от системы Вы получите или 
новую рекомендацию, какого специалиста и когда в эти дни Вам 
следует посетить, или указание срока, через который требует­
ся вновь посетить поликлинику для нового профилактического 
осмотра.
Предполагается, что посещение врачей заканчивается одним 
из трех видов указаний: указанием по текущей терапии, направ­
лениями на инструментальные анализы, направлениями к другим 
врачам-специалистам. Указания, которые делает врач, он сооб­
щает обследуемому и системе. Система далее ведет больного в 
соответствии с тактикой мероприятий, предложенных врачом. Она 
играет роль диспетчера, формируя расписание, определяющее ко­
гда и в какой последовательности следует выполнять предписа­
ния врача.
Если же врач ничего не рекомендовал ( т .е .  с его узкоспеци­
альной точки зрения человек здоров), то система вновь на базе 
списков Х ' ; X и числа Т кр  (это число могло сильно из­
мениться) формирует скорректированный список врачей, рекомен­
дованный ею для прохождения консультаций данным обследуемым.
I
§ 4 .2 . Характеристики экспериментальных данных 
и особенности программной реализации
Для первой серии экспериментов был использован материал 
исследования, проведенного лично автором настоящей диссерта­
ции.
В 1984г. был проведен опрос всех участников Конгресса ИФАК 
о сферах их интересов. Для этого был использован список клю­
чевых слов журнала ИФАК "Автоматика". Результаты опроса были 
представлены в виде булевой матрицы объект-признак, где объ-
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ектами были ключевые слова, а признаками служили участники 
Конгресса. Таким образом была построена матрица 'Рíp
4421*) , элементы которой принимали значе­
ние " I ” , если L —й термин попал в сферу интереса р - г о  участ­
ника Конгресса.
Вторая серия экспериментов базировалась на файле данных о 
распределении признаков, определяющих качество благоустройст­
ва школьных зданий Владимирской области РСФСР. Эти данные бы­
ли любезно представлены автору отделом моделирования Главно­
го вычислительного центра Министерства просвещения СССР, ко­
торый заинтересовала наша разработка с точки зрения ее ис­
пользования в расчетах, требующих получения обобщенных и опе­
ративных оценок уровня социально-экономического развития школь­
ной сети в разных регионах республики. Размер файла -  более 
800 записей, каждая длиной в 10 признаков.
Наконец, для проведения третьей группы экспериментов, ко­
торые направлены на практическое внедрение, -  эксперименталь­
ную отработку одной из моделей нового типа АСУ -  АСУ поликли­
ники городского региона -  было проведено специальное обследо­
вание. Это обследование было проведено лабораторией № 38 Ин­
ститута проблем управления АН СССР. Оно включало создание спе­
циальной компьютерной системы доврачебного осмотра. В ее ос­
нову была положена специальная модификация вопросника, разра­
ботанного в Корнельском университете, которая учитывала спе­
цифику советской популяции опрашиваемых. В разработке этой 
модификации принимал участие Институт психологии АПН СССР и 
методическая служба Министерства здравоохранения СССР.
На созданной системе было опрошено 53 человек, которые бы­
ли здоровы на момент опроса. Результаты опроса были представ­
лены терапевтам высокой квалификации, занимающимся специаль-
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но исследованиями по вопросам организации диспансерного об­
служивания.
В соответствии со схемой предстоящей обработки, которая 
была описана в предыдущем параграфе и разработана диссертан­
том, врачи-специалисты на основе информации о результатах оп­
роса сформировали для каждого опрашиваемого рекомендации: к 
каким врачам ему следует обратиться (или отмечали, что на пе­
риод обследования для данного человека консультация врачей не 
требуется).
Эти два типа данных -  результаты опроса по вопроснику Кор- 
нельского университета и рекомендации врачей -  служили исход­
ной информацией для построения экспериментальных схем функци­
онирования создаваемой АСУ.
Схемы обработки и их программная реализация, на основе ко­
торых проводилась стробация модели ассоциативного образа. В 
отличие от идеализированного описания модели, представленно­
го в гл . 2 и 3 диссертации, где все конструкции строились на 
учете только наличия свойств ( т .е .  значений "I"  соответствую­
щих признаков) в обрабатываемых векторах, в практически реа­
лизованных схемах была предусмотрена возможность строить мо­
дель ассоциативного образа и на основе анализа отсутствия 
этих свойств ( т .е .  значений "О" соответствующих признаков).
Кроме того, в отличие от гл . 2 и 3 , где все построения опи­
раются на нахождение ядра монотонной системы с весовой функ­
цией
ч г М )  = * - |  YJ  - ^ 1 * 1  ;
в созданном программном комплексе можно использовать для тех 
же целей ядра другой монотонной системы с весовой функцией
ЗГ ( ч н) = >  l y l  -  *  l Y Mly
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где
Основанием для такого решения послужили работы L 42 1  , 
которые показали, что совместное использование этих двух ти­
пов монотонных систем существенно упрощает анализ конечного 
результата, так как легко позволяет оценить результат на ус­
тойчивость (по сходству ответов, даваемых порознь этими дву­
мя монотонными системами)»
В реализованной схеме наряду с ассоциативными образами (их 
четыре с учетом, что отдельно ведется обработка на значениях 
" I"  и на значениях "О" с использованием ü t t í .H )  и T C (i,« ) )  
строились и их внутренние и внешние структурные характеристи­
ки. Пусть Q ( e )  -  обозначение, общее для любого из указанных 
ассоциативных образов. На его основе строились следующие ряды 
образов:
Q .k (e )=  U Q CO 
’  J ' )  '
2 )  )
5) v e(l| Q ( ' , j ) =  U V  ,Q ie <0 /
<0 e, (qw)=a 4i-,QCe2^... ,e u t e o ©  ' '  2k(Q(e*kJ  'A  .Q C e tO yI £ QjS-ib-y
5) Q C « ) ,f C <*),<% (f C W ), . . .
6) f ( 0 , Q  (F ) ,  F  . . .
Обратим внимание, что образы из рядов I ,  5 , б -  это те , 
которые были введены в гл . 2, а образы из рядов 2 ,3 , 4 -  их 
модификации. Эксперименты показали, что при содержательном 
анализе удобно иметь разные варианты характеризации "места" 
ассоциативного образа в обрабатываемом информационном масси­
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ве. Они же показали, что в указанных рядах особое значение 
имеют крайние образы, т .е .  первые и последние, так как имен­
но они наиболее контрастно демонстрируют возможности эволю­
ции ассоциации на данном массиве.
Отметим еще, что построение всех экспериментов было орга­
низовано в виде серий многовариантных расчетов с последующим 
выбором "подходящих" вариантов на содержательном уровне. Это­
му способствовали не только уже указанные возможности двух 
монотонных систем, анализа и "О" и "I"  значений в векторах, 
но и параметричность используемых весовых функций и
i r O ' i H ) .
Однако, чтобы не усложнять анализ результатов в зависимос­
ти от параметров этих функций, в программе установлена связь 
между С ^ и ]3 >  : (X = 4 —J3 • В итоге каждый эксперимент стро­
ится как набор из 10 расчетов со значениями = о, 4 ■  . .
В проведенных экспериментах мы сознательно пошли на выда­
чу результатов в виде большого разнообразия "проекций" для 
анализа на качественном уровне, поскольку предлагаемая в дис­
сертации модель является принципиально новой, относительно ко 
торой отсутствует какой-либо опыт использования.
Между тем следует подчеркнуть, что во всех описанных экс­
периментах имеются совершенно очевидные эмпирические приемы, 
позволяющие автоматически вычленять в создаваемом большом раз 
нообразии проекций наиболее существенные. В частности, ясно, 
что в построенных рядах наиболее существенная информация за ­
ключается в различии первых и последних членов этих рядов. 
Ясно,также, что на базе описанных схем экспериментов можно 
конструировать новые процедуры решения известных задач: пер­
вая серия дает инструмент специалистам терминологии для усо­
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вершенствования набора ключевых слов; вторая дает проверку 
рабочих гипотез об обеспеченности школьной сети (разведочно­
го анализа по терминологии Тьюки), и, наконец, третья -  демон­
стрирует возможности использования модели ассоциативного обра­
за как блока в системе автоматического управления потока в ор­
ганизации массового многопрофильного обслуживания населения.,
В заключение данного раздела отметим, что развитая в рабо­
те схема использования модели ассоциативного образа для реше­
ния задач кластерного анализа, изложенная в гл. 3 и в статье 
[104 1 , была применена ЛвСоДульневым для создания методики со­
вершенствования информационно-технологической структуры про­
ектной организации, функционирующей в условиях внедрения САПР
§ 4 .3 . Эксперименты
Первый эксперименте В данном исследовании наряду с практи­
ческой задачей классификации ключевых слов решался еще и мето 
дический вопрос об использовании свободного параметра сх в
го информационного массива.
Как было сказано в § 4 .2 ,  наша задача на содержательном 
уровне описания заключалась в поиске такого разбиения набора 
ключевых слов журнала ЙФАК "Автоматика" на классы, чтобы эти 
классы можно было упорядочить по уровню популярности их среди 
специалистов. Для проведения обработки использовались охарак­
теризованные в § 4 .2  данные опроса участников XI конгресса 
ИФАК.
Простейший вариант решения этой задачи, очевидно, заключал­
ся в том, чтобы:
I )  подсчитать для каждого ключевого слова число ученых, ко­
формуле (б5 ) для целей управления расслоением обрабатываемо­
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торые выбрали его как относящийся к сфере их интересов;
2) упорядочить ключевые слова по этой величине, и затем 
ось ее значений разбить на интервалы любым из известных алго­
ритмов кластеризации.
Однако такое решение не учитывает важное, явно не формули­
руемое требование, чтобы -слова в каждом искомом классе должны 
быть согласованы по составу выбравших их ученых. В этой связи 
для решения поставленной задачи было решено использовать р а з ­
работанную модель ассоциативного образа.
Была сконструирована специальная процедура, которая почти 
так же проста, как указанная выше с вычислительной точки зре­
ния. Однако она, во-первых, выделяет классы похожих слов с 
учетом состава выбравших их ученых, и, во-вторых, число клас­
сов, на которое разбивается весь набор, определяется автомати­
чески.
Процедура. Параметр ОС $ который фигурирует в формуле 
пробегает все возможные значения с заданной точностью (в  х.а- 
шем случае это были 0 .1 , 0 . 2 , . . . ,  0 .9 ) .  При каждом из этих 
значений находится ассоциативный образ запроса, состоящего из 
всех " I " .  Эти образы для разных соседних значений ОС могут 
совпадать, так что выделяются группы соседних значений ОС , 
на каждом из которых ассоциативные образы совпадают.
После этого интервал двух соседних значений, для которых 
получились разные ассоциативные образы, разбивается на ряд 
подинтервалов. Процедура построения ассоциативных образов по­
вторяется для найденных более детальных значений сх .
Затем вновь фиксируются все пары соседних значений <х , да­
ющие разные ассоциативные образы, и процедура дробления повто­
ряется на подинтервале.
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Такой процесс порождения все новых более детальных значе­
ний ОС , для которых строятся ассоциативные образы, заканчи­
вается, когда наибольшая разница между значениями, дающими 
разные образы, оказывается во много раз (более 10) меньше на­
именьшего по длине интервала значений, соответствующего одно­
му и тому же ассоциативному образу.
В результате получается некоторая структура разбиения оси 
0< на неравномерные по длине интервалы, а каждому интервалу 
сопоставляется свой ассоциативный образ. Число интервалов и 
ассоциативных образов при этом оказывается сформированным ав­
томатически.
Важно, что так сформированное семейство ассоциативных обра­
зов структурно организовано. Обозначим элементы этого семейст­
ва через 0rAj . . .  G l , причем так, что соответствующие 
им коэффициенты упорядочены в ряд:
° Ч  >  ° Ч  *  • • • >  * 1- /
Тогда, очевидно, имеем цепь
G, с  с С
из которой легко строится искомая классификация Т  :
T, = G, ; Т, = GZ\ G ,  у . . v Gu\  GLm ; W \G l = Gl
По смыслу выделенных <3^  в построенной классификации, пер­
вый класс можно назвать классом самых популярных ключевых 
слов, a (L+4) —й класс -  классом редко используемых ключевых 
слов. Все остальные классы содержат слова разного уровня по­
пулярности, лежащего между этими крайними классами.
Для практических целей часто удобно так построенную класси­
фикацию на ) - й класс загрузить до классификации на три 
класса -  популярные слова-, промежуточные и редкие, объединяя
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в них группы соседних классов.
Эта процедура была использована на описанном массиве. Ре­
зультаты этого использования зафиксированы в Приложении I ,  
содержащем перечень всех ключевых слов. Для наглядности наи­
более популярные слова представлены в табл. Í .
Таблица показывает, что они никак не могут служить в каче­
стве ключевых, так как являются характеристиками целых направ­
лений исследований. Однако на их основе за счет детализации 
каждого такого слова можно сконструировать искомые слова. Но 
это уже работа специалистов по терминологии автоматики.
Второй эксперимент. Использовался массив из 846 10-мерных 
булевых векторов, характеризующих качество всех школ Владимир­
ской области на конец 1986г. В табл. 2 дан перечень атрибу­
тов, по которым оценивается качество. Из таблицы видно, что 
наряду с обычными характеристиками, отражающими разные точки 
зрения на развитие школ на современном этапе (наличие спортив­
ного или актового залов), в перечне фигурируют характеристи­
ки, отражающие острые социально-экономические проблемы укреп­
ления материально-технической базы школы (наличие канализации, 
водопровода и т .п . ) .
Указанные особенности перечня табл. 2  объясняют важность 
взятого для анализа банка данных для решения разных задач пла­
нирования управления и учета материального хозяйства школьной 
сети.
В эксперименте, поставленном на этом информационном масси­
ве, мы руководствовались следующими дополнительными представ­
лениями.
Анализируемая сеть школ является территориально распреде­
ленной. Одна ее часть располагается в сельской местности, дру­
гая -  в городах районного и областного подчинения, третья -  в
1 0 6
Самые популярные термины в списке ключевых слов 
журнала ИФАК "Автоматика"
1 .  Адаптивное управление
2 . Автоматизация в авиации и в космонавтике
3 . Искусственный интеллект
4 .  Химическое производство
5 .  САПР
6 . Применение вычислительной техники
7 . Управление при помощи ЭВМ
8 . Математическое обеспечение 
9 о ЭВМ в автоматизации
10 . Анализ систем автоматизации
11 . Синтез систем автоматизации
12 . Теория управления
13 . Прямое цифровое управление
14 . Обучение
15 . Иерархические системы
16 . Человек и автоматизация
17 . Идентификация
18 . Автоматизация в промышленности






25. Системы с многими переменными
26. Нелинейные системы управления
27 . Нелинейное программирование
28. Оптимальное управление
29. Оптимизация
30 . Оценка параметров
31 . Автоматизация энергетических систем 
32о АСУТП
33 . Роботы
34 . Оценка состояния
Таблица I
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областном центре, в городе Владимире.
В нашем банке из 846 школ было 563 сельских и 277 городс­
ких. Причем из последних 47 школ размещены в городе Владимире.
Естественно было предположить, что эти три разные ее части 
имеют разную как по уровню, так и по структуре обеспеченность 
материальной базы.
Таким образом, возникает задача выявить эти различия, и ес­
ли они есть , то оценить их с точки зрения удовлетворительнос­
ти современным требованиям, которые общество предъявляет к ка­
честву школьного обслуживания. Дополнительная задача -  опреде­
лить очередность укрепления материальной базы по указанным 
трем территориально-административным частям школьной сети.
Постановку и решение поставленных двух задач мы моделиро­
вали на указанном банке данных в виде построения и анализа ас­
социативных образов двух групп запросов.
Первая группа включала I I  запросов, из которых главный -  
это запрос, определяющий наличие всех 10 характеристик качес­
тва табл. 2  (запрос № I в табл. 3  ) ,  а остальные 10 запро­
сов -  это варианты главного, отличающиеся от него отсутствием 
одного из этих качеств (запросы №№ 2-10 в табл. 3  ) .
Цель построения соответствующих ассоциативных образов мож­
но определить следующими вопросами:
1) сколько в абсолютном и в процентном отношении имеется 
хорошо обеспеченных школ в выделенных трех частях школьной 
сети;
2) насколько структуру различий по этим величинам (какова 
между сельскими школами, школами малых городов и школами об­
ластного центра) можно считать устойчивой.
Для ответа на первый вопрос использовался главный запрос. 
Его ассоциативных образ служил определением хороших школ. Он
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городовI 2 3 4 5 6 7 8 9 10 Владимира Владимира
I I I I I I I I I I I m И З 47 20 52 100
2 I I I I I I I I I 115 92 33 20 40 70
3 I I I I I I I I I 138 95 33 24 41 70
4 I I I I I I I I X 115 92 33 20 40 70
5 I I I I I I I I I 91 94 33 16 41 70
6 I I I I I TX I I I 91 92 33 16 40 70
7 I I I I I I I I I 108 125 35 19 54 74
8 I I I I I I I I I 96 93 33 17 40 70
S I I I I I I I I I 138 94 33 24 41 70
10 I I I I I I I I I 1 3 4 123 35 27 53 74
I I I I I I I I I I I ш 94 33 25 41 70
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разделялся далее на три части по принадлежности его элемен- 
тоз-(школ) соответственно к группе сельских, малых городов и 
областного центра школ.
Для ответа на второй вопрос использовались 10 модификаций 
главного запроса, ассоциативные образы которых обрабатывались 
аналогичным образом. Обработка производилась для того , чтобы 
оценить, насколько устойчивой сохраняется картина различий 
между разными типами школ в этих ассоциативных образах по 
сравнению со структурой школ ассоциативного образа главного 
запроса.
Ответы на оба вопроса дает табл. 3  , в которой столбцы
группы соответствуют разным качествам по перечню табл.
2  . Первая строка табл. 3  соответствует главному запро­
су, а остальные 10 строк соответствующим вариантам главного 
запроса.
Три столбца группы ^  табл. 3  дают структуры распре­
деления ассоциативных образов в абсолютных значениях, а три
р .&
столбца группы —_  . -ío o  -  те же структуры, но в процен-
р . w
тах хорошо видно,"что:
1) имеется резкий контраст в качестве обеспеченности школ 
в выделенных трех типах (более чем в 1 ,5  раза лучше обеспече­
ны школы города Владимира, по сравнению со школами малых го­
родов, которые в свою очередь более чем в 2 раза качественнее 
обеспечены, чем сельские школы);
2) диспропорции обеспеченности, выявленные по главному за­
просу, устойчивы. Тот факт, что при более дифференцированном 
рассмотрении (при сокращении набора анализируемых качеств) 
уровень обеспеченности школ города Владимира как бы сокращает­
ся (что не очевидно), объясняется тем, что ассоциативный образ 
строится над всем банком данных: более частное рассмотрение де
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лает контраст школ города Владимира по сравнению с сельскими 
школами и школами малых городов менее выраженным по сравнению 
с рассмотрением полного перечня качеств.
Первая группа экспериментов проводилась с функцией П ч  » ) .  
вычисляемой по формуле ( б о ) при -  0 .3  0
Вторая группа расчетов строилась для выявления остроты нуж­
даемости укрепления материальной базы школ, т .е .  в определен­
ном смысле для целей, противоположных целям первой группы.
Во второй группе мы использовали два запроса:
1) выделить ассоциативный образ гипотетической школы, в ко­
торой нет канализации, водопровода, центрального отопления и 
электричества;
2) выделить ассоциативный образ гипотетической школы еще 
большего неблагополучия, у которой дополнительно к тому, что 
отсутствует в школе первого запроса, еще отсутствует горячая 
вода и столовая.
Второй запрос в этих расчетах по отношению к первому играл 
ту же роль, что и модификации к главному запросу в первой груп­
пе расчетов, т .е .  служил для оценки устойчивости получаемого 
результата. Кроме того, во второй группе экспериментов для 
оценки устойчивости выявляемой структуры нуждаемости использо­
вался и другой прием -  расчеты проводились при двух существен­
но разных значениях (X (0 .3  и 0 .7 ) .
Результаты расчетов второй группы представлены в табл. 4  
Таблица показывает, что контраст в распределении нуждаемости 
по указанным жизненно важным характеристикам между выделенны­
ми тремя типами школ заметно выше, чем по общему уровню обес­
печенности. Табл. 4 , как нам представляется, подсказывает




















городов ВладимираI 2 3 4 3 6 7 8 9 10
I I I I I I I 468 94 10 83 34 24
0,3
2 I I I I 417 74 2 74 27 4
3 I I I I I I 324 36 0 48 13 0
0,7
4 I I I I 232 26 0 45 9 0
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наиболее целесообразно (а  может быть даже необходимо) дать 
приоритет в распределении ресурсов для сельских школ, причем 
главным образом придания этим школам жизненно важных качеств 
2-4 и 6 по нумерации табл. 2. . Очевидно, что эта подсказка
опирается на представление, что размещение школьной сети не 
юудет подвергнуто резкому изменению, так как ясно, что если 
стратегия модернизации будет опираться на свертывание сети в 
сельской местности, то указанная рекомендация неадекватна. И 
тем не менее даже в последнем случае наш расчет оказывается 
полезным. Он указывает, что если свертывать в сельской мест­
ности школы, то это, конечно, прежде всего те , которые не обе­
спечены качествами 2-4 и 6 из перечня табл. 2 .
В заключение сделаем важное техническое замечание. В обра­
батываемом массиве представлены данные не разных школ, а р аз­
ных школьных зданий, так что около 5% школ в нем представлены 
несколькими векторами. Мы не располагали информацией о принад­
лежности зданий школам. Поэтому приведенный анализ численно 
не совсем точен. Однако на качественном уровне, имея в виду, 
что школ с несколькими зданиями менее 5%, и то , что наши ре­
зультаты устойчивы, полученные выводы представляются коррект­
ными.
С методической точки зрения указанные технические неточно­
сти, очевидно, не могут повлиять на выявленную в этом экспери­
менте возможность использовать модель ассоциативного образа 
для поддержки решений в АСУ с большими банками информации.
Третий эксперимент. Схема использования модели ассоциатив­
ного образа в АСУ поликлиники, как она описана в § 4 .2 , явля­
ется сугубо предположительной уже потому, что в настоящее вре­
мя не существует общепринятых требований к разработке таких 
АСУ и отсутствует опыт эксплуатации таких систем.
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Вместе с тем, в этой схеме выделены некоторые элементы, 
которые имеют весьма веское основание найти широкое практи­
ческое внедрение в АСУ поликлиники.
Важнейший из них -  это , конечно, использование безврачеб- 
ного вопросника. И вот в деле совершенствования использова­
ния такого вопросника в § 4 .2  предложено задействовать нашу 
модель ассоциативного образа.
Главное назначение модели -  совершенствование правила вы­
деления группы специалистов-врачей, к которым целесообразно 
направить ответившего на вопросы.
В § 4 .2  обсуждалось построение правила выделения группы 
специалистов, основанное на удовлетворении двух противоречи­
вых требований -  ( I )  адекватности выделяемой группы состоя­
нию ответившего на вопросы и (2) соответствия ее структуре 
занятости работающих на данный момент врачей.
На современном этапе разработки АСУ поликлиники эксперимен 
тально исследовать в полном объеме правильность такого пост­
роения не представляется возможным.
Главное, как мы полагаем, состоит в том, чтобы эксперимен­
тально оценить принципиальную целесообразность использования 
нашей модели. И в этом плане следует отказаться от учета за ­
нятости работающих врачей и поставить эксперимент, определяю­
щий эффективность создаваемого правила выделения необходимой 
группы специалистов. Далее описываются результаты такого экс­
перимента.
По вопроснику из Приложения 2 было опрошено 59 человек, из 
которых было 39 женщин и 20 мужчин. Средний возраст опрошен­
ных -  32,4 года.
Каждый из опрошенных, кроме того, был осмотрен терапевтом, 
по заключению которого он получил рекомендацию, кого из специ
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алистов ему следует посетить. Всего в рекомендациях терапев­
та было использовано шесть разных специалистов. В табл. 5 . 
указана статистика частоты данных врачом-терапевтом рекомен­
даций по врачам-специалистам.
В соответствии с § 4 ,2  в качестве модели правила выделе­
ния необходимых для посещения специалистов использовалась 
следующая процедура.
Для данного человека, который ответил на вопросы вопросни­
ка (это  может быть любой человек -  как один из 59 обследован­
ных, так и любой иной), его ответы фиксируются в виде булево- 
го вектора. Каждая компонента этого вектора соответствует од­
ному вопросу вопросника, а ее значение "I" означает, что от­
ветивший согласен с наличием соответствующего симптома у не­
го ("О ", наоборот, означает, что ответивший не находит этого 
симптома у себя).
Этот вектор мы рассматриваем как запрос, а в качестве ин­
формационного массива, из которого выделяется ассоциативный 
образ, рассматривается указанный выше массив из 59 аналогич­
ных булевых векторов, фиксирующих ответы указанной группы оп­
рошенных лиц.
В результате выделения ассоциативного образа с данным че­
ловеком, который только ответил на вопросы вопросника, мы свя­
зываем группу моделей, для которых, с одной стороны, известны 
рекомендации терапевта (к  каким специалистам-врачам следует 
обратиться), а с другой стороны, известно, что они отвечали 
на вопросы того же вопросника похожим образом. Последнее об­
стоятельство дает основание формируемую группу специалистов- 
врачей, рекомендуемую посетить данному человеку, определять 
из врачей, которые были рекомендованы представителям выделен­
ного ассоциативного образа этого человека. В соответствии с
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Таблица 5











5 Д ер ма т о л о г -в  е не р о л о г 10
б Стоматолог 43
1 1 7
§ 4 .2  мы фиксируем два варианта правил « чмирования такой 
группы:
а) в качестве рекомендуемой к посещению данным человеком 
группы врачей-специалистов взять всех врачей, которые были 
рекомендованы терапевтом хотя бы одному из представителей а с ­
социативного образа;
б) взять в искомую группу только тех врачей, которых тера­
певт рекомендовал всем представителям ассоциативного образа.
Забегая вперед, отметим, что второй из указанных вариантов 
имеет устойчивую, резко преувеличенную склонность признавать 
ответивши на вопросы практически здоровыми, т 0е 0 отказывать 
им в рекомендациях посетить врачей-специалистов. Причина это­
го эффекта, как будет показано, состоит в том, что рекоменда­
ции врача-терапевта сугубо индивидуальны, и на относительно 
больших по мощности группах людей ассоциативного образа по 
каждому рекомендованному врачу имеются различия в рекоменда­
циях.
В этой связи главное внимание следует уделить именно пер­
вому варианту.
Ясно, что если проводимый эксперимент по оценке правила вы­
деления группы врачей-специалистов, рекомендованных данному 
человеку, проводится на людях, для которых известны рекомен­
дации врача-терапевта, то желательно, чтобы правило дало ре­
комендации, близкие к рекомендациям терапевта. При этом пред­
ставление о близости имеет два свойства: прежде всего, важно 
не пропустить в формальном правиле рекомендаций тех врачей, 
которые рекомендованы терапевтом; важно и другое, что рекомен­
дация не была тривиальной, включающей всех доступных специа­
листов
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В проведенном эксперименте в качестве "испытуемых" фигу­
рировали те же 59 ответивших на вопросы, которые составляют 
и базовый информационный массив. В таб л .b  для каждого из них 
указаны две группы врачей-специалистов: указанная врачом-те- 
рапевтом и указанная описанным правилом (первый вариант) на 
базе ассоциативного образа. Табл. 6  показывает, что ни в 
одном случае нет пропуска рекомендаций, данных врачом-тера- 
певтом. Однако некоторая гипертрофированная склонность давать 
ответ'кожет быть болен всеми болезнями" видна, как говорится, 
невооруженным глазом . Вместе с тем, правило, результаты кото­
рого представлены в табл. 6  , нельзя считать тривиальным:
вместо 59x6 = 354 рекомендаций, которые дало бы тривиальное 
правило, имеем \19  рекомендаций, т .е .  на 64 % меньше.
Заметим, что табл, б получена при использовании монотон­
ной системы, функция ÎC ( 1/ и ) которой вычисляется по формуле 
( м )  с & = 0,9 . Варианты этой таблицы для случаев ос« 0,7 J 0,5- 
представлены соответственно в табл. 1~ и 8 .
Отметим, что второй вариант правила (рекомендации, кото­
рые имеют все представители ассоциативного образа) в 58 из 
59 случаев дал ответ "практически здоров". Чтобы наглядно 
увидеть, что фактически отсутствует возможность выбора пра­
вила, которое было "промежуточным" между "все" и "ничего", 
как можно соответственно назвать первый и второй вариант, в 
табл. 9 представлены частоты встречаемости рекомендаций по 
специалистам по всем построенным ассоциативным образам (при 
ос = 0,9 ).
Относительно небольшой уровень эффективности полученного 
правила, по-видимому, не является индивидуальной характерис­
тикой нашего эксперимента, а есть принципиальное ограничение, 
связанное с использованием безврачебного вопросника.
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Таблица 6
Рекомендации врача и машинного правила
Номер специалиста из табл. 5
Рекомендации врача Рекомендации машинного правила
1 2 3 4 5 6 1 2 3 4 5 6
2 3 4 5 6 7 8 9 10 I I  12 13
I I I I  I I
I I I  I
I I I  I
I I I  I I
I I  I
I I I I  I I
I I  I I
I I  I
I I  I
I I I  I
I I  I
I
I  I I  I I
I I  I
I I
I I
I I I I  I I
I I  I
I  I I I I  I I
I I  I
I  I
I I
I I  I I
I I  I
I I
I I  I I
I
I
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Продолжение табл. 6
I 2 3 4 5 6 7 8 9 10 I I  12 13
30 I I I
31 I I I I
32 I I I I
33
34 I I  I I I  I I
35 I I I
36 I I I I I  I I




41 I I I I
42 I I I I
43 I I I  I I
44 I I I I I
45 I I I I I I
46 I I I I  I I
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48 I I I
49 I I I
50 I I I
51 I I
52 I I
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54 I I
55 I I
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Таблица 7
Рекомендации врача и машинного правила
№
лица
Номер специалиста из табл. 5
Рекомендации врача
I 2 3 4 5 6 I 2 3 4 5 6
I 2 3 4 5 6 7 8 9 10 I I 1 2 I ?
I I I I I I I I
2 I I I I I I I I
3 I I I I I
4 I I I I I
5 I I I I I
6 I I I I I I I I
7 I I I I I
8 I I I I I
9 I I I I I I
10 I I I I I I I I
I I I I I I I
12 I I I
13 I I I I I I I I
1 4 I I I I
15 I I I I I
1 6 I I I I
17 I I I I I I
18 I I тAi I I
19 I I I I I I I I I
20 I I I I
21 I I I
22 I I I I I
23 I I I I I
24 I I I I I I I
25 I I I I I
26 I I I I
27 I I I I I
28 I I
29 I I I I I I I
Рекомендации 
машинного правила
Продолжение таб л . 7
I 2 3 4 5 6 7 8 9 10 I I 12 1 3  _
30 I I I I
31 I I I I I I I
32 I I I I I I I
33 I I I
34 I I I I I I I I I
35 I I I I I
36 I I I I I I I I I
37 I I I I I I I
38 I I I I
39 I I
40 I I I I I
41 I I I I I I
42 I I I I I I
43 I I I I I I
44 I I I I I I I I
45 I I I I I I I I
46 I I I I I I I
47 I I I I I I I
48 I I I I . I I
49 I I I I I I I
50 I I I I
51 I I I I I
52 I I I
53 I I I I I I I
54 I I I I I
55 I I I I I
56 I I I I I I
57 I I I I I I I
58 I I I I
59 I I I I I I I
1 2 3
Таблица 8
Комер специалиста из табл. 5 
Рекомендации врача
Рекомендации врача и машинного правила
la
лица
I 0с. 3 4 5 б I 2 3 4 5 б
I 2 7 4 5 б 7 8 9 10 Ц 12 13
I I I I I I I I I
2 I I I I I I I I
3 I I I I I I I
4 I I I I I I I
5 I I I I I I I
6 I I I I I I I I I
7 I I I I I I I
8 I I I I I I I
9 I I I I I I I
10 I I I I I I I I
I I I I I I I I I
12 I I I I I
13 I I I I I I I I
14 I I I I I I
15 I I I I I I Г
16 ТX I I I I I
17 I I I I I I I
18 I I I I I I I
19 I I I I I I I I I
20 I I I I I I I
21 I I I I I
22 I I I I I I I
23 I I I I I I I
24 I I I I I I I
25 I I I I I I I
26 I I I I I I
27 I I I I I I
28 I I I I I
29 I I I I I I I I
Рекомендации 
машинного правила
-  1 2 4  -
Продолжение таб л . 8
I 2 3 4 5 6 7 , 8 9 10 I I 12 13
30 I I I I I I I
31 I I I I I I I I
32 I I I X I I I I
33 I I I I I
34 I I I I I I I I I
35 I I I I I I I
36 ТX I I I I I I I I
37 I I I I I I I
38 I I I ТX I I
39 I I I I
40 I I I I I I
41 I I •X I I I I
42 I I I I I I I
43 I I I I I I I
44 I I I I I I ТX I
45 I I I I I I т*1 I
46 I I I I I I I I
47 I I I I I I I
48 I I I I I I I
49 I I I I I I I
50 I I ТX I I I
51 I I I I I I I
52 I I I I I
53 I I I I I I I
54 I I I I I I
55 I I I I I I
56 I I т1 I I I I
57 I I I I I I I
58 I I I I I I
59 I I I I I I тUm
1 2 5
Таблица 9
Рекомендации машинного правила с учетом частности
;,'2
лица
Комера специалистов по табл. 5
I 2 3 4 5 6
I 2 3 4 5 6 7
I I I  1 4
оС I I
3 1 2  4
4 1 2  1 6
5 I 2
б I 1 3
7 I 2 4
ОО I  I
с I  I
10 2 3
I I I 2
12 2




17 1 2 2 4 8
13 2 7




23 I  2 4
24 3 3
25 4
26 I 1 2
27 2
28 3
29 I I  2
30 I  I




I 2 3 4 5 6 7
32 I I
33
34 I I 2 5
35 2 4





41 I 2 6
42 -г1 I 3
43 I I 3 5
44 I 2 4
45 I I 3 9
46 2 I 2 5
47 I I I 2 4
48 2 I
49 I 6
50 тX 2 4
51 5
52 I 8








Действительно, обратим внимание, что в эксперименте мы от­
ступили от правила § 4 .2 , что врач строит рекомендации исклю­
чительно тоже по ответам человека на вопросы вопросника. В 
нашем случае врач-терапевт, дававший рекомендации, имел пол­
ную свободу применять свои знания при составлении и оценке 
состояния осматриваемого больного. Его рекомендации, очевид­
но, более точны, по сравнению с теми, которые он же мог бы 
дать руководствуясь только ответами на вопросы вопросника.
Тот факт, что несмотря на это существенное ужесточение усло­
вий эксперимента по проверке правила назначения рекомендаций, 
правило получилось нетривиальным, говорит и о том, что целе­
сообразно использовать в нем нашу модель ассоциативного обра­
за , и о том, что примененный вопросник позволяет выявлять со­
стояние человека без существенных искажений.
В заключение сделаем два замечания.
1 . Предложенный способ построения рекомендаций существенно 
зависит от того, кем сформулированы рекомендации для обследу­
емых, данные о которых взяты в качестве информационного мас­
сива, -  какова квалификация этого врача, насколько хорошо он 
знает обследуемый контингент и т .п . Формируемое правило -  это 
модель именно этого специалиста.
2. Формируемое правило в равной или в большей мере насле­
дует особенности выбранного контингента обследуемых -  статис­
тика симптомов на них и ее соответствие статистике тех, для 
которых рекомендации будут строиться по правилу, могут реша­
ющим образом влиять на эффективность правила.
Эти два вопроса, связанные с формированием базового инфор­
мационного массива (выбор контингента обследованных и выбор 
врача, который проводит обследование), -  важная предметная ра­
бота, которая выходит, очевидно, за рамки данной диссертации.
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ЗАКЛЮЧЕНИЕ
По диссертационной работе можно сделать следующие выводы.
1 . Предложена схема преобразования, которая вектора исход­
ных признаков информационного массива заменяет на векторные 
оценки сходства соответствующих объектов с запросом.
Схема позволяет легко варьировать типом преобразования, 
что конкретно продемонстрировано для булевых данных.
2. Выделен специальный двухпараметрический класс монотон­
ных систем, позволяющий использовать наиболее экономичный в 
вычислительном отношении алгоритм построения ассоциативного 
образа запроса; этот класс монотонных систем, кроме того, да­
ет ассоциативные образы запросов наиболее легкой интерпрета­
ции.
3 . Создан алгоритм, позволяющий для выделенного ассоциа­
тивного образа определить в множестве обрабатываемых призна­
ков подмножество наиболее информативных в заранее заданном 
смысле.
4 . Построено формальное описание внешней и внутренней 
структур ассоциативного образа. Сконструированы процедуры 
выявления таких структур для заданного конкретного ассоциа­
тивного образа. Выявление такой структуры позволяет пользо­
вателю манипулировать предлагаемым многовариантным решением 
с целью его лучшего приспособления поставленной практической 
задаче.
5 . Для данных, характеризуемых только качественными приз­
наками взаимного сходства, построен новый алгоритм кластери­
зации, дающий в качестве решения два набора кластеров: набор 
нелересекающейся классификации и одновременно классификацию
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с пересекающимися классами. Число классов в выстраиваемых 
классификациях определяется автоматически.
6, Модель ассоциативного образа применена для решения трех 
прикладных задач (совершенствования словаря ключевых слов для 
журнала ИФАК "Автоматика"; анализа и распределения материаль­
но-технических ресурсов по школьной сети крупного региона; 
разработки правил принятия решений для АСУ поликлиники при 
доврачебном исследовании).
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