We show that f inite external excitation can lead to a traveling wave in an excitable passive optical system with one-dimensional space geometry. We have studied the excitable behavior of this system in parallel with that of its diffusive counterpart and show the effects of optical phase on the traveling-wave solution and its velocity. In two-dimensional space we observe numerically rotating optical spiral waves evolving from a truncated planar wave front. © 1999 Optical Society of America OCIS codes: 190.4420, 190.5530, 190.4870, 190.3100, 270.1670. The generation and propagation of waves in excitable media are growing areas of research activity in the field of pattern-forming phenomena in nonequilibrium systems. In our recent work we established a nonlinear optical cavity to be locally excitable.
The generation and propagation of waves in excitable media are growing areas of research activity in the field of pattern-forming phenomena in nonequilibrium systems. 1 Patterns that arise from excitability are most commonly encountered in biological and chemical systems, such as FitzHugh -Nagumo equations 2,3 that describe cardiac muscle and nerve wave fronts and spirals and Belousov -Zhabotinsky equations 4 that model chemical reaction processes. Recently excitable behavior has also been revealed in nonlinear systems that have physical mechanisms that are different from those of biological and chemical interactions, namely, in liquid crystals 5 and in a laser with external injection. 6 In our recent work we established a nonlinear optical cavity to be locally excitable. 7 Excitable optical pulse solutions of this system are shown to arise from dynamic competition of its two variables on two very different time scales. When an optical system such as this is spatially extended, a question that follows is whether, and if so how, the local excitable optical pulses evolve into wave patterns through diffractive propagation. So far little is known of this subject. The issue was most recently studied by Coullet et al. 8 in a two-level laser model with external injection. By reducing the laser model to a modif ied Ginzburg-Landau equation, they revealed analytically how a finite excitation can lead to pulse propagation through an Andronov homoclinic bifurcation and determined the parameter regions under which the pulses annihilate or cross each other when they collide. However, the mathematical reduction of the laser equations to the Ginzburg -Landau equation is valid only close to the laser threshold, and for the more general case the solutions depend on numerical simulation of the original equations.
In this Letter we extend our local excitable model describing a nonlinear optical cavity to a spatially extended system in the transverse dimension. We show that finite external excitation can lead to optical pulse propagation in the system in the one-dimensional case. By comparing the excitable behavior of this system with that of a diffusive system, we investigate the effects of phase in optics on the traveling solutions and their velocities. In two-dimensional space we observe numerically optical spiral waves evolving from a truncated planar pulse and reveal the evolutionary process of this system to be similar to that of a diffusive system even though the physical mechanisms of wave propagation in these two systems are distinctly different.
The nonlinear optical cavity that comprises the two types of nonlinearity, namely, intracavity field saturation and temperature-dependent absorption, is described by the following element equations 7 :
where E and E 0 are the normalized intracavity and incident electric-field amplitudes. C is the cooperation coeff icient, its value being C 0 at equilibrium temperature. The constants k 1 and k 2 are the relaxation rates of the cavity and the cooperation coeff icient, respectively. h is the field-absorption coupling coeff icient, which is restricted to h, ,1so temperature variation owing to intracavity absorption is small compared with the value of room temperature at equilibrium. The steady-state homogeneous solutions of Eqs. (1) are determined by the intersection points of the two nullclines, E 0 E 1 2CE͑͞1 1 E 2 ͒, a reversed S-shaped bistability in the C E space for an appropriate value of E 0 , and C 0 C͑1 2hE 2 ͒ , a quadratic curve in the local parameter window in the same space. When the quadratic curve intersects the bistable curve at a single point lying on its lower or upper branches, the system is excitable, providing e k 2 ͞k 1 , , 1. Figure 1 (a) displays a phase-space illustration of local excitability in the optical system, occurring just below the Hopf bifurcation in the input-output diagram, as shown in Fig. 1(b) . When the system is spatially extended, excitable optical pulses that are ignited in this parameter region propagate diffractively. The set of two element equations thus becomes complex and hence different from those in chemistry and biology. 
We first study wave-front solutions of Eqs. (1) in the limiting situation e ! 0 in one transverse dimensional space. For this case C becomes a constant, C s , the value being given at point A in Fig. 1(a) . We can then assume that Eqs. (1) have solutions of the form
with boundary conditions
where juj and f are the amplitude and the phase of the field u͑z͒, u͑z͒ jujexp͑if͒. u l is the value of the field amplitude E on the low branch, i.e., at point A in Fig. 1(b) , and u h is the value of E at point C on the upper branch. c is the velocity of the traveling wave. Substituting these equations into Eqs. (1), one has
where the prime denotes differentiation with respect to z. We integrate Eq. (4) numerically. Figure 2 (a) depicts a traveling wave front of the field amplitude from u h to u l . This transition between the two states is found to coincide with an abrupt pulse in the phase of the field that is connected to its equilibrium states at infinity, as shown in Fig. 2(b) . Both amplitude and phase waves travel with the same unique speed. To investigate the effects of phase variations on the wavefront solutions, we take advantage of an interesting property that is specif ic to Eq. (4); that is, the nonlinear form of intracavity saturation in this equation also supports wave-front solutions for a diffusive propagating process. In other words, wave fronts are found to exist for an equation in which the nonlinearity is the same as that of Eq. (4) but diffractive propagation is replaced by a diffusive process. This diffusivetype equation is real. We show the wave-front solution of this equation as dotted curves in Figs. 2(a) and 2(b), in which all parameters used are the same as for the optical system. One can see an obvious alternation of the wave fronts in the two systems, owing to the phase dynamics. Further, the connections of the wave fronts to the two homogeneous steady states are also different for the two sets of equations; oscillation relaxation to the steady state for Eq. (4) and monotonic connection for its diffusive counterpart. This difference is due to different stability properties of the steady states of the two systems. Moreover, the velocities of the wave fronts are found to be different for the two systems. Figure 2 (c) shows their variations when the parameter E 0 is increased for the two equations; they both increase monotonically when E 0 approaches the bifurcation point. We next investigate the possibility of excitable pulse solutions of Eqs. (1) as a one-dimensional system for e, ,1 , typically e ϳ 10 22 . The simulations were performed with the Hopscotch algorithm and checked with the beam-propagation method. Pulse solutions are found to form when a suff iciently large disturbance is made to perturb the homogeneous state. A typical example of the traveling pulses is shown in Fig. 3 . The three distinct states underlying excitability, namely, excited, refractory, and rest states, are readily identif ied in the amplitude of the electric field. Coincident with the wave front and the tail of the field amplitude are two pulses of the phase of the electric field in the two respective space windows separated by a region of relatively slow variation corresponding to the amplitude's being in the upper branch. The size of this region is dependent on the difference of the time scales of the dynamics of the two elements in the system: The smaller the value of e, the larger the region. We note, however, that the phase of the field does not show a refractory period; unlike the amplitude, the phase recovers rapidly to the homogeneous state following the second pulse, as can be seen from Fig. 3(b) . Physically, the optical pulses appear when the nonlinearity of the system balances diffraction and the input compensates for the loss, as in the case of optical solitons. But in our system, when two pulses of the same shape collide they annihilate each other, so they are solitary waves.
In chemical and biological systems, a consequence of excitability in two-dimensional transverse space is the existence of rotating spiral waves. Such waves have also been observed numerically in this optical system. Figure 4 shows how an initially truncated planar traveling pulse (amplitude) evolves into a pair of spiral waves through persistent curling of their free ends. The phase spirals evolve in the same way. Eventually the inner waves are rotating spirals around a core, whereas the outer ones become expanding targets. The evolutionary process is found to quite similar to that in the FitzHugh-Nagumo model, 9 although they involve different propagating mechanisms. In summary, the amplitude of the electric field (the fast variable) in the optical system shows features that are similar in many respects to its counterparts in chemistry and biology. The phase dynamics of the electric field is a new phenomenon in excitability.
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