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INTRODUCTION
Cloud Computing technologies have seen significant adoption in recent years by enterprises, researchers and individuals. It is forecast that the Cloud Computing industry will reach a market size of $241 billion by 2020 (Reid and Kilster, 2011) . Cloud Computing has become an important tool in delivering Infrastructure as a Service (IaaS) for users that require a high level of flexibility and management of their software stack.
The last eight years has seen the rapid proliferation of vendors in the IaaS market, which includes major enterprise players such as Amazon (Amazon, n.a.), Microsoft (Mircosoft, n.a), Google (Google, n.a.), and IBM (Google, n.a.). While these services may offer flexibility to the user, commentators cite cost, lack of portability and lack of interoperability as drawbacks to enterprise IaaS (Mahjoub et al., 2011; Zhang et al., 2013) . With each vendor promoting its own infrastructure and incompatible standards, users can suffer from vendor lock-in (Mahjoub et al, 2011; Zhang et al., 2013; Wen et al., 2012) .
In some environments it may be preferable for an organization to develop their own cloud, based on an open source framework. Open source frameworks offer an alternative to enterprise clouds by offering the freedom to modify the source code and build a cloud that is pluggable and open to extensions while reducing costs and avoiding vendor lock-in (Zhang et al., 2013; Wen et al. 2012; Bist et al., 2013) . The development of open source solutions is of particular importance for the further proliferation of private and hybrid clouds (Sefraoui, 2012) .
The decision to select the most appropriate open source solution can be a challenge for organizations given each framework's specific characteristics. While previous studies (Zhang et al., 2013; Dukarić, R. and Jurič, 2013; Endo et al., 2010; Yaday, 2013) have compared these frameworks, most have focused only on OpenStack and OpenNebula, neglecting CloudStack or have focused on comparing frameworks with different hypervisors (Ristov et al., 2013; Cordeiro , 2010) .
The purpose of this paper is to provide a qualitative review of the top five open source IaaS frameworks and present a comparative analysis to aid in framework selection decisions. The frameworks included in this paper have been chosen based on literature reviews and perceived industry acceptance. The open source frameworks detailed in this paper are OpenStack, CloudStack, OpenNebula, Eucalyptus and Nimbus.
The paper is structured as follows. In Section II, we present a background to the study providing an overview of the benefits of Cloud Computing adoption and discuss the different service models. Section III provides a qualitative review concerning the five chosen frameworks and examines their components. This section also provides a short overview of closed vs. open source IaaS solutions.
Drawing on the review presented in Section III, Section IV provides a comparative analysis of the identified frameworks based on selected criteria. Finally, Section V will discuss our conclusions and recommendations for future developments.
BACKGROUND
The National Institute of Standards and Technology (NIST) defines Cloud Computing as "a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction" (Mell and Grance, 2011) . Today it is the most widely cited and accepted definition. This definition can be expanded to include five additional characteristics of cloud computing. These characteristics have also become widely accepted and cited; they are on-demand self-service, broad network access, resource pooling, rapid elasticity, and measured service. The NIST definition of cloud computing outlines three service models: software as a service (SaaS); platform as a service (PaaS); and infrastructure as a service (IaaS). In addition, it outlines four deployment models: private cloud; community cloud; public cloud; and hybrid cloud.
Service Models
Cloud Computing is typically classified according to a variety of service models. In recent years, service models such as Storage as a Service (Fielder et al., 2012) and Business Process as a Service (Lynn et al., 2014) have emerged. However, the most common differentiation of service models remains as Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS), all of which have been given a definition by NIST.
Software as a Service is when the supplier provides working applications running on their own cloud infrastructure, typically these applications would be accessed through a web browser or some other type of web interface or application (Mell and Grance, 2011) .
Platform as a Service is when the supplier provides the user with the tools required for deploying an app onto the cloud infrastructure (Mell and Grance, 2011) .
Finally, Infrastructure as a Service, the focus of this paper, is when the supplier provides the consumer with processing, memory, storage, networks, and other computing resources (Mell and Grance, 2011) .
OPEN SOURCE IaaS FRAMEWORKS
Enterprise Solutions (or closed frameworks) typically supply servers and storage to their customers using their own infrastructure through a public cloud development (Zhang et al., 2013) . Open source IaaS frameworks take advantage of open source code which can be modified by users to create a single functional package that can be applied to a network of servers and storage to produce IaaS (Zhang et al., 2013) . While open source solutions are typically used to develop private clouds they are also suitable for hybrid and public cloud development models (Salih and Zang, 2012; Ristov et al., 2013; Wen et al., 2012) . Recent acquisitions such as Citrix's purchase of CloudStack (Keeps, 2014) suggest that we are likely to see further development of public clouds based on open source frameworks, leading to improved interoperability between different clouds.
The main player offering enterprise solutions is Amazon Web Services, with growing competition from competitors including Microsoft, Google, and IBM (Gartner, 2014 (Williams, 2014) . OpenStack was favoured with 63 per cent of the vote, followed by CloudStack, OpenNebula, and Eucalyptus, respectively. OpenStack was also found to be the most popular overall Open Source Cloud Computing project. One of the reasons suggested for OpenStack's popularity is that the strength of the OpenStack community and the prestige and size of the companies who back OpenStack has given it a significant advantage over its alternatives (Voras et al., 2013) . Another reason suggested is that with the maturation of the market there has been a focus on the bigger projects available in search of a de facto standard (Voras et al., 2013) .
An alternative view is that no one Open Source IaaS framework will dominate the market, as each framework is suited to different end use scenarios or applications. For example it is proposed that OpenNebula is more suited to security-sensitive and smart-city scenarios while OpenStack is more suited for time-constrained scenarios .
At this stage in the market's maturation, the likelihood of new entrants is slim (Voras et al., 2013) . Considering the lead the five mentioned projects have over their alternatives, we have decided to focus our analysis on these projects for the purpose of this paper. In the remainder of this section we provide a short discussion of the qualitative features of the different open source IaaS frameworks.
OpenStack
Announced in 2010, OpenStack is an entirely open sourced IaaS project for private and public clouds. Initially developed by Rackspace Hosting and NASA, it has since developed into a global collaboration of developers and cloud computing technologists. With over 4500 members, 850 companies, and support from major tech industry companies, OpenStack has a very powerful foundation. The OpenStack Open Source Cloud Mission is "to produce the ubiquitous Open Source Cloud Computing platform that will meet the needs of public and private clouds regardless of size, by being simple to implement and massively scalable" (Openstack, n.a.).
OpenStack has three core official software programs, Compute (Nova), Object Storage (Swift), 
and Image Service (Glance).
Nova is the computing engine behind OpenStack. It is the cloud computing fabric controller and the central element of the IaaS system (Openstack, n.a.). It manages all the compute resources of the OpenStack cloud. It includes an API (nova-api) server that accepts requests for creating virtual machines (VM), and their local or remote disks (Baset, 2012) , and associated metadata in a VM. Other processes within Nova include:
 nova-schedule -takes a VM request and determines where it should be placed.  nova-compute -creates and terminates VM instances through a hypervisors' API. It includes support for Xen, XenServer/XCP, KVM, VMware vSphere, LXC, QEMU, UML, Hyer-V, etc. Swift offers cloud storage software enabling the storage and access of objects across different nodes using a simple API. It is designed to be extremely scalable in size and capacity.
Glance provides image services for OpenStack. It provides a catalogue and repository of VM images, also allowing them to be used as templates when deploying new VM instances (Kumar et al., 2014) .
Other official OpenStack programs include Cinder, Neutron, Horizon, Keystone, Ceilometer, Heat, and Trove.
Cinder is the block storage component of OpenStack. It provides persistent block level storage devices for use with OpenStack compute instances.
Neutron is OpenStack Networking; it provides networking capabilities to OpenStack and manages networks and IP addresses (Kumar et al., 2014) .
Horizon is the dashboard behind OpenStack. It provides a graphical interface for users and administrators.
Keystone provides identity services to OpenStack. It is a means of access to the OpenStack services available to different users.
Ceilometer provides billing services to individual users of the cloud. It also keeps an account of the users' usage of different components of OpenStack.
Heat uses a template based orchestration mechanism to launch multiple composite cloud applications. The templates are in the form of text files that are treated like code and define what resources are necessary for the code.
Trove is a database as a service for OpenStack. It provides functionality for both relational and nonrelational database engines.
The CloudStack consists of the management server and the resources to be managed. The management server is the CloudStack software that manages the cloud resources and allocates resources in the cloud deployment. It provides a web interface for administrators and end users, as well as API interfaces for CloudStack API and also the Amazon EC2 interface. The management server also manages assignment of guest VMs, assignment of IP addresses, allocates storage during VM instantiation, and manages snapshots, disk images, and ISO images. It is a single point of configuration for the IaaS cloud and during deployment the user informs it of the resources to be managed.
The CloudStack deployment is organised with hosts contained within clusters, clusters contained within pods, pods contained within zones, and zone contained within regions. Regions are the largest available units in the CloudStack deployment.
Regions essentially consist of a number of available zones, with zones roughly being the equivalent of a data enter. Regions can be used to provide fault tolerance and achieve higher availability and scalability. Zones, as mentioned typically correspond to a single data centre, but a data centre can also contain multiple zones. Pods often represent a single rack. Clusters are a way to group hosts; hosts in a cluster will all have identical hardware and run the same hypervisor. Hosts are single computers and provide the resources that run guest VMs. Figure 2 provides an outline of the conceptual architecture of a simple CloudStack deployment, note that does not include regions since these would not be necessary for a simple smaller scale deployment (Cloudstack). The latest version of Apache CloudStack is 4.4.0 and was released in August 2014 and had a number of updates including updating to the latest version of Java.
OpenNebula
OpenNebula was initially released in 2008 and now operates as an open source project. While it is most commonly used for private cloud, it also supports public and hybrid clouds. The OpenNebula mission is "to become the simplest cloud enabling platform for the enterprise" and their purpose is "to bring simplicity to the private and hybrid enterprise cloud". OpenNebula has a large user base with telecommunication companies (e.g. Telefonica), system integrators (e.g. Logica), supercomputing centers (e.g. SARA), etc. . Additionally, in March 2010 the main authors of OpenNebula founded C12 Labs to provide a valueadded professional service, which many enterprises require for internal adoption, and to enhance OpenNebulas long-term sustainability (Yadav, 2013) .
The OpenNebula architecture is a classical cluster with a front end and a set of cluster nodes to run the VMs. At least one physical network is needed for connecting all cluster nodes with the front end (OpenNebula, n.a.). This architecture is flexible and modular, making it easier to integrate multiple storages, network infrastructures and hypervisor technologies than using OpenStack (Wen, 2012) .
The OpenNebula software consists of three layers: tools, drivers, and core. An example of an architecture reference model for IaaS clouds is shown in Figure 3 .
The Tools layer provides interfaces to communicate with users and allows users to manage VMs through the interfaces, which include command line interface (CLI) and libvirt API (Wen, 2012) . This layer also contains a scheduler that manages the functionality of the core layer (Wen, 2012) .
The Drivers layer contains components that communicate directly with the underlying operating system and capture the underlying infrastructure as an abstract service (Wen, 2012) .
The Core layer (Figure 3 ) contains the components used to perform user requests and control resources. In this layer, disk images for VMs are stored using datastores (referred to as Image Repositories in previous releases). The monitoring subsystem gathers information on the hosts and the VMs, such as basic performance indicators and capacity consumption, and it also contains the authentication system, which comes with a built-in user/password authentication driver and the choice from SSH Authentication, X509 Authentication, and LDAP Authentication also.
The latest OpenNebula update is version 4.8.0, Lemon Slice, released on the 12 th of August 2014. The release saw improvements to the hybrid model, changes to virtual networks that can now include any combination of ranges to accommodate any address distribution, and several other improvements throughout every other OpenNebula component.
Eucalyptus
Eucalyptus was developed by the University of California-Santa Barbara as an open source Infrastructure as a service and was released in 2008. It allows for the installation of private and hybrid clouds. Eucalyptus target is hybrid installations with its compatibility with Amazon Web Service AWS. Eucalyptus' scalability is limited in comparison to some of the alternative open source IaaS solutions and, as such, has lost some of the popularity it had in the earlier days of its release (Sefraoui et al., 2012) . The introduction of Scalable Object Storage has helped improve the scalability of Eucalyptus.
Eucalyptus has six components (one being an optional component) (Ristov et al., 2013) 
Nimbus
Nimbus is an open source IaaS project that was initially released in 2009. Nimbus' mission is "to evolve the infrastructure with emphasis on the needs of science". Nimbus is built with three goals in mind:  Enable resource owners to provide their resources as an infrastructure cloud.  Enable cloud users to access infrastructure cloud resources more easily.  Enable scientists and developers to extend and experiment with both sets of capabilities.
The main infrastructure components are the Workspace Service site manager, a web services resource framework (WSRF) based remote protocol implementation, an EC2 based remote protocol implementation of their SOAP and Query APIs, Cumulus, RM API, the cloud client, the reference client, the Workspace Pilot, the workspace-control agent, and the metadata server. The Workspace Service is a site VM manager that different remote protocol frontends can invoke. The metadata server responds to HTTP queries from VMs. The Cloud Client is the component that enables users to launch instances quickly. The workspace-control is a program that can start, stop and pause VMs, implement VM image reconstruction and management, connect the VMs to the network, and deliver contextualization information.
COMPARISON OF OPEN SORUCE SOLUTIONS
While the IaaS frameworks discussed in Section III are designed to allow users to manage their own virtual infrastructures, they have different features that should be considered when selecting a framework. This will differ depending on the expected use case and organization. These qualitative features are summarized in Table 1 . The set of criteria outlined in Table 1 are derived from a review of the supporting framework documentation and related literature. Based on this review 19 criteria emerged as the main discussed points when comparing open source IaaS frameworks. These criteria are outlined below:  Philosophy: Concerns the main use cases for the frameworks deployment (Wen et al., 2012) .  Suitability: Different frameworks will better service the needs of different users. As a result, large commercial organizations are likely to adopt a different framework than research institutes.  Architecture: The architecture of the platform provides details on how the framework was built and how it operates (Mahjoub et al., 2011 )  API Support: Cloud APIs are application programming interfaces that are used to build applications (Wen et al., 2012; Endo et al., 2010; Semolinski and Thain, 2010) .  Amazon Support: Given that AWS is the predominant enterprise cloud framework, compatibility with such public clouds is an important factor for many users (Wen et al, 2012) .  Cloud Implementation: The cloud deployment models (Mell & Grance, 2011) that are suitable for the IaaS framework.  Hypervisor: A hypervisor also known as a VM Manager (VMM) is used to describe a technique to allow multiple guests to run concurrently on a (Mahjoub et al., 2011; Wen et al., 2012; Von Laszewski et al., 2010) .  Programming Language: Concerns the scripting language in which the framework is written.  Community: A community may consist of individuals, teams or organizations that are users, developers or service providers. While all may not contribute to the development, the size of the community is a good indication of future developments of the framework (Wen et al., 2012) .  Release Frequency: The strength of the community will influence the regularity of updates to the open source frameworks. Typically these range from between 4-6 month release cycles.  Ease of Use: The complexity of setting up the system and managing VMs. This can be impacted by the supporting documentation available (Wen et al., 2012) . Easy of management is crucial for successful implementing Infrastructure as a service (Voras et al., 2013) .  Supported OS: Concerns the operating systems that are implemented on the machines.  Storage: Concerns the support for storage technologies such as network-attached storage, direct-attached storage and backup technologies (Voras et al., 2013) . How data is stored on the virtualized pools is critical to achieving flexibility, scaling and ease of use (Wen et al., 2012; Voras et al., 2013) .  Network: Cloud frameworks must give attention to virtual networks to ensure optimal performance (Voras et al, 2013) . Networks can be considered a means of using services deployed on the VMs and managing the cloud environment (Voras et al, 2013; Von Laszewski et al., 2013) . This includes support for VLAN, and firewalls.  Interface: Refers to how the user will access and manage their resources, typically through a command line interface (CLI) or browser interface (Mahjoub et al., 2011; Wen et al., 2012) .  Security: Given the perceived security treat of cloud computing, the protection of data is imperative to any IaaS framework Lynn et al., 2014; Mahjoub et al., 2011) .  Error Robustness: Concerns how the system will tolerate component failure and continue to operate effectively if there is a component failure (Mahjoub et al., 2011) .
 Load Balancing:
In computer networking terminology, load balancing denotes how a workload is distributed across multiple machines to optimize resource utilization (Mahjoub et al., 2011) .  Licensing: Refers to the restrictions of the user on distributing and modifying the software with or without the payment or royalties (Wen et al., 2013) . The most common license of open source IaaS frameworks is Apache License Version 2.0 (Openstack, n.a.; Cloudstack, n.a., Von Laszewski et al., 2012) .  Documentation Support: The level of documentation available to users will impact on the ease of use for setup and management. One of the challenges is keeping documentation updated in line with frequent new releases
CONCLUSIONS
In this paper, we present an up to date qualitative review of the main open source infrastructure as a service frameworks. Building on this, we deliver a means of comparison between these frameworks based on a set of criteria developed to evaluate open source frameworks. The paper adds to the literature by providing a comparison of five open source solutions based on the latest releases. We believe that the evaluation will to help potential adopters understand the functions of these frameworks and aid in the early stage adoption decision-making process. This work aims to illustrate the difference offerings for each of the IaaS frameworks and that user requirements may be significantly different, impacting on their framework selection. In future research, the criteria outlined in this paper will be used to expand this study to compare open and closed IaaS frameworks. We also look to develop performance criteria that can be combined with the existing paper to develop a comprehensive quantitative and qualitative comparison tool.
