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ABSTRACT 
Let L be a linear map on the space of n by n matrices with entries in an 
algebraically closed field of characteristic 0. In this article we characterize all 
non-singular L with the property that AB=BA implies L(A)L(B)=L(B)L(A). 
Let L be a linear map on the space M, of n by n matrices with entries in an 
algebraically closed field of characteristic 0. We say that L preserves 
commuting pairs of matrices if 
AB = BA implies L(A)L(B)= L(B)L(A) (1) 
for all A and B in M,. For example, if A,, . . . ,A,,, are pairwise commuting 
matrices in M,, and fi, . . . , fm are linear functionals on M,, then 
L(X)=fJX)A,+**. +fm(X)Am (2) 
is a linear map on M, that preserves commuting pairs of matrices. In fact, as 
long as the range of L is commutative, the condition (1) is trivially satisfies. 
Such a map must be singular. 
THEOREM. If n > 4 and L is a non-singular linear map on M, satisfying 
(l), then either 
L(X)=&lxs+f(x)1 (3) 
for all X in M,,, or 
L(X)=cS-lx~S+f(X)z (4) 
for all X in M,,, for some scalar c, non-singular matrix S and linear 
functional f, (X* is the transpose of X, and Z is the identity matrix.) 
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A counterexample will be given later for n = 2. The case n =3 is un- 
settled. It is not known whether there are maps L that preserve commuting 
pairs of matrices that are not of the form (2), (3) or (4). 
The proof of the theorem depends on two results. The first is a formula 
by Frobenius [l] for the dimension of the space of matrices 
C(A)= {B EM,,:AB=BA} 
in terms of the elementary divisors of A. If A has r distinct eigenvalues 
a,,..., a, and elementary divisors 
(x- uy*, 
i=l ,..., r, t=l,..., ni, then 
dimC(A)= i 2 min{e,,eit}. 
i=l s,t=l 
(5) 
(6) 
The second result is a theorem by Marcus and Moyls [2]. If a linear map F on 
M,, satisfies 
rank( X ) = 1 implies rank(F(X))= 1, (7) 
then there are non-singular matrices S and T such that either 
or 
F(X)= TXS for all X in M, 
F(X)= TX% for all X in M,,. 
Notice that if rank(E) = 1 and h is a scalar, then 
dimC(XZ+E)=dimC(E) 
=n’--2n+2. 
LEMMA. Zf dimC(A) = n2-2n+2, then there are a s6al.m h and a 
matrix E of rank 1 such that 
A =hZ+ E. (8) 
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ZfdimC(A)>n’-2n+2, then 
A=hZ 
for some scalar h. 
Proof of lewma. Suppose that A has elementary divisors (5) with n, b n,, 
i=2 , . . . ,r. If dimC(A) > n2-2n +2, then from (6) we have 
n2-2n+2<2 ~min{e,,e,,} 
i s,t 
= nln 
(i=l,..,, r; s,t=l,..., nJ. 
Therefore n - 2 +2/n < n,, and either n, = n or n1 = n - 1. In the first 
case A = XI for some scalar X. If n1 = n - 1, there are two possibilities. Either 
r=2, n2= 1, e,l=e,,=... =e,,,_,=e,,= 1 
or 
r=l, ell =2, e12=..+ =e,,,_,= 1. 
In the case (9) the Jordan normal form of A is 
a,Z+ (a2 - 4%. 
(9) 
(10) 
[Eii is the matrix whose only non-zero entry is a 1 in position (i,i).] In the 
case (10) the Jordan normal form of A is 
a,Z + EIZ. 
In either case A satisfies (8). The proof of the lemma is complete. n 
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Proof of Theorem. From the hypothesis we have 
Thus C(L(Z))=M,, and L(Z) = cl, for some scalar c ~0. Suppose that 
rank(E)=l. Then L(C(E))cC(L(E)). But L is non-singular and dimC(E) 
=n’--2n+2. Thus 
dimC(L(E)) > n2-2n+2. 
If dimC(L(E)) > n”-2n +2, then L(E) = dZ for some scalar d. This is 
impossible, since L(Z) = cl and L is non-singular. Therefore dim C( L (E )) 
= n2 - 2n + 2, and by the lemma, 
L(E)=E,+hZ, 
where rank(E,) = 1 and A is a scalar. There are scalars Aii and rank 1 matrices 
E{ such that 
L ( Eii ) = Ei; + Xii’. 
Define a linear functional f on M,, by 
f(’ ) = C xijxij 
i,i 
for X = (xii) in ~54,. Define a linear function F on M, by 
F(X)=L(X)-f(X)Z. 
Then F(Eii)=E{, and if rank(E)=l, then F(E)=XZ+E’, where rank(E’) 
= 1. 
We show by induction that X = 0 and rank( F (E )) = 1. Notice that every 
rank 1 matrix is of the form 
x ai biEii 
i,i 
for appropriate scalars ai, bi, i, j = 1,. . . , n. 
First we show that 
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for all scalars a,, . . . , a,. Suppose for 1< k < fl that 
F(a,Elj+-- +akEki)=E,, 
where rank(E,) = 1. Then 
But alEli+ . . . + u~+~E~+~,~ has rank 1, and so 
for some scalar h and rank 1 matrix E,. Thus 
and since n > 4, we have X = 0. 
Next we show that 
rank F 5 2 uibiEii 
(( i=l i=l 
for all scalars a,, bi. Suppose for 1 < k < n that 
where rank(E,) = 1. From the first part we have 
where rank(E,) = 1. Also we have 
where rank(E,) = 1. Thus E, + E, = E, + AZ. Since n > 4, we have h = 0. 
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We have shown so far that rank( F (E )) = 1 whenever rank(E) = 1. Thus 
by [2] there are non-singular matrices S and T such that either 
F(X)= TXS, 
for all X in M,, or 
F(X)= TX%, 
for all X in M,,. F(Z) is a scalar matrix, so TS = cZ. Thus either 
L(X)= cs -lxs+f(x)z 
for all X in M,,, or 
L(X)= cs -‘XtS+f(X)z 
for all X in M,. This completes the proof of the theorem. 
Counterexample for n = 2: Let 
n 
(11) 
A simple calculation shows that L is non-singular and preserves commuting 
pairs of matrices. But L is not of the form (3) or (4). Suppose that Z. has form 
(4). Then 
L(X ;)=cs-1(: ;)s+(t Jo) 
=.z-l fo 0 s ( 1 c fo ’ 
where f. = f 
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(12) 
Taking the traces on both sides of (12), we get 
1 = 2fo. 
Taking determinants on both sides of (12), we get 
O=f(f. 
This is impossible. Thus L does not have the form (4). Similarly L does not 
have the form (3). 
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