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ENTROPY PRODUCTION IN NONLINEAR
RECOMBINATION MODELS
PIETRO CAPUTO AND ALISTAIR SINCLAIR
Abstract. We study the convergence to equilibrium of a class of nonlinear recombi-
nation models. In analogy with Boltzmann’s H theorem from kinetic theory, and in
contrast with previous analysis of these models, convergence is measured in terms of
relative entropy. The problem is formulated within a general framework that we refer
to as Reversible Quadratic Systems. Our main result is a tight quantitative estimate
for the entropy production functional. Along the way we establish some new entropy
inequalities generalizing Shearer’s and related inequalities.
1. Introduction
Recombination models based on random mating have a wide range of applications in
the natural sciences and play an important role in the analysis of genetic algorithms.
The following nonlinear system is a commonly studied model. Let Ω = X1 × · · · × Xn
denote the set of sequences of length n, such that the i-th element of the sequence takes
values in a given finite space Xi. A sequence σ ∈ Ω is written as σ = (σi, i ∈ [n]),
where [n] = {1, . . . , n} is the set of loci, or sites, and σi ∈ Xi for all i ∈ [n]. Given a
subset A ⊂ [n], and a σ ∈ Ω we write σA for the A-component of σ, i.e., the subsequence
(σi, i ∈ A). If (σ, η) ∈ Ω × Ω is a pair of sequences, the recombination at A consists in
exchanging the A-component of σ with the A-component of η. This defines the map
(σ, η) 7→ (ηAσAc , σAηAc) .
If the original pair (σ, η) is obtained by sampling independently from a probability measure
p on Ω, then the sequence ηAσAc is distributed according to pA⊗pAc, the product measure
obtained from the marginals of p on A and Ac. By choosing the set A at random according
to some probability distribution ν one obtains the quadratic dynamical system
p 7→ Ψ[p] :=
∑
A
ν(A) (pA ⊗ pAc). (1.1)
The discrete time evolution of the initial distribution p is then defined by iteration of the
map Ψ, namely p(k) = Ψ[p(k−1)], k ∈ N, p(0) = p. Analogously, in continuous time one has
the quadratic differential equation
d
dt
pt =
∑
A
ν(A) (pt,A ⊗ pt,Ac − pt) , t > 0, (1.2)
with the initial condition p0 = p. Here pt is the probability measure describing the state
at time t, and pt,A denotes its marginal on A. When A = {i} is a single site we write
pt,i for the marginal at i. It is not difficult to see that the map (1.1) preserves the single
site marginals, so that pt,i = p0,i for all t > 0 and for all i ∈ [n]. The study of this
model goes back to the pioneering work of Geiringer [12]; see also [21, 20, 1, 17] for more
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recent accounts. As emphasized in [21, 20] this model is a special case of the much larger
class of so-called “quadratic dynamical systems”, which provides a rich family of discrete
analogues of Boltzmann’s equation from statistical physics. It is a classical result that,
under an obvious nondegeneracy assumption on the distribution ν, the system converges
to the stationary state given by the product of the marginals of the initial state p; i.e., if
pi = p0,i denotes the marginal of p at site i, then
π = ⊗i pi (1.3)
is the equilibrium distribution and one has convergence in distribution: p(k) → π, k →∞,
and pt → π, t → ∞. We shall be interested in the speed of convergence to equilibrium
in both continuous and discrete time. We consider the following natural examples of the
distribution ν:
1) Single site recombination: ν(A) = 1n
∑n
i=1 1(A = {i});
2) One-point crossover: ν(A) = 1n+1
∑n
i=0 1(A = Ji), where J0 = ∅, Ji = {1, . . . , i}, i > 1;
3) Uniform crossover: ν(A) = 12n , for all A ⊂ [n];
4) The Bernoulli(q) model: for some q ∈ [0, 12 ], ν(A) = q
|A|(1− q)n−|A|.
The Bernoulli(q) model is a generalization of the uniform crossover model. In principle
our method can be applied to other generalizations, such as the k-crossover model or
the so-called Poisson model. However, to keep this work at a reasonable length, in what
follows we will restrict attention to the models listed above. The first example generates a
simple linear evolution, but the other choices produce genuinely nonlinear processes. Tight
estimates on the speed of convergence in total variation norm of the associated discrete
time processes were obtained in [20]. While the first example reduces to a standard coupon
collecting argument, implying that the system mixes in Θ(n log n) steps, the other cases
require a finer coupling analysis. In particular, it is shown in [20] that one-point crossover
mixes in Θ(n log n) steps, while uniform crossover mixes in Θ(log n) steps. Further results
on convergence to equilibrium in total variation norm together with the analysis of the
quasi-stationary measure were recently obtained in [17].
In this paper we focus on convergence to equilibrium in terms of entropy. Here we recall
that the relative entropy of p with respect to µ, for two probability measures p, µ on Ω, is
given by
H(p |µ) =
∑
σ∈Ω
p(σ) log(p(σ)/µ(σ)) ,
with H(p |µ) = +∞ if there exists σ ∈ Ω with µ(σ) = 0 and p(σ) 6= 0. Recall also
Pinsker’s inequality, asserting that
‖p − µ‖ 6
√
1
2 H(p |µ), (1.4)
where ‖p− µ‖ = 12
∑
σ∈Ω |p(σ)− µ(σ)| denotes the total variation distance. Now, for any
probability measure p on Ω, the convergence pt → π implies that the relative entropy
H(pt |π) satisfies H(pt |π) → 0, t → ∞. By analogy with the Boltzmann equation, it is
very natural to study the rate of exponential decay of relative entropy or, equivalently,
the existence of an inequality of the form
d
dt
H(pt |π) 6 − δ H(pt |π) , (1.5)
for some δ > 0 independent of t. The bound (1.5) is often referred to as an entropy
production estimate. The investigation of the corresponding inequality for the Boltzmann
equation, stimulated by a famous conjecture of Cercignani, is at the heart of many recent
spectacular developments in kinetic theory; see, e.g., [8] for a survey. To the best of our
knowledge the inequality (1.5) has not been investigated for the recombination models
introduced above. The main purpose of this paper is to initiate this study and provide
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sharp estimates of the constant δ in these models. We also discuss possible generaliza-
tions and make some preliminary steps towards more general reversible quadratic systems
displaying non-product equilibrium measures, such as nonlinear versions of the stochastic
Ising model; see Section 3 below.
To describe our main results it is convenient to reformulate the entropy production
estimate in terms of suitable functional inequalities. Let π be a product measure on Ω of
the form (1.3). For any nonnegative function f : Ω 7→ [0,∞), define the entropy functional
Ent(f) = π[f log f ]− π[f ] log π[f ].
For any A ⊂ [n], let fA denote the function
fA(σ) =
∑
η∈Ω
π(η)f(σAηAc);
note that fA depends only on σA. When A = {i} for some i ∈ [n], we simply write fi for
f{i}. Let Sπ denote the set of all f : Ω 7→ [0,∞) such that π[f ] = 1 and fi = 1 for all
i ∈ [n]. Notice that Sπ is precisely the set of all functions f of the form f = p/π, where
p is any probability measure on Ω satisfying (1.3); i.e., f is the density of p with respect
to π and p has the same marginals as π. Moreover, fAfAc is the density of pA ⊗ pAc with
respect to π. Given a distribution ν over subsets of [n] we call δ(π, ν) the largest constant
δ > 0 such that the inequality∑
A
ν(A)π
[
(fAfAc − f) log
fAfAc
f
]
> δ Ent(f) (1.6)
holds for all f ∈ Sπ. As we shall see, inequality (1.6) coincides with (1.5) when f = pt/π
is the density of pt with respect to π. Define also
δ(ν) = inf
π
δ(π, ν) ,
where the infimum is taken over all product measures on X1×· · ·×Xn and over all possible
underlying finite spaces Xi.
Theorem 1.1. The recombination models defined above satisfy the following bounds:
1) Single site recombination: 2n +O(n
−2) > δ(ν) > 1n−1 ;
2) One-point crossover: 4n +O(n
−2) > δ(ν) > 1n+1 ;
3) Uniform crossover: 4n +O(n
−2) > δ(ν) > 1−2
−n+1
n−1 ;
4) Bernoulli(q) model: 4(1−(1−q/2)
n)
n +O(n
−2) > δ(ν) > 1−(1−q)
n−qn
n−1 .
Inequality (1.6) can be seen as a nonlinear version of a logarithmic Sobolev inequality;
see, e.g., [9] for background on logarithmic Sobolev inequalities in the usual Markov chain
setting. Remarkable works have been devoted to the study of functional inequalities of the
form (1.6) in the Boltzmann equation literature; see, e.g., [5, 24] and [23, 8] for an overview.
In our combinatorial setting, we shall establish the entropy production inequalities of
Theorem 1.1 by proving a new set of inequalities for the entropy functional of a product
measure. More precisely, we shall first observe (see Lemma 4.2), that δ(π, ν) > κ(π, ν),
where κ(π, ν) denotes the largest possible constant κ > 0 such that the inequality∑
A
ν(A) (Ent(fA) + Ent(fAc)) 6 (1− κ) Ent(f) (1.7)
holds for all f ∈ Sπ. Define
κ(ν) = inf
π
κ(π, ν) ,
where the infimum is taken over all product measures on X1×· · ·×Xn and over all choices
of the spaces Xi. Then, since δ(ν) ≥ κ(ν), we can obtain the lower bounds in Theorem 1.1
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by computing κ. The following result, which may be of independent interest, does this for
all of the above recombination models.
Theorem 1.2. For the recombination models defined above, the constant κ(ν) satisfies:
1) Single site recombination: κ(ν) = 1n−1 ;
2) One-point crossover: κ(ν) = 1n+1 ;
3) Uniform crossover: κ(ν) = 1−2
−n+1
n−1 ;
4) Bernoulli(q) model: κ(ν) = 1−(1−q)
n−qn
n−1 .
Inequality (1.7) expresses a generalized subadditivity property of the entropy functional
for a product measure. As discussed in Section 4 below, it can be understood as a refine-
ment of Shearer’s inequality for Shannon’s entropy [7]. We refer also to [11, 2, 16] for other
interesting extensions and applications of Shearer’s inequality. Our setting is somewhat
non-standard because of the restriction to f ∈ Sπ. It is important to note that without it
there cannot be a positive constant κ in (1.7). Indeed, by taking f of the form
∏
i fi for
some nontrivial single site marginals fi, one has Ent(fA) + Ent(fAc) = Ent(f) for any A
so that (1.7) can only hold with κ = 0.
As mentioned earlier, the lower bounds in Theorem 1.1 are a consequence of Theorem
1.2 and the fact that δ(ν) > κ(ν). The upper bounds on the other hand will follow by
exhibiting an explicit test function in (1.6).
Finally, we turn to the consequences of Theorem 1.1 for the convergence to equilibrium
of both the continuous time and the discrete time evolutions. The following result shows
that in all models considered above one has exponential decay in relative entropy with rate
κ(ν) and that, if we insist on uniformity in the initial state p, this decay rate is optimal
up to a constant factor.
Corollary 1.3. Consider the recombination model with distribution ν, and let κ(ν) be as
in Theorem 1.2. For any initial state p, let π denote the associated product measure (1.3).
Then, in continuous time one has
H(pt |π) 6 e
−κ(ν)tH(p |π) , t > 0. (1.8)
Similarly, in discrete time
H(p(k) |π) 6 (1− κ(ν))kH(p |π) , k ∈ N. (1.9)
Moreover, there exists an initial state p such that, if γ(ν) denotes the upper bound on δ(v)
appearing in Theorem 1.1, then
d
dt
H(pt |π)
∣∣∣∣
t=0+
> − γ(ν)H(p |π) , H(p(1) |π) > (1− γ(ν))H(p |π) . (1.10)
These bounds are tight in the sense that there exists a constant C > 0, independent of n,
such that γ(ν) 6 Cκ(ν) for all models 1)–3). In the case of the Bernoulli(q) model, the
bound γ(ν) 6 Cκ(ν) holds provided q > n−2.
The proofs of Theorem 1.1, Theorem 1.2 and Corollary 1.3 are deferred to Section 4.
In Section 2 we formulate the problem of entropy production estimates in the much more
general setting of reversible quadratic systems. In Section 3 we present some examples of
reversible quadratic systems, including the recombination models defined above.
2. Reversible quadratic systems
Following [21], we introduce a general framework, which includes the recombination
models as special cases. We shall work in continuous time, but as we will see a translation
to the discrete time setting is immediate1.
1[21] worked in discrete time, and also restricted attention to symmetric quadratic systems, which are
reversible quadratic systems with µ uniform.
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2.1. Setup. Let X be a finite space, and call P(X ) the set of probability measures on
X . We refer to, e.g., [18] for background on Markov chains. A reversible quadratic system
(RQS) on X is defined by a pair (G, µ) where
(1) G is the infinitesimal generator of a Markov chain with state space X × X , i.e.,
G(σ, σ′; τ, τ ′) > 0 for all (σ, σ′) 6= (τ, τ ′) and
G(σ, σ′;σ, σ′) = −
∑
(τ,τ ′)6=(σ,σ′)
G(σ, σ′; τ, τ ′). (2.1)
(2) µ ∈ P(X ) satisfies µ(σ) > 0 for all σ ∈ X and is such that µ ⊗ µ is reversible for
G, i.e., for all σ, σ′, τ, τ ′ ∈ X one has
µ(σ)µ(σ′)G(σ, σ′; τ, τ ′) = µ(τ)µ(τ ′)G(τ, τ ′;σ, σ′). (2.2)
Moreover, we assume that G has the symmetry
G(σ, σ′; τ, τ ′) = G(σ′, σ; τ ′, τ), (2.3)
for all σ, σ′, τ, τ ′ ∈ X .
The quantity G(σ, σ′; τ, τ ′) is interpreted as the rate at which the pair (τ, τ ′) is produced
from a collision (or “mating”) between σ and σ′. Below, G will be mostly of the form
G = Q − 1, where Q is a Markov kernel on X × X with reversible measure µ ⊗ µ. It is
important to note that the Markov chain on the product space X × X defining the RQS
is not assumed to be irreducible, and therefore µ can be taken to be any of the possibly
many measures such that µ⊗µ is reversible for G. Indeed, in most cases to be considered
below, G will not be irreducible and we shall use that freedom in selecting µ.
The dynamics of the system are specified by the equation
d
dt
pt(τ) =
∑
τ ′∈X
Φ[pt](τ, τ
′) , (2.4)
where we define, for any p ∈ P(X ),
Φ[p](τ, τ ′) :=
∑
σ,σ′∈X
p(σ)p(σ′)G(σ, σ′; τ, τ ′).
We consider equation (2.4) with the initial condition p0 = p for some given p ∈ P(X ). By
(2.1), for any fixed σ, σ′ one has
∑
(τ,τ ′) G(σ, σ
′; τ, τ ′) = 0, which implies the conservation
law ∑
τ∈X
pt(τ) = 1, (2.5)
for all t > 0. Thus equation (2.4) gives a well defined evolution of the state of the system.
In general there are many other conservation laws in the system (2.4); see part 3 of
Proposition 2.3 below. Existence and uniqueness of the solution of (2.4) for any p ∈ P(X )
can be established in a standard way; see, e.g., [1].
From reversibility (2.2), setting f(σ) = p(σ)/µ(σ) one finds
Φ[p](τ, τ ′) =
∑
σ,σ′∈X
µ(τ)µ(τ ′)G(τ, τ ′;σ, σ′)
[
f(σ)f(σ′)− f(τ)f(τ ′)
]
. (2.6)
Therefore, in terms of ft(σ) = pt(σ)/µ(σ), equation (2.4) becomes
d
dt
ft(τ) =
∑
σ,σ′,τ ′∈X
µ(τ ′)G(τ, τ ′;σ, σ′)
[
ft(σ)ft(σ
′)− ft(τ)ft(τ
′)
]
.
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Remark 2.1. RQS include linear evolutions associated to Markov chains as a special case.
For instance if G0 is a Markov generator with state space X , with reversible measure µ,
then the expression
G(σ, σ′; τ, τ ′) = G0(σ, τ)1(σ
′ = τ ′) + G0(σ
′, τ ′)1(σ = τ) ,
defines a RQS (G, µ). In this case the evolution is linear, and coincides with the Markov
chain generated by G0, i.e., pt = p e
tG0 .
Remark 2.2. Given the generator G, let S(τ, τ ′;σ, σ′) = 12(G(τ, τ
′;σ, σ′) + G(τ ′, τ ;σ, σ′)).
Note that this does not define a Markov generator, since off-diagonal elements need not be
nonnegative. However, it is not hard to check that
Gsym(τ, τ
′;σ, σ′) =


S(τ, τ ′;σ, σ′) if (σ, σ′) 6= (τ ′, τ), (τ, τ ′)
G(τ, τ ′; τ ′, τ) if (σ, σ′) = (τ ′, τ)
S(τ, τ ′; τ, τ ′) + S(τ, τ ′; τ ′, τ)− G(τ, τ ′; τ ′, τ) if (σ, σ′) = (τ, τ ′)
does define a Markov generator, i.e., for all τ, τ ′ ∈ X one has
∑
σ,σ′ Gsym(τ, τ
′;σ, σ′) = 0,
and Gsym(τ, τ
′;σ, σ′) > 0 if (σ, σ′) 6= (τ, τ ′). From (2.6) and (2.3) it is not hard to see that
Φ[p](τ, τ ′) is unchanged if G is replaced by Gsym. In particular, we may and will assume
without loss of generality, that the generator G satisfies the symmetry
G(τ, τ ′;σ, σ′) = G(τ ′, τ ;σ, σ′), if (σ, σ′) 6= (τ ′, τ), (τ, τ ′). (2.7)
By reversibility (2.2), from (2.7) one has the further symmetry
G(σ, σ′; τ, τ ′) = G(σ, σ′; τ ′, τ), if (σ, σ′) 6= (τ ′, τ), (τ, τ ′).
In most examples below, G has the form G = Q − 1 for some Markov kernel Q. In this
case the symmetry (2.7) is equivalent to Q(σ, σ′; τ, τ ′) = Q(σ, σ′; τ ′, τ), for all (σ, σ′) 6=
(τ ′, τ), (τ, τ ′).
2.2. Entropy and stationary states. Reversible quadratic systems satisfy an analogue
of Boltzmann’s H theorem from kinetic theory, which we summarize in Proposition 2.3
below. Call ρ ∈ P(X ) stationary if Φ[ρ] = 0. Note that by (2.6) the reference measure µ
is stationary. Let P+(X ) denote the set of ρ ∈ P(X ) such that ρ(σ) > 0 for all σ ∈ X .
For any RQS (G, µ), one has the following facts.
Proposition 2.3. 1) For any initial state p ∈ P(X ),
d
dt
H(pt |µ) = −D(ft, ft), (2.8)
where ft(σ) = pt(σ)/µ(σ) and, for any f, g : X 7→ [0,∞):
D(f, g) :=
1
4
∑
σ,σ′,τ,τ ′∈X
µ(τ)µ(τ ′)G(τ, τ ′;σ, σ′)
[
f(σ)f(σ′)− f(τ)f(τ ′)
]
log
g(σ)g(σ′)
g(τ)g(τ ′)
.
In particular, D(ft, ft) > 0 for all t > 0 and D(ft, ft) = 0 iff pt is stationary.
2) ρ ∈ P(X ) is stationary iff f(σ) = ρ(σ)/µ(σ) satisfies
f(σ)f(σ′) = f(τ)f(τ ′),
for all σ, σ′, τ, τ ′ ∈ X such that G(τ, τ ′;σ, σ′) > 0. In particular, ρ⊗ ρ is reversible for
G iff ρ is stationary.
3) If ρ ∈ P+(X ) is stationary, then for any initial condition p ∈ P(X ), one has
d
dt
∑
σ∈X
pt(σ) log(ρ(σ)/µ(σ)) = 0.
ENTROPY PRODUCTION IN NONLINEAR RECOMBINATION MODELS 7
Proof. Differentiating and using (2.5) one has
d
dt
H(pt |µ) =
∑
τ∈X
[
d
dt
pt(τ)
]
log
pt(τ)
µ(τ)
=
∑
σ,σ′,τ,τ ′∈X
µ(τ)µ(τ ′)G(τ, τ ′;σ, σ′)
[
ft(σ)ft(σ
′)− ft(τ)ft(τ
′)
]
log ft(τ).
By the symmetry (2.7), one can replace log ft(τ) above with log(ft(τ)ft(τ
′)) at the cost
of a factor 1/2. Finally, by reversibility one obtains (2.8). Clearly, D(f, f) > 0 and
D(f, f) = 0 iff f satisfies f(σ)f(σ′) = f(τ)f(τ ′), whenever G(τ, τ ′;σ, σ′) > 0. From this
and (2.6) it follows that D(ft, ft) = 0 iff pt is stationary. This proves part 1.
Part 2 follows in the same way since if p is stationary then pt = p for all t.
Finally, for part 3, reasoning as above, if g(σ) = ρ(σ)/µ(σ), ρ ∈ P+(X ), then
d
dt
∑
τ∈X
pt(τ) log(g(τ)) = −D(ft, g).
Since ρ is stationary, one has that D(ft, g) = 0 by part 2. 
Let us remark that by Proposition 2.3, for any initial condition p ∈ P(X ), one has that
H(pt |µ) is monotone non-increasing, and therefore has a limit. This alone does not imply
that pt converges. In fact, at this level of generality it may be hard to give a complete
characterization of the limit points of pt as t → ∞, as the initial state p varies in P(X ).
However, by compactness one has that along some subsequence tn →∞, ptn → ρ for some
ρ ∈ P(X ). As already observed in [21, Theorem 2], if one knows that ρ is stationary and
has full support, i.e., ρ ∈ P+(X ), then it follows by Proposition 2.3 that pt → ρ, t → ∞.
To see this, observe that
H(pt | ρ) = H(pt |µ)− pt[log(ρ/µ)].
From Proposition 2.3 part 3, pt[log(ρ/µ)] is independent of t and therefore equals H(ρ |µ).
On the other hand one must also have that H(pt |µ) decreases to H(ρ |µ), and therefore
H(pt | ρ)→ 0, which implies pt → ρ by (1.4).
For all the examples of RQS to be discussed below we shall not need to appeal to the
above abstract argument. In fact, for any initial distribution p ∈ P(X ) we shall always be
able to identify an explicit limit point µ ∈ P+(X ) such that H(pt |µ) → 0, t → ∞. This
in turn implies the convergence pt → µ by (1.4). To quantify the convergence of relative
entropy we proceed as follows.
Definition 2.4. Given the RQS (G, µ) on X , we define F = F(G, µ) as the set of functions
f : X 7→ [0,∞) such that µ[f ] = 1, and
µ[f log(ρ/µ)] = µ[log(ρ/µ)],
for all stationary ρ ∈ P+(X ). Moreover, we say that the RQS satisfies the entropy pro-
duction estimate with constant δ > 0 if for all f ∈ F one has
D(f, f) > δ Ent(f), (2.9)
where Ent(f) = µ[f log f ]− µ[f ] log µ[f ].
Proposition 2.5. Suppose the RQS (G, µ) satisfies the entropy production bound with
constant δ > 0. Then any initial state p ∈ P(X ) such that p/µ ∈ F satisfies
H(pt |µ) 6 e
−δ tH(p |µ) ,
for all t > 0.
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Proof. For any f > 0 such that µ[f ] = 1 one hasH(fµ |µ) = Ent(f). Thus, by Proposition
2.3 part 1, it suffices to show that (2.9) holds for all functions ft = pt/µ, t > 0. Since by
assumption p/µ ∈ F one has p[log(ρ/µ)] = µ[log(ρ/µ)], and by Proposition 2.3 part 3, the
same holds for pt, for all t > 0. In particular ft ∈ F , for all t > 0. 
In practical applications our approach may be summarized as follows. Given the initial
p ∈ P(X ), the goal will be to find a stationary measure µ ∈ P+(X ) such that p[log(ρ/µ)] =
µ[log(ρ/µ)], for all stationary ρ ∈ P+(X ) and then to prove the entropy production bound
of Definition 2.4 for the RQS with that choice of µ. Notice that in this framework the
rate of decay δ may depend on the initial value p ∈ P(X ) but only through the selected
equilibrium point µ ∈ P+(X ).
The functional inequality (2.9) can be interpreted as a nonlinear version of the logarith-
mic Sobolev inequality for Markov chains. In our setup, one can actually write it in the
form of a classical logarithmic Sobolev inequality in the product space X ×X , as follows.
For any f, g : X 7→ [0,∞), write F (σ, σ′) = f(σ)f(σ′) and G(σ, σ′) = g(σ)g(σ′). Then, as
in the proof of Proposition 2.3 one has
D(f, g) = −
1
2
µ̂ [(GF ) logG], (2.10)
where we use the notation µ̂ = µ⊗ µ, and GF denotes the usual linear action of G on F .
In particular, (2.9) now becomes
−µ̂ [(GF ) log F ] > δ Entµ̂(F ), (2.11)
where Entµ̂(F ) = µ̂ [F log F ] − µ̂ [F ] log(µ̂ [F ]) = 2Ent(f). The inequality (2.11) is often
referred to in the Markov chain literature as a “modified log-Sobolev inequality”; see, e.g.,
[19, 3]. An important difference to keep in mind here with respect to the usual Markov
chain setup is that we do not assume irreducibility, and therefore (2.11) in general cannot
hold for all F . Indeed, in our setting we require this to hold only for F of the form
F (σ, σ′) = f(σ)f(σ′), where f ∈ F .
2.3. Linearized problem and spectral gap. As in kinetic theory, see, e.g., [23], to
gain insight into the functional inequality (2.9) it is natural to investigate the linearized
problem for near-to-equilibrium densities, i.e., f = 1 + ε φ for some φ : X 7→ R such that
µ[φ] = 0 with small ε > 0.
Lemma 2.6. Let f = 1 + ε φ for some φ : X 7→ R such that µ[φ] = 0. Then, as ε → 0
one has
lim
ε→0
ε−2Ent(f) =
1
2
µ[φ2] , lim
ε→0
ε−2D(f, f) = −µ[(Γφ)φ],
where Γ is the linear operator defined by
Γ(τ, σ) =
∑
σ′,τ ′
µ(τ ′)[G(τ, τ ′;σ, σ′) + G(τ, τ ′;σ′, σ)] .
Proof. By expanding in the parameter ε and retaining only terms up to order ε2 it is not
hard to check that ε−2Ent(f) → 12µ[φ
2], as ε → 0. Similarly, neglecting terms of order
o(ε2), D(f, f) is given by
− ε2
∑
σ,σ′,τ,τ ′
µ(τ)µ(τ ′)G(τ, τ ′;σ, σ′)φ(τ)[φ(σ) + φ(σ′)].
The latter expression equals −ε2µ[(Γφ)φ]. 
Thus, the linearized version of inequality (2.9) states that
−µ[(Γφ)φ] >
δ
2
µ[φ2] . (2.12)
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We note that if ψ = log(ρ/µ) for some stationary ρ ∈ P+(X ), then, as in the proof of
Proposition 2.3, one finds Γψ = 0. This is not in contradiction with (2.12). Indeed, the
condition f = 1 + εφ ∈ F is equivalent to requiring that φ is orthogonal in L2(µ) to the
constant functions and to all conserved quantities ψ = log(ρ/µ) for stationary ρ ∈ P+(X ).
Thus it is meaningful to study (2.12) for all φ restricted to this class. This may be
interpreted as a spectral gap bound, as follows.
Suppose that G = Q−1, where Q is a Markov kernel on X ×X . Then it is not hard to
see that
Γ(τ, σ) = 2K(τ, σ) − δ(σ, τ) − µ(σ), (2.13)
where we introduce the Markov kernel
K(τ, σ) := 12
∑
σ′,τ ′
µ(τ ′)[Q(τ, τ ′;σ, σ′) +Q(τ, τ ′;σ′, σ)] . (2.14)
The kernel K is reversible with respect to µ. Moreover, if ψ = log(ρ/µ) for a stationary
ρ ∈ P+(X ), then from Γψ = 0 and (2.13) we obtain the eigenvalue equation
Kψ¯ = 12 ψ¯,
where ψ¯ := ψ − µ[ψ]. Inequality (2.12) is then equivalent to
µ[(Kφ)φ] 6
(
1
2 −
δ
4
)
µ[φ2] , (2.15)
for all φ orthogonal in L2(µ) to the constant functions and to the conserved quantities
ψ = log(ρ/µ) as above. From the obvious inequality −µ[(Γφ)φ] > 0 one obtains for free
that, apart from the trivial eigenvalue 1, all eigenvalues of K must be at most 12 . Thus,
(2.15) says that, besides the eigenvalues associated to the conserved quantities, all other
eigenvalues of K are at most 12 −
δ
4 . In some special cases one can fully diagonalize the
operator K and compute the optimal constant δ in (2.15). It should be noted that, while
the entropy production bound (2.9) always implies the spectral gap (2.15) via Lemma 2.6,
the converse is of course not true.
2.4. Continuous vs. discrete time. If G = Q−1, where Q is a Markov kernel on X ×X ,
then one can define the discrete time RQS as follows. Set
Ψ[p](τ) =
∑
σ,σ′,τ ′
p(σ)p(σ′)Q(σ, σ′, τ, τ ′).
This defines a map Ψ : P(X ) 7→ P(X ), whose k-th iterate p(k) = Ψ[p(k−1)] describes the
state of the system after k steps, with initial state p(0) = p. The entropy production
estimate (2.9) now takes the form
H(p(k) |µ) 6 (1 − δ)H(p(k−1) |µ) , (2.16)
for all k ∈ N. Moreover, the same general remarks about stationary states and convergence
to equilibrium apply in the discrete time setting; see also [21].
However, we caution the reader that, in contrast with the case of linear evolution
associated to a Markov chain, here there is a more pronounced difference between the
discrete time evolution and the continuous time evolution. To briefly address this point,
let us regard the operation Ψ[p] as the product p⊙ p, where we define, for all p, q ∈ P(X )
the new probability on X × X
(p⊙ q)(τ, τ ′) =
∑
σ,σ′
p(σ)q(σ′)Q(σ, σ′, τ, τ ′).
Using the symmetry (2.7) one sees that the product p⊙ q is commutative. However, it is
not in general associative. This is the main source of difficulty in the explicit construction
of the continuous time evolution pt, in contrast with the simple iterations p
(k) of the
discrete time process. The form p ⊙ q is the analogue of the Wild convolution product
10 PIETRO CAPUTO AND ALISTAIR SINCLAIR
in the Boltzmann equation literature. A solution of the continuous time system can be
constructed using suitable sums over so-called “McKean trees”, which encode the various
ways of taking products, such as p ⊙ (p ⊙ (p ⊙ p)) or (p ⊙ p) ⊙ (p ⊙ p) and so on. This
construction builds on the pioneering work of Wild and McKean; see [6] and references
therein. Our results below will not make use of this method; they will be based only
on functional inequalities of the form (2.9) or (2.16), and will not make any significant
distinction between discrete and continuous time evolution.
3. Main examples
We now turn to concrete examples of RQS.
3.1. Binary uniform crossover. We begin with the simplest possible example. Let
X = {0, 1}n for some fixed integer n, and
Q(σ, σ; τ, τ ′) =
1
2n
∑
A⊂[n]
1(τ = σ′AσAc , τ
′ = σAσ
′
Ac). (3.1)
In words, we move from (σ, σ′) to (τ, τ ′) under a uniform crossover, i.e., (τ, τ ′) is obtained
from (σ, σ′) by picking a uniformly random A ⊂ [n] and swapping the A-components σA
and σ′A, leaving the rest unchanged. Then G = Q − 1 defines the generator of the RQS.
For the reference measure µ we may choose any product of Bernoulli probability measures.
Indeed, (2.2) holds if µ = ⊗i=1µi, with µi arbitrary Bernoulli distributions. Now, given
any initial state p ∈ P(X ), equation (2.4) can be written as
d
dt
pt =
1
2n
∑
A
(pt,A ⊗ pt,Ac − pt) , t > 0,
with the initial condition p0 = p. This is the model described in (1.2) in the special case
where the single site spaces Xi all coincide with {0, 1} and the distribution ν is uniform.
The marginals pi of p are preserved by the evolution, i.e., pt,i = pi for all i, t, and thus the
natural candidate for convergence of pt as t→∞ is the product measure π = ⊗i=1pi; see
also Lemma 3.1 below. Our results imply that the entropy production bound (2.9) holds
with δ > 1/n, independent of the initial state p ∈ P(X ). In particular,
H(pt |π) 6 H(p |π) e
−t/n
for any initial distribution p ∈ P(X ) and any n. As we shall see in the proof of Corollary
1.3 the 1/n behavior of the constant cannot be improved if we require uniformity of the
decay rate as a function of the initial state p. In this example the linear operator K from
(2.14) can be fully diagonalized, and one finds that (2.15) holds with δ = 1. In particular,
this is an example of a system with uniformly positive spectral gap but with a vanishing
rate (as n→∞) in the exponential decay of relative entropy.
3.2. General recombination model. The binary uniform crossover model can be read-
ily generalized to the case where the uniform choice of A in (3.1) is replaced by a given
distribution ν on subsets of [n], and the state space is taken as X = X1 × · · · ×Xn with
arbitrary finite single site spaces Xi. Again G = Q− 1, where now
Q(σ, σ; τ, τ ′) =
∑
A⊂[n]
ν(A)1(τ = σ′AσAc , τ
′ = σAσ
′
Ac).
The system equation (2.4) then coincides with (1.2). As above it is not hard to check
that (2.2) is satisfied by any product measure µ = ⊗µi, with µi an arbitrary probability
measure on Xi. To define the RQS (G, µ), we fix one such µ, with µ ∈ P+(X ). Say that
ν is nondegenerate if for any i, j ∈ [n] there is a positive probability that the random set
with distribution ν separates i and j.
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Lemma 3.1. If ν is nondegenerate, then ρ ∈ P(X ) is stationary iff ρ has the product
form ρ = ⊗ni=1ρi for some probability measures ρi on Xi.
Proof. From Proposition 2.3 it follows that ρ ∈ P(X ) is stationary iff it satisfies
ρ(σ)ρ(σ′) = ρ(σ′AσAc)ρ(σAσ
′
Ac) ,
for all σ, σ′ ∈ X and all A ⊂ [n] such that ν(A) > 0. In particular, any product measure
ρ = ⊗ni=1ρi is stationary. To prove the converse, notice that summing over σ
′ ∈ X in the
above equation one has that
ρ(σ) = ρA(σA)ρAc(σAc), (3.2)
for all σ ∈ X and all A ⊂ [n] such that ν(A) > 0, where ρA denotes the marginal of ρ
on A. We prove by induction that for any set B ⊂ [n] one has ρB(σB) =
∏
i∈B ρi(σi).
Plainly, this is true for all sets B ⊂ [n] with |B| = 1. Suppose that it is true for all sets
B ⊂ [n] with 1 6 |B| 6 k. Take B′ ⊂ [n] with |B′| = k + 1, and choose i, j ∈ B′. By
the nondegeneracy assumption, there is a set A such that i ∈ A, j ∈ Ac, and ν(A) > 0.
Applying (3.2) with this choice of A and taking the marginal over B′, one finds ρB′(σB′) =
ρA∩B′(σA∩B′)ρAc∩B′(σAc∩B′). Since 1 6 |A
c ∩B′| 6 k and 1 6 |A∩B′| 6 k we may apply
the inductive assumption to conclude. 
Clearly, all models discussed in the introduction satisfy the nondegeneracy assumption.
Since the marginals pi of p are preserved by the evolution, the natural candidate for
convergence of pt is the product measure π = ⊗i=1pi. As highlighted in Corollary 1.3, our
analysis will show that, for any initial state p ∈ P(X ),
H(pt |π) 6 H(p |π) e
−κ(ν)t
for all t > 0, where the constant κ(ν) is as specified in Theorem 1.2.
We remark that we may always pretend that π has full support, and take π itself as the
reference measure µ. Indeed, this is equivalent to the condition that pi has full support
on Xi for all i ∈ [n], and if that is not the case then we may simply replace the Xi with
subspaces X¯i such that pi has full support on X¯i and work with the RQS (G, π) within
the space X¯ = X¯1 × · · · × X¯n instead of X ; this ensures that now π ∈ P+(X¯ ).
In the remainder of this section we briefly consider some more general examples of RQS
that go beyond our recombination examples. In particular, these generalized models will
admit stationary measures that are not product measures. While our quantitative results
on entropy production do not so far extend to these cases, they serve as examples of
natural open questions in this area.
3.3. Nonlinear stochastic Ising model. As a canonical example of a generalization
that admits nontrivial correlations in the equilibrium state, we introduce a natural non-
linear dynamics on the Ising model on a finite graph G = (V,E), V = [n]. The Ising
model is the probability measure µ = µG,β,h on X = {−1, 1}
V , given by
µ(σ) =
1
Z
e−βH(σ)+
∑
i∈V hiσi , H(σ) = −
∑
ij∈E
σiσj . (3.3)
Here h = {hi}i∈V ∈ [−∞,∞]
V are the so-called “external fields”, β ∈ R is a parameter (the
“inverse temperature”), and Z = ZG,β,h is the normalizing factor, or “partition function.”
Infinite values of external fields encode so-called “boundary conditions”: if hi = +∞
(respectively, −∞) then one has a + (respectively, −) boundary condition at site i.
Clearly, µ ∈ P+(X ) iff all external fields are finite. Below, we fix one such µ as reference
measure. We set G = Q − 1, with the Markov kernel Q defined by Q =
∑
A ν(A)QA,
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where ν is a given distribution over subsets and for any A ⊂ [n],
QA(σ, σ
′; τ, τ ′) = αA(σ, σ
′)1(τ = σ′AσAc , τ
′ = σAσ
′
Ac) + (1− αA(σ, σ
′))1(τ = σ, τ ′ = σ′),
αA(σ, σ
′) :=
µ(σ′AσAc)µ(σAσ
′
Ac)
µ(σ′AσAc)µ(σAσ
′
Ac) + µ(σ)µ(σ
′)
. (3.4)
Notice that αA(σ, σ
′) can be written as the conditional µ ⊗ µ probability of the pair
(σ′AσAc , σAσ
′
Ac) given the occurrence of either (σ
′
AσAc , σAσ
′
Ac) or (σ, σ
′). It satisfies
αA(σ, σ
′) =
1
1 + eβφA(σ,σ
′)
, φA(σ, σ
′) =
∑
i∈A,j∈Ac
(σi − σ
′
i)(σj − σ
′
j)1(ij ∈ E) .
In particular, αA is independent of the external fields h. It is easily checked that for each
A, one has the reversibility
µ(τ)µ(τ ′)QA(τ, τ
′;σ, σ′) = µ(σ)µ(σ′)QA(σ, σ
′; τ, τ ′), (3.5)
for all σ, σ′, τ, τ ′ ∈ X . Therefore (G, µ) defines a RQS. Since the kernel Q is independent
of the external fields h, the RQS here is determined by the distribution ν, the parameter
β and the graph G (and not by h). Moreover, any Ising measure of the form (3.3) satisfies
(3.5) and therefore it is stationary for the RQS. A particularly interesting choice is the
single site update ν(A) = 1n1(|A| = 1), which can be interpreted as a nonlinear version
of the usual Ising Gibbs sampler, or Glauber dynamics; see, e.g., [15] for an introduction.
One can prove the following characterization of the stationary distributions.
Lemma 3.2. Fix a graph G with n vertices, and β ∈ R. Assume ν(A) = 1n1(|A| = 1).
Let µ ∈ P+(X ) be as in (3.3) with arbitrary external fields. A distribution ρ ∈ P(X ) is
stationary for the RQS (G, µ) if and only if ρ is of the form (3.3) for some choice of h.
Proof. We have seen that any ρ of the form (3.3) satisfies (3.5) and it is therefore stationary.
To prove the converse, observe that by Proposition 2.3 part 2, one has that any stationary
ρ must satisfy
ρ(σ)ρ(σ′)
µ(σ)µ(σ′)
=
ρ(σ′{i}σ[n]\{i})ρ(σ{i}σ
′
[n]\{i})
µ(σ′{i}σ[n]\{i})µ(σ{i}σ
′
[n]\{i})
, (3.6)
for all sites i ∈ [n], and for all σ, σ′ ∈ X . Suppose first that ρ ∈ P+(X ). We will show
that, if f(σ) = ρ(σ)/µ(σ), then there exist ϕ1, . . . , ϕn with ϕj : {−1,+1} 7→ (0,∞) such
that
f(σ) = f(+)
n∏
j=1
ϕj(σj) , (3.7)
where + denotes the configuration with all spins equal to +1. To prove (3.7), for any σ ∈
X , j ∈ [n], let σ[j] ∈ X denote the configuration equal to +1 for all sites in [j] = {1, . . . , j}
and equal to σ on {j + 1, . . . , n}. Since ρ, µ ∈ P+(X ), if σ[0] = σ, one has
f(σ) = f(+)
n∏
j=1
f(σ[j − 1])
f(σ[j])
.
Taking i = j, σ = σ[j − 1] and σ′ = + in (3.6), and setting ϕj(σj) =
f(+j,σj )
f(+) , where +
j,σj
denotes the configuration equal to σj at j and equal to +1 elsewhere, one has
f(σ[j − 1])
f(σ[j])
= ϕj(σj) , j = 1, . . . , n.
This proves (3.7). Since ϕj is a positive function of a single spin, it can be written as
ϕj(σj) = e
hjσj+cj for some real numbers hj, cj . Therefore, from (3.7) we obtain ρ(σ) =
const× µ(σ)e
∑
j∈V σjhj . This ends the proof for ρ ∈ P+(X ).
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If ρ does not have full support, then there must exist A ⊂ [n] and a vector vA =
(vi)i∈A ∈ {−1,+1}
A such that for all τ ∈ X ,
ρ(τ) = 1(τA = vA)ρ
′(τAc), (3.8)
for some probability ρ′ on {−1,+1}A
c
with full support. (Here A is the set of vertices
with boundary conditions in ρ.) This can be seen as follows. It is not hard to check
that if ρ ∈ P(X ) \ P+(X ), then there exists σ ∈ X , i ∈ [n] such that ρ(σ) > 0 and
ρ(σi) = 0. Then, taking σ′ equal to −σi at i and arbitrary otherwise, from (3.6) one sees
that ρ(τ) = 0 for all τ ∈ X such that τi = −σi. Now, if ρ(τ
′) > 0 for all τ ′ ∈ X such that
τ ′i = σi, then (3.8) holds with A = {i} and vi = σi. Otherwise, restricting attention to
configurations with the i-th spin equal to σi, one can repeat the above reasoning, and the
desired conclusion follows by recursion.
Once (3.8) is established, one can repeat the argument given in the case of ρ ∈ P+(X ),
by restricting to the subspace of σ ∈ X such that σA = vA. On this set the measure ρ
has full support and one obtains again (3.7), this time with f(+) replaced by f(ξ) where
ξ equals vA on A and + on A
c, with σ[j] interpolating from σ to ξ, and with the product
restricted to j ∈ Ac. It follows that ρ has the form (3.3), with hi ∈ R for i ∈ A
c, hi = +∞
for i ∈ A such that vi = +1, and hi = −∞ for i ∈ A such that vi = −1. 
We remark that Lemma 3.2 assumes that µ ∈ P+(X ), i.e. that the corresponding
external fields are all finite. However, in order to analyze the Ising model with boundary
conditions one may wish to take some of the external fields to have positive or negative
infinite values. In this case one can define the RQS (G, µ) as above with the difference
that now the state space X is replaced by the restricted space of σ ∈ X that are aligned
with the boundary conditions at those sites which have infinite external field, so that µ
has full support when restricted to this set. Then it is not hard to check that Lemma 3.2
continues to hold, with the same proof.
Since marginals are conserved by the evolution, for any p ∈ P(X ) we expect that
pt → µ, where µ = µ(p) is the equilibrium measure (3.3) with external fields h such that
the marginals µi coincide with the marginals pi. It is standard to check that such a choice
always exists. Equivalently, the measure µ = µ(p) is characterized by the condition
µ[log(ρ/µ)] = p[log(ρ/µ)],
for all stationary ρ ∈ P+(X ), since by Lemma 3.2 one has that log(ρ/µ) =
∑
i aiσi for
arbitrary coefficients ai. Recall that this is the condition appearing in Definition 2.4.
In analogy with results on entropy decay for the Glauber dynamics (see, e.g., [4] and
references therein), we propose the following conjecture concerning convergence to equi-
librium.
Conjecture 3.3. Assume ν(A) = 1n1(|A| = 1). There exists a constant c > 0 such that
for any graph G with n vertices and maximum degree ∆, for any β ∈ R with |β| 6 c/∆,
and for any choice of external fields h, the RQS (G, µ) with µ = µG,β,h satisfies the entropy
production estimate of Definition 2.4 with constant δ = c/n.
Note that if β = 0, then αA ≡
1
2 , then we are back to the single site recombination
model, for which Conjecture 3.3 holds by Corollary 1.3. We turn now to the description
of some possible variants of the nonlinear stochastic Ising model.
3.3.1. Foldings. A further stochastic Ising model is obtained as follows. Given a pair
(σ, σ′) ∈ X × X , let B = B(σ, σ′) denote the set of vertices where they agree: B = {i ∈
[n] : σi = σ
′
i}. Then define the kernel
Q(σ, σ′; τ, τ ′) =
1
Z(σ, σ′)
µ(σBτBc)µ(σBτ
′
Bc)1(τ
′
Bc = −τBc) , (3.9)
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where Z(σ, σ′) is the normalizing constant
Z(σ, σ′) =
∑
τ∈{−1,+1}Bc
µ(σBτBc)µ(σB(−τBc)).
It is not hard to check that G = Q− 1 defines a RQS with the required properties for any
measure µ = µG,β,h ∈ P+(X ) as in (3.3). Again Q does not depend on the external field
h and all choices of h produce a valid stationary state. In the case β = 0 one has that
(3.9) coincides with the binary uniform crossover example (3.1) above. We expect that for
small β an estimate as in Conjecture 3.3 should hold for this model as well. The kernel Q
in (3.9) is an example of a “folding” transformation in the terminology introduced in [22].
3.3.2. Adding a dissipative term. The previous models are conservative in the sense that
single site marginals are constant in time. One can obtain a non-conservative evolution
by adding a dissipative term as follows. The added terms can be interpreted as mutation
operators in the context of genetic algorithms; see, e.g., [13].
Fix a graph G with vertex set V = [n], β ∈ R and a set of external fields h, and let
µ = µG,β,h be the associated Ising Gibbs measure. Suppose that W (σ; τ) is the usual
Glauber dynamics kernel for µ, i.e.,
W (σ; τ) =
1
n
n∑
i=1
[
µ
(
σi | {σ} ∪ {σi})1(τ = σi
)
+ µ
(
σ | {σ} ∪ {σi}
)
1(τ = σ)
]
,
where again, for any σ ∈ X , σi ∈ X is obtained from σ by reversing the spin at i. Define
G˜(σ, σ′; τ, τ ′) = (W (σ; τ)− 1(σ = τ))1(σ′ = τ ′) + (W (σ′; τ ′)− 1(σ′ = τ ′))1(σ = τ) .
As in Remark 2.1, the RQS (G˜, µ) defines a linear evolution, namely the Glauber dynamics.
If G is the generator of the RQS (G, µ) introduced in (3.4), then one can define a new
nonlinear RQS (G′, µ) with generator G′ = G + G˜. It is not hard to check that (G′, µ)
satisfies the required properties. Moreover, in this case one has the following quantitative
convergence results.
Theorem 3.4. Fix the graph G with n vertices, β ∈ R, and a set of external fields h. Let
pt denote the evolution according to the RQS (G
′, µ) defined above with µ = µG,β,h.
1) There exists c(β,G) > 0 independent of h such that for all p ∈ P(X ), and all t > 0:
H(pt |µ) 6 e
−c(β,G) tH(p |µ) .
2) There exists a constant c > 0 independent of G, β and h such that for all β ∈ R with
|β| 6 c/∆, where ∆ is the maximal degree of G, and for all p ∈ P(X ), and all t > 0:
H(pt |µ) 6 e
−c t/nH(p |µ) .
The main difference between the two estimates above is that the first is valid for any β
and involves a constant c(β,G) that may be exponentially small as a function of the graph
G (see the proof below for an explicit expression), while the second is a bound with decay
rate of order 1/n that is valid only at sufficiently high temperature. In any case, Theorem
3.4 shows that in contrast with the conservative case, all initial states p ∈ P(X ) converge
to the same equilibrium point µ. Indeed, in this case the kernel W , which depends on the
external fields, drives the system towards the equilibrium µ.
Proof of Theorem 3.4. For the first estimate, it is sufficient to prove that (2.9) holds for
all f : X 7→ [0,∞) with δ = c(β,G) > 0. Notice that we do not restrict to any particular
class of functions here. With the notation of (2.10) we have
D(f, f) = −
1
2
µ̂
[
(GF + G˜F ) log F
]
> −
1
2
µ̂
[
(G˜F ) log F
]
,
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where we use the fact that −µ̂ [(GF ) log F ] > 0, which follows from the representation in
Proposition 2.3, part 1. Since the operator G˜ corresponds to two independent Glauber
dynamics on X × X , from Proposition 1.1 and Lemma 2.2 in [4] one has the modified
logarithmic Sobolev inequality
−µ̂
[
(G˜F ) log F
]
> c(β,G) µ̂ [F logF ] ,
where c(β,G) = n−1e−6|β| |E| and |E| is the number of edges in G. This proves part 1
since µ̂ [F logF ] = 2Ent(f).
To prove part 2 we use the same argument, but now observe that for some absolute
constant c > 0, for |β| 6 c/∆, by Corollary 2.3 in [4] one has
−µ̂
[
(G˜F ) log F
]
>
c
n
µ̂ [F log F ] .

3.4. Further examples. Many more examples of RQS can be constructed by using suit-
able Markov chain generators in the product space X × X . This allows one to construct
natural and possibly useful nonlinear versions of various familiar stochastic processes such
as random walks or card shuffling. We refer to [21] for an interesting application to match-
ings in graphs.
Our discussion in this paper is limited to the quadratic case where two independent
samples from a given population interact to produce a new population. However, it is
not difficult to generalize the setting by considering more than just two samples from the
starting population. One may then obtain higher order nonlinear equations. For instance,
a cubic version of the recombination process (1.2) would take the form
d
dt
pt =
∑
A,B,C
ν(A,B,C) (pt,A ⊗ pt,B ⊗ pt,C − pt) , t > 0,
where A,B,C form a partition of [n], and ν is a probability over such partitions. Gen-
eralized recombination models of this kind have been recently considered in [1]. Further
generalizations (which are not necessarily even mass-preserving) can be found in the field
of “mass action kinetics” introduced in [10, 14], which remains a very active area today.
4. Entropy production estimate for recombinations
In this section we prove Theorem 1.1, Theorem 1.2 and Corollary 1.3. Most of the work
goes into proving the lower bounds on the constant δ(ν) in Theorem 1.1. The first step
consists in reducing this problem to the more tractable problem of controlling the constant
κ(ν) in Theorem 1.2.
Consider the RQS (G, µ) defined by G = Q− 1 where
Q(σ, σ; τ, τ ′) =
∑
A
ν(A)1(τ = σ′AσAc , τ
′ = σAσ
′
Ac),
for some distribution ν on subsets of [n], and µ = ⊗ni=1µi an arbitrary product measure
on the product space X = X1 × · · · ×Xn, where Xi are given finite spaces. Assume that
µ(σ) > 0 for all σ ∈ X .
For any A ⊂ [n], let XA =
∏
i∈AXi, and for any f : X 7→ [0,∞), write fA for the
function fA : XA 7→ [0,∞) defined by
fA(σA) =
∑
σ′∈X
µ(σ′)f(σAσ
′
Ac). (4.1)
Notice that, if f is a density with respect to µ (i.e., µ[f ] = 1) then fA is the density of the
marginal of fµ on XA. It will often be convenient to regard fA as a function on the whole
space X simply by setting fA(σ) = fA(σA). If p ∈ P(X ), we write pA for the marginal
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on XA. Thus, if f = p/µ, then fAfAc denotes the density of pA ⊗ pAc with respect to µ.
When A = ∅, we set f∅ = 1. When A = {i} is a singleton, we simply write fi = f{i} for
the single site marginal.
Lemma 4.1. Fix an arbitrary distribution ν on subsets of [n]. Let Sµ denote the set of
f : X 7→ [0,∞) such that µ[f ] = 1 and fi = 1 for all i = 1, . . . , n. Suppose that there
exists δ > 0 such that ∑
A
ν(A)µ[fAfAc log f ] 6 (1− δ) Ent(f) (4.2)
for all f ∈ Sµ. Then the RQS (G, µ) satisfies the entropy production estimate with constant
δ, as defined in Definition 2.4.
Proof. Rewrite the functional D(f, f) as
D(f, f) = −
∑
A
ν(A)
∑
τ,τ ′∈X
µ(τ)µ(τ ′)
(
f(τ ′AτAc)f(τAτ
′
Ac)− f(τ)f(τ
′)
)
log f(τ).
With the notation fA for the marginal densities, and using the product structure of µ, the
above expression becomes
D(f, f) = Ent(f)−
∑
A
ν(A)µ[fAfAc log f ] . (4.3)
To conclude the proof it remains to show that F ⊂ Sµ, where F is the set of functions
from Definition 2.4. Indeed, suppose that f ∈ F . Then for any stationary ρ ∈ P+(X ) one
has µ[f log(ρ/µ)] = µ[log(ρ/µ)]. Let us show that fi = 1 for all i ∈ [n]. Take ρ ∈ P+(X )
of the form ρ = ⊗ni=1ρi for some probability measures ρi on Xi. Then ρ is stationary.
Choosing ρj = µj for all j 6= i, one has
µ[fi log(ρi/µi)] = µ[log(ρi/µi)] .
Since the ρi’s are arbitrary, it follows that fi = 1 for all i. 
We remark that since the distribution ν in Lemma 4.1 is arbitrary the inclusion F ⊂ Sµ
used in the previous proof may be strict. However, by Lemma 3.1, if ν is nondegenerate
then one has that F = Sµ since the only stationary measures are of product form.
Notice that (4.2) is equivalent to∑
A
ν(A)µ
[
(fAfAc − f) log
fAfAc
f
]
> δ Ent(f) . (4.4)
This follows from the fact that for any A one has
µ [(fAfAc − f) log(fAfAc)] = 0.
Thus, the largest constant δ such that (4.2) holds for all f ∈ Sµ is precisely the constant
δ(π, ν) appearing in inequality (1.6) (with π replaced by µ).
The following observation allows us to reduce (4.4) to a more tractable expression.
Suppose f = p/µ for some p ∈ P(X ). Then
µ[fAfAc log f ] = −(pA ⊗ pAc)
[
log
(
pA⊗pAc
p
)]
+ (pA ⊗ pAc)
[
log
(
pA⊗pAc
µ
)]
.
Rearranging and using µ = µA ⊗ µAc one has the identity
µ[fAfAc log f ] = −H(pA ⊗ pAc | p) +H(pA |µA) +H(pAc |µAc) .
In particular,
µ[fAfAc log f ] 6 H(pA |µA) +H(pAc |µAc)
= µ[fA log fA] + µ[fAc log fAc ] = Ent(fA) + Ent(fAc) .
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Since the above holds for arbitrary product measures µ, with the notation of Lemma 4.1
we have obtained the following criterion.
Lemma 4.2. Suppose that, for all f ∈ Sµ,∑
A
ν(A) (Ent(fA) + Ent(fAc)) 6 (1− κ) Ent(f) , (4.5)
with some κ > 0. Then (4.2) holds with constant δ = κ. In particular, if δ(ν) and κ(ν)
are the constants introduced in Theorem 1.1 and Theorem 1.2, then for any distribution
ν,
δ(ν) > κ(ν) .
We turn now to the analysis of the constant κ(ν). We start by recalling some preliminary
inequalities.
4.1. Tensorization and Shearer-type inequalities. We recall that for any probability
measure µ, for any A ⊂ [n], one has the decomposition
Ent(f) = Ent(µ[f |A]) + µ[Ent(f |A)], (4.6)
where Ent(f |A) = µ [f log(f/µ[f |A]) |A] denotes the entropy of f with respect to the
conditional probability measure µ[· |A], obtained by conditioning µ on a given realization
of the variables σA ∈ XA. The decomposition (4.6) is obtained by adding and subtracting
µ[f log µ[f |A]] from Ent(f). We note that if µ is a product measure, then µ[f |A] coincides
with fA defined in eqrefmarg.
Let A be an arbitrary family of subsets A ⊂ [n]. Let degk(A) denote the degree of a
site k in A, i.e., the number of subsets A ∈ A such that A ∋ k, and set
n−(A) = min{degk(A) , k ∈ [n]} , n+(A) = max{degk(A) , k ∈ [n]},
for the minimal and maximal degrees, respectively.
Proposition 4.3. Let µ be a product measure. For any family of subsets A and any
function f > 0,
n−(A) Ent(f) 6
∑
A∈A
µ[Ent(f |Ac)] . (4.7)
Equivalently, for any A and any function f > 0,
∑
A∈A
Ent(fA) 6 n+(A) Ent(f). (4.8)
Proof. The equivalence of (4.7) and (4.8) follows from (4.6) by passing from A to the
complementary set of subsets A¯ = {Ac, A ∈ A}. We prove (4.8) as a consequence of the
classical Shearer estimate for Shannon entropy [7]. Suppose first that A is a regular cover
of [n], i.e., the union of A ∈ A is [n] and the degrees n(A) := degk(A) are independent
of k ∈ [n]. By homogeneity, we may assume µ[f ] = 1. Call Z = (Z1, . . . , Zn) the
random variable with probability distribution fµ, so that fAµA is the law of the marginal
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ZA = (Zi, i ∈ A); see (4.1). For any A, the Shannon entropy H(ZA) of ZA satisfies
H(ZA) = −
∑
σA
fA(σA)µA(σA) log(fA(σA)µA(σA))
= −Ent(fA)−
∑
σA
∑
i∈A
fA(σA)µA(σA) log(µi(σi))
= −Ent(fA)−
∑
i∈A
∑
σi
fi(σi)µi(σi) log(µi(σi))
= −Ent(fA) +
∑
i∈A
H(Zi) +
∑
i∈A
µ[fi log fi].
Equivalently, ∑
i∈A
H(Zi)−H(ZA) = Ent(fA)−
∑
i∈A
Ent(fi). (4.9)
Shearer’s estimate for the Shannon entropy states that
n(A)H(Z) 6
∑
A∈A
H(ZA); (4.10)
see, e.g., [7] or [2] for a proof. Therefore, summing over A ∈ A in (4.9) and using (4.10),∑
A∈A
Ent(fA)− n(A)
∑
i∈[n]
Ent(fi) 6 n(A)
∑
i∈[n]
H(Zi)− n(A)H(Z). (4.11)
Applying (4.9) with A = [n] to the right hand side of (4.11), one obtains (4.8).
Suppose now that A is arbitrary, so that it need not cover [n] or have uniform degrees.
Then one can add singleton sets to A until one obtains a regular cover A′ such that
n+(A) = n(A
′). It then follows that∑
A∈A
Ent(fA) 6
∑
A∈A′
Ent(fA) 6 n(A
′) Ent(f) = n+(A) Ent(f).
This ends the proof of (4.8). 
By applying Proposition 4.3 to the dyadic cover A = {A,Ac} one obtains that, for any
A ⊂ [n] and any nonnegative function f :
Ent(f) 6 µ [Ent(f |A)] + µ [Ent(f |Ac)] ; (4.12)
Ent(fA) + Ent(fAc) 6 Ent(f). (4.13)
The bounds (4.12) and (4.13) express respectively the well known tensorization and sub-
additivity properties of a product measure.
4.2. Proof of Theorem 1.2. Let us point out first that a simple application of Proposi-
tion 4.3 is not sufficient to prove Theorem 1.2. For instance, consider the uniform crossover
model where ν(A) = 2−n for any A ⊂ [n]. Then the left hand side of (4.5) becomes
2−n+1
∑
A
Ent(fA) .
If f ∈ Sµ, then
Ent(fi) = µ[fi log fi] = 0,
and, from Proposition 4.3 applied to the k-set cover Ak = {A, |A| = k}, with n±(A) =(
n−1
k−1
)
one has ∑
A∈Ak
Ent(fA) 6
(
n− 1
k − 1
)
Ent(f),
ENTROPY PRODUCTION IN NONLINEAR RECOMBINATION MODELS 19
for all k = 2, . . . , n. These observations show that
2−n+1
∑
A
Ent(fA) 6 2
−n+1Ent(f)
n∑
k=2
(
n− 1
k − 1
)
= (1− 2−n+1)Ent(f).
It follows that (4.5) holds with κ = 2−n+1, a very poor estimate compared with the
constant κ(ν) = (1− 2−n+1)/(n − 1) appearing in Theorem 1.2.
The key ingredient in our analysis is a suitable refinement of Proposition 4.3. Various
improved versions of Shearer bounds have been proved recently; see [16, 2]. Our refine-
ments below (see Lemmas 4.5 and 4.6) appear to be new, and are inspired by the work of
Balister and Bolloba´s [2], who emphasized the role played by the sub-modularity property
of entropy. Recall that a map A 7→ h(A), A ⊂ [n] is called sub-modular if for all A,B ⊂ [n]
h(A) + h(B) > h(A ∩B) + h(A ∪B). (4.14)
We shall need the following simple lemma.
Lemma 4.4. For every nonnegative function f and any product measure µ, the map
A 7→ h(A) = −Ent(fA)
is sub-modular, and h(∅) = 0.
Proof. This follows from (4.9), and the fact that
H(ZA) +H(ZB) > H(ZA∩B) +H(ZA∪B) , (4.15)
for all A,B ⊂ [n], and any random variable Z = (Z1, . . . , Zn). The proof of (4.15) is
standard; see, e.g., [2]. 
We now proceed with the proof of Theorem 1.2, beginning with the case of uniform
crossover.
4.2.1. Uniform crossover. Our analysis hinges on the following improved Shearer bound,
which sharpens inequality (4.8) in Proposition 4.3.
Lemma 4.5. For every n > 2, for any sub-modular map h with h(∅) = 0,
∑
A⊂[n]
h(A) >
(n− 2)2n−1 + 1
n− 1
h([n]) +
2n−1 − 1
n− 1
n∑
i=1
h({i}) . (4.16)
Proof. For any 1 6 k 6 n, define Ak = {A ⊂ [n] : |A| = k}, and
ϕk =
∑
A∈Ak
h(A).
Let us show that, for all 2 6 k 6 n− 1,
ϕk >
1
k
(
n
k − 1
)
ϕn +
n− k
k
ϕk−1 . (4.17)
Write
ϕk =
1
k
∑
A′∈Ak−1
∑
A∈Ak:
A′⊂A
h(A).
Let us first prove that, for any A′ ∈ Ak−1, one has∑
A∈Ak:
A′⊂A
h(A) > h([n]) + (n− k)h(A′). (4.18)
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Assume, without loss of generality, that A′ = {1, . . . , k−1}. The sum above then becomes
∑
A∈Ak:
A′⊂A
h(A) =
n∑
j=k
h(A′ ∪ {j}).
From sub-modularity (4.14), one has
h(A′ ∪ {k}) + h(A′ ∪ {k + 1}) > h(A′) + h(A′ ∪ {k, k + 1}).
Set Uℓ = A
′ ∪ {k, . . . , k + ℓ}, for ℓ ∈ {0, . . . , n − k}. Then, recursively:
k+ℓ∑
j=k
h(A′ ∪ {j}) > ℓ h(A′) + h(Uℓ).
Setting ℓ = n − k proves (4.18), since Un−k = [n]. Next, using (4.18) and noting that
h([n]) = ϕn, one has (4.17).
Iterating (4.17), we arrive at
ϕk > c(k, n)ϕn + d(k, n)ϕ1 , (4.19)
where
d(k, n) =
(n− 2)!
k!(n − k − 1)!
,
c(k, n) =
[
1
k
(
n
k − 1
)
+
(n− k)
k(k − 1)
(
n
k − 2
)
+ · · · +
n(n− 3)!
k!(n− k − 1)!
]
.
Note that (4.19) holds for all k = 2, . . . , n− 1. It can be extended to k = 1, . . . , n as well,
provided we set c(1, n) = 0, c(n, n) = 1, d(n, n) = 0 and d(1, n) = 1. Thus, the claim
(4.16) follows once we prove
n∑
k=1
c(k, n) =
(n− 2)2n−1 + 1
n− 1
(4.20)
and
n∑
k=1
d(k, n) =
2n−1 − 1
n− 1
. (4.21)
The identity (4.21) follows from
n−1∑
k=1
(n − 2)!
k!(n − k − 1)!
=
1
n− 1
n−1∑
k=1
(
n− 1
k
)
=
(2n−1 − 1)
n− 1
.
To check (4.20), notice that if h(A) = 1(A 6= ∅), then (4.18) and (4.17) are both identities.
Therefore, (4.19) is an identity as well, for all k = 1, . . . , n (with the above definitions of
c(k, n) and d(k, n)). Since here ϕk =
(n
k
)
, summing over k = 1, . . . , n in (4.19) one has
2n − 1 =
n∑
k=1
c(k, n) + n
2n−1 − 1
n− 1
,
which is equivalent to (4.20). This ends the proof of (4.16). 
From Lemmas 4.5 and 4.4,
∑
A⊂[n]
Ent(fA) 6
(n− 2)2n−1 + 1
n− 1
Ent(f) +
2n−1 − 1
n− 1
n∑
i=1
Ent(fi) . (4.22)
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Since f ∈ Sµ, one has Ent(fi) = 0 for all i, and therefore
2−n
∑
A⊂[n]
(Ent(fA) + Ent(fAc)) 6
(n − 2) + 2−n+1
n− 1
Ent(f) ,
which implies the lower bound κ(ν) > (1− 2−n+1)/(n − 1).
To prove the upper bound, we argue as follows. Suppose X1 = · · · = Xn = X so that
X = Xn, and suppose µ is a product of identical probability measures µ0 on X. Let Z0
denote a random variable with values in X with distribution µ0, and call Z the random
variable (Z0, . . . , Z0) with values in X , i.e., Z consists of n identical copies of Z0. Clearly,
H(ZA) = H(Z0) = −
∑
x∈X
µ0(x) log µ0(x), (4.23)
for any A ⊂ [n], A 6= ∅. Next, let f denote the probability density of Z with respect to µ,
i.e., fµ is the law of Z. Notice that f ∈ Sµ, since fi = 1 for all i. By (4.9) one has, for all
A ⊂ [n],
Ent(fA) = (|A| − 1)1(A 6= ∅)H(Z0). (4.24)
It follows that ∑
A⊂[n]
Ent(fA) = [(n − 2)2
n−1 + 1]H(Z0).
Since Ent(f) = (n−1)H(Z0) we see that this choice of f saturates the bound (4.22). This
concludes the proof of Theorem 1.2 for uniform crossover.
4.2.2. The Bernoulli(q) model. We need the following extension of Lemma 4.5.
Lemma 4.6. For every γ ∈ (0,∞), for any sub-modular map h with h(∅) = 0,
∑
A⊂[n]
γ|A|h(A) >
(1 + γ)n−1[γ(n − 1)− 1] + 1
n− 1
h([n]) +
(1 + γ)n−1 − 1
n− 1
n∑
i=1
h({i}) . (4.25)
Proof. The left hand side of (4.25) coincides with
∑n
k=1 ϕˆk, where ϕˆk := γ
kϕk and ϕk was
defined in Lemma 4.5. From (4.19) it follows that
ϕˆk > γ
kc(k, n)ϕn + γ
kd(k, n)ϕ1 .
Thus (4.25) will follow if we can prove
n∑
k=1
γkc(k, n) =
(1 + γ)n−1[γ(n− 1)− 1] + 1
n− 1
and
n∑
k=1
γkd(k, n) =
(1 + γ)n−1 − 1
n− 1
.
It is not hard to check that these identities follow in the same way as (4.20)-(4.21). 
Next, observe that for ν(A) = q|A|(1− q)n−|A|, one has∑
A⊂[n]
ν(A)[Ent(fA) + Ent(fAc)]
= (1− q)n
∑
A⊂[n]
( q1−q )
|A|Ent(fA) + q
n
∑
A⊂[n]
( q1−q )
−|A|Ent(fA) .
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We estimate each sum above using Lemma 4.6 with h(A) = −Ent(fA), once with γ =
q
1−q
and once with γ = ( q1−q )
−1. This yields∑
A⊂[n]
ν(A)[Ent(fA) + Ent(fAc)] 6 ∆(q, n) Ent(f), (4.26)
where
∆(q, n) = (1− q)n
(1− q)1−n
[
q
1−q (n− 1)− 1
]
+ 1
n− 1
+
+ qn
q1−n
[
1−q
q (n− 1)− 1
]
+ 1
n− 1
= 1−
1− qn − (1− q)n
n− 1
.
This implies the lower bound
κ(ν) >
1− qn − (1− q)n
n− 1
.
To prove the upper bound, we argue as in (4.23)-(4.24). Using the same function f defined
there, one has∑
A⊂[n]
ν(A)(Ent(fA) + Ent(fAc))
=
∑
A⊂[n]
q|A|(1− q)n−|A| [(|A| − 1)1(A 6= ∅) + (|Ac| − 1)1(A 6= [n])] H(Z0)
= (n− 2 + ν([n]) + ν(∅))H(Z0) = (n− 1)H(Z0)
[
1− 1−q
n−(1−q)n
n−1
]
.
Since Ent(f) = (n − 1)H(Z0), this choice of f saturates the bound (4.26). This proves
Theorem 1.2 for the Bernoulli(q) model.
4.2.3. Single site recombination. When ν(A) = 1n
∑n
i=1 1(A = {i}), using Ent(fi) = 0 for
all i ∈ [n], (4.5) becomes
1
n
n∑
i=1
µ
[
f{i}c log f{i}c
]
6 (1− κ) Ent(f) . (4.27)
We note that an application of Proposition 4.3 with the (n−1)-cover An−1 = {{i}
c, i ∈ [n]}
gives the inequality (4.27) with constant κ = 1/n.
To prove that it can be strengthened to κ = 1/(n − 1) we observe that the left hand
side of (4.27) can be written
1
n
n∑
i=1
µ
[
f{i}c log f{i}c
]
= −
1
n
ϕn−1,
where ϕk is defined in the proof of Lemma 4.5 with h(A) = −Ent(fA). From (4.19),
1
n
n∑
i=1
µ
[
f{i}c log f{i}c
]
6
1
n
c(n− 1, n) Ent(f).
The coefficient c(n − 1, n) can be computed as in the proof of Lemma 4.5, and one finds
c(n − 1, n) = n − nn−1 . Thus (4.27) holds with κ =
1
n−1 , which proves the lower bound
κ(ν) > 1n−1 .
The upper bound follows as in (4.23)-(4.24). Indeed, with that choice of f and µ one
has
1
n
n∑
i=1
µ
[
f{i}c log f{i}c
]
= (n − 2)H(Z0) =
n− 2
n− 1
Ent(f) .
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This concludes the proof of Theorem 1.2 for single site recombinations.
4.2.4. One-point crossover. Here
ν(A) =
1
n+ 1
n∑
i=0
1(A = Ji),
where J0 = ∅ and Ji = {1, . . . , i}, i > 1. Fix f > 0 and define, for i = 1, . . . , n:
u(i) = Ent(fJi), u¯(i) = Ent(fJci−1) .
Notice that Ji ∩ J
c
i−1 = {i}, and Ji ∪ J
c
i−1 = [n]. Thus, from Lemma 4.4 one has
u(i) + u¯(i) 6 Ent(fi) + Ent(f) .
Therefore, ∑
A⊂[n]
ν(A)[Ent(fA) + Ent(fAc)] =
1
n+ 1
n∑
i=1
(u(i) + u¯(i))
6
n
n+ 1
Ent(f) +
1
n+ 1
n∑
i=1
Ent(fi) . (4.28)
If f ∈ Sµ one has Ent(fi) = 0 for all i ∈ [n], and (4.28) proves the desired upper bound.
To prove that (4.28) is optimal, notice that with the argument in (4.23)-(4.24) one obtains
u(i)+u¯(i) = Ent(f) for every i = 1, . . . , n, and therefore (4.28) is an identity for this choice
of f . This proves Theorem 1.2 for the one-point crossover model, and thus concludes the
proof of the theorem.
4.3. Proof of Theorem 1.1. From Lemma 4.2 and Theorem 1.2 we have already ob-
tained the desired lower bounds δ(ν) > κ(ν). The upper bounds on δ(ν) are based on the
following estimate.
Proposition 4.7. Let ν be one of the four recombination distributions, and set X =
{0, 1}n. Let w = w(n) = 2−n, and let µ be the product of Bernoulli(w) probability mea-
sures. Define
∆ν =
∑
A
ν(A)
(
2−|A| + 2−|A
c|
)
. (4.29)
Then,
δ(µ, ν) 6
4(1 −∆ν)
n
+O(n−2).
Let us first check that Proposition 4.7 implies the upper bounds on δ(ν) announced in
Theorem 1.1. Indeed, in the case of single site recombination ν(A) = 1n
∑n
i=1 1(A = {i}),
one has
∆ν =
1
2
+O(2−n), (4.30)
and therefore δ(ν) 6 δ(µ, ν) 6 2n + O(n
−2). In the case of one-point crossover, one
finds easily that ∆ν = O(1/n), and therefore δ(ν) 6
4
n + O(n
−2). For uniform crossover
ν(A) = 2−n, one has that ∆ν is exponentially small, and thus again δ(ν) 6
4
n + O(n
−2).
Finally, for the Bernoulli(q) model, one finds
∆ν =
n∑
k=0
(
n
k
)
qk(1− q)n−k(2−k + 2−n+k) =
(
1− q2
)n
+ 12n (1 + q)
n. (4.31)
Since q 6 1/2, ∆ν = (1− q/2)
n + O ((3/4)n), which yields the claimed upper bound on
δ(ν).
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Proof of Proposition 4.7. Let B(u) ∈ P(X ) denote the product of independent Bernoulli
with parameter u ∈ [0, 1], so that µ = B(w), and define f = p/µ, where
p = w2B(1) + (1− w)2B(0) + 2w(1 − w)B(12 ). (4.32)
It is easily checked that p and µ have the same marginals, i.e., pi = µi, so that fi = 1 for
all i ∈ [n]. Then p can be written as
p(σ) = a1(σ ≡ 1) + b1(σ ≡ 0) + c1(σ 6≡ 1 and σ 6≡ 0),
where a = w2 +2w(1−w)2−n, b = (1−w)2 +2w(1−w)2−n, and c = 2w(1−w)2−n. The
relative entropy is given by
Ent(f) = a log
(
a
wn
)
+ b log
(
b
(1−w)n
)
+ c
n−1∑
k=1
(
n
k
)
log
(
c
wk(1−w)n−k
)
.
Using c
∑n−1
k=1
(
n
k
)
= 2w(1 − w)(1 − 2−n+1) and c
∑n−1
k=1
(
n
k
)
k = nw(1− w)(1 − 2−n+1),
Ent(f) = a log
(
a
wn
)
+ b log
(
b
(1−w)n
)
+ (4.33)
+ 2w(1 − w)(1 − 2−n+1) log
(
c
(1−w)n
)
+ nw(1− w)(1 − 2−n+1) log
(
1−w
w
)
.
Using w = 2−n, one finds
a log
(
a
wn
)
= O(2−n) ; b log
(
b
(1−w)n
)
= n2−n +O(2−n) ;
2w log
(
c
(1−w)n
)
= −4n2−n log 2 +O(2−n) ; nw log
(
1−w
w
)
= n22−n log 2 +O(2−n).
Therefore,
Ent(f) = n22−n log 2− 4n2−n log 2 + n2−n +O(2−n). (4.34)
Next, we compute the entropy production D(f, f). Define
p˜(σ) =
∑
A
ν(A)(pA ⊗ pAc) .
As in (4.3) we write
D(f, f) = Ent(f)− 2−n
∑
A
µ[fAfAc log f ] = Ent(f)− p˜ [log(p/µ)] . (4.35)
Observe that
p˜ [log(p/µ)] = αn log
(
a
wn
)
+ α0 log
(
b
(1−w)n
)
+
n−1∑
k=1
αk log
(
c
wk(1−w)n−k
)
,
where αk =
∑
σ: |σ|=k p˜(σ) and |σ| denotes the number of 1’s in σ. From the conservation
of marginals one has that
∑n
k=1 kαk = nw. Therefore,
p˜ [log(p/µ)] = αn log
(
a
wn
)
+ α0 log
(
b
(1−w)n
)
+
(1− α0 − αn) log
(
c
(1−w)n
)
+ (nw − nαn) log
(
1−w
w
)
.
From (4.33) and (4.35) we obtain
D(f, f) = (a− αn) log
(
a
wn
)
+ (b− α0) log
(
b
(1−w)n
)
+
+ β log
(
c
(1−w)n
)
+ γ log
(
1−w
w
)
, (4.36)
where the new coefficients β, γ are given by
β = 2w(1 − w)(1 − 2−n+1)− (1− α0 − αn) , γ = nαn − nw(2
−n+1(1− w) + w).
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In order to estimate the ratio D(f, f)/Ent(f) we need to control α0 and αn. These can
be computed as follows. For any A ⊂ [n], u, v ∈ [0, 1], write
B(u)A ⊗B(v)Ac = B(uAvAc) ,
where B(uAvAc) denotes the product of independent Bernoulli measures such that the
sites in A have parameter u and the sites in Ac have parameter v. It follows that
p˜ =
∑
A ν(A)
{
w4B(1) + (1− w)4B(0) + 4w2(1− w)2B(1/2) + w2(1− w)2B(1A0Ac)
+ w2(1− w)2B(0A1Ac) + 2w(1 − w)
3B(0A(1/2)Ac) + 2w(1 − w)
3B((1/2)A0Ac)
+ 2w3(1− w)B(1A(1/2)Ac) + 2w
3(1− w)B((1/2)A1Ac)
}
.
From this expression it is not hard to check that
αn = O(w
2) , α0 = 1− 4w + 2w∆ν +O(w
2),
where ∆ν is given by (4.29). Moreover, β = −2w + 2w∆ν + O(w
2) and γ = O(nw2).
Therefore,
(a− αn) log
(
a
wn
)
= O(2−n) ; (b− α0) log
(
b
(1−w)n
)
= O(2−n) ;
β log
(
c
(1−w)n
)
= −4(1−∆ν)n2
−n log 2 +O(2−n) ; γ log
(
1−w
w
)
= O(2−n).
From (4.34) and (4.36) it follows that
δ(µ, ν) 6
D(f, f)
Ent(f)
=
4(1−∆ν)
n
+O(n−2).
This concludes the proof of Proposition 4.7 and of Theorem 1.1. 
4.4. Proof of Corollary 1.3. Let ν be one of the four recombination distributions and
fix an arbitrary initial state p ∈ P(X ). Let π = ⊗ni=1pi be the associated product measure.
If π fails to satisfy π(σ) > 0 for all σ ∈ X we can always redefine X so that this holds.
Thus, without loss of generality, we assume that π ∈ P+(X ), and we can work within
the general framework developed in Section 2 with µ = π. From Proposition 2.5 and the
observations in Lemma 4.1 and Lemma 4.2 we know that
H(pt |π) 6 e
−κ(ν) tH(p |π)
for all t > 0, where κ(ν) is the constant computed in Theorem 1.2. This proves the upper
bound (1.8). We turn to the corresponding statement in discrete time. The following
lemma proves the desired upper bound (1.9). Let p(k) = Ψ[p(k−1)], k ∈ N, p(0) = p, where
Ψ[p] =
∑
A
ν(A) (pA ⊗ pAc).
Lemma 4.8. For any initial state p ∈ P(X ),
H(p(k) |π) 6 (1− κ(ν))H(p(k−1) |π) ,
for all k ∈ N, where κ(ν) is the constant in Theorem 1.2 and π = ⊗ni=1pi.
Proof. Since the map Ψ preserves the marginals, it suffices to show that, for any p with
the same marginals as π, one has
H(Ψ[p] |π) 6 (1− κ(ν))H(p |π) , (4.37)
Set f = p/π and fΨ = Ψ[p]/π. Now, fΨ =
∑
A ν(A)fAfAc. Convexity of the function
x 7→ x log x, x > 0, shows that
π[fΨ log fΨ] 6
∑
A
ν(A)π[fAfAc log fAfAc ] =
∑
A
ν(A)[Ent(fA) + Ent(fAc)].
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Therefore, by Theorem 1.2,
π[fΨ log fΨ] 6 (1− κ(ν))π[f log f ],
which coincides with (4.37). 
To conclude the proof of Corollary 1.3 we need to check the bounds in (1.10). To this
end, take X = {0, 1}n and p the probability measure defined in (4.32). If f = p/π, then
the proof of Proposition 4.7 shows that
D(f, f) 6 γ(ν) Ent(f) , γ(ν) :=
(
4
n(1−∆ν) +O(n
−2)
)
. (4.38)
By Proposition 2.3 part 1, one has
d
dt
H(pt |π)
∣∣∣∣
t=0+
= −D(f, f) > − γ(ν)H(p |π).
On the other hand, in discrete time one has
H(p(1) |π) = π[fΨ log fΨ].
From the variational principle for relative entropy,
π[fΨ log fΨ] > π[fΨ log f ] =
∑
A
ν(A)π[fAfAc log f ] . (4.39)
From (4.5), (4.39) and (4.38) it follows that
H(p(1) |π) > H(p |π) −D(f, f) > (1− γ(ν)) H(p |π) ,
which proves (1.10). Finally, the estimate
γ(ν) 6 Cκ(ν)
follows easily from (4.30)-(4.31). Because of the O(n−2) correction in γ(ν) one needs to
require q > n−2 in the case of the Bernoulli(q) model.
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