ABSTRACT A pair of points s and g on the boundary of a simple polygon P admits a walk if two guards can simultaneously walk along the two boundary chains of P from s to g such that they are always visible to each other. The walk is a counter-walk if one guard moves from s to g while the other moves from g to s in the same direction along the boundary and they are always visible to each other. The (counter-)walk is straight if no backtracking is necessary during the (counter-)walk. In this paper, we show that, given a polygon with n vertices, to test if there exists (s; g) that admits a (straight) (counter-)walk can be solved in time O(n log n) and in linear space. Also we compute all (s; g)'s that admit a (straight) walk in O(n log n) time and all vertex pairs that admit a (straight) counter-walk in O(n log n + m), where m is O(n 2 ).
Introduction
Given a simple polygon P, a pair of distinct points (s; g) on the boundary of P is said to admit a walk if two points (called the guards) can be moved from s to g, each on one of the two boundary chains, and the line segment connecting the two points is fully contained in P all the time. (s; g) is said to admit a counter-walk if one guard moves from s to g while the other moves from g to s say, in counterclockwise direction, and the line segment connecting them is fully contained in P all the time.
The guards are allowed to backtrack locally during the (counter-)walk. We say the (counter-)walk is straight if no backtracking is necessary during the (counter-)walk.
A simple polygon is (straight) (counter-) walkable if there exists at least an (s; g) that admits a (straight) (counter-)walk.
The 2-guard walkability problem was rst introduced by Icking and Klein. 6 It was shown that to test if a given (s; g) on P admits a (straight) (counter-)walk can be done in O(n log n) time and in O(n) space a , where n is the number of vertices of P. Later, a linear-time straight (counter-)walkability test algorithm was presented by He ernan. 4 In this paper, we consider a more general polygon (straight) (counter-)walkability test problem, i.e., given P, to test if there exists (s; g) that admits a (straight) (counter-)walk and, output one, if it exists. We show that this problem can be solved in O(n log n) time and linear space. We also obtain solutions to the report-all-pairs problem: To report all the point pairs on the boundary of P that admit a (straight) walk can be solved in O(n log n) time, and to report all vertex pairs that admit a (straight) counter-walk can be done in O(n log n + m) time, where m is O(n 2 ).
Preliminaries
Let P be a simple polygon with n vertices. As in common parlance, P is used to denote the union of the boundary and of the interior. Given two distinct points p and q on the boundary of P, let CCW(p; q) (resp. CW(p; q)) denote the polygonal chain from p counterclockwise (resp. clockwise) to q, with p and q included. The two polygonal chains CW(s; g) and CCW(s; g) are referred to as the left and right chains, denoted as L (s;g) and R (s;g) respectively (or L and R, if (s; g) is understood).
We call a point x 2 P visible from a point y 2 P if the line segment xy is entirely contained in P. L (s;g) is said to be weakly visible from R (s;g) , if for each point p 2 L there exists a point q 2 R such that q is visible from p. That R is weakly visible from L is de ned analogously. If L (s;g) and R (s;g) are mutually weakly visible, we say (s; g) is LR-visible. Following the de nition in Ref. 7] we say a simple polygon is weakly star-shaped if there exists a segment e (called weakly visible segment) inside the polygon such that each point of the polygon is visible from some point on e.
For a re ex vertex v adjacent to another vertex u, let v 0 be the rst point on the boundary of P hit by the half line emanating from v in the same direction as ?! uv. We call vv 0 a chord of P. A chord vv 0 divides P into two parts and the one containing u, v and v 0 is the component of vv 0 , denoted as Comp(vv 0 ). See Figure 1 . By convention, when we write vv 0 as a chord, v is the re ex vertex and v 0 is the hit point. We distinguish two types of chords: A chord vv 0 with its component containing CCW(v; v 0 ) is called a ccw-chord, and a cw-chord is de ned analogously. For example, vv 0 in Figure 1 is a cw-chord. For convenience, it is assumed that P is in a general position in the sense that all chords have distinct hit points and none a We note that, in the presentation of their algorithm, s and g cannot be on re ex vertices. As we'll show later, the restriction can be removed by modifying their algorithm without increasing the time and space complexity. If case (1) is true, the deadlock is called an s-deadlock and if case (2) is true, the deadlock is called a g-deadlock. We notice that conditions (1b1) and (1c1) are actually equivalent, as can be seen by relabeling the vertices, and so are (2b1) and (2c1). Also, in condition (1b1), the deadlock for (s + ; g) is formed by the cw-chord v 1 v 00 1 and some other ccw-chord. And, in condition (1b2), the non-LR-visibility of (s + ; g) is due to the cw-chord v 1 is not visible from any point on L (s ? ;g) . Similar observations can be said about condition (2) of the right wedge. The following lemmas (Lemma 1 to Lemma 4) give the necessary and su cient conditions for our polygon (straight) walkability test (in Sections 4 and 5), polygon (straight) counter-walkability test (in Section 6), and the all-pairs-reporting problem (in Section 7). These Lemmas are from Ref. 6 ] with some added conditions that were missing for the special case when s or g is on a re ex vertex. It is not di cult to see the added conditions are necessary. The su ciency of the new set of conditions can be proved by modifying the constructive proof in Ref. 6] The following lemma gives an equivalent LR-visibility condition for a given (s; g). In the next section, we introduce the 2-cut circular arcs problem which, as will be seen later, is related to our problems.
2-Cut Circular Arcs Problem
The 2-cut circular arcs problem is as follows: Given a set S of n 2 non-empty proper b closed arcs S = fa 1 ; a 2 ; : : : ; a n g on a unit circle K, determine if there exists a pair of two cut points (c 1 ; c 2 ), such that each arc contains at least one cut point, and if so, enumerate all such pairs c , referred to as 2-cuttable pairs. We'll show in the subsections that, if the endpoints of the arcs are sorted, computing one 2-cuttable pair can be solved in linear time, and computing all 2-cuttable pairs can be done in O(n log n) time. First, we give some de nitions.
For convenience, for any two points e; f on K, we use CCW(e; f) to denote the portion on K from e (inclusive) counterclockwise to f (inclusive), if e 6 = f. If e = f, we let CCW(e; e) = CCW(f; f) be K. CCW(e; f) is called an interval (from beginning point e to ending point f). Each arc a i 2 S is represented as a i = CCW(b i ; e i ). It is assumed, throughout this section, that the endpoints of arcs in S are sorted in the counterclockwise direction and arranged in a circular list. De ne a cut interval C to be a non-empty interval CCW(b; e) on K such that b; e 2 fb i ji = 1; : : : ; ng fe i ji = 1; : : : ; ng, b 6 = e, and for all c; d 2 C ? fb; eg, the set of arcs intersected by the cut at c is the same as the set of arcs intersected by d. It , then c 1 must be moved in the same direction (counterclockwise) to intersect those unintersected arcs in order that both cuts can possibly intersect again all the arcs. In such a way, one move of a cut may cause the other cut to be moved in the same direction, and this is repeated until no arcs are unintersected. The moves will stop nally because the pair never passes the original 2-cuttable pair, i.e., c 1 is not past the original c 2 The problem can be solved by using, with some modi cation, an algorithm by Lee, et al. Another way to compute a 2-cuttable pair is using the procedure in the next subsection, which computes not only one but all the 2-cuttable pairs.
Computing All 2-Cuttable Pairs
The procedure below determines if there exists a 2-cuttable pair for S, and if so, computes all 2-cuttable pairs. The output consists of O(n) 2 (1) is achieved.
We now describe how to implement step (1) in time complexity O(n log n). The technique described below is again borrowed from Ref . 7] . We consider one iteration in step (1) The rst phase takes O(k log n) time, where k is the number of arcs \absorbed" by B 1 plus the number of arcs deleted from T 1 and T 0 1 . Similar complexity is required for the second phase. Thus, step (1), by using the two phases, can be carried out in O(n log n) time. Now we consider step (2) of the procedure, the goal of which is to compute all 2-cuttable pairs on (B 1 ; B 2 ). Clearly, if A 3 is empty, then (B 1 ; B 2 ) is 2-cuttable and, B 1 ; B 2 are largest intervals such that (B 1 ; B 2 ) is 2-cuttable. In such a case, all the 2-cuttable pairs for S can be expressed together as (B 1 ; B 2 ). Suppose now that A 3 is not empty. It can be seen that not all pairs on (B 1 ; B 2 ) are 2-cuttable. Let e be the beginning point of B 1 . If B 1 and B 2 are disjoint, let ff be the beginning point of B 2 . Otherwise, let ff be the beginning point of the rst arc not intersected by e scanned clockwise from the beginning point of B 2 , or let ff be e if that beginning point does not exist. Then, if e and ff are distinct, (e; ff) is 2-cuttable, while (e; x) is not, for any x 2 CCW(e; ff) ? fffg. And, on the other hand, if e = ff, which happens when B 1 = B 2 = K and e(= ff) is on the beginning point of the common intersection of all the arcs, then (e; ff) is again 2-cuttable. Let E 1 ; E 2 ; : : : ; E i ; : : : ; E p be the cut intervals contained in B 1 , such that E i+1 follows E i in the counterclockwise sense and B 1 = p i=1 E i . Since only beginning points or ending points of arcs in A 3 can e ect the 2-cuttability of a cut pair, our approach is, for each cut interval E i on B 1 , compute an interval F i on B 2 such that (E i ; F i ) is 2-cuttable and F i is the largest such interval. (In step (2), if E i has empty F i , this pair is not generated and index i is used for the next pair of intervals.) We start with E 1 with beginning point e, and look for F 1 which must have beginning point on ff. Since arcs in A 3 are proper, for two intervals E i and E i+1 on B 1 , there are only four cases for their corresponding F i and F i+1 on B 2 :
(1) The beginning point of F i+1 is at that of F i , and F i F i+1 .
(2) The ending point of F i+1 is at that of F i , and F i+1 F i . (3) The beginning point of F i+1 is on F i excluding the beginning point of F i , and the ending point of F i is on F i+1 excluding the ending point of F i+1 . This may happen if the common point of E i and E i+1 is the beginning point of an arc and the ending point of some other arc.
(4) F i and F i+1 are disjoint and F i+1 follows F i in the counterclockwise scan of B 2 . This happens when E i and E i+1 are disjoint and may happen if the common point of E i and E i+1 is the beginning point of an arc and the ending point of some other arc.
For these reasons, we can skip some scans for nding F i 's in step (2) so that the output (O(n) pairs of intervals) can be computed in O(n) time. that the common endpoint of any E i and E i+1 has two di erent intervals F i and F i+1 on B 2 for it to pair with as 2-cuttable pair. If one of the two intervals F i and F i+1 is contained in the other, such endpoint should be deleted from E i or E i+1 , whichever has smaller interval on B 2 to pair with. Otherwise, such endpoint, say s, should be deleted from both E i and E i+1 , and have its own 2-cuttable interval pair (fsg; CCW( the beginning point of F i , the ending point of F i+1 ). This step can be done in additional O(n) time for all such endpoints but we leave it to until when we apply the procedure to solve the walkability problems.
We conclude that Lemma 8 To determine if there exists a 2-cuttable pair for a given set S of n proper closed arcs, and if so, compute all 2-cuttable pairs can be done in O(n log n) time.
Polygon Walkability Test
Our polygon walkability test algorithm rst nds a pair (s 0 ; g 0 ), if any, that satis es the LR-visibility condition of Lemma 1. If there is no such pair, P is not walkable. If there is no deadlock for (s 0 ; g 0 ), we are done with a polygon which is walkable and report the pair (s 0 ; g 0 ) which admits a walk. Otherwise, we allow (s 0 ; g 0 ) to move counterclockwise, i.e., move s 0 and/or g 0 counterclockwise on the boundary of P, to a location (s; g) that avoids the deadlock detected and satis es the LR-visibility condition. Since the new (s; g) may also have deadlocks, we do this counterclockwise moving iteratively, until we reach a pair (s; g) that has no deadlock and is LR-visible, or until (s; g) has passed (g 0 ; s 0 ) (i.e., s passed g 0 and g passed s 0 ). In the former case, (s; g) admits a walk and P is walkable. In the latter case, P is reported to be not walkable. We give the general structure of the algorithm below.
ALGORITHM WALKABILITY TEST
(1) Compute all the chords of P; (2) Step (1) computes all the chords which are used in our algorithm to test LRvisibility and deadlocks conditions. This step can be done in O(n log n) time and O(n) space by making use of the following result due to Guibas et al. 3 Ray-shooting Query: Given a triangulation of P (which can be done in linear-time, 1 ) an O(n) space data structure can be built on P in O(n) time such that given any point x inside P and any direction u, the rst hit point of the ray in the direction u from x can be computed in O(log n) time. Their algorithm improves the original ray-shooting algorithm by Chazelle and Guibas 2 which has O(n log n) preprocessing time. The endpoints of the chords and vertices of P are then sorted in the order as they appear in the counterclockwise scan of the boundary of P starting from any point, which can be done in O(n log n) time.
To compute an LR-visible (s 0 ; g 0 ) in step (2), we rst remove redundant chords 9 from the chords of P computed in step (1) . Then, we transform our problem into the 2-cut circular arcs problem given in Section 3 in the following way. The boundary of P is mapped to a unit circle, and the polygonal boundary of the component of each non-redundant chord mapped into an arc on the circle such that the relative position of endpoints of non-redundant chords is the same as that of endpoints of arcs on the circle. Since there are at least two and at most O(n) non-redundant chords in P, we have at least two arcs in the arc set S of size O(n). Clearly, the mapping can be carried out in linear time when the boundary of P is traversed counterclockwise. After that, we determine if there exists a 2-cuttable pair for S in the 2-cut circular arcs problem and, if so, compute a 2-cuttable pair (c 1 ; c 2 ), in linear time, as discussed in Section 3. Suppose the procedure has detected an s-deadlock DK(v 1 , v 2 ). The deadlock is one of the four cases (1a), (1b2), (1c1), and (1c2) in the de nition of a deadlock (see Figure 2 )|case (1b1) is equivalent to case (1c1) as mentioned before and is detected in our procedure as case (1c1 If no s-deadlock is detected, we use a similar algorithm to detect any g-deadlock and avoid it (by moving s=g counterclockwise). Whenever an s-deadlock or gdeadlock is detected and resolved, a new (s; g) may not be LR-visible. In this case we perform an advancing step to ensure LR-visibility of (s; g), by moving (s; g) counterclockwise to (s 0 ; g 0 ) such that (s 0 ; g 0 ) is LR-visible. Advancing process is equivalent to computing NEXT(c 1 ; c 2 ) in the 2-cut circular arcs problem, where (c 1 ; c 2 ) corresponds to (s; g) and NEXT(c 1 ; c 2 ) corresponds to (s 0 ; g 0 ). If the advancing moves (s; g) past (g 0 ; s 0 ), we report P is not walkable.
Moving (s; g) to avoid a deadlock while maintaining LR-visibility may result in a new deadlock, for which we have to repeat the above deadlock avoidance and advancing process. We proceed until either we obtain an (s; g) that is deadlock-free and LR-visible, or we have moved (s; g) past (g 0 ; s 0 ). We show that step (3) of our algorithm can be done in O(n) time, so that the time complexity of the algorithm is O(n log n). To maintain LR-visibility takes overall O(n), as can be seen by considering the computation of NEXT in the 2-cut circular arcs problem. The deadlock detection takes overall O(n) time if we take into consideration the following observations and modify deadlock detection procedure accordingly. Consider s-deadlock detections. For the clockwise scan (in steps (2), (3) and (4) of the deadlock detection procedure) in detecting an sdeadlock DK(v 1 ; v 2 ) for (s; g), we scanned CW(s; v) for some v on L. Let this scanned portion excluding v be denoted I. We then moved s to v 1 or moved g to v 00
1 , which may be followed by moving (s; g) counterclockwise either because of a g-deadlock or because of non-LR-visibility. Then, if we need to detect s-deadlock again for the current LR-visible pair (s; g), we do not have to scan I in the clockwise scan, because there is no deadlock DK(p; q) for the current (s; g) such that p lies on I. For example, in Figure 6 , there is no DK(p; q) for (s 0 ; g 0 ), where (s 0 ; g 0 ) is the (s; g) position after avoiding DK(v 1 ; v 2 ) and maintaining LR-visibility, and p 2 CW(s; v 2 ) ? fv 2 g, because otherwise p would have been v 2 . In general, the portion that we had scanned in the clockwise scan need not be scanned later. The same arguments apply to the detection of g-deadlocks. For each chord scanned, to determine if it is involved in forming a deadlock takes O(1) time (once the endpoints of chords and vertices of P have been sorted in step (1) of our algorithm).
As for the counterclockwise scan (in steps (3) and (5)), a chord may be checked several times to see if it is involved in forming a deadlock with some other chords, which may make our deadlock detections take O(n 2 ) overall time. To overcome this, we do the following. We always search s-and g-deadlocks simultaneously, by alternating steps{that is, by interspersing instructions for searching an s-deadlock with instructions for searching a g-deadlock. In the search, when a deadlock is found, the work of both searches is \charged" to the successful search; if none is found, the walkability-test algorithm is done. Since the chords examined in a successful search for a current (s; g) will not be checked again for a new (s; g) (because the clockwise-scanned portion won't be visited again, as mentioned above, and the counterclockwise-scanned portion is passed over when moving the current (s; g) to the new (s; g) to avoid the deadlock found), successful searches in walkability-test algorithm take overall O(n) chord examinations and therefore the total time spent for deadlock detections is O(n).
The following subsection establishes the correctness of the algorithm.
Correctness
If the algorithm reports that P is walkable, it is correctly so because the nal (s; g) has no deadlocks and is LR-visible. If, on the other hand, P is reported to be not walkable, we need to show that no (s; g) admits a walk. We claim that during the counterclockwise movement of (s; g) in step (3), any pair on the portions that (s; g) has passed does not admit a walk. Figure 2 ). So we assume in the following that neither a nor b in the claim lies in any of these forbidden chains, referred to as type F1 forbidden chains for convenience. Also observe that, by our algorithm, DK i can be one of the deadlock cases (1a), (1b2), (1c1), (1c2), (2a), (2b2), (2c1), and (2c2). 2 Consider the pair which is the (s; g) position after avoiding the last detected deadlock in our algorithm and maintaining LR-visibility. ( The pair is (s m+1 ; g m+1 ) in the lemma.) If the pair is not past (g 0 ; s 0 ), it admits a walk. Otherwise, no (a; b), where a or b is on CCW(s 0 ; s m+1 ) CCW(g 0 ; g m+1 ), admits a walk, by the above lemma. In such case, since CCW(s 0 ; s m+1 ) CCW(g 0 ; g m+1 ) is the whole boundary of P, we conclude that no pair (s; g) on the boundary of P admits a walk. Therefore, we report P is not walkable. 
Polygon Straight Walkability Test

END of NON-REDUNDANT WEDGES
Note that, in step (2), after a non-redundant wedge is found, we unmark chords that were marked before | in fact, if any of these chords can be paired with a later chord to form a wedge, the wedge must be redundant because it contains the non-redundant wedge just found.
Step (3) is needed because there may be some non-redundant wedge missed by step (2) if our start vertex u in step (1) is contained in a wedge.
The time complexity for the procedure is O(n log n) if we maintain a binary tree of the vertices (u 0 ) of marked chords (uu 0 ) (whose search, insert, and delete operations can be done in O(log n) time) such that for each vv 0 , one of the marked chords that pairs with vv 0 to form the \smallest" wedge in step (2) can be found by searching the tree in O(log n) time.
Recall that in the walkability test, we need to nd one (s; g) that is LR-visible and deadlock-free according to Lemma 1. LR-visibility is maintained by equivalently keeping two cuts intersecting a set S of arcs in the 2-cut circular arcs problem. For the straight walkability test, we rst nd one (s; g) that, in addition to being LR-visible and deadlock-free, satis es the necessary condition of Lemma 10 (a). If we apply the walkability test algorithm by adding some more arcs, each corresponding to a non-redundant wedge in W, into S (and removing non-proper arcs from them), then keeping two cuts intersecting the new S is equivalent to maintaining LR-visibility and also satisfying the necessary condition of Lemma 10 (a). We then modify the remaining part, i.e., the deadlock detection and avoidance, to make sure the nal (s; g) does not have case-(2) left/right wedge, as follows. If there is a deadlock for the current (s; g), we just follow the original deadlock avoidance. Now, suppose there is no deadlock detected. We detect if s is on v 2 of some W(v 1 ; v 2 ) L or on v 1 of some W(v 1 ; v 2 ) R. If not, (s; g) has no case-(2) left/right wedge, and so (s; g) admits a straight walk. Otherwise, consider rst the case-(2) left wedge (Figure 3 (b) ). This is the case when (s ? ; g) is not LR-visible, i.e., s to s ? clockwise leaves a component not containing g, or (s ? ; g) has an s-deadlock (this can be tested when we were detecting deadlocks for (s; g)). If so, we move g to v 1 to avoid the wedge. Next, consider the case-(2) right wedge. We observe that a case- (2) right wedge W(v 1 ; v 2 ) in which (s + ; g) has an s-deadlock is actually detected as a deadlock DK(v 1 ; x) as shown in Figure 3 It can be seen the time complexity remains the same as for polygon walkability test. The proof of correctness is similar to that for polygon walkability test by observing from the lemma below that when we move g to avoid a left/right wedge in the above discussion, the part g passed does not allow pairs to admit a straight We conclude that polygon straight walkability test can be done in O(n log n) time and in linear space.
Polygon (Straight) Counter-walkability Test
The following lemma gives us a method for testing polygon straight counterwalkability in O(n log n) time.
Lemma 12 A simple polygon P is straight counter-walkable if and only if it has no two components that are disjoint.
Proof. For the only if part, suppose P has two components that are disjoint.
Then, one of the cases (a{d) of Lemma 3 (see Figure 4) and sg. Namely, each point on L is visible from some point on sg. Similarly, each point on R is visible from some point on sg. So each point on the boundary of P is visible from some point on sg, and hence sg is a weakly visible segment.
2 To test if P has a weakly visible segment and, if so, compute one can be done in O(n log n) time. 7 The algorithm is based on the equivalence that a segment inside P is a weakly visible segment if and only if it intersects Comp(c) for each non-redundant chord c. And, the algorithm is almost equivalent to computing B 1 and B 2 in step (1) of the procedure in Section 3.2 (for computing all 2-cuttable pairs for the 2-cut circular arcs problem), as given below.
(1) Let each component of some non-redundant chord in our P map to an arc in S, such that the endpoints of non-redundant chords are in the same order as that for arcs.
(2) If there exists no two disjoint components, any non-redundant chord is a weakly visible segment. This corresponds to a 2-cuttable pair with two cuts at endpoints of an arc.
(3) Otherwise, two regions P 1 and P 2 corresponding to B 1 and B 2 are such that the polygonal boundary of P 1 (i.e., intersection of P 1 with the boundary of P) corresponds to B 1 , and the polygonal boundary of P 2 corresponds to B 2 .
Indeed the output has P 1 = \ c2C1 Comp(c), P 2 = \ c2C2 Comp(c), and C 3 , where C 1 , C 2 , and C 3 are each a set of non-redundant chords corresponding to the arc sets A 1 , A 2 , and A 3 respectively. From these relations, we observe the following: P 1 and P 2 are both non-empty and mutually disjoint, and all chords in C 3 intersect both P 1 and P 2 . And, a segment inside P is a weakly visible segment if and only if it intersects both P 1 and P 2 , and the components of chords in C 3 . Let CCW(b 1 ; e 1 ) and CCW(b 2 ; e 2 ) be the polygonal boundary of P 1 and P 2 respectively. Also, let 1 be the geodesic path inside P between b 1 and e 2 , and 2 be the geodesic path inside P between e 1 and b 2 . If P 1 and P 2 are not visible from each other, i.e., each point in one region is not visible from any point in the other region, then no segment can intersect the two regions simultaneously. It follows that P is not weakly star-shaped and, by Lemma 14, P is not counter-walkable. Otherwise, 1 and 2 are two disjoint convex chains.
We now show, with the above construction, how to determine if there exists (s; g) such that condition of Lemma 14 is true. If (2) above is true, we know P is counter-walkable since condition of Lemma 14 is true. We now assume (3) clockwise from e 2 for the rst vertex v such that it is visible to s = v a = b 1 but its following vertex is not. If such v found is not on G, i.e., v 2 CW(e 2 ; y 2 )?fy 2 g, then case (b) in Lemma 3 must be true for our s and any g 2 G visible from s and so P is not counter-walkable. Otherwise, sy 2 is a weakly visible segment and neither case (a) nor (b) in Lemma 3 applies. By Lemma 14, P is counter-walkable with (b 1 ; y 2 ) admitting a counter-walk. Thus, we have a polygon counter-walkability test algorithm that runs in O(n log n) time and linear space.
Reporting All Pairs
We consider the following two problems:
(i) Given P, report all the point pairs that admit a (straight) walk.
(ii) Given P, report all the vertex pairs that admit a (straight) counter-walk. We say a pair (C 1 ; C 2 ) of two chains on the boundary of P is LR-visible if, for any (a; b) on (C 1 ; C 2 ), (a; b) is LR-visible.
Reporting Pairs that Admit a (Straight) Walk
Given P, a pair (s; g) that admits a walk must be LR-visible and have no deadlocks by Lemma 1. Our approach for reporting all pairs that admit a walk is to compute all pairs that are LR-visible and then, eliminate from them the pairs that have deadlocks. First, consider computing all (s; g)'s that are LR-visible.
By solving the equivalent problem of computing all 2-cuttable pairs for arcs (Sec- to (E i ; F i ) in the procedure of Section 3.2. Also, let S and G be the two chains corresponding to B 1 and B 2 (respectively) of that procedure. If U is empty, i.e., there is no LR-visible pair, then P is not walkable. Otherwise, we now need to take into consideration the deadlocks|we want to remove, for each (S i ; G i ), any (a; b) 2 (S i ; G i ) that has deadlock. In the following, we discuss how to remove (a; b)'s that have s-deadlocks. To remove (a; b)'s that have g-deadlocks can be similarly done. We assume S and G are disjoint, while non-disjoint S and G will be discussed later. Let us examine the ve possible cases of an sdeadlock DK(v 1 ; v 2 ) (see Figure 2) . It can be shown that (1) We start by imagining a pair (b S ; b G ) on the two beginning points of S and G.
If there is a deadlock for the pair, we move it counterclockwise, avoiding deadlocks and maintaining LR-visibility, as discussed in Section 4, to obtain (b S ; b G ) that is deadlock-free and LR-visible, or nd out P is not walkable. Suppose P is walkable and suppose the deadlock-free and LR-visible (b S ; b G ) is on (S k ; G k ). We delete We have taken care of the rst two required tasks of removing pairs. The third task of removing the point pairs (a 0 ; b 0 )'s that have case-(1b1) or (1c1) deadlocks is done by steps (4) and (5) (2) and (3) In the above discussion, we assume that S and G are disjoint in the beginning.
If that is not the case (for example, see Figure 5 (a)), it is not di cult to see the idea of removing forbidden chains still works, but in step (3), we need to scan the whole boundary of P from b S counterclockwise to e S looking for possible v 2 v 0 2 's.
The time complexity is O(n log n) by using the binary tree BT in which each insertion or search can be done in O(log n). A similar procedure can be derived to remove the point pairs that have g-deadlocks. Our nal result, if P is walkable, is U = f(S 1 ; G 1 ); : : : ; (S i ; G i ); : : : ; (S r ; G r )g, where each S i is a set of disjoint subchains S i1 ; S i2 ; : : : ; S ix and each G i is a set of disjoint sub-chains G i1 ; G i2 ; : : : ; G iy , such that each (a; b) 2 (S ih ; S ik ), for 1 h x and 1 k y, admits a walk.
Although the sum of the number of admissible chains on all G i 's can be O(n 2 ) (because G i 's may overlap), the total number of distinct admissible chains on the union of G i 's is O(n). By keeping an ordered set of the latter O(n) admissible chains and representing each G i as a subset of the ordered set, our output takes O(n) space. Finally, as we mentioned in Section 3.2 for computing all 2-cuttable pairs of an arc set, we may need to remove some endpoints from the original S i 's because such endpoint may have two di erent chains to pair with. Doing this takes additional O(n) time. We conclude that all the point pairs that admit a walk can be computed in O(n log n) time using O(n) space.
We now turn to the problem of reporting all point pairs that admit a straight walk. We rst introduce non-redundant wedges as additional arcs into the original set of arcs of the equivalent 2-cut circular arcs problem for walkability discussed above, as we did in Section 5, and it is clear that the above idea for computing LR-visible pairs also applies for the new set of arcs, so that we can compute O(n) LR-visible and case-(1) left/right wedge-free pairs of intervals in O(n log n) time.
Then we can just follow the above procedure for computing admissible chains and obtain the output in a similar form with the same time and space complexity. One problem is that the output may contain point pairs that have case- (2) Combining both, we can get the set V of all the vertex pairs (s; g)'s such that, for each pair, both visibility and LR-visibility conditions are met and case (b) of Lemma 3 does not apply. Now we try to remove from V the pairs to which case (a) of Lemma 3 applies. First, if there exist no two disjoint components Comp(a) and Comp(b) such that a and b are both ccw-chords or both cw-chords, we need not consider case (a) of Lemma 3 because it does not apply. Otherwise, following the de nitions and description for polygon counter-walkability test in Section 6, we know that P is counter-walkable only if C a = fag or C b = fbg. So after computing C a and C b , if neither C a = fag nor C b = fbg, we report P is not counter-walkable. If C a = fag, in order for a pair to admit a counter-walk, one point in the pair must be on v a . In this case, we remove the pairs from V that do not contain v a . The other case when C b = fbg is similarly handled. If V is empty after the removal, we report P is not counter-walkable. Otherwise V is the set of all vertex pairs that admit a counter-walk. And thus, reporting all vertex pairs for counter-walkability can be done in O(n log n + m), where m is O(n 2 ).
We now consider computing all vertex pairs, (s; g)'s, that admit a straight counter-walk. By Lemma 3, we need to nd all vertex pairs (s; g)'s such that each (s; g) is LR-visible, s and g are visible, and none of the cases (a{d) in Lemma 3 applies. First, we test if P is straight counter-walkable (in Section 6) in O(n log n) time. If it is, then P has no two disjoint components, by Lemma 12. In this case, it is clear that we need not consider cases (a) and (c) in Lemma 3 because neither applies. Then, we can compute V like we do for the counter-walkability described above to get all the vertex pairs that satisfy both visibility and LR-visibility con- 
Conclusion
In summary, we have proved 
. We mention that if a pair of two points admits a (counter-)walk, the minimum length walk of it can be computed by an algorithm in Ref. 6] which outputs \walk instructions" for the two guards in O(n log n + k), where k = O(n 2 ) is the size of the output. For straight (counter-)walk, the walk instructions are of size O(n) and can be computed in O(n log n) time 6 or in O(n) time. 4 There are some other related walkability problems for further study:
(1) Among all the pairs that admit a (straight) (counter-)walk, in which walk is the maximum distance between the two guards minimized as the union of P with its replacement vertices. In the straight walk algorithms that follow, we will traverse P + , looking for possible (straight) walkable pairs (s; g). We will consider only convex and replacement (not re ex) vertices as condidates for (straight) walkable pairs. The re ex vertices will also be examined in the algorithms, but only for the cw and ccw chords they produce. The algorithms' nal step will be to call a pair (straight) walkable for re ex s and convex g if and only if (s + ; g) or (s ? ; g) is (straight) walkable (similarly for g re ex or for s and g both re ex).
Note that while the (straight) walk algorithms use P + , the (straight) counter walk algorithms use the original polygon P. can not admit a straight counter-walk while still maintaining the visibility. The su ciency part is proved by showing that walking instructions can be constructed if the conditions hold. First assume both visibility and LR-visibility of (s; g) are satis ed. We consider for the left guard on vertex p 2 L in a straight counter walk, the position of its partner (the right guard) on R. There are four cases.
case (1) If there is a ccw-chord0 with q 2 R and with component not containing p, then p's partner must be on CCW(q; g). Otherwise, the left guard will need backtracking when its partner goes past q later. This is true for all such0 's.
case (2) If there is a cw-chord0 with q 2 R and with component not containing p, then p's partner must be on CW(q; s). Otherwise, the left guard had been backtracked because it has passed p when its partner was previously below q. This is true for all such0 's. case (3) If there is a ccw-chord rr 0 with r 2 L and with component not containing p, then p's partner must be on CW(r 0 ; s). Otherwise, the right guard will need backtracking when the left guard goes past r later. Again, this is true for all such rr 0 's.
case (4) If there is a cw-chord rr 0 with r 2 L and with component not containing p, then p's partner must be on CCW(r 0 ; g). Otherwise, the right guard had been backtracked because it has passed r 0 when its partner was previously at r. And it is true for all such rr 0 's.
It is clear that, for the left guard on p 2 L, there are some \allowable intervals" for its partner (the right guard), outside which it is not possible to have a straight counter-walk. If (s; g) does not have any of the con gurations shown in Figure 4 (a) and (c), i.e., cases (1) and (2) in Lemma A, it can be seen these allowable partner intervals for p have a common intersection and form an interval CCW(lo(p); hi(p)), denoted lo(p); hi(p)], on R. So we assume the condition that neither case (1), nor case (2) applies holds. Since the partner of a guard on p must be visible from p, we can restrict the partner interval to the portion that is visible from p. And 2 What needs to be modi ed for the lemma if we allow s and/or g to be on re ex vertices is given next. It is clear that both visibility and LR-visibility of (s; g) are still needed, so we assume they hold. Also, if s or g is neither v 1 nor v 2 as shown in cases Figure 4 (a) and (c), we assume neither case applies (because either of them does not allow a straight counter-walk, as can be seen from the above lemma and proof).
First suppose s is on a re ex vertex and let t 2 L be the rst vertex clockwise from s. Following the arguments in the proof of the above lemma, we observe that, for each vertex p 2 L, its partner's allowable interval on R is not a ected, except possibly when p is t. This is because, if p = t, the portion on R which is visible from p (the allowable partner's interval for p must be in this visible portion) may degenerate to a single point s, as shown in Figure A. 1, when the cw-chord sq has q not on R. Then, p = t does not have an allowable partner's interval L(t); H(t)] in case lo(t); hi(t)] does not have intersection with s. Consider in the proof of the above lemma, the four cases and the de nition of lo(p); hi(p)] on R for p 2 L. We see that if a chord0 in case (1) does exist, then, when letting p be t such that the visible portion on R from t is just a single point s, the allowable partner's position CCW(q; g) will not contain s. This is what we have as the rst condition in (b.1) of Lemma 3. We also see that if a chord rr 0 in case (4) does exist, then, when letting p be t such that the visible portion on R from t is just a single point s, the allowable partner's position CCW(r 0 ; g) will not contain s. This is what we have as the rst condition in (d.1) of Lemma 3. Now suppose s is on a re ex vertex and let t 2 R be the rst vertex counterclockwise from s. Again, we observe that, for each vertex p 2 R, its partner's allowable interval on L is not a ected, except possibly when p is t. And, in case p = t, the portion on L visible from t may be a single point s. So, it is possible that p = t does not have an allowable partner's interval L(t); H(t)] in case lo(t); hi(t)] does not have intersection with s. Such cases can be found similar to cases (1){ (4) in the above lemma, or by constructing con gurations analogous to that for the rst conditions of (b.1) and (d.1) of Lemma 3. These new cases are the second conditions of (b.2) and (d.2) in Lemma 3.
Next, if considering now when g is on a re ex vertex, we can symmetrically get four new cases that we put in (b.2) and (d.2) of Lemma 3.
This explains why we have conditions (b) and (d) of Lemma 3 in addition to the conditions of Lemma A if we allow s/g to be on a re ex vertex.
