epidemiology: factor under study a discrete variable taking multiple values. It is now well established in case-control studies with individual matching that the statistical analysis must take the fact of individual matching into account. The problems of so doing have been thoroughly dealt with for the situation of the factor of interest being a two-level factor (all-ornone response) and with one or more matched controls per patient. These results are extended in this paper to the situation where the factor can assume multiple levels in studies where each patient is matched with a single control.
A method which is frequently used when selecting a control group in epidemiological studies is to choose a control subject for each case, the control being 'matched' with the case for factors which are not of direct interest in the investigation but which are known, or suspected, to be associated with the disease. In the absence of matching, these factors might confound comparisons between the case and control groups when examining the specific factor under investigation. Such individual matching is, for example, often undertaken for variables such as age, sex, social class, and area of residence.
The statistical evaluation of such investigations must take account of this matching procedure (see, for example, McNemar, 1947; Mantel and Haenszel, 1959; Billewicz, 1964; Miettinen, 1969; Pike and Morrow, 1970) . As well as testing the statistical significance of observed differences in the factor of interest in case-control pairs, it is usually necessary to obtained an estimate of the relative risk (r.r.) associated with the factor under study. In the most simple situation, in which n controls have been matched with n cases and the factor under study is either present or not (or can take only two values), the results of the investigation may be tabulated as in Table I . The maximum likelihood In analysing a recent case-control study we were faced with a more general situation in which the factor under study could take more than two values. The problem may be illustrated by the fictitious data on the relationship between the ABO blood groups and a particular disease shown in Table II . (1)
The likelihood of the nij's conditional on the sums (nij + nji) = N, = Nji is proportional to k-1 k
The log-likelihood function expressed in terms of the ri's is therefore, except for a constant, equal to
The first derivative of Lr with respect to rh is h-1 (3) when ri is set equal to ri (i = l, 2, ...,k -1).
CONFIDENCE INTERVALS
The log-likelihood function Lr may be far from symmetric in the ri's around its maximum and the derivation of approximate confidence intervals for the ri's is better accomplished working through the transformations ti = ri/(I + ri) (8) (for k = 2, t, is the binomial parameter for n12 and n2l)-Expressing (3) in terms of the ti's we have Lt= ££nji log (t1) -£Enji log (I-tj) nlhlth + njhl(l-th) j=h+I NhjtjI(sjhth); (10) ( 1 1
The The log-likelihood, ignoring the constant term, is given by k-i k
I=i+l (17) and, if the assumption of consistent relative risks is correct, then will be distributed approximately as X2 with (k-1) (k-2)/2 degrees of freedom, where L is the value of (I17) when rji is set equal to rj, (i = 1, 2, ... ., k -1; j = i+1, i+2,. .., k) and L* is the value of (3) when ri is set equal to i (i = 1, 2,.. ,k-1).
AN EXAMPLE
For the data given in Table   let (0 196, 1 232).
An illustrative example for the case k = 3, which may be computed on a desk calculator, is shown in Appendix II.
DIscuSSION
The problem discussed in this paper is peculiar to studies in which there is individual matching of cases and controls, and where the matching is 'relevant', that is, affects the probabilities of the different answers.
This problem would arise, for example, in an investigation of whether there is any association between a specific disease and contraceptive practices. We might choose controls individually matched for factors such as age, parity, social class, etc. and record the type of contraceptive most used in the previous 12 months, the type being classified as, say, none, oral contraceptive, intrauterine device or other methods. The method of analysis we propose ensures that all of the relevant data are used in estimating the relative risks, and to do this we only have to impose the restriction that the estimates derived are mutually consistent. The method leads to a direct statistical test of this assumption, although, being based on multiple degrees of freedom, the test is not very powerful. The assumption of consistency is implicit in the commonly used, but incorrect, method of analysis which ignores the matching in deriving the relative risk estimates.
Finding that the relative risk estimates, using the paired data, are not consistent would suggest that the data should be examined for interactions between the matching variables and the relative risks. For example, if contraceptive practice was associated with the disease under study in one group but not another (say, parous or non-parous), then the relative risks might be consistent but different in the two
group.bmj.com on April 2, 2017 -Published by http://jech.bmj.com/ Downloaded from groups. If the data are tabulated ignoring parity, then the resulting relative risks based upon the pooled data would not be consistent. Then the equations (4) reduce to: (17) Ls* = n2l log (n21/nj2) + n3l log (n31/n13)
Thus, to test whether r, and r2 differ from unity, from (7) 
