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In this paper we prove a decomposition formula of Grisvard type, but for mixed 
boundary value problems of Dirichlet-oblique derivative type for general elliptic 
equations of second order in a plane domain with piecewise differentiable bound- 
ary. The main result extends previous results in this area by showing that, if the 
problem is posed in the Sobolev space If*(sZ), then a decomposition of the solution 
into a regular and an explicitly determined singular part holds for all combinations 
of the measure of the angle at the corner and the type of boundary conditions 
imposed in its neighbourhood. 0 1989 Academic Press, Inc. 
INTRODUCTION 
This paper is devoted to a study of nonhomogeneous mixed boundary 
problems for general elliptic equations of second order in plane, bounded 
domains with a piecewise smooth boundary. As background we first give 
a short historical account, where for sake of brevity, we confine ourselves 
to the mixed boundary value problems of Dirichlet-Neumann type for the 
Laplacian 
Au=f in Q 
(P) =1u=g on rr 
au 
zy=h on r2, 
where 52 is simply connected, bounded, and an open subset of R” with 
smooth boundary XI = rl v r2;, r, n r, = Qr. 
Since the early works of Fichera [4] it has been known that in general, 
the solution of (P) is not smooth, no matter how smooth the data may be, 
and moreover that the loss of smoothness occurs in the vicinity of rI n r2. 
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Hence, mixed boundary value problems are essentially different from the 
so-called regular elliptic boundary value problems, where various types of 
“shift theorems” hold (e.g., [8, 9, 10, 151). 
An explanation of this effect came with the development of the functional 
analytic approach to the elliptic boundary value problems. It turned out, 
that in general, there exist solutions of (P) in the Sobolev space H’(Q) (so- 
called variational solutions) provided that f~ L2(52) and g, h are given in 
suitable trace spaces. On the other hand if the problem is posed in Z-Z2(Q) 
with data in H312(rl) and H”‘(r,) then the operator (d x Y, x a/&,) does 
not map H’(Q) onto L2(Q) x H312(ri) x H”*(r,). Consequently, problem 
(P) with datafE L2(sZ) and g = h = 0 can have a solution in H1(Q)\H2(Q) 
and the same can be said even iffE C”(a). In this connection we cite the 
works [l, 3, 1(1-123. 
In recent years attempts have been made to improve regularity results 
for the solution to (P). In [ 131 it has been proved that u is Holder 
continuous with arbitrary exponent less than i, provided the data are 
sufficiently regular. The typical counterexample, offered by u = rl’* sin 8/2 
in a half-plane, shows that this is almost the best result which can be 
expected in this direction. 
A pseudodifferential approach to these problems often yields sharp 
results, but only within the framework of weighted Sobolev spaces [31]. 
For mixed boundary value problems in plane domains the situation is 
somewhat better. Indeed, for such problems it can be shown [S, 123 that 
in most cases, when (P) is posed in H2(Q), then it is of Fredholm type. 
Grisvard [S] determined the defect of the operator associated with (P) for 
the case of the Laplace equation with associated general mixed boundary 
conditions. In [5] it was shown that the variational solution u of (P) could 
be represented in the form 
(R)u=u,+ C CiUir C~ER,V<CD, 
i= 1 
where U, E H2(Q) and bi are certain singular functions given explicitly, 
which depend only on the geometry of the problem and not on data. The 
finite number v is, roughly speaking, the defect of the operator, associated 
with (P). 
The representation formula (R) has proved to be a very useful tool in the 
integral equation and the finite element approach to mixed boundary value 
problems. The generalisation of (R) for smooth boundaries and mixed 
boundary value problems of Neumann-Dirichlet type for the Laplacian is 
given in [14]. 
In [5] the formula (R) is established for Dirichlet problems in domains 
with boundaries which were arbitrary polygons; furthermore the problems 
were posed in spaces W;(R), 1 <p < + co. 
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However, it was pointed out in [S] that for some exceptional combina- 
tions of the angle at a corner of the boundary and boundary conditions in 
the neighbourhood of this corner the image of the operator, associated with 
(P), fails to be closed and so the operator is not Fredholm. For example, 
when dealing with mixed boundary value problems of Neumann-Dirichlet 
type in H*(Q) exceptional angles are n/2 and 3x12. Such exceptional 
situations were excluded from the analysis given in [S]. 
In this paper we examine nonhomogeneous mixed boundary value 
problems of Dirichlet-oblique derivative type for arbitrary elliptic equa- 
tions of second order in plane, bounded domains which have as boundary 
a curvilinear polygon. Although we use essentially Grisvard’s method, the 
approach adopted here enables us to deal with the exceptional cases 
excluded by previous authors. We show that despite the fact that the image 
of the operator under consideration is not closed, nevertheless the formula 
(R) holds, provided that the coefficients in the problem and the smooth 
parts of the boundary are sufficiently regular and that the boundary data 
satisfy certain compatibility conditions. This is achieved by first reducing a 
general homogeneous problem in a curvilinear polygon, by means of a 
suitably chosen transformation of variables, to a homogeneous problem for 
the Laplacian in a rectilinear polygon. The operator, associated with this 
latter problem, defined in H*(Q), is known to have closed image in L,(B); 
hence we can take advantage of the results in [S]. Next, we reduce the 
nonhomogeneous problem to a homogeneous one. In this step a crucial 
role is played by the compatibility conditions; these are found in the 
Section 2. Although our approach is similar to that in [S], by confining 
ourselves to H*(Q) and to specific boundary conditions we are able to 
obtain a simpler form of the compatibility conditions than in [S] and also 
to cater to the case when the boundary is a curvilinear polygon, whereas 
in [S] the author dealt only with strict polygons. 
1. BASIC NOTATIONS AND DEFJNITIONS 
Since this paper is closely connected with [S], we shall adopt the same 
definitions and notations throughout. For convenience we recall here 
certain basic facts. 
Let Sz denote a bounded, open (for simplicity connected) subset of R*, 
whose boundary Z is a curvilinear polygon of a class Ck’i, k 2 1. Each of 
the Ckgl curves, which constitute the boundary of Q, is denoted by Tj (the 
closure of the open arc Zj) for some j~l:= { 1, . . . . N}. The curve rj+ i 
follows rj according to the positive (anticlockwise) orientation. 
Further, let sj := rj n Fj+ 1 and let wj be the measure of the angle at sj 
towards the interior of Q. We assume that 0 < oi < 2n. 
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By vi = (vj, VT) we denote a Ck-‘,’ vector field, defined in some 
neighbourhood of fi, which coincides with the unit outward normal field of 
rj and by zj, the unit field, orthogonal to vj. We assume that the pair 
(v,, rjj) has the same orientation as the original coordinate system; that is, 
zj=(-vj’,v;). 
Throughout we use Sobolev-Hilbert spaces H’(Q), s = 1,2, and H”(Tj), 
s = :, 4. 
In addition, we shall need the space fi”*(R + ), consisting of all functions 
u E H”*(R + ), for which 
ii(x) = u(x)7 XER, 
0, xeR\R+ 
satisfies ii E H”*(R). 
A detailed account of the spaces of this kind can be found in [S, 2, 143 
and with different notaton in [9]. 
For UE H*(Q) we denote by Yju (resp. Yj(&/&,)) traces of zero (resp. 
first) order on r,, j= 1, 2, . . . . n. 
We denote by A the unbounded operator in L*(Q) defined on P(0) by 
the differential expression 
2 2 
Au= 1 D;(a,D,u) + c aiDiu+a,u, (1.1) 
k,i= 1 i=l 
where aik, ai, U, are real functions with uik E C’,‘(Q), f 2 0, and 
ui, a, E L,(Q) for i, k = 1,2. Without loss of generality we can assume that 
uik = uki. We assume that A is strongly elliptic; that is, there exists a 
constant c > 0 such that 
i,k= 1 
Associated with A are: 
(i) The family of N conormal vector fields of class P1, 
m = min(k - 1, I), denoted by 
( 
2 2 
vA,j= c UilVj, 1 a,$$ 
i= 1 i= I > 
, jE 4 (1.3) 
and defined in some neighbourhood of D in the same way as v [S]. 
(ii) The corresponding conormal derivative &/a~,,~ with the trace 
rj(aulav.4,j). 
From (1.2) we see that v,,~ is nowhere tangential to rj. 
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We introduce two partitions of the set I, defined by Z= S&v A$ and 
I= 9 v JV v A,2 v J&, where we say that jE 9r if a Dirichlet condition is 
imposed on rj and je Ju;. otherwise, and that 
Moreover, we set 9 c 
iff j,j+lE$- 
iff j,j+lEJu; 
iff jE~~,j+lEJIT,(jE~~,jflE~r). 
X I=%, ./&vA2r :=A?, and 
rQ4= U Fj\ U {sj} 
jeZ-3 je& 
r-, = u Fj. 
jEN 
(1.4) 
Next we introduce the first-order boundary operators Bj 
Biu= 5 ( 
-+b.aU au avA,j > Jazj 3 
j,A$, uEH*(Q), (1.5) 
where 
bjECk*l(rj)forjEJIr, and bj(sj) = bj+ l(sj) for jEX. (l-6) 
Throughout this paper we shall be concerned with mixed boundary 
value problems: 
determine u E H*(Q) such that: 
Au=f in Sz 
rju=Q)i on rj 
Bju=+j on rj. 
This problem we shall denote by P(A,f, 4, I+$). 
Following (1.5) we use the notation 
pj := vA.j + bjtj, j-=-K- 
tj* ig% 
(1.7) 
(l-8) 
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(l-9) 
Further, we define 
H:(IR) := (u E H’(Q); Au E L,,(a)}. (1.10) 
It is known [9] that for UEH:(Q) one can define traces Yj(8~/8v,,j) and 
Yj(8u/CJrj). So the following notation is meaningful: 
D’(A, B) := (24 E H;(a): YjU = 0,jE Lz&., BjU = 0,jE A$}. 
Similarly 
D2(A, B) = {u E H2(Q): Yju = O,je 9,-, Bju = 0,j~ .4’& 
Finally, for convenience, we shall write 
AxyxB:=Ax n Yjx n B,. 
iegr ieJvr 
2. TRACE THEOREM 
(1.11) 
(1.12) 
(1.13) 
In this section we prove a trace theorem for mixed boundary value 
problems in polygonal domains. 
A general version of this type of theorem has been proved in [S] for 
W:(Q), p# 2, and for EZk(Q) in the case when Q has strictly polygonal 
boundary. In [S] there is an indication that the same results also hold 
when Q has a curvilinear polygon as a boundary. 
Here we shall show that by confining attention to problems in H2(Q) we 
can simplify the compatibility conditions, obtained in [S]. Moreover, we 
shall find explicit values of the corner angle when these conditions have to 
be taken into account. 
THEOREM 2.1. Let 
(i) D c R2 be a bounded, open, connected set with a C’,’ curvilinear 
polygon as boundary. 
(ii) Let {Bj}jsvwr be a set of operators given by (1.5), with coef- 
ficients of class C”*‘(Tj),je .A(.. 
(iii) # = {dji>js 9r E FIjs 9r H3’2(rj)9 II/ = { $j}js NrE IIje Mj- H”2(rj). 
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Then there exists a u E H’(Q), such that 
(iv) Yju = 4j,jE L&, 
(V) BjU=$fj,jG&- 
provided 
and 
(84 @ Xx), 
csi9(xf := {(a;+ *;a5,+ ,)(x), 
x E r, 
-=rj+, 
satisfies d9 E H”‘(i=” u rj+,) if oj= 7~. 
(b) Sorj~M 
(2.1) 
12.2) 
(2.3) 
satisfies q5N E H”*(Fj u rj+ I) if pj(sj)\l pj+ ,(sj) and 6, = 1 when pj(sj) and 
IC,, ,(sj) are of the same direction and 6, = - 1 otherwise. 
(c) forjE& 
(2.4) 
satisfies ~,,,(x)E H”’ (~l~~j+l) if pl(sj))ltk(si) where I=j, k=j+ 1 
(Z=j+ 1, k=j), ifjEA2, (resp.jE&,,,), 6,= 1 ifeither jEJlt1* with oi<a 
or j E A& with oj > n and 6, = - 1 otherwise. 
ProoJ We localise the problem in a neighbourhood Qj of each corner 
sI. We can assume, without loss of generality, that wi # it. Indeed, if oj = n, 
then the boundary is smooth in the neighbourhood of s,. and the problem 
can be dealt with by the classical trace theorem, after suitable extension of 
data and operators involved onto FI u Fj:., 1. 
We shall focus our attention on jE&,,, o1 < n. Assume that j= 1 and 
transform a, into R, x R, according to 
013 (x1, x2) -+ qx 1,X2):=(51(X,,X2),52(X1,X*))~~(~,); 
the inverse transformation denoted by X is defined in such a way that 
Z(sl) = (0,O) and r,fd,= {x:x=x(o,~2)}; 
z-2 n iz, = (x: x = X((, , 0)). 
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If we define 
4=uQzz,2r ,2=Jz=5 
then 
~1=(-x1,27 -x2,2w17 “1 = (-x*,2, x*,2)/f, for ri=O 
t2 = (X1,1> X2,1V2? “2 = (xz, 13 Xl, 1 w* for t2=0. 
(2.5) 
Furthermore J=@,, x2M5,, 52~=~1,1~2,2-~1,2~2,1. 
We extend all transformed functions, which have compact support in 
Z2,u{~:~,=O}u{~:~,=O} by zero onto R, x R + and the coefficients 
of the boundary operator onto R + , preserving continuity and the property 
that pj is never tangential to the boundary. 
Hence, we have to determine U E H2(R + x R + ) such that 
y,u = 4lW(O, 52)) := A(t2, 
~z(a,(S,)~~,+a2(5,)~,2)=~2(~(5,,0)):=~2(51), 
(2.6) 
where 
az(t;~ I= - (12~2. v2/J)W(t, 3 O)), 
a1(51) = N4x2.2 - P;X,,,YJKW, 3 0)). 
We have ja2(5,)j 2ml, since p2 is never tangential to T2. It is seen that 
a2(0)= -(J-‘(~,c2.v1))(-J40, O)), hencea,( iff P~(s~)II~~(s~). 
(2.7) 
If this is not the case then we can assume that for some 6 > 0 
14(t1)l am2 for 5, E [O, S]. (2.8) 
We now take advantage of the following result, being a straightforward 
reformulation of the theorem in [S, p. 471. 
If gi,fig H3L2-i(R+), i=O, 1, satisfy 
&h(O) =x3(0) (2.9a) 
dfo bt-gl d”2(R+) (2.9b) 
$-f, EA”~(R+) (2.9~) 
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then there exists u E H*(R + x R + ) such that 
y,u=g,, Ylkl =g1 for 5, =O, t2>0 
y,u =fo, =*u?* =f, for t2=0, ti>O. 
We now transform Eqs. (2.6) onto R, as in, for example, [S, 21. Then, to 
solve our original problem, it is enough to find functions gi, fi, i = 0, 1, 
satisfying (2.9) and such that 
go=& (2.10a) 
al(dfw)+ a*f, =$2 I 
onR+. 
(2.10b) 
From (2.9~) 
d6, fl =-g+k for some h E Z?‘*( R + ). (2.11) 
If we temporarily assume that h(t) = 0 then we obtain from (2.10) and (2.8) 
z=a;’ (q2-a23 for fE [0, S]. (2.12) 
Let jbe H3’*( [0, S]) denote the solution of (2.12), satisfying fO(0) = ii(O) 
and let g, E H3’*( R + ) be an arbitrary extension off,. Since fo( t) =fo( t) on 
[0, S] we see that 
46 h:=a,% -$2+a2xEi?/2(R+). 
Moreover, since 1 d*(t)] > m, > 0, we can define 
and then Eq. (2.10b) is satisfied with fi given by (2.11). Finally we can put 
g, = dfJdt and the theorem follows from the theorem in [S]. 
Now let ai(O) = 0. Then (2.12) can no longer be solved. Assume that 
U E H*(R+ x R + ) is a function, satisfying (2.6). Substituting (2.11) into 
(2.10b) we obtain 
4% dif, 
01 x+a2h=$2-a2dl. (2.13) 
From (2.11) and (2.7) the left-hand side of (2.13) is in W”*(R+) and it 
follows that the right-hand side is also. This necessary condition is also 
sufficient for if 
$2-a2d$l/dtE/?‘2(R+) (2.14) 
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we take an arbitrary FE HII’ and define f0 to be a solution of 
dfo F -= 
dt ’ fo(0) = T,(O). 
Then foEH3’2(Rl) and we can determine ~EA’/~(R+) from (2.13) since 
lu2(t)l am. Therefore fi can be obtained from (2.11) and we can take F as 
g,. Hence, (2.14) is a necessary and sufficient condition for (2.6) to be 
solvable. 
We now express (2.14) in terms of functions defined on the original 
boundary. Formula (2.14) is equivalent to 
which in turn is equivalent to 
(2.15) 
since (a2 - a,(O)) is Lipschitz continuous. 
Then (2.14) yields 
~~~1~2cc2~2/J~~~~lI~~l~~~~~~ 
4m(x)= { l+b2(X), 
XEl-, 
XEf2 
(2.16) 
which satisfies $, E H1”(rl u F2). But in this case p2(s1) = 1 p2(sl)j z,(si). 
From (2.5) we have J/I, I, = tl v2 and (2.16) reads 
IP2(~l)l(w~~l)(x), 
h2(x)= { $,(x), 
XEl-, 
XET, 
(2.17) 
satisfies 4, E H112( r1 u F2). 
Thus, the part of the theorem concerning A! is proved, since the remain- 
ing cases can be dealt with in the same way. 
If jE N, then (2.6) has to be replaced by 
~l(~ll~ll + al2ul2) = $1 for 5, =O, t2>0 
~2(~21~11 + a22ul2) = Wl for t2=0, t1 >O, 
(2.18) 
where 
ukk= -(Ikpp-vk) J-’ for tk=O, k=l,2 
0,2=(-P :x2,1 +P:x,,,) J-’ for g,=O 
a21= (/4x2,2 - dx,,,) J-’ for t2=0. 
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The equation, corresponding to (2.10) can be solved iff 
which is equivalent to 
C(az.vl)(pl.v,)-(C1.vl)(CL*, v*)I(~1)~0~ (2.19) 
If o1 #rc, then (vl, v2} spans R2 and it follows that (2.19) is equal to 
zero iff p, 1) p2 in S,.. The compatibility conditions can be determined here 
in a way similar to the previous case. The proof is now complete. 
Remark 2.1. If we return to the assumption (1.6) then we see that the 
exceptional case pjLjll pj+ i appears iff wi= rt and then I pj(sj)l = I(pj+ ,(sj)l. 
In general, Theorem 2.1 says that the “corners” sj with j E &’ and oj = rr 
are indeed only apparent ones since the compatibility conditions (2.1~(2.3) 
yield the applicability of the classical trace theorem. 
3. BOUNDARY VALUE PROBLEMS 
3.1. Throughout this subsection we assume that the Zj are rectilinear 
and that the functions bj, defined by (1.5), are constant on each component 
of r,. We denote by A an operator realisation of the Laplacian, acting in 
L,(Q) with domain D2(A, B) and range R2(A, B) (see (1.11) and (1.12)). 
We remark that all results, quoted in this section, can be found in 
Chapter 4 of [S]. 
We know that the problem P(A,f, 0,O) has a unique variational solution 
ZJ E D’(A, B). Moreover, for u E D2(A, B) the following inequality holds 
II u II 2,~ G C( II Au llw + II ~4 IIo,nI (3.1.1) 
Remark 3.1.1. If, corresponding to D2(A, B) and R2(A, II)’ in L,(Q), 
we denote analogous sets in L,(Q) by Di(A, B) and R;(A, B), respectively, 
then a similar inequality to (3.1.1) holds in L,(Q) for all u E Dz( A, B) under 
the additional assumption that with l/p + l/q = 1 
(dj - 4j+ i + 2coj/q) 7~ is not an integer for any j E I. (3.1.2) 
In other words, if p # 2 then Ri(A, B) is closed in L,(Q) provided (3.1.2) 
holds whereas R2(A, B) is closed in L,(Q) without this assumption. 
By N, (in general N4) we denote the annihilator of R2(A, B) 
(resp. Ri(A, B)) in L2(52) (resp. Z.,(Q). 
We have 
N,sN,, Vl <q<2. (3.1.3) 
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We introduce the following notation (see (1.9)) 
(3.1.4) 
where Z denotes the set of all integers. 
By qj := qj(rj, 0,) we denote the C” cut-off function equal to 1 in some 
neighbourhood of sj such that supp rlj n {s,} = 0 for 1 #j and Bjqj = 0. Here 
and elsewhere (rj, ej) are plane polar coordinates with origin at Sj. 
Then we denote 
'j,m := rlj(rj, ej) r,:‘J.mcos(Aj,m6j+ 4j+ ,) (3.1.5) 
for -1 <Aj+m<O. 
It follows that 
Sj,, E D’(A, B)\D2(A, B). (3.1.6) 
We are now in a position to prove 
THEOREM 3.1.1. For each f E L2(R) there exist unique numbers Cj,, and 
unique U,E D*(A, B) such that the variational solution u of the problem 
P(A, f, 0,O) is given by 
‘=‘r+ C cj,msj,tn, -1 <Aj,m<O. (3.1.7) 
jsI 
Proof Under the additional assumptions (3.1.2) and that 
PjiHPj+i for jEI (3.18) 
this theorem has been proved in [S] (Theorem 4.4.3.7). The careful 
analysis in the proof given there indicates that (3.1.2) is only necessary to 
ensure the closedness of Rj$(A, B) in L,,(Q) and therefore is superfluous for 
p = 2 by virtue of Remark 3.1.1. 
It now remains to examine the importance of (3.1.8). To this end denote 
by dim, jN, the contribution of the corner sj to dim N,, that is, dim N, = 
xjE,dim, jN,.,. From (3.1.3) and [S] we have 
dim, jN2 < dim, jN, Q card m E Z: - 2 < A~,,, < 0 
9 
-Card{j:pjllpj+l), v1 <q-=2. (3.1.9) 
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But [lS] &,= - 1 iff pj (1 pj+r; hence (3.19) reads 
dimjN,<card{mEZ: -1<;1,,,<0}, (3.1.10) 
where we used the fact that (3.1.9) holds for arbitrary 1 <q c 2. 
By the bijectivity of A from @(A, B) onto L,(Q) we see that the 
codimension of D2(A, B) in D’(A, B) is equal to the codimension of 
R2(A, B) in L,(Q), that is to dim N,. On the other hand, the number of 
functions (3.1.5) satisfying (3.1.6) is exactly equal to card {m E Z: - 1 < 
Aj m < O}. Moreover, the set { Sj,,} _, < i,,m c 0 
G*(0) (see Proposition 3.2.2). Hence 
is linearly independent modulo 
D’M W=D*(A, W+ {Sj,m)-~<~,,,<,,. (3.1.11) 
The case pj H pj+ 1 follows from the theorem quoted above. The proof is 
now complete. 
Remark 3.1.2. The numbers cj,,, = cj,,,( f) are in fact continuous linear 
functionals over L2(Q). 
3.2. This subsection is entirely devoted to the generalisation of 
Theorem 3.1.1 to the problem P(A,f, 4, II/) in Q, an open bounded subset 
of R2, having a curvilinear polygon r of class Ck” as its boundary. 
We begin with some preliminaries. Assumption (1.6) implies that we can 
use the generalized Green’s formula and prove the theorem, concerning 
solvability of the variational problem, corresponding to P(A,J; 0, 0), the 
proof being similar to that of the Lemma 4.4.3.1 in [S]. Consequently, the 
following result holds. 
THEOREM 3.2.1. The problem P( A, f, 0,O) has unique variational solution 
u E H’(Q) provided 
sup ess aO(x) < -K 
xell 
(3.2.1) 
for some constant K > 0 associated with the coefficients appearing in the 
problem. 
Moreover it is known [S] that the variational solution u of P(A,f, 0,O) 
belongs to H*(Q\ W), where W is any open neighbourhood of Ujel {sj}. 
Hence it remains only to investigate the behaviour of u near the comers. 
Before stating our main theorem we shall prove the following lemma. 
LEMMA 3.2.1. Let TI and T2 be two C2v1 curves in R2 with s=r, ni=‘,, 
the only point of intersection and let w = cos-‘(z,(s) . T,(S)), 0 <o < 2n, be 
the angle of intersection. Assume that p is a Cl,’ vector field, defined in some 
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neighbourhood of Fz, which is nowhere tangential to it. Then there exists a 
neighbourhood U of s and a C’,’ diffeomorphism 
such that 
(i) <. := q5( U n ri) are rectilinear, i = 1, 2. 
(ii) if 21. denotes a unit vector tangent to r:, i= 1,2, then 
cos-‘(-r;.r;)=cos-‘(-t,(S)~r*(S))=0. 
(iii) cos -‘(J(x) p(x)) r; = cos - l (p(s) . r*(s)) for x E r2 n U where J is 
the Jacobi matrix associated with 4. 
Proof. For convenience we set up a coordinate system in such a way 
that r2 is locally a graph of a C**’ function 4 : [0, S] -P R, d(O) = d’(O) = 0 
for some 6 >O. As a first step towards obtaining the required dif- 
feomorphism we consider the system of differential equations 
1’ = p’, p = p2, c = (P(‘? P2). (3.2.2) 
Since p2(0,0) # 0, in some neighbourhodd 0~ of s = (0,O) the equa- 
tions (3.2.2) are equivalent to 
dx’ p1 
-T=1 
dx P 
(3.2.3) 
and the left-hand side belongs to C’,‘(~,U). The first integral of (3.2.3) 
exists and belongs to C’9’(fip)[16, p. 1151. Denote it by 
5’ = (‘(xl, x2). (3.2.4) 
We can assume that 5:,(0,0) = I p(s)1 -l, 5f,(O, 0) = -p2(s)l p(s)1 -‘. We 
now perform the change of variables 
<’ = (‘(x’, x’) 
<* = x2 -&x’). 
(3.2.5) 
Then we consider two cases: (a) T:(S) # 0 and (b) T:(S) = 0. If (a) holds 
then r2 is locally a graph of a C ‘*I function x1 = $(x2). In new variables 
we have 
xlctl, r2) = Gw2(5’Y t2)) (3.2.6) 
and from (a) we see that (3.2.6) defines an implicit function, cl = E(t2) say, 
with E’(0) = a. 
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Then we define the transformation 4 in a neighbourhood of s such that 
all the above steps can be carried out, by 
4 = I PL(S)I crlb’~ x2) - 8(x2 - W))l + b2(s) + a I P(S)1 )(x2 - &x1)) 
q2 = x2 - qqx’). (3.2.7) 
It can be checked that (3.2.7) satisfies conditions (i)-(iii). 
Now we assume that r:(s) = 0. For sufficiently small E > 0 the function 
7(x’) = {;(g, 
x1 E [O, E] 
X’E[-&,O] 
satisfies J E C1,l( [ -E, E] ) (here I$ is the equation of r, in some 
neighbourhood of (0,O)). Then, the transformation given by 
4 = I P(S)1 4w, x2) + P2b)(X2 -7(x’,, 
rj2=x2-&xl) 
(3.2.8) 
satisfies the conditions of the lemma. 
We now define 
Aju= i a,,(s,) D,Dlu 
k,l= I 
and notice that Aj is the principal part of A defined by (1.1) with coef- 
ficients “frozen” at sj. 
From (1.2) there exists a nonsingular, symmetric, linear transformation 
q.:= ~2,:“~ where 4. is a linear operator, given by the matrix 
{akl(sj)}:, [=, . Hence, if we define Vi(<) = u(LZ:‘l) = U(X) we have 
(Aju)(s,” 5) = (duj)(5)* (3.2.9) 
Finally, by A;,,, we denote Aj,i,m given by (3.1.4), calculated for the angle 
O,(A) := COS-~(L$Z,(S,). .L$rj+ I) with 4, and dj+, calculated at 3~~. 
THEOREM 3.2.2. Let the boundary of Q be a curvilinear polygon of a class 
C’s’. Assume that: 
(i) the coefficients of the operator A are such that aik E C’*‘(n) for 
i, k= 1, 2, aieL,(Si), i=O, 1, and satisfy (3.2.1). 
(ii) the coefficients of the boundary operator Bj belong to C’9’(i=j) for 
je Jv; and bj(si) = bj+ ,(si) for j E JV. 
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Then, the image of D’(A, B) under the operator A is a closed subspace of 
L2(0) of codimension 
v= c card{mEZ: -1 <1,:,,<0>. 
jsr 
(3.2.10) 
Remark 3.2.1. A similar theorem for the Dirichlet problem and under 
the additional assumption that ~~1 pi+, has been proved in [S]. A theorem 
for the Neuman-Dirichlet mixed boundary value problem for the 
Laplacian in a smooth domain is given in [14]. 
Proof Let ylj denote a function, defined as in (3.1). We see that the 
variational solution u of P(A,f; 0,O) belongs to H’(Q) iff 
Vj" E H2(s2), VjeZ. (3.2.11) 
We now fix j = 1, say. We assume that 1 E .4Z12, the case 1 E 9 having 
been proved in [S], whilst the case 1 E JV is similar to that under con- 
sideration. Further, we assume that o1 (and hence w,(A)) is not equal to 
7c since the case o = 71 has been extensively dealt with in the literature 
(e.g., [ 14, 123). We shall further assume that o1 < K since the case w, > n 
is similar. For fixed j= 1 we assume that the transformation Y := 49, 
(4 defined in Lemma 3.2.1) has been performed; this does not change any 
assumptions made above and (3.2.11) is equivalent to that for the function 
V(Y) := (tll uN$ -‘(.Y)). (3.2.12) 
We shall preserve the notation of Lemma 3.2.1 applied to the set gjpjfz 
throughout this proof and denote U, := 9;’ 17. We take q1 such that 
supp qI c Cl1 and such that there exists a nontrivial segment P; connecting 
ri, f: with properties 
(i) r\ c !P(Q n U,) 
(ii) G f-7 SUPP(V~(~~/ ~ ‘(y)). 
We denote by Q’ the triangle, bounded by PI, r;, r;. Then (3.2.12), 
according to Lemma 3.2.1, is the solution of 
2 2 
A’v=Av+ c abv,,i+ 1 aiv,,+a,v=g in Q’, (3.2.13) 
i,j = I i-j 
where 
g= CA(V,~)I(‘Y-‘)EL~(Q’) (3.2.14) 
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with boundary conditions 
Y,v=y,v=O on r,ur; (3.2.15) 
Y*(-h+b41)=0 on r;, (3.2.16) 
where 
UJE CO~‘(sz’), ago, 0) = 0, (3.2.17) 
and b = b2(s,) = const. (3.2.18) 
Here the field Y1pp2 (see (1.8)), according to the assumptions of our 
theorem, satisfies the assumptions of Lemma 3.2.1. 
The continuation of the proof is analogous to the proof of the theorem 
concerning the Dirichlet problem given in [S], so we confine ourselves to 
the outline of it. 
First, from (3.2.16) and Therem 3.2.1) we can establish the estimate 
II v II 2.Q’ G c II A’0 Ilo&?,, vu E D2(A’, B’), (3.2.19) 
where the boundary conditions are given by (3.2.15) and (3.2.16). 
Next we split A’ into 
A’ = A + A, + K: D’(A’, B’) --, L&2’) (3.2.20) 
with Ku:=Cf=, a:~,,+ abv and A,u = C:j=, a;~~. It is seen that K is a 
compact operator and that, for given E > 0, by virtue of (3.2.17), we can 
take supp vi so small that 
II A, II .re~~qn~~,~~~w~~ < E. (3.2.1) 
Then, since D2(A’, B’)=D2(A, B’) and using (3.2.18) together with 
Theorem 3.1.1 we find that A is a one-to-one Fredholm operator with index 
v,=card{m: -1 <A&CO>. 
From (3.2.19), (3.2.21), and the compactness of K it follows that A’ is 
also a one-to-one Fredholm operator with the same index (see [7]). This 
means that UE H2(Q’) iff g defined by (3.2.14) annihilates v1 continuous 
linear functionals on L,(U). This is equivalent to the statement that 
vi u E H’(Q) iff f annihilates v, continuous linear functionals on L2(B’). 
Repeating this procedure for each corner we can obtain the desired 
result. The proof is then complete. 
If we are not dealing with exceptional values of oj, that is if 
pi(sj) H II~+ ,(si), then the regularity assumptions of Theorem 3.2.2 can be 
relaxed. 
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THEOREM 3.2.3. Let pj(sj) f pj+ I(sj) for je I. Then Theorem 3.2.2 ho& 
provided that r is a curvilinear polygon of class C’*’ with aik E C”‘(8) for 
i,k=l,2,bjECo*‘(Fj), jEJITr, andb,(s,)=b,+,(s,), jEN. 
Proof: Preserving the notation of the proof of Theorem 3.2.2 we have 
now to confine ourselves to a Cr.’ transformation 4 which does not satisfy 
condition (iii) of Lemma 3.2.1. Hence, v = (qI u)( !I’-‘) satisfies (3.2.13) and 
(3.2.15) but (3.2.16) has to be replaced by 
Y,(--v,,+bv,,)= ~2(b;v,*+b;V,,), (3.2.22) 
where bi~CoS’([O, S]), b,(O)=0 for some 6>0, and i= 1, 2. 
Then, because of the assumption pj [ pj+ I we can use Theorem 4.4.4.8 of 
[S], which deals with nonhomogeneous boundary value problems for the 
Laplace equation in a strict polygon. The remaining part of the proof is 
similar to the proof of Theorem 3.2.2 with D’(A’, B’) replaced by the set 
{vEH2(SZ’); Y,v= Y2v=O}. 
PROPOSITION 3.2.1. D2(A, B) is a closed subspace of D’(A, B) of 
codimension v given by (3.2.10). 
The proof follows similarly to that for the rectilinear case (see 
Theorem 3.1.1). 
Therefore there exists a set {cri}~=, of functions satisfying 
rri~D1(A, B)\D*(A, B) and linearly independent modulo D2(A, B) such 
that 
D’(A, B)=D*(A, B) i Lin{a,}~=, 
and every variational solution u of P(A,f, 0,O) can be uniquely decom- 
posed as 
u=&+ i ckbk, (3.2.23) 
k=l 
where U, E D*(A, B). 
Combining (3.2.23) and the trace theorem we have established. 
THEOREM 3.2.4. (A) If 
Pjtsj) H Pj+ ltsj) for jeZ (3.2.24) 
then the image W of H2(Q) under the operator A x Y x B is a closed subspace 
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of T, where T is a (closed) subspace of X= LJSZ) x njEB, H312(Zj) 
x I-Ii. -Nr Hli2(Zj), defined by 
W~$W iff tL44W and Qli(~~)=~~+~(s~) for j~9. 
(3.2.25) 
The codimension of 9 in T is equal v. 
(B) Zf pj(sj) II pj+ I(sj) for some j E Z, then W is not closed in T. 
However, if the compatibility conditions (2.2), (2.3), and (2.4) hold then here 
and in (A) the variational solution u of the problem P(A,f, $, @) has the 
representation (3.2.23) with U,E H2(Q). The function u, and numbers ck, 
k = 1, . . . . v, are uniquely determined. 
The decomposition (3.2.23) is not immediately useful since we do not 
know the functions uk explicitly. Here we shall show that we can replace 
ak by the exceptional functions introduced in [S], provided that r is a C2*’ 
curvilinear polygon and coefficients aiiE C’*‘(fi), i, = 1, 2, bj E C’,“(Z=j), 
jE&L, and bj(sj)=bj+,(sj), jEN, jE&. We define S= {Sfm)(j,m)EL 
where 
L=((j,m):j~Z, -l<i&<O}, card L = v 
S,f,(x) := Sj,,(L$x) = r,:‘fm cos(l~~Oj + dj+ ,), 
(3.2.26) 
and rj, 0, are plane polar coordinates with origin at gsj, the rays 0, = 0 
and 0, = u,(A) being tangent at L$sj to L$‘rj+ 1 and L$rj, respectively. 
PROPOSITION 3.2.2. The set S is linearly independent modulo H2(0). 
Proof An arbitrary linear combination of S&, is at most in Co,“@) 
where 1= maxL { -&} < 1, unless it is equal to zero. On the other hand 
H’(Q) 5 C”~*(sZ) [S] for all u < 1. Hence, the proposition follows. 
PROPOSITION 3.2.3. For every (k, m) E L there exists U+E H2(Q) such 
that 
'jfUk,m -xQ=o, .iE% 
Bj(U/c,m -%$?J=o, jeNr. 
(3.2.27) 
The proof of Proposition 3.2.3 is now straightforward but lengthy. However, 
as it is similar to the proof of Lemma A.3 in [14] if is omitted. 
Our final result here is 
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THEOREM 3.2.5. Let 
(i) D t R2 be a bounded, open set with a Ck,” curvilinear polygon as 
its boundary. 
(ii) The coefficients aijE C”-‘-“(W), i, j= 1, 2. 
(iii) The coefficients b, E Ck- ‘,O(rj), jE Jr, and bj(sj) = bj+ l(si), 
je N, where k > 2, ct 2 0 ifpj(sj) { pj+ ,(sj) and k > 2, o = 1 otherwise. 
(iv) 4EIljc9, H3’2(rj)9 ICI E LIje Mr H”‘( f,) satisfy the compatibility 
conditions (2.1~(2.4). 
Then the variational solution u E H2(Q) of the problem P(A,f, 4, rl/) can be 
uniquely represented in the form 
u=u,+ C cj,ms.f (3.2.28) 
(i,m)EL 
with u, E H2(a) and cj,,, E R for (j, m) E L. 
Proof It follows from [S] that 
AS&, E L2(Q). (3.2.29) 
From Proposition 3.2.3 and (3.2.29) it follows that there exist functions 
uj,,, E H2(Q) such that S,&, - u~,~ E D’( A, B). Furthermore, from (3.2.23) 
kc1 
(3.2.30) 
with ii,;,, E D’(A, B). 
However { S$, -(fij,m+Uj,m)l(j,m)~L is a linarly independent set by 
Proposition 3.2.2. Hence (3.2.30) can be solved with respect to {cT~>. Sub- 
stitution of this solution into ( 3.2.23) gives (3.2.28). The proof is complete. 
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