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In this paper we study the polytope T(r, c) of non-negative m x n matrices 
with prescribed row and column sums r E [w”, c E Iwn. Our main result is that, 
for fixed m and n, T(r, c) has the maximum y(m, n) of vertices when (r, c) is within 
l of (n ,..., n, m ,..., m). Our method is to study T(r, c) as the parameters (r, c) 
vary, and to discover the critical values of (r, c) at which the combinatorial type 
of T(r, c) changes. Our work generalizes and occasionally rests on the results 
in V. Klee and C. Witzgall’s survey, [l]. In forthcoming papers we shall generalize 
the results below to higher dimensional no x *a* x n* matrices. To do so we shall 
need to study the homology of certain simplicial complexes which generalize 
the bipartite graphs whose importance the reader will soon come to appreciate. 
1. AN ARRANGEMENT OF HYPERPLANFS 
Let 8 be the map which assigns to each m x n matrix x = (xij) its row 
and column sums. Then 8 : Iw”” + [Wrn+% is linear, and its image is clearly 
included in the hyperplane (subspace of codimension 1) 
P = (r, C)] 5 ri - i Cj = Cl . 
r i=l 3.4 I 
In fact, Im 8 = P because, if (r, c) E P and C r = C c = L, then when 
Xii = 
I 
0, if L = 0, 
rid-G if L # 0, 
we have ax = (r, c). 
Let Fb = ker a. Then 
dimF,,=mn-dimP 
= (m - I)@ - 1). 
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For each (I, c) E P let 
F(r, c) = a-yr, c), 
the set of all matrices with row (column) sums ri(cj). I+, c) is an 
(m - l)(n - 1) dimensional flat in R”“; it is a translate of F, . Finally, let 
Pf = P n (Rm+n)+, the set of vectors in P whose entries are non- 
negative. For (r, c) E Pf we study the transportation polytope T(r, c) = 
F(r, c) n (BP)+, which we shall call the answer to the problem (r, c). 
T(r, c) is clearly a convex polyhedron; equation (1) shows it is non-empty. 
When all ri and cj are positive it is bounded and (m - l)(n - 1) dimen- 
sional, facts proved in [l] which will emerge again below. 
Let {eij}, i = l,..., m, j = l,..., IZ be the natural basis of 5P; eij is the 
O-l matrix with just one 1 in row i, column j. Then (lPn)+ is the 
intersection of the half spaces (ei)‘. Set 
HG = H$ (r, c) = (e$ n F(r, c). 
Then {H$} is a family of mn half spaces in F(r, c). When (r, c) E P+, 
T(r, c) = n Hz. We shall study T(r, c) by studying first the highly 
symmetrical arrangement of the hyperplanes Hij . Let rr : R”” -+ F,, be 
orthogonal projection; let aii = reij . 
LEMMA 1. 
1 
a -- 
l1 - mn 
I 1 - m **a 1 - m 
/---------- 
) 
(2) 
1 
and aij results when rows and columns of a,, arepermuted in the obvious way. 
Proof. Since 8 merely sums each row, rows 2 through m of 
a,, = Tell E ker 8 
must be the same. Similarly, columns 2 through n must agree. Since every 
row and column of alI sums to 0, a,, must ,be a scalar multiple h 
of the right member of equation (2). To discover h, observe that 
e = ell + ez2 - e12 - e2r is in ker a, so that e = ne = alI + a22 - aI2 - a21 . 
Then computing the 1-l entry in e two ways yields 
1 = A ((m - l)(n - 1) - 1 + m + n) = A 
and the lemma is proved. 
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LEMMA 2. The m vectors alI ,..., CZ,,,~, corresponding to the first column, 
span an m - 1 dimensional subspace of ker a and in that subspace they lie 
at the vertices of a regular m - 1 simplex whose center is at the origin. 
Proof. A routine argument shows any m - 1 of the vectors alI ,..., a,,,l 
are independent, and it follows from Lemma 1 that their sum is 0 and that 
they all have the same length. The lemma follows. 
THEOREM 3. Suppose (r, c) > 0. Then the halfspaces HA, i = l,..., m, 
corresponding to the first column intersect in a prism in F(r, c) which is the 
product of a regular m - 1 simplex with an (m - l)(n - 2) dimensional 
subspace orthogonal to that simplex. 
Proof. The hyperplane Hdl(r, c) in F(r, c) is a translate of Hdl(O, 0) = afi 
in Fb . Thus Lemma 2 shows the hyperplanes HiI, i = l,..., m, are 
mutually equally inclined. Since HI: n *a* n HLl includes T(r, c) and is 
thus (m - l)(n - 1) dimensional, its projection onto any m - 1 flat 
perpendicular to HI, ,..., Hml in F(r, c) is an m - 1 simplex. 
Theorem 3, together with its analogs for the other rows and columns, 
allows us to visualize the answers to 2 x n problems. Then F(r, c) is n - 1 
dimensional. In it, T(r, c) is the intersection of 2 regular n - 1 simplexes, 
or, alternatively, the intersection of n slabs, regions between two parallel 
hyperplanes. The picture for n = 3 is thus as shown in Figure 1 or, alter- 
natively, Figure 2. 
Hence the answer to a 2 x 3 problem is a k-gon for k = 3, 4, 5, or 6, 
and, moreover, one whose edges meet at angles of 5-13 or 2~13. When 
n = 4, T(r, c) is an intersection of two reciprocally oriented regular 
tetrahedra in Euclidean 3-space. (See Figure 3.) Such an intersection can 
have at most 18 vertices. 
FIGURE 1 
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FIGURE 2 
FIG. 3. The answer to a 2 x 4 problem. 
The pictures which Theorem 3 allows us to draw are beautiful and 
suggestive but it is difficult to obtain quantitative data from them. You 
are invited to try for the answer to a 3 x 3 problem, which is the inter- 
section in Cspace of three mutually equally inclined prisms each of which 
is the product of an equilateral triangle with a copy of W. 
2.TREES AND bRTICE.9 
To obtain the quantitative data we shall first wish to find all the vertices 
of the arrangement of the mn hyperplanes Hij in F(r, c). (There are 12 
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such in Fig. 2.) Only then will we look at the half spaces Hit; to see which 
of the vertices lie in T(r, c). (There are 5 of those in Fig. 2.) To see how 
the Hi, intersect is to study matrices in F(r, c) with 0 entries in prescribed 
places. The tool for that is the graph of a matrix. Let M and N be disjoint 
sets with m and n elements, respectively, and let K = K(M, N) be the 
complete bipartite graph on M u N. Thus (i, j) is an arc of K just when 
i E M and j E N. Each matrix x E F(r, c) has a graph y(x) defined by 
decreeing that (i, j) E y(x) just when xij # 0. A subgraph y of K is a tree 
when it is connected, free of closed paths (cycles or loops) and has all of 
M u N for its vertex set (spans). 
The next theorem, which can be found in [1] and elsewhere, seems to be 
the starting point for all work on transportation polytopes. 
THEOREM 4. Let T be a spanning tree of K(M, N). Then there is a unique 
x, = x,(r, c) E F(r, c) for which 
Yk) c 7. (3) 
Proof. We give an inductive construction which simultaneously 
demonstrates the existence and uniqueness of x, . 
(1) If (i, j) $ T, set (x& = 0. 
(2) If (i, j) is an end branch of T, set 
if i is an end node. 
if j is an end node. 
Step (1) is clearly required by equation (3). So is step (2), for if (i, j) is 
an end branch from the end node i then the i-th row of x, contains at most 
one non-zero entry, in the j-th column. That entry must be r$ . 
Since every tree has at least one end branch, steps (1) and (2) will fill at 
least one row or column with O’s and a single non-zero entry. If we now 
delete the filled rows and columns and the corresponding branches of T 
we have a smaller tree for a smaller matrix. The prescribed row and 
column sums (r’, c’) for that new matrix are easily computed. If, for 
example, in an original application of step (2), i was the end node, then 
4 = cj - ri . It is clear now how we complete the construction of x, . 
THEOREM 5. The vertices of the arrangement {Hsj} are the matrices x, . 
Proof. Theorem 4 shows that 
Cd = <.(& Hi, 
I. 7 
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is zero dimensional, and hence a vertex. Conversely, if 
is a singleton {x} the argument in [ 1, Theorem 41 shows p contains no loops 
and hence is contained in some tree 7. Then y(x) C p C T so x = x, . 
We shall call the vertex x,(T, c) honest when it is non-negative. 
THEOREM 6. The vertices of T(r, c) are the honest vertices x, . 
Proof. Clearly every vertex of T(r, c) is an honest vertex of the 
arrangement {H&r, c)}. Conversely, every honest vertex is in T(r, c) and 
must be a vertex of T(r, c). 
Theorem 4 is a special case of a deeper theorem. For each subgraph p 
of K we can define the rank of p to be the number of independent cycles it 
contains. Then it is true that 
THEOREM 7. Zf p is a spanning subgraph of K then 
dim{x E F(r, c) I y(x) C p} = rank p. 
We shall not prove Theorem 7 here because we do not need it in what 
follows, and because it is in turn but a special case of a still more general 
theorem to be proved in a forthcoming work. 
We proceed now to a second proof of Theorem 4, one which yields an 
explicit rather than a recursive formula for (x& . When A C M and 
B C N we define 
h,B@, 4 = II* Ti - jFB Cj - (4) 
For fixed (I, 4, pAeB is a signed measure on the set of subsets of A4 u N. 
We will want to know when it is non-negative. If C’ denotes the com- 
plement of C then 
/JA'.B' = -PA.B 
because 
~A~.B' i- ~A.B = ~.w,N = L - L = 0. 
Then P is merely the kernel of pM,N, and, for each (A, B) # (M, N), the 
kernel of pA,B meets P in a hyperplane called the degeneracy hyperplune 
corresponding to the degeneracy (A, B). The distinct degeneracy hyper- 
planes carve P into regions of non-degeneracy. Pf is defined by the 
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inequalities piI) ,+ 2 0, p4,ti} < 0 and so is a union of regions of non- 
degeneracy. The problem (r, c) is non-degenerate when it lies on no 
degeneracy hyperplane, or, equivalently, when no proper partial sum of the 
row sums equals a proper partial sum of the column sums. 
We can use p to compute (x& . Consider the graph p = T - {(i, j)}. 
p is a two tree forest U, u’. If (i,j) 4 T, then u or u’ will be empty while, if 
(i,.j) is an end branch of T, u or u’ will have just one vertex and no 
branches. Let A and B be the sets of row and column nodes which are 
nodes of u. Then a is a tree in K(A, B) and u’ is one in @A’, B’). We shall 
choose the names u, u’ so that i E A. 
THEOREM 8. When A and B are constructed from T and (i,.j) as above, 
we have 
x7@, chi = pA.&, 4 (5) 
Proof. Because of the uniqueness assertion of Theorem 4, it suffices 
to show that the matrix x defined by 
xi5 = bdr, 4 
has graph CT and lies in F(r, c). 
(6) 
If <i,j) 4 T then xi3 = PM,&, c) = 0, so, in fact, y(x) C 7. 
To show x E F(r, c) consider, say, column j. Deleting from T each of the 
branches (i,j), i = l,..., m, which it happens to contain produces an m 
tree forest and corresponding partitions {Ai} of A4 and {Bd} of N - {,j}. 
Equation (6) then shows 
= L - (L - Ci) 
It is equally easy to see that x has the right row-sums. 
LEMMA 9. Suppose A(B) has a(b) elements and is initial in M(N). Set 
s = (rl ,..., ri - b,dr, CL r3, 
s’ = (ra+l ,..., rd, 
d = (~1 ,..., cd, 
d’ = (cb+l ,..., cj - p.dr, CL.., 4. 
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Proof. Inspection shows this matrix has graph CT and lies in F(r, c). 
Lemma 9 shows x,(r, c) is block diagonal just when (r, c) lies on one of 
the degeneracy hyperplanes paSB = 0 whose defining function paSB we use 
in Theorem 8 to compute an entry of x, . When the problem (r, c) is non- 
degenerate the vertices x, are all distinct and all satisfy 7(x7) = T. 
3. CROSSING DEGENWACIES 
THEOREM 10. The combinatorial type of T(r, c) is constant on regions of 
non-degeneracy in Pf. 
Proof. On such a region none of the functions pA,Jj, c) changes sign, 
and none is 0 except for p6,+ = t.~~,,, = 0. Hence the honest vertices 
are the same throughout the region. 
The combinatorial type of a polytope is determined by the incidence 
relation between its vertices and its facets. The vertices of T(r, c) we have 
just identified. The facets lie on the hyperplanes Hij for which for some 
honest vertex x, , x,(r, c)~~ > 0 or, equivalently, for which ri + cj < L 
[l, Theorem21. Since x, lies on Hij if and only if (i,j) 6 T, the incidence 
relation and hence the combinatorial type of T(r, c) is constant on regions 
of non-degeneracy. 
We can now study how honest vertices become dishonest or vice versa 
as (r, c) crosses a degeneracy hyperplane in P+. The phenomenon we 
shall investigate is typified by the transition from Fig. 4 below to Fig. 2 
above, where the vertices 01 and fl become honest while 6 becomes dishonest. 
Let 1 E KP” be the matrix all of whose entries are 1. The problem 
al = (n ,..., n, m ,..., m) 
is the most symmetrical problem; we shall call it the center of P+. The 
center problem is non-degenerate if and only if m and n are relatively 
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FIGURE 4 
prime. Suppose (A, B) is a degeneracy for which, as above, A(B) has 
a(b) elements, Then we may assume 
(7) 
for if inequality (7) is false for (A, B) it is true for (A’, B’). 
THEOREM 11. Let Rf and R- be regions of non-degeneracy which share 
a facet lying on the degeneracy hyperplane pA,8 = 0. Choose the labels & 
so that pAa,B > 0 on Rf. Let V+(V) be the number of vertices of the answer 
to any problem in R+(R-). Then there is a non-negative integer t such that 
v+ - v- = TV,&*. (8) 
Proof. A tree 7 whose vertex X, does not require equation (5) for the 
particular degeneracy (A, B) we are studying is honest on both or neither 
of the regions R* and so does not contribute to the difference vf - v-. 
Which vertices x, use p;4,B ? Lemma 9 tells us: just those for which there 
are trees U, u’ of K(A, B), K(A’, B’), respectively, and an arc (i,j) E K(A, B’) 
such that 
7 = u U {(i,.j)} U u’. (9) 
For a fked pair (a, a’) there are exactly a(n - b) such trees, which we shall 
call plum trees. There are also b(m - a) others, called maple trees, defined 
by equation (9) for <i,j) E I&4’, B). When T is a maple tree, x7(r) c) has an 
entry given by 
w,Ar, 4 = -pa.&, 4. 
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Now suppose that for a particular pair (a, 0’) one plum tree defines 
a vertex which is honest for problems in R+. We shall show that all the 
other plum trees do too, and that all the maple trees define vertices honest 
for problems in R-. Start by choosing problems (rf, c+) and (r-, c-) in R+ 
and R-, respectively, which are close to the separating degeneracy hyper- 
plane; in particular, for which 
ri+, cj+ > hdr+, c+), 
ri-, cj- > -PA,&-, c-). 
Lemma 9 shows X&Y+, a+) and x,,(s+‘, a+‘) are honest vertices. But the last 
sentence is independent of the particular (i, j) E K(A, B’) with which 
we joined u and u’ to form T, so all the vertices coming from plum trees 
are honest in R+. Since only p”a,B changes sign when we pass from R+ to R-, 
X,(X-, d-) and x,+-‘, d-‘) are honest too, so all the maple trees lead to 
vertices honest on R-. 
Now let t be the number of pairs (a, a’) for which one and hence all of 
the vertices x7 coming from plum trees T are honest on R+. Then 
U+ - v- = t * (#plum trees - #maple trees) 
= t(a(n - b) - b(m - a)) 
= t(na - mb) 
= q44*BW. 
THEOREM 12. Let R be a region of non-degeneracy whose closure 
contains the center al of P+. Then among all m x n problems those in R 
have answers with the maximum number of vertices. If (m, n) = 1 then al 
is in the interior of a region of non-degeneracy and the answer to al has the 
maximum number of vertices. 
Proof. It is clear from our analysis so far and proved in [l, Theorem 51 
that the answers to degenerate problems have fewer vertices than the 
answers to nearby non-degenerate ones. Now choose a problem (r, c) in R 
in such a way that the line segment joining (r, c) to the center in P+ crosses 
degeneracy hyperplanes one at a time. As we move along that segment 
we fist cross degeneracy hyperplanes which do not contain al and then, 
perhaps, some which do. Theorem 11 shows that in the first cases the 
number of vertices can only increase and that in the last cases it remains 
constant. I conjecture that t > 0 in equation (8), so that in the first cases 
the number of vertices in fact increases. 
The second sentence of the theorem is a special case of the first. It 
establishes a conjecture of Klee and Witzgall. 
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4. COUNTING VERTICES 
Let u(r, c) be the number of vertices of the answer to the problem (r, c), 
and let v(m, n) = max{v(r, c) I (r, c) E P+}. When (m, n) = 1 we know 
v(m, n) = @l). Since K(M, N) has mn-lnn-l trees, v(m, n) < mn-lnm-l. 
(Moreover, t in equation (8) is at most ub-lba-l(m - c~)‘+~-l(n - b)“+‘~-~). 
CONJECTURE. If n = mq + r, 0 < r < m - 1, then 
where p(q; m, r) is a polynomial in q with leading term mm-zq+r-l. 
' EVIDENCE. When r = 1, Theorem 14 in [I] shows that equation (10) is 
true when 
2-G; m, 1) = (mq + W2 
=m m-2 m-a q +*a*. 
When r = m - 1, Theorem 15 in [l] shows that equation (10) is true when 
p(q; m, m - 1) = mm-2. 
When r = 0, I can show, using either these results from [I] or the direct 
count mentioned below, that equation (10) is true when 
p(q; m, 0) = mm-2qm--l. 
I have written explicit formulas for the honest vertices of the problem 
(a,..., 01, n - (m - 1) a, I,..., 1) 
m-l n 
for some small values of m. The number of those vertices depends on [a] 
and on the position of {CX} = a! - [a] in the Farey sequence of fractions 
with denominators at most m - 1. Counting vertices leads me to believe 
that equation (10) is true when 
p(q; 492) = 1% + 6, 
p(q; $2) = Yq2 + 8% + 15, 
p(q; 593) = 5% + 60, 
p(q; 6,3) = 64qa + 834q + 120, 
p(q; 6,4) = a4q + 660. 
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There are further areas worth exploring. I should like to know how 
many combinatorial types of m x II transportation polytopes there are. 
Moreover, we can ask about the probability of a given type. Let T be the 
subset of P+ on which C ri = C cj = 1; T is the product of an m - 1 
simplex with an n - 1 simplex and as such carries a natural probability 
measure. If R is a region of non-degeneracy then the volume of R n T is 
the probability that a problem chosen at random lies in R n T. Is it true 
that as m, IZ -+ co the probability that a random problem has q(m, n) 
vertices approaches 1 ? 
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