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1. Introduction and statement of results
Several systems of fourth order partial differential equations for mappings between Riemannian manifolds have been
studied under the name “biharmonic map equation”. All of them are variations of the well-known theme “harmonic maps”,
and they differ by the exact form of the (bi-)energy functional they are associated with.
Let M be a compact Riemannian manifold (possibly with boundary) and N ⊆ Rn a closed compact Riemannian manifold.
For mappings u : M → N , among the second order energy functionals proposed are
• the extrinsic bienergy
Ee(u) :=
∫
M
|Mu|2 dx,
where Mu is the Rn-valued Laplace–Beltrami operator of u as a mapping M → Rn;
• the intrinsic bienergy
Ei(u) :=
∫
M
∣∣τ (u)∣∣2 dx,
where τ (u) = (Mu) is the tangential part of Mu with respect to N;
• variants of the former with Mu replaced by the full second derivative D2u.
While the intrinsic variants are independent of the embedding N ↪→ Rn , they are diﬃcult from the variational point of
view, since minimizing sequences need not be bounded in W 2,2. The extrinsic variants do depend on the embedding, but
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A. Gastel, F. Zorn / J. Math. Anal. Appl. 387 (2012) 384–399 385they are more accessible for variational methods. We will therefore restrict our studies to the extrinsic case, and will write
“biharmonic” for “extrinsically biharmonic” and “E” for “Ee”
There are not too many examples of biharmonic maps known explicitly. Of course, biharmonic functions are trivial ones.
A nice class of examples h : Sm−1 → Sn−1 are the harmonic eigenmaps, which are solutions of the differential equation
Sn−1h = λh
with some λ > 0. Harmonic eigenmaps are harmonic, but also biharmonic—as a matter of fact, every harmonic map is in-
trinsically biharmonic, but only few of them are also extrinsically biharmonic. There is a rich theory of harmonic eigenmaps
involving analysis, geometry, and topology; see Part III of [5] for an excellent overview.
In some sense, harmonic eigenmaps are rather homogeneous objects, and they have been the building blocks for the
construction of slightly less homogeneous (i.e. “cohomogeneity one”) harmonic maps between spheres. This is the famous
construction of harmonic joins, invented by Smith [14] and ﬁnally resolved by Ding [3] and Pettinati and Ratto [11]. Assuming
a certain symmetry described by harmonic eigenmaps, they were able to reduce the harmonic map equation to an ordinary
differential equation, the solvability of which can be discussed completely. The aim of the current paper is to carry over
their methods to the construction of biharmonic maps between spheres. The fact that every harmonic eigenmap is also
a biharmonic map gives a good starting point for this.
The biharmonic map equation for mappings M → Sn−1 to spheres reads
2Mu +
(|Mu|2 − M |Du|2 − 2Du · DMu)u = 0 (1)
(see [2]). To construct special solutions, we proceed as follows.
We write n = q+  for some q,  ∈ N and start with two eigenmaps u1 : Sp−1 → Sq−1, u2 : Sr−1 → S−1 with eigenvalues
λ1, λ2 ∈ R, i.e.
S p−1u1 = λ1u1, Sr−1u2 = λ2u2.
We will keep these ﬁxed throughout the paper. As an ansatz for solving the biharmonic map equation, we restrict our
search to mappings which are ϕ-joins u1 ∗ϕ u2 : Sp+r−1 → Sq+−1 given by
u1 ∗ϕ u2(x sin s, y cos s) =
(
u1(x) sinϕ(s),u2(y) cosϕ(s)
)
.
Here ϕ is a function (at least continuous) ϕ : [0, π2 ] → R. Since we want u1 ∗ϕ u2 to be continuous, we must require
ϕ(0) = kπ , ϕ(π2 ) = (l + 12 )π for some integers k, l ∈ Z.
It will turn out in Section 2 that this ansatz indeed reduces the biharmonic map equation to a fourth order o.d.e. for ϕ .
However, discussing the existence of solutions purely by o.d.e. methods would be diﬃcult, due to fourth order and an
ill-posed boundary value problem. Therefore we avoid using the o.d.e. altogether and use the variational structure of our
problem instead. We work with some kind of bienergy functional for ϕ which is the bienergy of u1 ∗ϕ u2 as a function of ϕ .
Solving the o.d.e. is replaced by minimizing this bienergy, and the boundary value problem reduces to the question whether
the minimizing u1 ∗ϕ u2 can develop singularities at the singular orbits corresponding to s = 0 and s = π2 . This is a question
of equivariant regularity theory and will be answered in Section 3 by methods from regularity theory (cf. [13] for dimension
reduction for harmonic maps and [6] for equivariant versions of it).
Along these lines, we will prove
Theorem 1. Using the notations introduced above, suppose that the conditions
(A):
{
p  4 or
p > 4, p2(p − 4)2 < 16λ21 + 32λ1(p − 4),
(B):
{
r  4 or
r > 4, r2(r − 4)2 < 16λ22 + 32λ2(r − 4),
hold. Then there exists ϕ : [0, π2 ] → R such that the ϕ-join u1 ∗ϕ u2 is a smooth biharmonic map Sp+r−1 → Sq+−1 .
This gives a large variety of biharmonic maps which are known explicitly up to solving the o.d.e. for ϕ . We will construct
examples which are topologically nontrivial in Section 6, which, of course, will depend on knowing interesting eigenmaps.
As remarked above, many eigenmaps are known.
For the moment, we want to convince ourselves that the conditions (A) and (B) are satisﬁed in many examples. To this
end we use the “standard minimal immersions” found by doCarmo and Wallach [4]. They give examples (m  2 ﬁxed) of
eigenmaps Sm → Sn(λ)−1 with λ arbitrarily large (where n(λ) must be large depending on λ). Hence, making λ1 and q
large depending on p, and λ2 and  large depending on r, we can always satisfy (A) and (B), and our construction yields
cohomogeneity one biharmonic maps of Sm−1 to high-dimensional spheres for any m  4. For topologically less trivial
examples see Section 6.
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changes. In [12], Scheven proved that the blow-up limits of minimizing biharmonic maps around a singular point are 0-
homogeneous biharmonic maps, which are of course determined by their values on a sphere. However, the restriction to
the sphere is no longer a biharmonic map, it is what is called a Paneitz-biharmonic map. Paneitz-biharmonic maps are the
critical points of the Paneitz-bienergy which for mappings of the sphere is
E P (u) :=
∫
Sm−1
(|Sm−1u|2 + (2m − 8)|Du|2)dx.
The non-existence of certain stable Paneitz-biharmonic maps of spheres has consequences for the dimension of the singular
set of minimizers. Therefore, it should be interesting to construct also Paneitz-biharmonic maps between spheres, and our
construction here does the same job as for biharmonic maps.
Theorem 2. Under the hypotheses of Theorem 1, there exists also a Paneitz-biharmonic join u1 ∗ϕ u2 : Sp+r−1 → Sq+−1 .
2. Symmetric criticality
The bienergy E(u1 ∗ϕ u2) deﬁnes a functional J (ϕ) which depends on a function of one variable only. In this section,
we calculate J (ϕ) and prove symmetric criticality, i.e. ϕ is a critical point of J iff u1 ∗ϕ u2 is a biharmonic map.
The crucial tool for this is the fact that the function
s : Sp+r−1 →
[
0,
π
2
]
, s(x, y) = arctan
( |x|
|y|
) (
x ∈ Rp, y ∈ Rr)
is isoparametric. This means the existence of functions α,β : [0, π2 ] → R with
|Ds|2 = α ◦ s and S p+r−1 s = β ◦ s. (2)
For the rich theory of isoparametric maps see [10], and for applications to harmonic maps see [5]. For our s, we ﬁnd
α(s) = 1, β(s) = (p − 1) sin
2 s − (r − 1) cos2 s
sin s cos s
.
From now on we abbreviate S := Sp+r−1. We deﬁne maps u1 : Rp \ {0} → Sq−1, u2 : Rr \ {0} → S−1 as homogeneous
extensions of u1, u2,
u1(x) := u1
(
x
|x|
)
, u2(y) := u2
(
y
|y|
)
.
The union of the regular level sets of s will be denoted by Sreg , i.e.
Sreg := S ∩
{
(x, y) ∈ Rp × Rr |x||y| 	= 0}.
For two continuous functions f , g : (0, π2 ) → R we consider the map
u : Sreg → Rq+, u(x, y) :=
(
u1(x) f (s),u2(y)g(s)
)
.
In the case f (s) = sinϕ(s) and g(s) = cosϕ(s) we have u = u1 ∗ϕ u2.
Lemma 1. If f , g are of class C2k (k ∈ N) then there exist unique continuous functions fk, gk : (0, π2 ) → R with
kSu(x, y) =
(
u1(x) fk(s),u2(y)gk(s)
)
.
The map kSu can be extended to a continuous map on S if and only if lims↘0
f (s)
s2k
= 0 and lims↗ π2
f (s)
( π2 −s)2k
= 0.
Proof. We compute
S(u1 f ) =
(
fSu1 + u1
(
f ′(s)S s + f ′′(s)|DSs|2
)+ 2 f ′(s)DSu1 · DSs),
where DS is the spherical gradient. Because u1 and s are radially constant, their spherical and Euclidean gradients coincide.
Since Dxs(x, y) = |y||x| x, we have Du1(x) · Dxs(x, y) = |y||x| ∂Ru1(x) = 0, where ∂Ru1 is the radial derivative of u1. It vanishes
because of the homogeneity of u1. Further we have Su1(x) = λ1|x|2 u1(x) and |x| = sin s. Together with (2), we ﬁnd
S(u1 f ) = f1u1
A. Gastel, F. Zorn / J. Math. Anal. Appl. 387 (2012) 384–399 387with
f1(s) := f ′′(s) + β(s) f ′(s) + λ1
sin2 s
f (s). (3)
Similarly
S(u2 g) = g1u2
with
g1(s) := g′′(s) + β(s)g′(s) + λ2
cos2 s
g(s). (4)
Su can be extended to a continuous function on S iff lims↘0 f1(s) = 0 and lims↗ π2 g1(s) = 0. The latter conditions are
equivalent to lims↘0 f (s)s2 = 0 and lims↗ π2
g(s)
(s− π2 )2
= 0.
Once we have this result for k = 1, it can be applied repeatedly to prove Lemma 1 for general k ∈ N. 
From now on, we use f (s) = sinϕ(s), g(s) = cosϕ(s), i.e. u = u1 ∗ϕ u2; and from (3) and (4), we now have functions f1
and f2 that can be computed explicitly in terms of ϕ , ϕ′ , ϕ′′ . The previous lemma gives∣∣S(u1 ∗ϕ u2)∣∣2 = f 21 + g21,
which we integrate to ﬁnd
E(u1 ∗ϕ u2) = c
π
2∫
0
[
f 21 (s) + g21(s)
]
sinp−1 s cosr−1 s ds =: cJ (ϕ) (5)
with some positive constant c. Computing f1 and g1 is straightforward, it results in
J (ϕ) =
π
2∫
0
[(
ϕ′′ + Gϕ′ + F (λ2, λ1) sinϕ cosϕ
)2 + (ϕ′2 + F (λ2 cos2 ϕ,−λ1 sin2 ϕ))2]ν ds
=:
π
2∫
0
f (ϕ)ds (6)
with
F (a,b) := a sin
2 s − b cos2 s
sin2 s cos2 s
,
G := cos (2s) − (r − 2) sin s + (p − 2) cos s
sin s cos s
and
ν := sinp−1 s cosr−1 s.
We deﬁne A to be the subset of W 2,2(S, Sq+−1) consisting of all maps of the form u1 ∗ϕ u2 for some function ϕ:
[0, π2 ] → R. The set A is easily seen to be a weakly sequentially closed subset of W 2,2(S, Sq+−1), hence by the direct
method of the calculus of variations there is a minimizer of E in A, i.e. a map u1 ∗ϕ u2 ∈ A with E(u1 ∗ϕ u2) E(u1 ∗ψ u2)
for every u1 ∗ψ u2 ∈ A. The following theorem states that u1 ∗ϕ u2 is a (weakly) biharmonic map.
Lemma 2 (Symmetric criticality). A minimizer u1 ∗ϕ u2 of the bienergy in A is a (weakly) biharmonic map.
Proof. We suppose ϕ to be smooth in (0, π2 ) and hence u1 ∗ϕ u2 to be smooth in Sreg . The general case follows by approx-
imation; note that ϕ has to be continuous on (0, π2 ), anyway.
The map u1 ∗ϕ u2 is a biharmonic map iff the ﬁrst variation
δE(u1 ∗ϕ u2;η) := d
dt
∣∣∣∣
t=0
E
(
Π(u1 ∗ϕ u2 + tη)
)
vanishes for every η ∈ C∞(S,Rq+), where Π is the nearest point projection onto Sq+−1. Let any η ∈ C∞(S,Rq+) be given.
There is a unique orthogonal decomposition
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with functions ηa, ηb ∈ C∞(S,R) and maps ηc ∈ C∞(S,Rq), ηd ∈ C∞(S,R) satisfying u1 · ηc = u2 · ηd = 0. Now we deﬁne
functions ηa, ηb : [0, π2 ] → R by symmetrizing ηa and ηb , which means (with ∗ ∈ {a,b})
η∗(s) := 1
vol(Sp−1)vol(Sr−1) sinp−1 s cosr−1 s
∫
S p−1sin s ×Sr−1cos s
η∗(x, y)dxdy.
Then the map η ∈ C∞(S,Rq+) given by
η(x, y) := (ηa(s)u1(x), ηb(s)u2(y))
can be thought of as a symmetrization of η. For every suﬃciently small t > 0, the map Π(u1 ∗ϕ u2 + tη) is in A, and
since u1 ∗ϕ u2 minimizes E in A, this implies δE(u1 ∗ϕ u2, η) = 0. Once we can show δE(u1 ∗ϕ u2, η) = δEe(u1 ∗ϕ u2, η) for
every η, the theorem is proven.
In order to achieve this, we use the fact that the ﬁrst variation is easily formulated using the Euler–Lagrange equation (1),
resulting in
δE(u, η) = 2
∫
S
[
2Su +
(|Su|2 − S |Du|2 − 2Du · DSu)u] · ηdx
for any u ∈ C4(S,Rq+). Again we exploit the isoparametricity of s to ﬁnd a continuous function Λ : [0, π2 ] → R (depending
on ϕ , ϕ′ , ϕ′′ and ϕ′′′) with
∣∣S(u1 ∗ϕ u2)∣∣2 − S ∣∣D(u1 ∗ϕ u2)∣∣2 − 2D(u1 ∗ϕ u2) · DS(u1 ∗ϕ u2) = Λ ◦ s. (7)
This can be inserted into the formula for the ﬁrst variation, which together with Lemma 1 gives
δE(u1 ∗ϕ u2, η) = 2
∫
S
[
( f2 + Λ)ηa + (g2 + Λ)ηb
]
dx.
But the fact that f1, f2,Λ depend on s only means that we can replace ηa and ηb by their symmetrizations, and this leads
to
δE(u1 ∗ϕ u2, η) = 2
∫
S
[
( f2 + Λ)ηa + (g2 + Λ)ηb
]
dx = δE(u1 ∗ϕ u2, η),
which is all that was left to be proven. 
Now we deﬁne
A :=
{
ϕ :
[
0,
π
2
]
→ R: u1 ∗ϕ u2 ∈ A
}
.
Let u1 ∗ϕ u2 be a minimizer of E in A. Obviously ϕ is a minimizer of J is A. For every suﬃciently small t > 0 and every
ξ ∈ C∞0 ([0, π2 ],R), the function ϕ + tξ is in A. This implies
0= δJ (ϕ, ξ) := d
dt
∣∣∣∣
t=0
J (ϕ + tξ).
In other words: the minimizer ϕ solves the Euler–Lagrange equation of J in (0, π2 ). This Euler–Lagrange equation of is a
fourth order o.d.e. with smooth coeﬃcients in (0, π2 ). We have thus proven the following theorem.
Theorem 3 (Reduction theorem). A minimizer ϕ of J in A exists and solves the Euler–Lagrange-equation of J on (0, π2 ). The corre-
sponding map u1 ∗ϕ u2 is weakly biharmonic on S.
3. Blow-up of possible singularities
First we note that regularity of biharmonic joins reduces simply to boundary value issues for the function ϕ:
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lim
s↘0ϕ(s) = kπ, lims↗ π2
ϕ(s) = 2l + 1
2
π
for two integers k, l.
Proof. By the reduction theorem, ϕ solves an o.d.e. with smooth coeﬃcients on (0, π2 ); therefore u1 ∗ϕ u2 is smooth except
possibly at {0} × Sr−1 or Sp−1 × {0} (i.e. s = 0 or s = π2 ).
The boundary values in the theorem now are chosen in such a way that u1 ∗ϕ u2 becomes continuous at these orbits.
Since a biharmonic map is smooth iff it is continuous (see [2,7] for the case of ﬂat domains), the theorem is proven. 
From now on let ϕ : [0, π2 ] → R be a ﬁxed minimizer of J in A. To prove the main theorem we have to ﬁnd suﬃcient
conditions which force ϕ to take the “right” limits. By symmetry, we need only discuss s = 0.
If p  4, then ﬁniteness of J (ϕ) implies lims↘0 ϕ(s) = kπ for some k ∈ Z, since otherwise some inﬁnite integral over
sinp−5 s (s close to 0) cannot be balanced by other terms. We therefore only consider p  5.
For τ ∈ (0, π2 ] we deﬁne a function ϕτ : [0,1] → R by ϕτ (s) := ϕ(τ s), and for a sequence (τi)i∈N in (0, π2 ] with τi ↘ 0,
we are interested in limi→∞ ϕτi . This function should locally minimize some blown-up version of J at 0, which we now
deﬁne.
For functions ψ : [0, π2 ] → R we deﬁne the functional K by
K(ψ) =
π
2∫
0
e(ψ)ds
with the density
e(ψ) :=
([
ψ ′′ + p − 1
s
ψ ′ − λ1
s2
sinψ cosψ
]2
+
[
ψ ′2 + λ1
s2
sin2 ψ
]2)
sp−1.
Lemma 3. The only constant critical points of K are the multiples of π2 .
Proof. The Euler–Lagrange equation of K is
ϕ′′′′ − 6ϕ′2ϕ′′ + 2(p − 1)
s
(
ϕ′′′ − ϕ′3)+ (p − 1)(p − 3) − 2λ1 cos2 ϕ
s2
ϕ′′
+ 2λ1
s2
sinϕ cosϕϕ′2 − (p − 1)(p − 3) − 2λ1(m − 3) cos
2 ϕ
s3
ϕ′
+ 2λ1(p − 4) + λ
2
1
s4
sinϕ cosϕ = 0.
For constant ϕ , this is
2λ1(p − 4) + λ21
s4
sinϕ cosϕ = 0. 
Our blow-up analysis of possible singularities is performed in the proof of the following theorem:
Theorem 5. Assume p  5, and use the notations introduced above.
(i) In (0, π2 ] a sequence τi ↘ 0 can be chosen such that the ϕτi converge pointwise to a constant minimizer ϕ0 of K.
(ii) This ϕ0 is independent of the choice of τi , and its constant value equals lims↘0 ϕ(s). Hence lims↘0 ϕ(s) is a multiple of π2 .
Proof. (ii) follows from (i) easily, since ϕ0(1) = limi→∞ ϕτi (1) = limi→∞ ϕ(τi). Hence the set of possible limit constants ϕ0
equals the set of accumulation points of ϕ0 at 0. On the other hand, by Lemma 3, ϕ0 can only take discrete values. By
continuity of ϕ , this implies that there can be just one accumulation point of ϕ0 at 0, and again by Lemma 3, it must be a
multiple of π2 .
In the proof of (i), the two main ingredients are a monotonicity formula (Theorem 6) and a compactness theorem (Theo-
rem 7). Once we have these, the proof proceeds in three steps:
(1) The sequence ϕτi converges weakly to some function ϕ0. This follows by the boundedness of the sequence K(ϕτi )
(Corollary 1 to the monotonicity formula) and the coercivity of K.
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(3) Finally, ϕ0 is constant. This is a joint corollary of the monotonicity formula and the compactness theorem (Corol-
lary 2).
Now let us turn to the details. We note that J is close to K in the following sense: We expand F (a,b), G and ν at
s = 0:
F (a,b) = − b
s2
+ O(s−1), G = p − 1
s
+ O(1), ν = sp−1 + O(sp).
Inserting this into f (ϕ), we ﬁnd that the difference of f (ϕ) and e(ϕ) is small for small s,
f (ϕ) = (1+ O(s))e(ϕ)
and in this sense
J (ϕ) =
π
2∫
0
f (ϕ)ds =
π
2∫
0
(
1+ O(s))e(ϕ)ds. (8)
Note that while this seems rather useless here (integrating O(s) over a domain where s is not small), it will actually
begin to make sense in a few moments after we have computed the ﬁrst variation. In choosing variational vectorﬁelds with
support close to 0, we will be able to make use of the asymptotic expansion of f (ϕ).
Since ϕ minimizes J , it is stationary, i.e.
d
dt
∣∣∣∣
t=0
J (ϕt) = 0
with ϕt(s) := ϕ(s + tξ(s)) for any smooth function ξ with supp(ξ) ⊂ (0,1). We calculate
J (ϕt) =
π
2∫
0
{(
1+ O(s))[(1+ tξ ′(s))2ϕ′′(s + tξ(s))+ tξ ′′(s)ϕ′(s + tξ(s))
+ (1+ tξ ′(s)) p − 1
s
ϕ′
(
s + tξ(s))− λ1
s2
sinϕt cosϕt
]2
+
[(
1+ tξ ′(s))2ϕ′2(s + tξ(s))+ λ1 sin2 ϕt
s2
]2}
sp−1 ds.
We change the coordinate x := s + tξ(s) with t chosen suﬃciently small and calculate the derivative at t = 0. Doing so, we
infer
0= −
π
2∫
0
e(ϕ)
(
ξ ′ + (p − 1)
s
ξ
)
ds + 2
π
2∫
0
[(
2ϕ′′ξ ′ + ϕ′ξ ′′ + p − 1
s
ϕ′ξ ′ + p − 1
s2
ϕ′ξ − 2λ1
s3
sinϕ cosϕξ
)
·
(
ϕ′′ + p − 1
s
ϕ′ − λ1
s2
sinϕ cosϕ
)
+
(
2ϕ′2ξ ′ + 2λ1 sin
2 ϕ
s3
ξ
)(
ϕ′2 + λ1 sin
2 ϕ
s2
)]
sp−1 ds
+
π
2∫
0
ϕ′ϕ′′O(sp)ξ ′′ ds +
π
2∫
0
e(ϕ)
[O(s)ξ ′ + O(1)ξ]ds, (9)
which is the second Euler equation of J .
For 0 < r < π2 , we deﬁne some rescaled version of K,
I(r) := r4−p
r∫
0
e(ϕ)ds.
This is controlled for r ↘ 0 using what is called a monotonicity formula for I . The theorem that follows does not strictly
show monotonicity of I , but something weaker. It is inspired, to some extent, by a monotonicity formula that Angelsberg [1]
proved for biharmonic maps from a Euclidean domain.
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(1+ C R)I(R) − I(ρ) 4
R∫
ρ
(
s
(
sϕ′′ + ϕ′)2 + (p − 2+ λ1 cos2 ϕ)sϕ′2 + s3ϕ′4)ds
− 2[s3ϕ′ϕ′′]R
ρ
− 2λ1
[
sinϕ cosϕsϕ′
]R
ρ
− 2λ1
[
sin2 ϕ
]R
ρ
− [ϕ′ϕ′′O(s4)]R
ρ
.
Proof. We follow [1] closely. Fixing  > 0, let ψ : R → R be a smooth nondecreasing function with ψ ≡ 1 in [0,1− ] and
ψ ≡ 0 in [1,∞). For some τ ∈ (0, π2 ) we deﬁne ξ(s) := sψ( sτ ). Inserting this in the second Euler equation (9), we ﬁnd
0= −
π
2∫
0
e(ϕ)
(
s
τ
ψ ′ + (p − 4)ψ
)
ds
+ 2
π
2∫
0
[(
2s
τ
ϕ′′ψ ′ +
s
τ 2
ϕ′ψ ′′ +
p + 1
τ
ϕ′ψ ′
)(
ϕ′′ + p − 1
s
ϕ′ − λ1
s2
sinϕ cosϕ
)
+ 2s
τ
ϕ′2ψ ′
(
ϕ′2 + λ1
s2
sin2 ϕ
)]
sp−1 ds +
π
2∫
0
ϕ′ϕ′′O(sp−1 ψ ′′
τ 2
)
ds +
π
2∫
0
e(ϕ)
[
O(s2)ψ ′
τ
+ O(s)ψ
]
ds.
Here we used Young’s inequality in the form
2
τ
ϕ′ϕ′′ψ ′O
(
sp
)= e(ϕ)O(s2)ψ ′
τ
. (10)
With the new quantity
I(τ ) := τ 4−p
π
2∫
0
e(ϕ)(s)ψ
(
s
τ
.
)
ds
we get
I(R) − I(ρ) =
R∫
ρ
d
dτ
I(τ )dτ
= −
R∫
ρ
τ 3−p
π
2∫
0
e(ϕ)
(
s
τ
ψ ′ + (p − 4)ψ
)
ds
= −2
R∫
ρ
τ 3−p
π
2∫
0
[(
2s
τ
ϕ′′ψ ′ +
s
τ 2
ϕ′ψ ′′ +
p + 1
τ
ϕ′ψ ′
)
·
·
(
ϕ′′ + p − 1
s
ϕ′ − λ1
s2
sinϕ cosϕ
)
+ 2s
τ
ϕ′2ψ ′
(
ϕ′2 + λ1
s2
sin2 ϕ
)]
sp−1 ds
+
R∫
ρ
τ 3−p
π
2∫
0
ϕ′ϕ′′O(sp−1)ψ ′′
τ 2
ds +
R∫
ρ
τ 3−p
π
2∫
0
e(ϕ)
[
O(s2)ψ ′
τ
+ O(s)ψ
]
ds.
There is a partial integration formula, which is proven using Fubini’s theorem twice: for every function f , for which the
following integrals are deﬁned, we have
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ρ
τ 1−p
π
2∫
0
sf (s)ψ ′′
(
s
τ
)
dsdτ =
π
2∫
0
f (s)
(
ψ ′
(
s
ρ
)
ρ3−p − ψ ′
(
s
R
)
R3−p
)
ds
+ (3− p)
R∫
ρ
τ 2−p
π
2∫
0
f (s)ψ ′
(
s
τ
)
dsdτ .
We apply this with f (s) = −2ϕ′(s)(ϕ′′ + p−1s ϕ′ − λ1s2 sinϕ cosϕ)sp−1 to the equation above and ﬁnd
I(R) − I(ρ) =
R∫
ρ
d
dτ
I(τ )
= −4
R∫
ρ
τ 2−p
π
2∫
0
(
sϕ′′ + 2ϕ′)(ϕ′′ + p − 1
s
ϕ′ − λ1
s2
sinϕ cosϕ
)
ψ ′
(
s
τ
)
sp−1 dsdτ
− 4
R∫
ρ
τ 2−p
π
2∫
0
sϕ′2
(
ϕ′2 + λ1
s2
sin2 ϕ
)
ψ ′
(
s
τ
)
sp−1 dsdτ
− 2
π
2∫
0
ϕ′
(
ϕ′′ + p − 1
s
ϕ′ − λ1
s2
sinϕ cosϕ
)(
ψ ′
(
s
ρ
)
ρ3−p − ψ ′
(
s
R
)
R3−p
)
sp−1 ds
×
R∫
ρ
τ 2−p
π
2∫
0
e(ϕ)
(O(s2)ψ ′ + τO(s)ψ)dsdτ
+
π
2∫
0
ϕ′ϕ′′O(sp)(ψ ′
(
s
ρ
)
ρ3−p − ψ ′
(
s
R
)
R3−p
)
ds,
where we used (10) once again.
Now we take the limit  ↘ 0. To do so, we use the dominated convergence theorem, Lebesgue’s differentiation theorem
and the following statement proven in the appendix of [1]. For f ,ϕk ∈ L1(R,R) with ϕk  0,
∫
R
ϕk dx = 1 and supp(ϕk) ⊂
[1− 1k ,1] for every k ∈ N, for every ρ, R ∈ R with 0 ρ < R, we have ϕk  f → id · f in L1([ρ, R]) as k tends to ∞. Here we used
the notations (ϕ  f )(x) = ∫
R
ϕ(z) f (x− z)dz, (id · f )(x) = xf (x).
The result, for almost every ρ, R ∈ (0, π2 ], is
(1+ C R)I(R) − I(ρ) 4
R∫
ρ
(
sϕ′′ + 2ϕ′)(s2ϕ′′ + (p − 1)sϕ′ − λ1 sinϕ cosϕ)ds + 4
R∫
ρ
ϕ′2
(
s3ϕ′2 + sλ1 sin2 ϕ
)
ds
− 2[sϕ′(s2ϕ′′ + (p − 1)sϕ′ − λ1 sinϕ cosϕ)]Rρ + [ϕ′ϕ′′O(s4)]Rρ
with some positive constant C that comes from estimating some of the “O”-terms using Young’s inequality. In the following
calculations, we will ﬁnd ϕ′′′ occurring temporarily. This is no problem because the way it is integrated, it can be interpreted
in the sense of distributions.
(1+ C R)I(R) − I(ρ) 2
R∫
ρ
(
s3ϕ′′2 + s2ϕ′ϕ′′ + (2(p − 1) + λ1)sϕ′2 + 2s3ϕ′4)ds
−2
R∫
ρ
(
s3ϕ′ϕ′′′ + λ1 sinϕ cosϕ
(
sϕ′′ + 3ϕ′))ds + [ϕ′ϕ′′O(s4)]R
ρ
.
Now the partial integrations
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ρ
s3ϕ′ϕ′′′ ds = [s3ϕ′ϕ′′]R
ρ
−
R∫
ρ
(
3s2ϕ′ϕ′′ + s3ϕ′′2)ds,
R∫
ρ
sinϕ cosϕ
(
sϕ′′ + ϕ′)ds = [sinϕ cosϕsϕ′]R
ρ
−
R∫
ρ
(
cos2 ϕ − sin2 ϕ)sϕ′2 ds,
R∫
ρ
sinϕ cosϕ ϕ′ ds = 1
2
[
sin2 ϕ
]R
ρ
prove the monotonicity formula. 
The important piece of information we derive from the monotonicity formula is that I(τ ) is bounded as τ ↘ 0. More
precisely,
Corollary 1. Let a sequence {τi}i∈N ⊂ (0, π2 ] converging to 0 be chosen such that every τi is admissible for r or R in the monotonicity
formula. Then the sequence {I(τi)}i∈N (hence also the sequence {K(ϕτi )}i∈N) is bounded. After passing to a subsequence, we ﬁnd
i ↘ 0 such that
4
1∫
τ j
τk
(
s
(
sϕ′′k + ϕ′k
)2 + (p − 2+ λ1 cos2 ϕ)sϕ′2k + s3ϕ′4k )ds (1+ C)I(τk) − I(τ j) + k
holds for all k < j in N.
Proof. Applying Hölder’s inequality several times, we ﬁnd C1 > 0 such that
τ∫
τ
2
∣∣2s3ϕ′ϕ′′ + 2λ1 sinϕ cosϕsϕ′ + 2λ1 sin2 ϕ + ϕ′ϕ′′O(s4)∣∣ds
 C1
(I(τ ) 14 τ + I(τ ) 34 τ + τ + I(τ ) 34 τ 2)
holds for any suﬃciently small τ > 0. Hence, for all j ∈ N, we ﬁnd R j ∈ [2− j−1,2− j] such that either I(R j) 24−pI(2− j)
I(R j−1) or I(R j) 24−pI(2− j) and hence
∣∣2s3ϕ′ϕ′′ + 2λ1 sinϕ cosϕsϕ′ + 2λ1 sin2 ϕ + ϕ′ϕ′′O(s4)∣∣|s=R j  C2(I(2− j) 14 + I(2− j) 34 (1+ 2− j)+ 1)
 C3
(I(R j) 14 + I(R j) 34 (1+ R j) + 1),
for some constants C2, C3 > 0. The monotonicity formula yields
I(R j) (1+ C Rk)I(Rk) + C4
(I(R j) 14 + I(R j) 34 (1+ R j) + I(2−k) 14 + I(2−k) 34 (1+ 2−k)+ 2)
for all k < j in N (with C from Theorem 6). This is equivalent to
I(R j)
1
4
(
1
2
I(R j)
3
4 − C4
)
+ I(R j) 34
(
1
2
I(R j)
1
4 − C4(1+ R j)
)
 (1+ C Rk)I(Rk) + C4
(I(2−k) 14 + I(2−k) 34 (1+ 2−k)+ 2).
Hence for k ﬁxed, the map
j → [I(R j) 14 (I(R j) 34 − C4)+ I(R j) 34 (I(R j) 14 − C4(1+ R j))]
is bounded from above (for j > k). The boundedness of j → I(R j) follows. Now, for every i ∈ N, there is ki ∈ N with
τi  Rk  4τi . We have I(τi) 4p−4I(Rk ), and thus the map i → I(τi) is bounded. This is the ﬁrst claim of the corollary.i i
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(1+ Cτk)I(τk) − I(τ j) 4
1∫
τ j
τk
(
s
(
sϕ′′k + ϕ′k
)2 + (p − 2+ λ1 cos2 ϕ)sϕ′2k + s3ϕ′4k )ds
− (2s3ϕ′ϕ′′ + 2λ1 sinϕ cosϕsϕ′ + 2λ1 sin2 ϕ + ϕ′ϕ′′O(s4))|τkτ j .
If k is ﬁxed and j tends to ∞, the sequence{(
2s3ϕ′ϕ′′ + 2λ1 sinϕ cosϕsϕ′ + 2λ1 sin2 ϕ + ϕ′ϕ′′O
(
s4
))∣∣
s=τk
}
k∈N
is seen to be bounded, and a suitable subsequence obeys Cauchy’s criterion. Hence the choice k := sup j>k{ j,k} with
 j,k :=
(
2s3ϕ′ϕ′′ + 2λ1 sinϕ cosϕsϕ′ + 2λ1 sin2 ϕ + ϕ′ϕ′′O
(
s4
))∣∣τk
τ j
proves the second claim of the corollary. 
By the previous results we can suppose τi ↘ 0 to be a ﬁxed sequence in (0, π2 ] such that the functions ϕi(s) := ϕτi (s) =
ϕ(τi s) converge weakly in W 2,2 to a function ϕ0 : [0,1] → R. Since every ϕτi minimizes a scaled version of J locally near 0,
we would like to infer that ϕ0 is also a local minimizer of K near 0. This is not trivial and the content of our compactness
theorem, somewhat inspired by Luckhaus [9] who proved a compactness theorem for harmonic maps.
Theorem 7 (Compactness theorem). The limit function ϕ0 minimizes K under all W 2,2-functions ψ : [0,1] → R with ψ(1) = ϕ0(1)
and ψ ′(1) = ϕ′0(1). Moreover we have
lim
i→∞
K(ϕτi ) = K(ϕ0).
Proof. For every i ∈ N, ϕi is a minimizer of the rescaled functional
Ji(ϕ) := τ 4−pi
τi∫
0
[(
ϕ′′ + Gϕ′ + F (λ2, λ1) sinϕ cosϕ
)2 + (ϕ′2 + F (λ2 cos2 ϕ,−λ1 sin2 ϕ))2] sinp−1 s cosr−1 s ds.
Let wi : [0,1] → R (i ∈ N) be the map coinciding with ψ on [0,1− μi) and uniquely interpolating the boundary values
wi(1−μi) = ψ(1− μi), w ′i(1− μi) = ψ ′(1−μi),
wi(1) = ϕi(1), w ′i(1) = ϕi(1)
as a cubic polynomial on [1−μi,1]. Here μi ↘ 0 is a sequence in (0,1] that will be determined later.
The key to the proof is K(ψ) = limi→∞ K(wi). Once we have this, the ﬁrst claim of the theorem follows with the
minimizing properties of ϕi , ϕ0 and the identity Ji(ϕi) (1+ Cτi)K(ϕi) by the following chain of inequalities:
K(ψ) = lim
i→∞
K(wi) = lim
i→∞
Ji(wi) lim
i→∞
Ji(ϕi) = lim
i→∞
K(ϕi)K(ϕ0). (11)
The second claim then follows by inserting ψ = ϕ0 in (11).
Hence all we have to do is prove K(ψ) = limi→∞ K(wi). For every 12 < μ < 1, Hölder’s inequality yields the existence of
a positive function δ(μ) with limμ↘0 δ(μ) = 0 and
∣∣∣∣ψ ′
(
π
2
)
− ψ ′
(
π
2
− μ
)∣∣∣∣μ 12
( π2∫
π
2 −μ
∣∣ψ ′′(t)∣∣2 dt
) 1
2
μ 12 δ(μ),
∣∣∣∣ψ
(
π
2
−μ
)
− ψ
(
π
2
)
+ ψ ′
(
π
2
−μ
)
μ
∣∣∣∣=
∣∣∣∣∣
π
2∫
π
2 −μ
(
π
2
− t
)
ψ ′′(t)dt
∣∣∣∣∣μ
∣∣∣∣∣
π
2∫
π
2 −μ
ψ ′′(t)dt
∣∣∣∣∣μ 32 δ(μ).
With
i :=
∣∣∣∣ϕi
(
π
)
− ψ
(
π
)∣∣∣∣+
∣∣∣∣ϕ′i
(
π
)
− ψ ′
(
π
)∣∣∣∣2 2 2 2
A. Gastel, F. Zorn / J. Math. Anal. Appl. 387 (2012) 384–399 395(note that limi→∞ i = 0) we get∣∣∣∣ψ ′
(
π
2
− μi
)
− ϕ′i
(
π
2
)∣∣∣∣ i +μ 12 δ(μ),∣∣∣∣ψ
(
π
2
−μ
)
− ϕi
(
π
2
)
+ ψ ′
(
π
2
− μ
)
μ
∣∣∣∣ i + μ 32 δ(μ).
The following is easily seen:
wi
(
π
2
−μi + t
)
= ψ
(
π
2
− μi
)
+ tψ ′
(
π
2
− μi
)
+
(
3
t2
μ2i
− 2 t
3
μ3i
)(
ϕi
(
π
2
)
− ψ(1− μi) − ψ ′
(
π
2
− μi
)
μi
)
+ t
2(μi − t)
μ2i
(
ψ ′
(
π
2
− μi
)
ϕ′i
(
π
2
))
,
w ′i
(
π
2
−μi + t
)
= ψ ′
(
π
2
−μi
)
+ 6 t(μi − t)
μ3
(
ϕi
(
π
2
)
− ψ
(
π
2
−μi
)
− ψ ′
(
π
2
− μ
)
μi
)
+
(
3
t2
μ2i
− 2 t
μi
)(
ϕ′i
(
π
2
)
− ψ ′
(
π
2
− μi
))
,
w ′′i
(
π
2
−μi + t
)
= 6μi − 2t
μ3i
(
ϕi
(
π
2
)
− ψ
(
π
2
− μi
)
− ψ ′
(
π
2
−μi
)
μi
)
+
(
6
t
μ2i
− 2 1
μi
)(
ϕ′i
(
π
2
)
− ψ ′
(
π
2
− μi
))
.
Having this, we estimate (dropping the arguments of wi)
∣∣w ′i∣∣
∣∣∣∣w ′i − ψ ′
(
π
2
− μ
)∣∣∣∣+
∣∣∣∣ψ
(
π
2
)∣∣∣∣+
∣∣∣∣ψ ′
(
π
2
− μ
)
− ψ ′
(
π
2
)∣∣∣∣ C(1+μ 12 δ(μ) + μ−1i),
∣∣w ′′i ∣∣ 6Cμ2
(
i +μ 32 δ(μ)
)+ 4C
μ
(
i + μ 12 δ(μ)
)= C(i(6μ−2 + 4μ−1)+ 10μ− 12 δ(μ)),
with a positive constant C . These are used in
K(wi) − K(ψ)
π
2∫
π
2 −μ
{[
w ′′i +
p − 1
s
w ′i −
λ1
s2
sin(wi) cos(wi)
]2
+
[
w ′2i +
λ1
s2
sin2 wi
]2}
sp−1 ds
 C
π
2∫
π
2 −μ
(
w ′′2i + w ′4i + w ′2i + 1
)
 C
(
2i
(
μ−1 + μ−3)+ δ2(μ)(μ2 + 1)+μ + δ4(μ)μ3 +μ−34i ).
Now we choose the sequence μi ↘ 0 converging slowly enough, that μ−3i 4i → 0 and μ−3i 2i → 0 if i tends to inﬁnity. Then
lim
i→∞
K(wi) = K(ψ)
and the compactness theorem is proven. 
Corollary 2. The function ϕ0 is constant.
Proof. By Corollary 1 we get
4(p − 2)
1∫
τ j
τ
sϕ′2k ds (1+ Cτk)I(τk) − I(τ j) + k.k
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use lim j→ I(τ j) = K(ϕ). We ﬁnd
4(p − 2)
1∫
0
sϕ′2k ds (1+ Cτk)I(τk) − K(φ) + k,
and hence
lim
k→∞
1∫
0
sϕ′2k ds = 0. (12)
Using Fatou’s lemma we get
1∫
0
lim inf
k→∞
sϕ′2k (s)ds limk→∞
1∫
0
sϕ′2k ds = 0,
which completes the proof of Corollary 2, and thereby, ﬁnally, of Theorem 5. 
4. Suﬃcient conditions for existence
By the Theorems 4 and 5, u1 ∗ϕ u2 is smooth near {0} × Sr−1, if for every k ∈ Z the map ψk ≡ 2k+12 π is not a minimizer
of K. Our main Theorem 1 is proven by the following lemma (applied to prove continuity at s = 0, and modiﬁed in the
obvious way to prove continuity at s = π2 ).
Lemma 4 (Instability). Assume p  5 and p2(p − 4)2 < 16λ1 + 32λ1(p − 4). Then, for every k ∈ Z, ψk ≡ 2k+12 π is an unstable
critical point of K and hence not a minimizer.
Here a function ϕ : [0,1] → R is called unstable if
δ2K(ϕ,η) := d
2
dt2
∣∣∣∣
t=0
K(ϕ + tη) < 0
for some η ∈ C∞0 ([0,1]). Certainly, an unstable critical point cannot be a minimizer.
The lemma is related to the stability discussion for the equator map (which is a harmonic eigenmap) in [8]; their
instability result can be seen as a special case of it.
Proof. It is standard to calculate the second variation
1
2
δ2 K (ϕ;η) =
π
2∫
0
{[
η′′ + p − 1
s
η′ − λ1
s2
cos(2ϕ)η
]2
+
[
ϕ′′ + p − 1
s
ϕ′ − λ1
s2
sinϕ cosϕ
][
2λ1
s2
sin(2ϕ)η2
]
+
[
2ϕ′η′ + 2λ1
s2
sinϕ cosϕη
]2
+
[
ϕ′2 + λ1
s2
sin2 ϕ
][
2η′2 + 2λ1
s2
cos(2ϕ)η2
]}
sp−1 ds.
We deﬁne
Q(a,b) := δ2K (ψk;η)
for ﬁxed k ∈ Z. Let us look for negative directions for the second variation choosing η(s) = sa cosb s for some a,b ∈ R yet to
be determined. Abbreviating
B(k, l,m) :=
π
2∫
s2a+p−k cos2b−l s sinm sds0
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Q(a,b) = B(5,0,0)T1 + B(4,1,1)T2 + B(3,0,0)T3 + B(3,2,2)T4 + B(2,1,1)T5 + B(2,3,3)T6
+ B(1,0,0)T7 + B(1,2,2)T8 + B(1,4,4)T9
where the Ti are Polynomials in the variables a, b, p and λ1. We need to know only T1 explicitely here, which turns out to
be
T1(a) = a2(a + p − 2)2 + 2aλ1(2a+ p − 2) − λ21. (13)
It is important that T1 (in contrast to T2, . . . , T9) does not depend on b. We write T1(a) to emphasize the dependence on a.
Performing quite a number of partial integrations, we ﬁnd
Q(a,b) = 1
(2a+ p − 1)(2a+ p − 2)(2a+ p − 3)(2a+ p − 4)
{[
2b(2b − 1)(2b − 2)(2b − 3)B(1,4,4)
− (4b(2b − 1)2 + 4b2(2b − 1) + 6b(2b − 1)(2b − 2))B(1,2,2)
+ (4b(2b − 1) + 4b2)B(1,0,0)]T1
+ [(2b − 1)(2b − 2)(2b − 3)B(1,4,4)
− (2(2b − 1)2 + 2b(2b − 1) + 3(2b − 1)(2b − 2))B(1,2,2)
+ (2(2b − 1) + 2b)B(1,0,0)](2a + p − 4)T2
+ [2b(2b − 1)B(1,2,2) − 2bB(1,0,0)](2a+ p − 4)(2a+ p − 3)T3
+ [(2b − 2)(2b − 3)B(1,4,4) − 3(2b − 2)B(1,2,2) − 2(2b − 1)B(1,2,2)
+ 2B(1,0,0)](2a+ p − 4)(2a+ p − 3)T4
+ [(2b − 1)B(1,2,2) − B(1,0,0)](2a+ p − 4)(2a+ p − 3)(2a+ p − 2)T5
+ [(2b − 3)B(1,4,4) − 3B(1,2,2)](2a + p − 4)(2a + p − 3)(2a + p − 2)T6
+ [B(1,0,0)T7 + B(1,2,2)T8 + B(1,4,4)T9]
· (2a+ p − 4)(2a+ p − 3)(2a+ p − 2)(2a+ p − 1)}.
We deﬁne P(a,b) := (2a + p − 1)(2a + p − 2)(2a + p − 3)(2a + p − 4)Q(a,b) and observe that this is deﬁned for a = 4−p2
(while Q (a,b) is not). The expression simpliﬁes quite a bit, yielding
P
(
4− p
2
,b
)
= [2b(2b − 1)(2b − 2)(2b − 3)B(1,4,4)
− (4b(2b − 1)2 + 4b2(2b − 1) + 6b(2b − 1)(2b − 2))B(1,2,2)
+ (12b2 − 1)B(1,0,0)]T1.
Choosing b large, we can make [. . .] positive. Hence
P
(
4− p
2
,b
)
< 0 for b suﬃciently large ⇐⇒ T1
(
4− p
2
)
< 0.
If we suppose T1(
4−p
2 ) < 0 and have chosen b suﬃciently large, by a continuity argument we ﬁnd an  > 0 with
P( 4−p+2 ,b) < 0. and thus Q( 4−p+2 ,b) < 0.
Thus we have proven (for every k ∈ Z) that T1( 4−p2 ) < 0 if and only if ϕ ≡ 2k+12 π is an unstable critical point of K. From
(13) we read off that
T1
(
4− p
2
)
= 1
16
{
p2(p − 4)2 − 16λ21 − 32λ1(p − 4)
}
and this shows Lemma 4 and hence Theorem 1. 
Remark. Note that in our proof of Theorem 1, instead of minimality of ϕ , we only use its stability near 0 and π2 to prove
existence of smooth biharmonic maps. This leads to our existence theorem which only gives a suﬃcient condition; a result
similar to Smith’s [14] for harmonic maps. In the harmonic case, a more global consideration of the stability of ϕ helps
improve the existence theorem to give necessary and suﬃcient conditions, see [3] and [11]. We expect that also in the
biharmonic case, our suﬃcient condition can be improved, but we doubt that the improvement is worth the considerable
technical effort.
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In this section we indicate how modify our proofs if the bienergy is replaced by the Paneitz-bienergy. Like the bienergy
E reduces to functional J , the Paneitz-bienergy E P reduces to
JP (ϕ) =
π
2∫
0
[(
ϕ′′ + Gϕ′ + F (λ2, λ1) sinϕ cosϕ
)2 + (ϕ′2 + F (λ2 cos2 ϕ,−λ1 sin2 ϕ))2
+ 2(p + r − 4)(ϕ′2 + F (λ2 cos2 ϕ,−λ1 sin2 ϕ))]ν ds.
The proofs of symmetric criticality and the existence of a minimizer in Section 2 carry over from the biharmonic case, with
only harmless extra terms in the computations. In the blow-up analysis of Section 3 and the proof of suﬃcient conditions
of Section 4, the essential feature was that they do not depend on J exactly. It turned out to be enough that its “expansion
at 0” is of the form (8),
J (ϕ) =
π
2∫
0
(
1+ O(s))e(ϕ)ds.
But the reduced Paneitz-bienergy JP has the same form,
JP (ϕ) =
π
2∫
0
(
1+ O(s))e(ϕ)ds;
the functionals differ only in the O-terms that do not matter at all. Hence the computations in Sections 3 and 4 continue
to hold for the Paneitz case without modiﬁcations, and this implies that Theorem 2 is exactly analogous to Theorem 1.
6. Examples
Now let us see what kind of maps we can produce with Theorems 1 and 2. To this end, we list a few well-known
(bi)harmonic eigenmaps. We have
• the identity ip : Sp−1 → Sp−1, λip = p − 1;
• the winding map dk : S1 → S1, z → zk , λdk = k2;
• the Hopf ﬁbrations h1 : S3 → S2, h2 : S7 → S4, and h3 : S15 → S8 with λh1 = 8, λh2 = 16, λh3 = 32.
Checking the conditions from the Theorem 1 or 2, we ﬁnd that all dk and h1, h2, h3 can be joined with each other, as
well as ip for 2  p  9. (k = 1 is allowed, too, the join with S0 = {−1,1} being the suspension; the proof for this is a
simpliﬁed variation of our studies.)
Note that the ϕ-join u1 ∗ϕ u2 of two eigenmaps can have boundary values ϕ(0) = kπ , ϕ(π2 ) = (l+ 12 )π for some integers
k, l ∈ Z, and we have no control over k and l. The usual join u1 ∗ u2, on the contrary, corresponds to ϕ(s) = s with boundary
values 0 and π2 . This implies that the homotopy class of u1 ∗ϕ u2 represents 2(l−k)+1 times the homotopy class of u1 ∗u2
in πp+r−1(Sq+−1), i.e. an unknown (to us) odd multiple of it. Here is a list of examples of biharmonic joins; see [15] for
calculations of homotopy groups of spheres.
(1) The join of ip (1  p  9) with dk (k ∈ Z) represents the element k ∈ πp+1(Sp+1) ∼= Z, the biharmonic join an odd
multiple of it. Therefore, we can represent inﬁnitely many elements of π2(S2), π3(S3), . . . , π10(S10) biharmonically.
(2) The join of ip (1 p  9) with h1 represents the element 1 ∈ πp+3(Sp+2) ∼= Z2, which means that we can represent
the nontrivial elements of π4(S3), . . . ,π12(S11) biharmonically.
(3) The join of ip (1 p  9) with h2 represents a generator 1 ∈ πp+7(Sp+4) ∼= Z24, and the biharmonic join gives some
odd (and therefore topologically nontrivial, but not necessarily generating) element of it. Using h3, we ﬁnd the same for
πp+15(Sp+8) ∼= Z240.
(4) The join h1 ∗ h1 represents the nontrivial element of π7(S5) ∼= Z2, and so does the biharmonic join. The join h2 ∗ h1
is topologically trivial, as π11(S7) = {0}. The join h2 ∗ h2 represents the nontrivial element of π15(S9) ∼= Z2, and so does
the biharmonic join. The joins h3 ∗ h1 and h3 ∗ h3 represent nontrivial classes of π18(S10) ∼= Z22 and π31(S17) ∼= Z22, hence
the same holds for the biharmonic joins. We do not know which class of π23(S13) ∼= Z6 the biharmonic join of h2 and h3
represents.
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