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Motivated by the widespread experimental observations of nematicity in strongly underdoped
cuprate superconductors, we investigate the possibility of enhanced nematic fluctuations in the
vicinity of a Mott insulator that displays Ne´el-type antiferromagnetic order. By performing a
strong-coupling expansion of an effective model that contains both Cu-d and O-p orbitals on the
square lattice, we demonstrate that quadrupolar fluctuations in the p-orbitals inevitably generate
a biquadratic coupling between the spins of the d-orbitals. The key point revealed by our classical
Monte Carlo simulations and large-N calculations is that the biquadratic term favors local stripe-
like magnetic fluctuations, which result in an enhanced nematic susceptibility that onsets at a
temperature scale determined by the effective Heisenberg exchange J . We discuss the impact of
this type of nematic order on the magnetic spectrum and outline possible implications on our
understanding of nematicity in the cuprates.
INTRODUCTION
Hole-doped cuprates are susceptible to a variety of dif-
ferent types of electronic order in the underdoped regime.
Examples include tendencies towards charge order [1–
4], which becomes long-ranged in the presence of large
magnetic fields [1, 4], and tendencies towards nematic
order [5–10], characterized by the breaking of the tetrag-
onal symmetry of the system [11, 12]. The fact that
these tendencies appear in the region of the phase dia-
gram where a pseudogap is also observed (see schematic
Fig. 1) suggest a close interplay between these seemingly
different phenomena, a topic that remains widely debated
in the field (for recent reviews, see [13, 14]).
Although the microscopic mechanisms behind these
different ordering tendencies, and particularly of ne-
maticity, remain unsettled, they have been the subject
of many different theoretical proposals (see, for instance,
[15–30], and also the reviews [11, 12]). While a complete
theory for nematicity in the cuprates is beyond the scope
of our work, here we show that an important contribu-
tion to the nematic susceptibility arises already near the
Mott (or more precisely, charge-transfer [31]) insulating
state of the parent compound. For the rest of the pa-
per, thus, we focus only on the spin correlations near the
Mott state, and neglect other phenomena that are cer-
tainly important for a complete description of the hole-
doped cuprates, and which may also be important to de-
scribe nematicity, such as charge order, pseudogap, time-
reversal symmetry-breaking, pair-density waves, and su-
perconductivity [13, 14].
To be more specific, we consider the so-called Emery
model [32], an effective model that attempts to capture
both Cu and O low-energy degrees of freedom by intro-
ducing dx2−y2 orbitals on the sites of the square lattice
and px (py) orbitals on the horizontal (vertical) bonds.
Consider first the case where only d-orbitals are present.
In the half-filled Mott insulating state, the charge degrees
of freedom are quenched, and the low-energy physics is
described completely in terms of an AFM Heisenberg in-
teraction J between the d-orbital spins, which ultimately
gives rise to a Ne´el AFM ground state. Upon light hole-
doping, the effective Hamiltonian is known as the t − J
model [33]:
Ht−J =
∑
ijα
tij d˜
†
iαd˜jα+J
∑
〈ij〉
(
Si · Sj − 1
4
ninj
)
. (1)
Here, tij denotes the hole hopping parameters and
J the AFM exchange coupling. The operator Si =
1
2
∑
αβ d˜
†
iασαβ d˜iβ describes the d-orbital spin and ni =∑
α d˜
†
iαd˜iα the corresponding charge. The strong local
Coulomb interaction is incorporated in terms of the hole
creation operator d˜†iα = (1− niα¯) d†iα, reflecting the fact
that double occupancy of the sites is not allowed near the
Mott insulating state.
As we demonstrate below via a strong coupling expan-
sion of the Emery model, the inclusion of the p-orbitals
leads to an important additional term in the t−J Hamil-
tonian. While the two terms in Eq. (1) remain the
same, albeit with a different microscopic expression for
J , non-critical quadrupolar fluctuations of the p-orbitals,
enhanced by the repulsion between p-orbitals, generate
a positive biquadratic coupling K > 0 between the d-
orbital spins:
HK = −K
∑
i
[Si · (Si−xˆ + Si+xˆ − Si−yˆ − Si+yˆ)]2 , (2)
resulting in an effective t−J−K Hamiltonian, Ht−J−K =
Ht−J +HK .
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2FIG. 1. Microscopic manifestation of nematic fluctua-
tions. (a) Schematic phase diagram of hole-doped cuprate
superconductors. (b) The microscopic model we use con-
tains a Cu 3dx2−y2 orbital (center orbital) and O 2px and
2py orbitals in a single unit cell. The hopping parameters
are given by tpd, tpp and interactions are considered on-site
Udd, Upp and between nearest-neighbors Vpd, Vpp. (c) Simple
illustration that nematic fluctuations induce a short-ranged
magnetic stripe ordered region (light red) within a Ne´el or-
dered background (yellow). This snapshot is taken from our
classical Monte Carlo simulations. Red and blue color of the
arrows denote out-of-the-plane components of the spins.
Using classical Monte Carlo and large-N analytical
methods, we find that the main consequence of HK is
to enhance the static electronic nematic susceptibility
χnem near the AFM-Mott insulating state. However,
χnem is not found to diverge on its own – instead, it
peaks at a temperature scale proportional to J , instead
of K. The location of the peak depends on the relative
strength of quantum and thermal fluctuations and shifts
towards smaller temperatures for larger quantum fluc-
tuations. As illustrated in Fig. 1(c), the enhancement
of nematic fluctuations promoted by HK has its origins
on the short-ranged magnetic stripe ordered regions that
this term favors within the (much longer ranged) Ne´el
ordered background. Consequently, within the t−J −K
model, the onset of nematic order requires an additional
symmetry breaking field that can take advantage of the
enhanced susceptibility. While a more detailed discussion
of the application of these results to the cuprates is left
to the end of this paper, we note that this mechanism
for enhanced nematic susceptibility can in principle be
combined with other mechanisms proposed in the litera-
ture to yield long-range nematic order. Detailed reviews
on the proposed mechanisms for nematicity in cuprates,
both within weak and strong coupling regimes, can be
found for instance in Refs. [11, 12].
RESULTS
Microscopic model. Our starting point is the interact-
ing three-orbital Emery model H = H0 +HU +HV [32].
As depicted in Fig. 1(b), it includes the dx2−y2 Cu or-
bital with creation operator d†i,σ at Bravais lattice posi-
tion Ri and spin σ as well as the px and py O orbitals
with creation operators p†
i+ xˆ2 ,σ
and p†
i+ yˆ2 ,σ
. The non-
interacting part H0 includes hopping between p-orbitals
with (amplitude tpp) and between d- and p-orbitals (with
amplitude tpd). The corresponding sign factors of the
hopping elements follow from the phases of the orbitals
(see Fig. 1(b)) [32]. In addition, H0 contains on-site
terms where the energy difference between Cu and O or-
bitals is given as ∆ = εp − εd. Interactions are included
on-site HU = Udd
∑
i n
d
i,↑n
d
i,↓ +
Upp
2
∑
i,u n
p
i+u,↑n
p
i+u,↓
with u ∈ { xˆ2 , yˆ2}, and number operators ndi,σ = d†i,σdi,σ
and npi+u,σ = p
†
i+u,σpi+u,σ. We also consider nearest-
neighbor interactions HV =
Vpp
2
∑
i,u,u′ n
p
i+un
p
i+u+u′ +
Vpd
∑
i,u n
d
i n
p
i+u with u
′ ∈ {± 12 (xˆ + yˆ),± 12 (xˆ − yˆ)} and
ndi =
∑
σ n
d
i,σ, n
p
i+u =
∑
σ n
p
i+u,σ.
The largest energy scales are the local repulsion Udd be-
tween d-orbitals and the charge-transfer energy ∆ (with
Udd much larger than ∆), suggesting a strong coupling
expansion in small tij  ∆, Udd − ∆. This yields a de-
scription in terms of localized d-orbital spins Si cou-
pled to mobile p-orbital holes. An expansion up to
fourth order in the hopping term tpd was performed in
Ref. [34, 35]. There appear Kondo-like exchange cou-
plings ∝ Si ·si+u1,i+u2 between the d- and p-orbital spin-
densities si+u1,i+u2 =
1
2
∑
τ,τ ′ p
†
i+u1,τ
σττ ′pi+u2,τ ′ [36],
the familiar Heisenberg spin exchange term J
∑
〈i,j〉 Si ·
Sj and terms that renormalize the p-orbital hole disper-
sion. For details we refer to the Methods section and the
Supplementary Information. The Kondo-like terms also
modify the hole dispersion as the tunneling process of
holes through a d-orbital becomes spin dependent. For
example, tunneling through a background of Ne´el ordered
d-orbital spins leads to the spin dependent hopping pa-
rameters ta =
t2pd
2 (
1
∆ +
3
Udd−∆ ) and tb =
t2pd
2 (
3
∆ +
1
Udd−∆ )
for holes with spin parallel and antiparallel to the central
d-orbital spin [24]. The hole Fermi surface thus appears
at momenta k = (±pi2 ,±pi2 ) for small doping np.
Most notably for our considerations, the strong cou-
pling expansion also yields a spin exchange term that
depends on the occupation of the intermediate p-orbital
between d-orbital sites:
HJ′ = −J ′
∑
i,δ
np
i+ δ2
Si · Si+δ (3)
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FIG. 2. Strength of biquadratic exchange K within
Emery model and enhanced nematic spin fluctua-
tions. (a) Renormalized quadrupolar oxygen density re-
sponse function Π˜ηk=0 =
1
2
[(Πηk=0)
−1 − Uk=0]−1 as a function
of p-orbital holes np (per planar d-orbital) obtained within
the three-band Emery model at low temperature T = 10−2tpp
and fixed nd = 1. The interaction of the mobile holes with
the antiferromagnetic Ne´el background of d-orbital spins is
fully taken into account. Other parameters are set to tpd = 1,
∆ = 2.5, Udd = 11 and Vpd = Vpp such that Uk=0 = Vpp− Upp8 .
We use Upp = 5.5 for Vpp = 5.5 and Upp = 4.5 for all
other values of Vpp. Amplitude of oxygen quadrupolar fluc-
tuations increases with Vpp and smaller oxygen bandwidth,
e.g., smaller tpp. The inset shows the resulting value of
K/J ∝ (J ′2/J)(np/tpp) (at small np) from which we conclude
that an enhancement of the fluctuations by Vpp is crucial for a
significant biquadratic exchange coupling. Note that we have
approximated Πηk ≈ Πηk=0 for simplicity, which does not affect
our conclusion. Panels (b-c) show the static nematic suscepti-
bility χnem in Eq. (7) for the Ht−J−K model of Eq. (2) at half-
filling as a function of temperature T obtained by Monte Carlo
simulations of classical spins. A non-zero K enhances the re-
sponse in the nematic B1g channel only. Inset phase diagram
shows that we are investigating χnem above the Ne´el ordered
state. For consistency with the known spin-wave spectrum,
we consider a small ferromagnetic next-nearest-neighbor ex-
change J2 = −0.1J .
where δ ∈ {±xˆ,±yˆ} and the spin exchange coupling con-
stant is given by J ′ =
∑3
n=0
t4pdsign(3−2n)
∆3−n(Udd−∆)n . Note that
J =
∑2
n=0
t4pd(4−n2−δn,2)
2∆3−n(Udd−∆)n and in the large-Udd limit both
are of the same order J ′/J → 1/2. Oxygen charge fluctu-
ations thus not only renormalize the Heisenberg exchange
via the Kondo coupling terms, but, as we show now, also
lead to the biquadratic spin exchange interaction K in
Eq. (2).
We derive the biquadratic exchange K by first decom-
posing the p-orbital densities as np
i+ xˆ2
= npi + ηi and
np
i+ yˆ2
= npi − ηi, where ηi is the quadrupolar (nematic)
component of the oxygen charge density [21]. The combi-
nation of on-site and nearest-neighbor Coulomb interac-
tions between p-orbital leads to a term (−2∑Ukηkη−k)
in the Hamiltonian, where Uk =
1
4 (VppRefk − Upp2 ) and
fk = 1 + e
−ikx + eiky + ei(ky−kx). Integrating out the
quadrupolar charge fluctuations associated with the p-
orbitals (details of this analysis are presented in the
Methods section and the Supplementary Information)
yields the result for the biquadratic exchange interaction
in Eq. (2) with:
K =
J ′2
2
∫
k
Πηk
1− (Vpp − Upp8 )Πηk=0
> 0 . (4)
Here, Πηk = −
∫
q,ω′ Tr[G
p
q,ω′(τ
zσ0s0)Gq+k,ω′(τ
zσ0s0)] is
the bare p-orbital charge susceptibility in the quadrupo-
lar (i.e. nematic) channel We have used the long-
wavelength approximation in the denominator for sim-
plicity (the full expression can be found in the Supple-
mentary Information) and yields qualitatively identical
results). The Pauli matrices τ j , sj and σi act in or-
bital (px, py), spin and reduced wavevector
(
k,k+(pi, pi)
)
space, respectively. Note that the presence of the AF
background of d-orbital spins leads to a doubling of the
unit cell, and thus
∫
q
≡ ∫
mBZ
d2q
2pi2 is an integration over
the magnetic Brillouin zone (mBZ). Explicit expressions
for the p-orbital Green’s functions Gpq,ω are given in the
Methods section and the Supplementary Information and
yield
Πηk = −
∫
q
4∑
i,j=1
vij;q,q+k{nF (ξi,q)− nF (ξj,q+k)}
i,q − j,q+k
(5)
with i,q being the renormalized p-orbital dispersion and
ξi,q = i,q − µ with the chemical potential µ. The
matrix elements vij;q,q+k = U
†
q(τ
zσ0)Uq−k contain Uq,
which are unitary matrices that transform between or-
bital/reduced k-space (σi⊗τ j) and band space. Most im-
portantly, Eq. (4) makes it clear that the biquadratic ex-
change K in Eq. (2) is a direct consequence of quadrupo-
lar oxygen charge fluctuations. These are a generic fea-
ture of the model and exist even if the p-orbital holes are
not dressed by d-orbital spins.
The oxygen quadrupolar susceptibility Πηk (and thus
K) is strictly positive for all k and is determined by the
occupation number difference between the different oxy-
gen bands. In the relevant regime of small hole fillings
np  1, the response approaches a value Πηk=0 ∝ np
at low T , peaks around T ≈ |µ| and vanishes as 1/T
at large T . The response increases for smaller band-
width, e.g., smaller tpp. This is derived explicitly in
4the Supplementary Information for a simpler two-band
model that neglects the interaction with the AF back-
ground. It also holds true numerically for the full four-
band model, as shown in Fig. 2(a), where we present re-
sults for the renormalized quadrupolar response Π˜ηk=0 =
1
2
[
(Πηk=0
)−1−Uk=0]−1 and for the resulting K/J within
the microscopic four-band model. In the calculation we
keep nd = 1, assuming that holes are doped into the p-
orbitals, but we take the interaction of the mobile holes
with the AF background of d-orbital spins fully into ac-
count. We clearly observe that a large nearest-neighbor
repulsion Vpp and a small bandwidth tpp enhance K (see
Eq. (4)). Our results also indicate that an enhancement
of the quadrupolar density fluctuations by Vpp is neces-
sary for a significant biquadratic exchange coupling. This
follows from K/J ∝ (J ′2/J)(np/tpp) at small np where
J ′ = 0.08, J = 0.15 for the parameters in Fig. 2. Finally,
while phonon modes in the same channel are, by sym-
metry, allowed to give rise to similar behavior, the elec-
tronic mechanism for biquadratic exchange is expected
to be quantitatively much stronger.
Enhanced nematic susceptibility. The implications of
HK can be better understood in the limit of K > J . In
this case, the AFM ground state is no longer the Ne´el
configuration with ordering vector Q = (pi, pi), but the
striped configuration with Q = (pi, 0) or (0, pi). While the
limit of large K/J is clearly not realized in the cuprates,
it reveals that HK supports quantum and classical fluc-
tuations with local striped-magnetic order that have sig-
nificant statistical weight.
We qualitatively demonstrate this behavior in Fig. 1(c)
by showing typical spin configurations of a Monte Carlo
analysis of Ht−J−K in the limit of classical spins and
where the kinetic energy of the holes is ignored. One
clearly sees local striped-magnetic fluctuations (light red
background) in an environment of Ne´el ordered spins
(yellow background). Configurations with parallel spins
along the x-axis and along the y-axis occur with equal
probability, hence preserving the tetragonal symmetry of
the system. If one, however, weakly disturbs tetragonal
symmetry, e.g. by straining one of the axes, this balance
is disturbed and one favors striped configurations of one
type over the other.
The behavior described above can be quantified in
terms of the composite spin variable:
ϕi = Si · (Si−xˆ + Si+xˆ − Si−yˆ − Si+yˆ) (6)
which changes sign under a rotation by pi/2. Note that
the square of this term, which appears in Eq.(2), is invari-
ant under this transformation, and therefore is fully con-
sistent with the four-fold symmetry of the Emery model.
While 〈ϕi〉 = 0 for realistic values of K (and in the ab-
sence of external strain), the static nematic susceptibility
χnem (T ) =
∫ 1/T
0
dτ
∑
i
〈Tτϕi (τ)ϕ0 (0)〉 (7)
is a measure for the increased relevance of local stripe
magnetic configurations. Here, Tτ denotes imaginary
time ordering.
We present a quantitative demonstration that the bi-
quadratic exchange K yields an enhanced nematic sus-
ceptibility in the B1g (x
2 − y2) symmetry channel in
Fig. 2(b-c). It contains Monte Carlo results for χnem
for a collection of classical Heisenberg spins that inter-
act according to the HJ−K model. For consistency with
the known spin-wave spectrum, we have included an ad-
ditional small second-neighbor exchange J2 = −0.1J in
the simulation. One clearly sees that the biquadratic
term K enhances the nematic response in the B1g chan-
nel, corresponding to an inequivalence between the x and
y axes. In the limit of classical spins, the nematic sus-
ceptibility χnem (T ) is non-monotonic, peaking at a tem-
perature governed by the effective exchange interaction
of the spins, Tnem ∼ J , which is independent on K.
The Monte Carlo results also display that
χnem (T → 0) → 0, which is a consequence of the
classical nature of the spins in the simulations and a
resulting absence of (thermal) fluctuations in the zero
temperature limit. Quantum fluctuations crucially
modify this behavior and lead to χnem (T → 0) > 0.
This is demonstrated in Fig. 3, where we present results
of an analytical calculation of the nematic response χnem
that includes the effect of quantum fluctuations within
a soft-spin field-theoretical version of the spin degrees
of freedom in Eq. (2). After decoupling the biquadratic
exchange term K in the nematic channel and taking the
long wavelength limit, which is appropriate to study the
low-energy excitations, we obtain the effective action:
S = Sdyn +
∫
r
[
(∇nr)2 − ϕr
(
(∂xnr)
2 − (∂ynr)2
)]
+
∫
r
[
r0n
2
r +
u
2
(nr · nr)2 + ϕ
2
r
2g
− hrϕr
]
(8)
where nr is the N = 3 component staggered Ne´el or-
der parameter, as used in the non-linear sigma model
of Refs. [37, 38]. The parameter r0 controls the dis-
tance to the AFM Ne´el quantum critical point located
at r0,c For δr0 ≡ r0 − r0,c < 0, the system has long-
range AFM order at T = 0, whereas for δr0 > 0 it is
in the paramagnetic phase (see sketches at the bottom of
Fig. 3), and the interaction parameters are g ∝ K/J > 0,
u > g. The integrations are over
∫
r
≡ ∫ 1/T
0
dτ
∫
d2r,
where r = (τ, r) combines imaginary time τ and position
r = (x, y). In addition, ϕr is the nematic order param-
eter of Eq. (6) and hr is an external strain field. The
quantum dynamics of the Ne´el order parameter is gov-
erned by Sdyn =
∫
q
f (ωn)nq · n−q, where f (ωn) ∝ ω2n
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FIG. 3. Nematic susceptibility including quantum fluc-
tuations. Effects of quantum fluctuations are included in
the analytical treatment of a soft-spin field theory of the
HJ−K model. Panel (a) shows the bare nematic susceptibil-
ity χ
(0)
nem(ξ, T ) (normalized to its T = 0 value) as a function
of temperature T , right above the Ne´el QCP r0 = r0,c (see
inset). Different curves correspond to different functional be-
havior of the Ne´el correlation length ξ(T )−2 = aγT . The
non-universal constant a determines whether χ
(0)
nem peaks at
T = 0 (a > pi) or at finite T (a < pi). Thus, χ
(0)
nem can ex-
hibit different shapes in different systems, as expected for
a non-universal susceptibility, which remains finite at the
AFM QCP. Panels (b) and (c) contain results of a large-
N treatment of the model, which allows an explicit solution
of ξ(T, δr0). Dashed (solid) lines are for g = 0 (g = 0.1),
where g ∝ K/J . Panel (b) is for fixed distances to the QCP
δr0 = {−r0,c, 0, r0,c} (green, yellow, red; as indicated in the
sketch below) and varying T . Quantum fluctuations render
the susceptibility at T = 0 finite, but have no strong effect
on the finite temperature behavior. Importantly, non-zero
biquadratic exchange g > 0 enhances the finite temperature
nematic response and increases the maximal value of χnem
around T ∼ Λ2/γ ∼ J (with momentum cutoff Λ = 10 and
frequency cutoff γΛω = 100). Panel (c) is for fixed tem-
peratures γT/Λ2 = {0, 0.1, 0.2} (blue, purple, magenta) and
varying δr0. It demonstrates that the nematic response in-
creases with the magnetic correlation length, as the system
approaches the QCP. The quartic coefficient is set to u/γ = 50
in (b) and u/γ = 5 in (c).
at half filling, while f (ωn) = γ |ωn| was proposed to de-
scribe particle-hole excitations, and will be used below
as we describe the system away from half-filling np > 0.
Here, q = (ωn,q) combines Matsubara frequency ωn and
momentum q (measured relative to the AFM ordering
vector Q = (pi, pi)) and
∫
q
≡ T∑n ∫ d2q(2pi)2 .
The nematic susceptibility in Eq. (7) can be obtained
for general N and reads (see Methods section and Sup-
plementary Information):
χnem =
χ
(0)
nem
1− gN χ(0)nem
, (9)
where the bare nematic susceptibility is given by χ
(0)
nem =
N
2
∫
q
|q|4 cos2(2θ)
(ξ−2+|q|2+f(ωn))2 with q = |q|(cos θ, sin θ). Here, ξ
is the magnetic correlation length for Ne´el order, that
includes interaction corrections and diverges at the AFM
phase transition. Right above the quantum critical point
at δr0 = 0, one finds ξ
−2 = aγT with non-universal
constant a. As shown in Fig. 3(a), the exact shape
of χ
(0)
nem(T ) depends on this non-universal parameter a,
which depends, for example, on the interaction parame-
ter u or the lattice constant. While χ
(0)
nem peaks at finite
temperatures for a < pi, which is similar to the classical
case, the maximum occurs at T = 0 for a > pi. Note that
nematic correlations remain finite ranged at the AFM
quantum critical point and universal behavior of χ
(0)
nem is
not guaranteed (in contrast to the AFM susceptibility,
which is universal). Being a non-universal quantity, we
thus expect that the precise shape of χ
(0)
nem can be differ-
ent for different systems.
In order to make analytic progress and calculate a(u),
or more generally ξ(T, δr0), we consider the limit of large
N . This approach led to important insights in both
the description of antiferromagnetic correlations of the
cuprate parent compounds [38] and of nematic fluctua-
tions of iron-based superconductors [39]. The magnetic
correlation length ξ is determined self-consistently within
large-N for a given distance to the AFM quantum critical
point δr0. Despite the similarity between Eq. (9) and the
expression for the nematic susceptibility of iron-based su-
perconductors [39], there are very important differences
between the two systems. Because the iron pnictides or-
der magnetically in a striped configuration, χ
(0)
nem diverges
when ξ → ∞, which guarantees that a nematic transi-
tion takes place already in the paramagnetic state for
any g > 0. However, because our model orders in a Ne´el
configuration, χ
(0)
nem remains finite even when ξ → ∞.
Although long-range nematic order is not present, ne-
matic fluctuations can be significantly enhanced if the
biquadratic exchange K ∝ g is sufficiently large.
In Fig. 3(b,c) we show the nematic susceptibility ob-
tained within the large-N approach (see Methods sec-
tion and Supplementary Information). Like in the Monte
Carlo results (see Fig. 2), we observe, in Fig. 3(b), a
broad maximum at finite temperatures around T ≈ J ,
corresponding at δr0 = 0 to a < pi. The lattice cutoff Λ
6plays the role of J in the continuum model. The effect of
g, and thus of the biquadratic exchange K, is to enhance
the amplitude of the peak (comparing dashed and solid
lines). The pronounced peak of χnem originates from the
bare susceptibility χ
(0)
nem. As discussed above, the bare
response is in turn governed by the magnetic correla-
tion length ξ that is set by T/J . Notably, at low tem-
peratures, quantum fluctuations render χnem (and χ
(0)
nem)
finite, in stark contrast to our MC results for classical
spins. Keeping T fixed and varying the non-thermal tun-
ing parameter δr0, we observe in Fig. 3(c) that the ne-
matic response increases for an increasing magnetic cor-
relation length, i.e. Ne´el fluctuations enhance the ne-
matic susceptibility. This follows from the observation
that χnem(δr0, T ) is an increasing function for decreasing
δr0.
Consequences of long-range nematic order. As we dis-
cussed above, the nematic susceptibility does not diverge
within our HJ−K model. Nevertheless, it is interesting
to study what happens to the magnetic spectrum if ne-
matic order is induced – either by the presence of a small
tetragonal-symmetry breaking field h, which can induce
a sizable nematic order parameter ϕ ≈ χnemh, or by com-
bination with other microscopic mechanisms for nematic-
ity. From the action in Eq. (8), we can readily obtain the
dynamic spin susceptibility in the presence of nematic
order
χAFM (Q+ q, ω) =
1
ξ−2 + q2 − ϕ (q2x − q2y)+ f (ωn) ,
(10)
Therefore, as shown in Fig. 4, non-zero ϕ modifies the
spin-spin structure factor near the Ne´el ordering vector Q
from a circular shape, which preserves tetragonal symme-
try, to an elliptical shape, which breaks tetragonal sym-
metry. In addition, as ϕ increases, it shifts the maximum
of χAFM (Q+ q, ω) from the commensurate q = 0 value
to an incommensurate wavevector qIC 6= 0, with qIC par-
allel to either the x axis (if ϕ > 0) or to the y axis (if
ϕ < 0). Note that a somewhat related mechanism for the
incommensurate spin order, based on the t − J model,
was reported in Refs. [40–42]. Previous works have also
focused on nematicity arising from a pre-existing incom-
mensurability [28], whereas in our scenario incommen-
surate magnetic order is a consequence of nematic order,
caused by an enhanced nematic susceptibility in the pres-
ence of an external symmetry breaking field.
While these effects onset in the paramagnetic phase,
the presence of nematic order should also be manifested
in the Ne´el ordered state by the direction of the d-orbital
moments, which would align parallel to either the x axis
or to the y axis [43]. Within our model, we argue that
such an effect would arise in the presence of spin-orbit
coupling in the p-orbitals, which convert an imbalance
in the charge of the px and py orbitals into a preferred
FIG. 4. Incommensurability transition induced by ne-
matic order. Panels (a-c) schematically illustrate the effect
of finite nematic order ϕ on the spin-spin correlation func-
tion. It shows χAFM (k) from Eq. (10) (including a fourth
order term ∝ q4) for ξ−2 = 0.2 and ϕ = {0., 1., 1.5}. In the
absence of nematic order (ϕ = 0) the magnetic susceptibility
peak is isotropic around the Ne´el ordering vector Q = (pi, pi),
but non-zero 0 < ϕ < 1 leads to an elliptic deformation of
the peak. For larger values of ϕ > 1 the peak splits and two
incommensurate scattering peaks emerge at (pi ± δ, pi). Note
that, within our model, the inequivalence of x and y direction
appears only in response to an external (or intrinsic) strain
field that explicitly breaks C4 symmetry.
direction for the d-orbital moment.
At first sight, one might anticipate that K would af-
fect the spin-wave dispersion of the AFM Ne´el ground
state [44]. As we show in the Supplementary Information,
however, the biquadratic exchange of Eq. (2) does not
modify the linearized classical spin-wave spectrum. The
reason for this peculiar behavior is that the biquadratic
exchange annihilates the classical Ne´el state, i.e. the vac-
uum of the linear spin wave excitations:
HK |Ne´el〉 = 0 . (11)
It is important to point out that all results discussed
here were obtained considering that the spins of the
HJ−K Hamiltonian are treated as vectors, either classi-
cal or in the large-N regime. It is interesting to ask what
happens if one considers the quantum spin-1/2 case. It
turns out that, for spin-1/2, the biquadratic term K > 0
transforms into an AFM next-nearest neighbor bilinear
exchange coupling, which certainly changes the spin-wave
spectrum. It remains an open question whether the re-
sults presented here remain unchanged if one performs
this transformation from biquadratic to bilinear exchange
in the microscopic model. Importantly, however, we note
that a large AFM next-nearest neighbor exchange also
favors a stripe magnetic state over a Ne´el state. Thus,
the main ingredient that enhances the nematic suscepti-
bility in the classical spin case seems also to be present
in the spin-1/2 case.
DISCUSSION
In summary, we showed via a strong coupling expan-
sion of the Emery model that quadrupolar charge fluctu-
7ations in the p-orbitals generate a biquadratic exchange
coupling between the d-orbital spins, extending the cel-
ebrated t − J model employed to describe lightly-doped
Mott insulators. The main effect of this biquadratic term
is to enhance B1g nematic fluctuations, which however
is not translated into a diverging nematic susceptibil-
ity. Importantly, the temperature at which the nematic
susceptibility peaks is set not by the biquadratic cou-
pling K, but by the standard nearest-neighbor exchange
coupling J . The peak position is controlled by the rel-
ative strength of thermal versus quantum fluctuations,
and moves from a temperature of order J for dominant
thermal fluctuations towards zero for dominant quantum
fluctuations. The biquadratic exchange K, however, sets
the amplitude of the peak, and both increase for larger
values of the repulsion Vpp between nearest-neighbor p-
orbitals.
Thus, our main result is that magnetic correlations
associated with the Mott insulating state generate an
enhanced nematic susceptibility, which is driven by
quadrupolar oxygen density fluctuations. In the remain-
der of this section, we discuss the possible applications of
these results to the nematic tendencies observed in hole-
doped cuprates [11, 12]. The mechanism discussed here
does not lead to long-range nematic order on its own.
However, given the enhanced nematic susceptibility, it
is expected that a small tetragonal symmetry-breaking
field would lead to a sizable nematic order parameter.
Such a symmetry-breaking field is naturally provided by
the CuO chains or double chains in YBa2Cu3O7−δ and
YBa2Cu4O8, respectively. Interestingly, in YBCO, sev-
eral experimental observations are consistent with the
existence of an electronic nematic order parameter [5–
7, 10]. Whether the observed nematicity is the result
of the intrinsic small symmetry-breaking field combined
with a large nematic susceptibility, or the consequence of
true long-range order that would onset even if the chains
were absent, remains to be determined.
Still in what concerns YBCO, it is interesting to note
that nematic order is observed already at rather small
doping levels, in the vicinity of the Mott insulating Ne´el
state [6, 45]. In this region of the phase diagram, where
our results are the most relevant, the experimental ne-
matic onset temperature is comparable to that of the
Ne´el transition temperature, which in turn is set by J .
Of course, since nematicity is not restricted only to the
vicinity of the Ne´el state, it is possible that there are dif-
ferent mechanisms responsible for nematicity in different
regions of the phase diagram [28].
Neutron scattering experiments in YBCO also reveal a
strong feedback of nematic order on the magnetic spec-
trum [6, 43, 45]. In particular, nematic order is man-
ifested as an elliptical spin structure factor centered at
the Ne´el ordering vector. Upon lowering the tempera-
ture, the peak splits and gives rise to two unidirectional
incommensurate peaks. These observations are qualita-
tively consistent with our results for the effect of nematic-
ity on the AFM magnetic spectrum (see Fig. 4).
To further test the applicability of the effect discussed
here on the physics of the cuprates, it would be desirable
to directly measure the nematic susceptibility in tetrag-
onal cuprates. In analogy to what has been done for the
iron-pnictides (see Ref. [46]), χnem is closely related to
several observables, such as the elastoresistance [47], the
shear modulus, or electronic Raman scattering. If the
biquadratic term found here was to govern the nematic
properties of tetragonal cuprates, such as HgBa2CuO4,
χnem should be enhanced but not divergent – possibly
displaying a peak at a temperature comparable to J .
Furthermore, the temperature dependences of χnem in
the B1g and B2g channels would be similar, although the
former would be larger.
Because the biquadratic term is the result of charge
fluctuations on the oxygen p-orbitals, it is only present in
the hole-doped side of the phase diagram, since electron-
doping adds charge carriers directly to the Cu sites [48].
To the best of our knowledge, nematic tendencies have
not been reported in electron-doped cuprates [11]. It
would be interesting to verify this effect by experimen-
tally determining χnem in tetragonal electron-doped sys-
tems, such as Nd2CuO4.
METHODS
Derivation of t− J −K-model from microscopic
three-band model
We derive the biquadratic K spin exchange term in
Eq. (2) from a microscopic interacting three-band model
H = H0 + HU + HV that takes Cu dx2−y2 and O px, py
orbitals into account and reads
H0 =
∑
i,σ
∆npiσ + tpd
∑
〈i,j〉
(
(−1)uijd†iσpjσ + h.c.
)
+ tpp
∑
〈〈i,j〉〉
(
(−1)u′ijp†iσpjσ + h.c.
)
(12)
HU = Udd
∑
i
ndi↑n
d
i↓ +
Upp
2
∑
i
npi↑n
p
i↓ (13)
HV = Vpd
∑
〈i,j〉
ndi n
p
j + Vpp
∑
〈〈i,j〉〉
npin
p
j . (14)
Here, d†iσ creates a hole in the dx2−y2 orbital at Bravais
lattice site Ri, and p
†
iσ creates a hole in the O px and
py orbital i ≡ Ri + xˆ2 and i ≡ Ri + yˆ2 , respectively (see
Fig. 1(b)). The parameters in the Hamiltonian are the
on-site orbital energy difference ∆ = p − d, hoppings
tpp, tpd (see Fig. 1), on-site interactions Upp, Udd and
nearest-neighbor interactions Vpp, Vpd.
As Udd is the largest energy scale, we perform a strong
coupling expansion which yields a description in terms of
8localized Cu-site spins Si and mobile oxygen holes. The
second order terms contain direct O hopping terms and
Cu-O Kondo coupling terms. We consider these terms
in two complementary limits: (i) assuming an antiferro-
magnetically ordered background of Cu spins that renor-
malizes the oxygen bandstructure (main text), and (ii)
disregarding both terms which yields a free oxygen dis-
persion (SI). Both calculations yields qualitatively iden-
tical results for quadrupolar response Π˜η (see Fig. 2(a))
and biquadratic exchangeK. To fourth order appears the
Heisenberg exchange interaction term and the exchange
interaction term in Eq. (3) that includes the density of
the intermediate O orbital. Upon integrating out the O
holes this term yields the biquadratic exchange K term
of Eq. (2).
As the theory is quartic in O hole operators, we must
first decouple the interaction terms. We perform the de-
coupling in the channel of the total and relative density
of O atoms in a unit cell: npi = n
p
i+ xˆ2
+ np
i+ yˆ2
and ηpi =
np
i+ xˆ2
− np
i+ yˆ2
. Introducing the vector νk = (n
p
k, η
p
k)
T ,
where npi =
1
NL
∑
k n
p
ke
ik·Ri , the interaction terms read
HUpp +HVpp = −
∑
k;kx>0
ν†kU
−1
k νk (15)
with interaction matrix
U−1k =
2
NL
(
−ReU+,k iVpp4 Imfk
− iVpp4 Imfk ReU−,k
)
. (16)
Here, U± = 18
(
2Vppfk±Upp
)
and fk = 1 + e
−ikx + eiky +
ei(ky−kx). We decouple the interactions using a Hubbard-
Stratonovich (HS) transformation, which yields an action
that is purely quadratic in O operators, but contains the
HS fields Φk = (ψk, φk):
S = −
∫
q,q′
∑
α,α′
σ,σ′
p†QG
−1
Q,Q′pQ′ +
∫
q
Φ†qUqΦq . (17)
Here, Q = (q, α, σ) combines the Matsubara frequency-
momentum index q = (iqn, q) with index α = x, y, which
runs over the O orbital index px, py, and σ, which denotes
spin. The Green’s function G−1 contains the Cu spin
operators due to the coupling term ∝ J ′ in Eq. (3), the
O hopping terms and the HS variables: G−1 = G−10 +
G−1Φ +G
−1
J′ . It is diagonal in spin space, and is in orbital
space (τα) given by
G−10 (Q,Q
′) = (iqn−∆+µ)1−tppRe(hq)τx+tppIm(hq)τy
(18)
with hq = 1− eiqx − e−iqy + ei(qx−qy). Here we suppress
the second-order terms of the strong coupling expansion,
which simply renormalize the dispersion. If one consid-
ers the motion of O holes in the background of AF or-
dered Cu spins, as we have done to calculate the results of
Fig. 2(a), the dispersion entering G−10 is modified accord-
ingly [24, 49]. The other terms in the Green’s function
read
[G−1Φ +G
−1
J′ ](Q,Q
′) = A0(q−q′)τ0 +Az(q−q′)τz . (19)
Here, τ0 ≡ 1 and we have defined the two functions
A0(q − q′) = ψq−q′ −
∑
p
Sp,q−q′hn(p, q′ − q) (20)
Az(q − q′) = φq−q′ −
∑
p
Sp,q−q′hη(p, q′ − q) (21)
with Cu spin bilinear Sp,q = Sp ·S−p−q and lattice func-
tions hn/η(p,k) =
J′
2 (e
ipx±eipy+e−i(px+kx)±e−i(py+ky)),
where the upper (lower) sign relates to hn (hη).
Integrating over the O degrees of freedom results in an
action of the form
S =
∫
q
Φ†qUqΦq − Tr ln(−G−1) , (22)
We expand this expression to second order S2 =
1
2Tr[{G0(G−1Φ +G−1J′ )}2] in order to find
S2 = −1
2
∫
q
∑
α,α′
Aα(q)Aα′(−q)Παα′−q , (23)
which includes the biquadratic exchange K term. Here,
we have introduced the oxygen density response function
Παα
′
q = −
∫
k
Tr
[
G0(k)τ
αG0(k + q)τ
α′] . (24)
The bare biquadratic exchange constant K0 is given by
the zz-component of this response function as
K0 =
J ′2
2
∫
q
Πzzq . (25)
Note that we write Πzzq ≡ Πηq in the main text. It
is straightforward to obtain the biquadratic exchange
renormalized by O density fluctuations by performing the
Gaussian integration over the HS fields in Eq. (22), which
yields the renormalized response function
Π˜αα
′
q = Π
αα′
q +
1
2
∑
β,β′
(
U˜−1q
)
ββ′Π
βα
q Π
β′α′
q (26)
where we have defined (U˜q) = (Uq)αα′ − 12Παα
′
q . Ap-
proximating the local response by the long-wavelength
q = 0 component Π˜zzii ≈ Π˜zzq=0 yields for renormalized
biquadratic exchange constant K as given in Eq. (4) of
the main text.
9Nematic susceptibility within soft-spin quantum
field theory
In the main text, we analyze the nematic susceptibility
χnem in the t-J-K-model using a soft-spin quantum field
theory. This allows us to investigate the effect of quan-
tum fluctutations on the nematic response. Our main
results are shown in Fig. 3. After decoupling the bi-
quadratic K term using HS variable ϕr the soft-spin ac-
tion reads
S = γ
∫
q
[
r0 + q
2 + (ϕr + hϕ)(q
2
x − q2y) + γ|ωn|
2
z
]
Mαq M
α
−q
+
γ2u
2N
∫
q1,q2,q3
Mαq1M
α
q2M
β
q3M
β
−q1−q2−q3 +
∫
r
Nϕr
2g
.
(27)
Here, Mq denotes an N -component Ne´el magnetiza-
tion order parameter (N = 3 in the physical system)
and summation over repeated indices α, β is implied.
The integrations are over
∫
r
=
∫ 1/T
0
dτ
∫
d2r and
∫
q
=
T
∑Λω
ωn
∫ Λ d2q
(2pi)2 up to some dimensionless momentum
and frequency cutoffs Λ and γΛω. The parameter r0
controls the distance to the quantum critical point sep-
arating a Ne´el ordered regime from a quantum disor-
dered paramagnetic regime, u is an interaction constant
and the coupling constant g ∝ K/J is proportional to
the biquadratic exchange. We have added a source field
hϕ ≡ hr that couples to homogeneous nematic order. We
use a dynamic critical exponent of z = 2 in the following,
which describes damping due to particle-hole excitations
in the presence of mobile holes.
The nematic susceptibility in Eq. (7) can be calculated
from the partition function Z =
∫ D(Mq, ϕr)e−S as
χnem =
T
L2
∂2Z
∂h2ϕ
∣∣∣
hϕ=0
=
χnem,0
1− gN χnem,0
(28)
where L is the linear system size and the bare nematic
susceptibility is given by
χnem,0 =
N
g
− T
L2〈ϕ¯2r〉
, (29)
with ϕ¯r = ϕr + hϕ. In the following, we consider ho-
mogeneous HS fields ϕr, ϕ¯r. To calculate the expecta-
tion value 〈ϕ¯2r〉, we first decouple the quartic u-term in
Eq. (27) using HS field ψ, then separate longitudinal and
transverse components Mr = (
√
NM,pir) and integrate
over the transverse ones to arrive at the (dimensionless)
action s ≡ S/[L2(γT )−1] given by
s = NrM2 +
N(ϕ¯r − hϕ)2
2g˜
− ψ
2
2u˜
+
N − 1
2
γ
∫
q
ln
(
rq + ϕ¯r(q
2
x − q2y)
)
. (30)
Here, rq = r + q
2 + γ|ωn|, r = r0 + ψ and we have
defined dimensionless interaction constants g˜ = g/γ and
u˜ = u/γ. Next, we expand the logarithm in small ϕ¯r up
to second order and obtain Eq. (29) by differentiation as
χnem,0 =
NT
2
∑
ωn
∫ Λ d2q
(2pi)2
q4 cos2(2θ)
(r + q2 + γ|ωn|)2 . (31)
We can exactly perform the summation over Matsub-
ara frequencies, the momentum integration and then ab-
sorb the cutoff Λ by expressing χnem,0 in terms of the
dimensionless variables T˜ = γT/Λ2 and r˜ = r/Λ2. The
lengthy expression is given in the Supplemental Mate-
rial [49] together with a three-dimensional plot as a func-
tion of T˜ and r˜. Cuts for different functional behaviors
of the magnetic Ne´el correlation length on temperature
r(T ) ≡ ξ−2(T ) are shown in Fig. 3(a).
We can derive the functional behavior of r(T ) within a
large-N approach, where we need to solve the following
well-known self-consistency equation
r = r0 + uM
2 +
u
2
∫
q
1
r + q2 + γ|ωn| . (32)
Solving this equation requires us to introduce a finite fre-
quency cutoff Λω, but the qualitative behavior of χnem,0
and χnem does not depend on the cutoff choice as long as
Λ,Λω  r, γT . The results for χnem,0 and χnem shown
in Fig. 3(b, c) are obtained from the large-N solution of
r(T ) for fixed parameters u˜,Λ,Λω and distance to the
quantum-critical point δr0 = r − r0,c.
Details on the classical Monte-Carlo simulations
The Monte Carlo simulations were carried out at
100 equally spaced temperature points in the interval
0.001 < T/J < 2.971. We applied a combination of
single-move Metropolis Monte Carlo steps and non-local
parallel-tempering-exchange steps between neighboring
temperature configurations. The simulations shown in
Fig. 2(b, c) of the main text were carried out for sys-
tems of 40×40 spins and biquadratic exchange couplings
K/J = {0.0, 0, 35, 0.45}. We consider a ferromagnetic
next-nearest-neighbor exchange coupling J2 = −0.1J as
well. Note that the ground state phase transition in the
classical model between Ne´el and collinear order occurs
at J/2 = J2 + K. Following thermalization, the aver-
ages were computed for each temperature with at least
4.5×106 Monte Carlo sweeps (MCS). The error bars were
estimated by using the well-known Jackknife procedure.
Finally, we mention that we have performed Monte-
Carlo simulations also for the purely bilinear spin Hamil-
tonian that is obtained from HJ−K by using the well-
known relations valid for spin-1/2 operators:
(
Si ·Sj
)2
=
3
16 − 12Si · Sj and
(
Si · Sj
)(
Si · Sk
)
= 14Sj · Sk + i2Si ·
10
(Sj×Sk). These allow rewriting the biquadratic K term
as a sum of three bilinear spin exchange terms
H˜J−K =
1
2
(
J +
K
4S2
)∑
i
∑
δ
Si · Si+δ (33)
+
K
8S2
∑
i
∑
δ′
Si · Si+δ′ − K
16S2
∑
i
∑
δ′′
Si · Si+δ′′ .
Here, δ(δ′) runs over the (next-)nearest neighbors of the
square lattice and δ′′ runs over the second-neighbors
along the bonds. Importantly, classical Monte-Carlo sim-
ulation results for this Hamiltonian H˜J−K show the same
enhancement of the nematic susceptibility χnem as a func-
tion of K as results for the original Hamiltonian HJ−K
that includes the biquadratic exchange term.
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S1. Derivation of t− J −K model Hamiltonian from three-band Hubbard model
The starting point of a microscopic derivation of the biquadratic spin exchange term in the t − J − K model in
Eq. (1) of the main text is the three-band Hubbard model [1]: H = H0 +HU +HV with parts
H0 =
∑
Ri,σ
{
(p − d)npiσ + tpd
∑
u
[
(−1)ud†iσpi+uσ + h.c
]
+ tpp
∑
u′
[
(−1)u′p†
i+ xˆ2 σ
pi+ xˆ2 +u′σ
+ h.c.
]}
(S.1)
HU =
∑
Ri
(
Uddn
d
i↑n
d
i↓ +
Upp
2
∑
u= xˆ2 ,
yˆ
2
npi+u↑n
p
i+u↓
)
(S.2)
HV =
∑
Ri
(
Vpd
∑
u
ndi n
p
i+u + Vpp
∑
u′
np
i+ xˆ2
np
i+ xˆ2 +u
′
)
. (S.3)
Here, d†iσ creates a Cu (3dx2−y2) hole with spin σ at Bravais lattice site Ri. The operators p
†
i+ xˆ2 σ
and p†
i+ yˆ2 σ
create O
(2px) and (2py) holes in the same unit cell Ri, respectively. The vacuum is defined as filled Cu
+ (d10) and O2− (p6)
states. We define the total number of Cu holes with spin σ in unit cell Ri as n
d
iσ = d
†
iσdiσ and the Cu hole density as
ndi =
∑
σ n
d
iσ. The corresponding operators for oxygen holes read n
p
iσ =
∑
u= xˆ2 ,
yˆ
2
p†i+uσpi+uσ and n
p
i =
∑
σ n
p
iσ. The
total number of holes on oxygen orbital u = xˆ2 ,
yˆ
2 reads n
p
i+u =
∑
σ n
p
i+uσ
The on-site energies of d (p) orbitals are denoted d (p) with ∆ = p − d > 0. The phase factors in the hopping
terms arise from the overlap of orbital wavefunctions (see Fig. 1(b) of the main text) and are given by (−1)u = +1
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for u = − xˆ2 , yˆ2 , (−1)u = −1 for u = xˆ2 ,− yˆ2 and (−1)u
′
= +1 for u′ = ± 12 (xˆ + yˆ), (−1)u
′
= −1 for u′ = ± 12 (xˆ − yˆ).
The (unrestricted) sum
∑
u runs over the four vectors connecting a central Cu site to its four neighboring O sites
u ∈ {± xˆ2 ,± yˆ2}, and the sum
∑
u′ runs over the four vectors connecting an O px orbital to its four py neighbors
u′ ∈ {± 12 (xˆ± yˆ)}. We consider on-site interactions Udd and Upp on both Cu and O sites as well as nearest-neighbor
interactions Vpd between Cu and O and Vpp between oxygens.
S1.A. Strong-coupling expansion
The hierarchy of energy scales suggests a strong-coupling expansion in small tpd  Udd − ∆,∆, which yields a
description in terms of localized Cu spins coupled to mobile O holes. Note that in order to derive the biquadratic
exchange interaction term ∝ K in Eq. (1) of the main text, one can focus on the case of singly occupied Cu sites, i.e.,
all holes reside on the oxygen sites. In the strong coupling expansion we follow Ref. 2 (see also Ref. 3) that contains
an expansion up to fourth order in t4pd/[∆
n(Udd −∆)m] with n+m = 3 within this subspace.
At second order one finds a term that renormalizes tpp
H˜
(2)
kin =
t2pd
2
( 1
∆
− 1
U −∆
) ∑
i,σ,u1,u2
(−1)u1+u2p†i+u1,σpi+u2,σ , (S.4)
and a Cu-O Kondo-like exchange coupling term
H
(2)
dp = 2t
2
pd
( 1
∆
+
1
U −∆
) ∑
i,u1,u2
(−1)u1+u2si+u1,i+u2 · Si . (S.5)
Here, we have defined the non-local oxygen spin operators sij =
1
2
∑
τ,τ ′ p
†
iτσττ ′pjτ ′ with σ = (σ
x, σy, σz) being a
vector of Pauli matrices and the usual local Cu spin operators Si =
1
2
∑
τ,τ ′ d
†
iτσττ ′diτ ′ .
Below, we present our results in two complementary cases: in case (i) we take both terms terms (S.4) and (S.5)
fully into account, assuming that the mobile oxygen holes move in the background of antiferromagnetically ordered
Cu spins. This case is discussed in detail in Sec. S1.D and the main result is shown in Fig. 2 of the main text. In
case (ii) we instead consider undressed oxygen holes, and neglect the terms (S.4) and (S.5). This case is discussed in
Sec. S1.B. While the oxygen dispersion and resulting Fermi surface is different for the two cases, our main conclusions
regarding the emergence of a biquadratic exchange term K ∝ Πη remain unchanged. This shows that this is a generic
feature of the model and does not rely on a particular oxygen bandstructure. The quadrupolar oxygen fluctuations
increase with increasing oxygen repulsion Vpp in both cases. We thus expect it to become the dominant response for
sufficiently large Vpp.
At fourth order, there appear further terms that renormalize the oxygen dispersion and Cu-O Kondo-like exchange
terms, similar to those in Eqs. (S.4) and (S.5). We neglect those terms as they are a small correction to the second
order terms that we take into account (in case (i)). Another fourth-order term is the well-known Heisenberg Cu-Cu
spin exchange term
H
(4)
J = J
∑
〈i,j〉
Si · Sj (S.6)
with exchange interaction constant J = t4pd
(
2
∆3 +
3
2∆2(Udd−∆) − 12∆(Udd−∆)2
)
. Another fourth order term leads to
a small renormalization of the oxygen interaction parameters Upp and Vpp. We neglect these terms as they do not
contain any new physics beyond the bare terms that we fully take into account.
In contrast, and most importantly for our analysis, there also appears a Cu-Cu spin exchange interaction term that
depends on the hole occupation number of the intermediate oxygen orbital
HJ′ = −J ′
∑
i,δ
np
i+ δ2
Si · Si+δ (S.7)
with δ = {±xˆ,±yˆ} and J ′ = t4pd
(
1
∆3 +
1
∆2(Udd−∆) − 1∆(Udd−∆)2 − 1(Udd−∆)3
)
. Note that J and J ′ are of the same order
in the limit of large Udd, where one finds limUdd→∞ J
′/J = 1/2. As we show in detail below, if one integrates over
the fluctuations of the oxygen density, Eq. (S.7) gives rise to the biquadratic spin exchange ∝ K. There also appear
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non-local manifestations of this term with npi being replaced by n
p
ij =
∑
σ p
†
iσpjσ, which give corrections to K, but
are not the focus of our analysis. Finally, at fourth order there also appears a term that describes the coupling of the
non-local spin density on the intermediate oxygen site to the cross product of Cu spins
H
(4)
ddp ∝
[−2i ∑
〈i,j〉,u1,u2
si+u1,j+u2 · (Si × Sj)
]
. (S.8)
This term (S.8) has a form similar to Eq. (S.7) after the replacement np
i+ αˆ2
→ sp
i+ αˆ2 ,σ
. It thus leads to a coupling
between the Cu spins and the quadrupolar oxygen spin (instead of charge) density fluctuations. While a thorough
analysis of this term would be interesting, it is beyond the focus of this work. The term (S.8) is also not directly
enhanced by large Vpp. It will therefore not change our main conclusions that the biquadratic K term is dominant
for strong oxygen repulsion Vpp, which is the regime of interest to us. Furthermore, close to the Ne´el state, where
the nematic phase is found experimentally, the term (S.8) is suppressed as the cross product Si ×Sj = 0 vanishes in
collinear states (such as the Ne´el state).
S1.B. Derivation of biquadratic spin exchange K0 from microscopic Hamiltonian
To consider the effect of charge fluctuations on the oxygen sites, we rewrite the oxygen interaction part of the
Hamiltonian HUpp +HVpp in terms of total n
p
i and relative oxygen density ηi within unit cell Ri:
npi = n
p
i+ xˆ2
+ np
i+ yˆ2
(S.9)
ηi = n
p
i+ xˆ2
− np
i+ yˆ2
. (S.10)
This allows to write the oxygen-density-dependent interaction between neighboring Cu spins in Eq. (S.7) as
HJ′ = −J
′
2
∑
i
[
ηi
(
Si ·Si+xˆ−Si ·Si+yˆ
)
+ηi−xˆSi ·Si−xˆ−ηi−yˆSi ·Si−yˆ+npi
(
Si ·Si+xˆ+Si ·Si+yˆ
)
+
∑
δ=xˆ,yˆ
npi−δSi ·Si−δ
]
(S.11)
Terms describing oxygen interactions on-site (Upp) and between nearest-neighbors (Vpp, Vpd) in Eqs. (S.14) and (S.15)
take the form
HUpp +HVpp +HVpd =
1
NL
∑
k
[
U+,kn
p
kn
p
−k − U−,kηkη−k +
Vppfk
4
(ηkn
p
−k − η−knpk)
]
+ 2Vpdn
p
0 . (S.12)
Here, we have performed a Fourier transformation ηi =
1
NL
∑
k ηke
ik·Ri (and in the same way for ni → nk) with
total number of unit cells NL. Note that both ni and ηi are defined for a Bravais lattice site and denote the mean
and difference of the number of oxygen holes in px and py orbitals in the unit cell at Bravais lattice site Ri. We
perform the Fourier transformation with respect to the Bravais lattice vectors (Ri) not the actual position vectors
ri = Ri + bi, where bi refers to the basis vector that denotes the position of the orbital in the unit cell. This is a
well-known choice and ensures that the resulting Hamiltonian obeys Hk+G = Hk with reciprocal lattice vector G.
Specifically, we find the following Fourier transformations
ηi ≡ η(Ri) = 1
NL
∑
k∈BZ
eik·Riηk (S.13)
npi+xˆ/2 ≡ np,xi =
1
NL
∑
k∈BZ
eik·Rinp,xk (S.14)
npi+yˆ/2 ≡ np,yi =
1
NL
∑
k∈BZ
eik·Rinp,yk . (S.15)
The alternative choice of defining the Fourier transformation with respect to the actual position of the lattice ri, i.e.,
having eik·(Ri+bi) in the definition of the Fourier transform with bdx2−y2 = 0, bpx = xˆ/2 and bpy = yˆ/2, is related to
the one we use by a gauge transformation.
We have also introduced the interactions U±,k =
Vppfk
4 ± Upp8 , where the lattice function reads fk =
∑
δ′ e
−ikδ′ =
1+e−ikx +eiky +ei(ky−kx). Here, δ′ ∈ {0, xˆ,−yˆ, xˆ− yˆ} denotes Bravais lattice vectors pointing to unit cells containing
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the four nearest-neighbor py oxygen orbitals of a given oxygen px orbital. We note that for simplicity we neglect
Eqs. (S.4) and (S.5) here and in the following of this subsection (case (ii) introduced above). We will reinstate the
interactions between mobile holes and the localized Cu spins in the derivation presented in Sec. S1.D.
Let us briefly note that the the oxygen interaction Hamiltonian in Eq. (S.12) is invariant under the spatial sym-
metries of the system. In particular, it is invariant under fourfold C4 rotation C4(xi, yi) = (−yi, xi), C4(kx, ky) =
(−ky, kx). This follows from the transformation laws of the orbitals pi+ xˆ2
C4−−→ pC4(i)+ yˆ2 and pi+ yˆ2
C4−−→ pC4(i)− xˆ2 .
The transformation laws for total and relative densities follow as ηk
C4−−→ 12 (1 − e−ikx)npk − 12 (1 + e−ikx)ηk and
npk
C4−−→ 12 (1 + e−ikx)npk + 12 (e−ikx − 1)ηk. Noting that fk
C4−−→ fC−14 (k) = 1 + e
−iky + e−ikx + e−i(ky+kx) = e−ikyfk, one
can easily show using ei(kx−ky)fk = f−k that Eq. (S.12) is invariant under C4 rotations.
Since the operators ηk and n
p
k transform into each other under symmetry transformations (such as C4), we need to
treat them on equal footing when decoupling the interaction terms using a Hubbard-Stratonovich (HS) transformation.
We introduce the vector vk = (n
p
k, ηk)
T and write HUpp +HVpp = −
∑
k,kx>0
v†kU
−1
k vk with interaction matrix
U−1k =
2
NL
(
−ReU+,k iVpp4 Im fk
−iVpp4 Im fk ReU−,k
)
−→ Uk = NL
2
1(Vpp
4
)2|fk|2 + (Upp8 )2
(
−ReU−,k iVpp4 Im fk
−iVpp4 Im fk ReU+,k
)
. (S.16)
The HS transformation introduces the fields Φk = (ψk, φk) and yields the action
SUpp+Vpp =
∫
k
(Φ†kUkΦk − Φ†kvk − v†kΦk) , (S.17)
where k = (ikn,k) combines Matsubara frequency ikn = 2pinT with temperature T and momentum k. We note that
the fields Φk transform identical to vk in order that the action remains invariant under all symmetry transformations.
We have arrived at an action that is quadratic in oxygen hole operators. In a next step, we will perform the exact
functional integration over these degrees of freedom. We focus on those terms in the action that are relevant for the
derivation of the biquadratic exchange interaction S = S0 + SUpp+Vpp + SJ′ , which read explicitly
S = −
∫
q,k
∑
u,u′σ,σ′
p†quσG
−1
quσ,ku′σ′pku′σ′ +
∫
k
Φ†kUkΦk , (S.18)
where u, u′ ∈ {x, y} label (px, py) orbitals and σ, σ′ ∈ {↑, ↓} denote the spin direction. The inverse Green’s function
G−1(Si) in Eq. (S.18) contains the Cu spin operators Si and is a sum of terms
G−1 = G−10 +G
−1
Upp+Vpp
+G−1J′ (S.19)
Since all Green’s functions are diagonal in spin space, G−1 ∝ σ0 with σ0 = diag(1, 1), we suppress the spin indices in
the following and find
G−10;qu,qu′ =
(
iqn −∆ + µ− 2Vpd
)
τ0 − tppRe(hq)τx + tppIm(hq)τy (S.20)
G−1Upp+Vpp;qu,ku′ +G
−1
J′;qu,ku′ = a0,q−kτ
0 + az,q−kτz . (S.21)
Here, τα are Pauli matrices in orbital (px, py) space, τ
0 = diag(1, 1) and we have defined the lattice function
hq = 1− eiqx − e−iqy + ei(qx−qy) (S.22)
that describes oxygen hopping. We have also introduced the functions
a0,q−k = ψq−k −
∑
p
Sp,q−khm(p,k − q) (S.23)
az,q−k = φq−k −
∑
p
Sp,q−khη(p,k − q) . (S.24)
These functions contain the HS fields ψk and φk as well as the spin bilinear Sp,q = Sp ·S−p−q. Under a C4 rotation
it remains invariant C4(Sp,q) = Sp,q. The interaction of Cu spins with the intermediate oxygen site [see Eq. (S.11)]
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is captured in Fourier space by the lattice functions
hm(p,k) =
J ′
2
(
eipx + eipy + e−i(px+kx) + e−i(py+ky)
)
(S.25)
hη(p,k) =
J ′
2
(
eipx − eipy + e−i(px+kx) − e−i(py+ky)) . (S.26)
Functional integration over p†quσ and pquσ yields the action
S =
∫
k
Φ†kUkΦk − Tr log(−G−1) =
∫
k
Φ†kUkΦk +
1
2
Tr[{G0(G−1Upp+Vpp +G−1J′ )}2] + . . . (S.27)
where the ellipsis stands for the zeroth, first and higher order terms. Focusing on the quadratic term, we write it as
S2 =
1
2
Tr[{G0(G−1Upp+Vpp +G−1J′ )}2] = −
1
2
∫
q
∑
α,β∈{0,z}
aα,qaβ,−qΠ
αβ
−q , (S.28)
where we have introduced the response functions
Παβq = −
∫
k
Tr
[
G0,k(τ
ασ0)G0,k+q(τ
βσ0)
]
. (S.29)
Evaluation of the oxygen density response function Παβq for free oxygen holes
As we show below, the response function Πzz determines the biquadratic exchange coupling K0. Here, we investigate
the response for free mobile O holes using the Green’s function defined in Eq. (S.20). In Sec. S1.D, we evaluate this
response function in the opposite regime using a model that includes the interaction of the mobile holes with the
antiferromagnetic background of Cu spins (case (ii)). Our results for K0 are qualitatively the same in both cases,
which proves that the emergence and qualitative behavior of K0 is a generic feature of the underlying three-band
Hubbard model defined in Eqs. (S.13)-(S.15).
Let us now explicitly evaluate the different components of the density-density response function Παβq using the
dispersion of free mobile O holes (see Eq. (S.20)). Performing the summation over Matsubara frequencies and setting
the external frequency iqn to zero, they read
Π00q =
∫
k
2
2k+q − 2k
{
2k + g+,k,q
k
[
nF (∆˜ + k)− nF (∆˜− k)
]− 2k+q + g+,k,q
k+q
[
nF (∆˜ + k+q)− nF (∆˜− k+q)
]}
(S.30)
Πz0q =
∫
k
2g−,k,q
2k+q − 2k
{
nF (∆˜ + k)− nF (∆˜− k)
k
− nF (∆˜− k+q)− nF (∆˜− k+q)
k+q
}
(S.31)
Πzzq =
∫
k
2
2k+q − 2k
{
2k − g+,k,q
k
[
nF (∆˜ + k)− nF (∆˜− k)
]− 2k+q − g+,k,q
k+q
[
nF (∆˜ + k+q)− nF (∆˜− k+q)
]}
,
(S.32)
and Π0zq = −Πz0q . Here, nF (x) = [exp(x/T ) + 1]−1 is the Fermi function and we have defined ∆˜ = ∆−µ, q = tpp|hq|
and g±,q,k = 12 t
2
pp
(
h∗qhq+k ± c.c
)
. We note that the response functions Παβ are only C2 symmetric, but their sum
as it appears in the action is always fully C4 symmetric, which we have verified explicitly. Importantly, in the
long wavelength limit, one finds that both lim|k|→0 Π00 > 0 and lim|k|→0 Πzz > 0. This determines the sign of the
biquadratic exchange coupling K > 0 as given in Eq. (1) of the main text.
Focusing on the bare biquadratic term arising from the product of the operators Sp,q in Eq. (S.28), it is instructive
to write it in real space as
SS
2
2 = −
J ′2
2
∑
i,j
{
Π00ji
(
Si · Si+xˆ + Si · Si+yˆ
)(
Sj · Sj+xˆ + Sj · Sj+yˆ
)
(S.33)
+ Πzzji
(
Si · Si+xˆ − Si · Si+yˆ
)(
Sj · Sj+xˆ − Sj · Sj+yˆ
)
+ 4Πz0ji
(
Si · Si+xˆ
)(
Sj · Sj+yˆ
)}
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with Πji =
∫
q
e−iq·(Rj−Ri)Π−q. The bare biquadratic exchange coupling K0 follows as
K0 =
J ′2
2
Πzzii =
J ′2
2
∫
q
Πzzq . (S.34)
We note again that the action SS
2
2 is fully C4 invariant and the interaction terms that involve spin operators in
neighboring unit cells i− xˆ and i− yˆ arise from the the off-diagonal components Πz0ij . In Fig. S.1 we show the response
functions Παβ both in real and momentum space for parameters tpp = 1.0, np = 0.1, and temperature T = 0.1.
FIG. S.1. Response functions in momentum Παβq (upper row) and real-space Π
αβ
i−j (lower row). From left to right we show
Π00, Πz0, Πzz for parameters tpp = 1.0, T = 0.1, np = 0.1. While Π
αβ
q are only C2-symmetric, the resulting expression in the
action is fully C4-symmetric due to multiplication with the lattice functions hm, hη. We observe that Π
zz
q peaks at a non-zero
wavevector showing that the maximal nematic response occurs at a finite q.
S1.C. Analysis of bare biquadratic exchange coupling constant K0
To gain some analytic understanding, we approximate the bare biquadratic coupling constant by
K0 ≈ J
′2
2
lim
q→0
Πzzq = J
′2
∫
BZ
d2q
vBZ
nF (ξ−)− nF (ξ+)
q
. (S.35)
Here, ξ± = ±q−µ describes the two oxygen bands. Neglecting the interaction with the Ne´el magnetic background of
the localized Cu spins, we obtain the oxygen bandstructure from the lattice function hq = 1− eiqx − e−iqy + ei(qx−qy):
q = tpp|hq| = 4tpp
∣∣sin qx
2
∣∣∣∣sin qy
2
∣∣ . (S.36)
It is useful to introduce the density of states
g() =
8
(2pi)2
∫ pi
cos−1(1−µ˜)
dqx
‖α˙(qx)‖
‖∇ξq=α(qx)‖
=
8
(2pi)2
4i
µ˜
[
K
( 4
µ˜2
)
− F
(1
2
cos−1
(
1− µ˜), 4
µ˜2
)]
, (S.37)
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where µ˜ = µ/(2tpp), α(qx) =
(
qx, qy(qx)
)
with qy(qx) = cos
−1
(
1−µ˜2−cos qx
1−cos qx
)
. The function F (x) [K(x)] is the
[complete] elliptic integral of the first kind. We note that the density of states logarithmically diverges as → 0 due
to a van-Hove singularity. We can now analyze the low and high-temperature behavior of the nematic response
Πzzk→0,ω=0 =
1
tpp
∫ 2
0
d
g()

sinh T
cosh T + cosh
µ
T
=
{
g(T )(2−|µ|)
tpp
+ e
−|µ|/T | log T |
tpp
, at low T  2tpp
1
2Ttpp
, at high T  2tpp ,
(S.38)
where 2−|µ| ∝ np. At low temperatures, the response is dominated by the constant term proportional to np. As shown
in Fig. S.2 and also in Fig. (2) of the main text (for holes that are interacting with the magnetic background (case
(ii) treated below)), the biquadratic exchange thus behaves in the experimentally relevant regime at low T  2tpp as
K0
J
∝ J
′2
J
np
tpp
. (S.39)
FIG. S.2. Renormalized quadrupolar oxygen density response function Π˜ηk=0 =
1
2
[
(Πηk=0)
−1 − Uk=0
]
as a function of oxygen
holes np (per planar Cu). Results are obtained for free oxygen dispersion (case (i)) and for parameters T = 10
−2tpp, nd = 1,
tpd = 1, ∆ = 2.5, Udd = 9, Upp = 3, Vpd = Vpp. Comparing to Fig. (2) of the main text, which is the result for holes interacting
with the magnetic background (case (ii)), we find that free oxygen holes exhibit a qualitatively identical, but quantitatively
slightly enhanced quadrupolar response (compare values of Vpp).
S1.D. Derivation of biquadratic exchange K0 including interaction of mobile O holes with Cu spins
In this section, we derive the quadrupolar oxygen response Πηk for the case of mobile oxygen holes that are interacting
with a background of Ne´el ordered Cu spins (case (ii)). The main result of our calculation is presented in Fig. (2)
of the main text. This calculation is complementary to our derivation in Sec. for free spins. Since both cases
yield qualitatively identical results, this is a strong indication that an enhancement of the quadrupolar response by
nearest-neighbor oxygen repulsion Vpp is a generic feature of the model, which does not depend on specific details of
the oxygen bandstructure. This is important as the experimental system exhibits nematic order in a regime of the
phase diagram with only short-range magnetic order.
The bandstructure of oxygen holes that interact with a background of antiferromagnetically ordered Cu spins is
straightforwardly obtained from considering Eqs. (S.4) and (S.5). These terms yield contributions to the oxygen
dispersion that depend on the Cu spin state. The resulting four-band model of oxygen holes is diagonal in spin space
(σ =↑, ↓) and reads
H =
∑
k,σ
ψ†k,σHk,σψk,σ (S.40)
with ψ†k,σ =
(
p†x,k,σ, p
†
y,k,σ, p
†
x,k+Q,σ, p
†
y,k+Q,σ
)
. The 4× 4 blocks Hk,σ in rBZ (s = ±) and orbital (τ = ±) space read
Hk,σ =
( 〈↑s |H˜k| ↑s〉 σ〈↑s |H˜k| ↓s〉
σ〈↓s |H˜k| ↑s〉 〈↓s |H˜k| ↓s〉
)
=
(
H˜1,k σH˜2,k
σH˜†2,k H˜1,k+Q
)
, (S.41)
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with
H˜1,k =
(
(ta − tb) cos kx 2(ta − tb − 2tpp) cos kx2 cos ky2
2(ta − tb − 2tpp) cos kx2 cos ky2 (ta − tb) cos ky
)
(S.42)
H˜2,k =
(
i(ta + tb) sin kx 2i(ta + tb) cos
kx
2 sin
ky
2
2i(ta + tb) cos
ky
2 sin
kx
2 i(ta + tb) sin ky
)
. (S.43)
Evaluation of quadrupolar response for mobile holes interacting with Ne´el ordered Cu spins
Due to the presence of the antiferromagnetic background of localized Cu spins, the unit cell contains two Cu and
four O atoms. The resulting reduced Brillouin zone (rBZ) is thus folded to half its original size. The reciprocal lattice
with the reduced zone is spanned by Q1 = (pi, pi) and Q2 = (−pi, pi). We are interested in the density-density response
function
Παβ−k = −
∫
q∈rBZ
Tr
[
G0,q(1 ⊗ τα)G0,q−k(1 ⊗ τβ)
]
. (S.44)
Here, k = (iωn,k) and 1 is a 4× 4 unit matrix in spin (σα) and folded BZ space (+Q, denoted by Pauli matrices sα).
As the Hamiltonian is diagonal in spin space, we focus in the following on one of the two spin subspaces, say σ =↑.
The trace over spin space simply yields a factor of 2.
The inverse Green’s function in orbital/folded BZ space then reads (i, j = 1, . . . 4, where i = (s, τ))
(G−10,q)ij = (iωn −∆ + µ)s0 ⊗ τ0 −Hq,σ=↑(or ↓) . (S.45)
We perform a unitary transformation to band space via (H˜k)ij =
∑
m,n(U
†
k)im(Hk)mn(Uk)nj = i,kδij , where Uk
contains the eigenvectors as column vectors. The Green’s function in band space is diagonal and given by
(
G˜0,q
)
ij
= U†qG0,qUq =
δij
iωn −∆ + µ− i,q . (S.46)
The quadrupolar density-density response function then takes the form
Πzz−k = −
∫
q
Tr
[
G0,q(s
0 ⊗ τz)G0,q−k(s0 ⊗ τz)
]
= −
∫
q
Tr
[
G˜0,qVq,q−kG˜0,q−kV
†
q,q−k
]
(S.47)
with Vq,q−k = U†q(s
0 ⊗ τz)Uq−k. We perform the trace, sum over Matsubara frequencies, and set the external
frequency to zero (since we are interested in the zero frequency response):
Πzz−k = −
∫
q
4∑
i,j=1
{ (Vq,q−k)ij |2
i,q − j,q−k
(
nF (∆− µ+ i,q)− nF (∆− µ+ j,q−k)
)}
. (S.48)
We have numerically evaluated this expression in the long-wavelength limit |k| → 0, where it is useful to explicitly
separate the i = j term
lim
|k|→0
Πzz−k = −
∫
q
∑
i6=j
|(Vq,q−k)ij |2
i,q − j,q−k
(
nF (∆− µ+ i,q)− nF (∆− µ+ j,q−k)
)
−
∫
q
4∑
i=1
|(Vq,q)ii|2 ∂nF
∂
(∆− µ+ i,q) .
(S.49)
The results of Πzz−k are presented in Fig. (2) of the main text. Note that an evaluation of the local response (see
Eq. (S.34)), which involves a summation over all momenta, is numerically more costly, but differs only by a factor of
unity from the long-wavelength result, as we have verified numerically for a number of different system parameters.
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S1.E. Renormalization of biquadratic exchange coupling K by quadrupolar oxygen density fluctuations
We now show that quadrupolar oxygen density fluctuations further enhance the biquadratic spin exchange from its
bare value K0 to a renormalized value K > K0. These oxygen density fluctuations become stronger for increasing
oxygen-oxygen repulsion Vpp. They are described by the bosonic Hubbard-Stratonovich fields Φq = (ψq, φq) defined
above Eq. (S.17). In the parameter regime we consider these fluctuations are non-critical and thus remain massive.
Nematic order does not develop spontaneously, but occurs only in the presence of a conjugate symmetry-breaking
field such as strain or as provided by the CuO chains in YBCO. After integration over the fermionic fields p†quσ and
pquσ the action reads (see Eq. (S.27))
S =
∫
q
∑
α,β
(
Φ†q
)
α
(
Uq
)
αβ
(
Φq
)
β
− 1
2
∫
q
Παβq
[(
Φ∗q
)
α
−
∫
k
Sk,−qhα(k, q)
][(
Φq
)
β
−
∫
k
Sk,qhβ(k,−q)
]
, (S.50)
where α, β ∈ {0, z} and we identify h0(k, q) ≡ hm(k, q) and hz(k, q) ≡ hη(k, q). Performing the Gaussian integration
over Φ†q yields
S = SS
2
2 −
1
4
∑
α,β,γ,γ′
∫
q,k1,k2
Sk1,qSk2,qhγ(k1,−q)hγ′(k2, q)(U˜−1q )αβΠγαq Πγ
′β
q , (S.51)
where we have defined (
U˜q
)
αβ
=
(
Uq
)
αβ
− 1
2
Παβq (S.52)
with Uq given in Eq. (S.16). We note that the action in Eq. (S.51) is fully C4 symmetric after summation over
α, β, γ, γ′, which we have explicitly verified. We can readily extract the renormalized response functions Π˜αβq as
Π˜γγ
′
q = Π
γγ′
q +
1
2
∑
α,β
(
U˜−1q
)
αβ
Πγαq Π
γ′β
q . (S.53)
The renormalized biquadratic exchange interaction is therefore determined by the zz component Π˜zzq = Π
zz
q +
1
2
∑
α,β
(
U˜−1q
)
αβ
Πzαq Π
zβ
q . To gain more insight, we approximate the local response Π˜
zz
ii , which determines the bi-
quadratic coupling K = J
′2
2 Π˜
zz
ii (see Eq. (S.34)), by the q = 0 component Π˜
zz
q=0. Using that (U˜
−1
q=0)11 =
1
U11− 12 Πzzq=0
with U11(q = 0) =
1
2
1
Vpp−Upp8
, the biquadratic exchange K, renormalized by quadrupolar oxygen density fluctuations,
is given by
K =
K0
1− (Vpp − Upp8 )Πzzii
. (S.54)
We show K/J as a function of hole doping np in Fig. 2(a) of the main text for realistic parameters of the cuprates. The
main insight from this result is that while on-site oxygen interactions Upp tend to reduce the biquadratic exchange,
repulsive oxygen-oxygen interactions Vpp enhance the biquadratic spin coupling K > K0. For realistic parameters of
the cuprates it holds that Vpp  Upp/8 and the enhancement due to Vpp is the dominant effect.
S2. Nematic susceptibility within a soft-spin description of the half-filled t− J −K-model
In order to obtain an analytic understanding of the nematic response in the presence of a biquadratic exchange
term ∝ K close to a Ne´el ordered state, we investigate a soft-spin version of the two-dimensional t-J-K-model at
half-filling. We have also analyzed the nematic susceptibility in spatial dimensions 2 < d ≤ 3 and found that the
results for the nematic response from d = 2 remain qualitatively unchanged. After decoupling the biquadratic term
at the expense of introducing the Hubbard-Stratonovich field ϕr, the action reads
S = γ
∫
q
[
r0 + q
2 + (ϕr + hϕ)(q
2
x − q2y) + γ|ωn|2/z
]
Mαq M
α
−q +
γ3u˜
2N
∫
q1,q2,q3
Mαq1M
α
q2M
β
q3M
β
−q1−q2−q3 +
∫
r
Nϕ2r
2g
.
(S.55)
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Here, M q = (M
1
q ,M
2
q , . . . ,M
N
q ) with q = (iωn, q) combining Matsubara frequency iωn = 2piinT and momentum
q = (qx, qy) denotes the (dimensionless) N -component staggered Ne´el magnetization. The integrations run over∫
q
= T
∑Λω
ωn
∫ Λ d2q
(2pi)2 with dimensionless momentum and frequency cutoffs Λ and γΛω and
∫
r
=
∫ β
0
dτ
∫
d2r. The
coupling constant g ∝ K/J is proportional to the ratio of biquadratic exchange K to nearest-neighbor Heisenberg
exchange J in the spin model. The (bare) mass parameter r0 controls the distance to the quantum critical point
between Ne´el ordered and a paramagnetic T = 0 phases, and u˜ = u/γ is a dimensionless interaction constant. We
have rescaled the interaction term u/N to obtain a well-defined large-N limit.
In the following we set the dynamic critical exponent to z = 2, which describes damping due to particle-hole
excitations in the presence of doped holes. We have added a source field hϕ (denoted hr ≡ hϕ in the main text) that
couples to homogeneous nematic order
∫
x
hϕM r(M r+xˆ+M r−xˆ−M r+yˆ−M r−yˆ) with xˆ = a0(1, 0) and yˆ = a0(0, 1)
with Cu-Cu distance a0.
S2.A. Nematic susceptibility χnem,0(r, T )
The nematic susceptibility χnem(T ) =
∫ 1/T
0
dτ
∑
i〈Tτϕi(τ)ϕ0(0)〉 in Eq. (5) of the main text is obtained from the
partition function Z =
∫ D(M q, ϕr)e−S as
χnem =
1
βL2
∂2 lnZ
∂h2ϕ
∣∣∣
hϕ=0
=
χnem,0
1− gN χnem,0
(S.56)
with inverse temperature β = 1/T and bare nematic susceptibility
χnem,0 =
N
g
− 1
βL2〈ϕ¯2r〉
. (S.57)
To obtain this expression, we have shifted the field ϕ¯r = ϕr + hϕ in Eq. (S.55) before taking the derivatives with
respect to hϕ and assumed the absence of an external field hϕ = 0 so that 〈ϕ¯r〉2 = 0. We focus on static and
homogeneous Hubbard-Stratonovich fields ϕr and ϕ¯r, i.e., both fields are independent of r. To analytically calculate
the expectation value 〈ϕ¯2r〉, we decouple the quartic term ∝ u in Eq. (S.55) by defining the (dimensionless) density
ρψ =
1
NMx ·Mx and introducing a factor of unity as 1 =
∫ D(ρψ, ψ)e− 1γ ∫r(M2x−Nρψ)ψ [4], to arrive at
S = γ
∫
q
[
r0 + ψ + q
2 + ϕ¯r(q
2
x − q2y) + γ|ωn|
]
Mq ·M−q + N
γ
∫
r
(ϕ¯r − hϕ)2
2g˜
+
N
γ
∫
r
( u˜
2
ρ2ψ − ψρψ
)
. (S.58)
Here, the dimensionless field ψ describes the renormalization of the mass from r0 → r ≡ r0+ψ. Separating longitudinal
and transverse components M r = (
√
NM,pir), where we restrict to homogeneous magnetic order M , and integrating
over the (N − 1) transverse components, we arrive at the action density s:
s ≡ S
βL2γ−1
= N(r0+ψ)M
2+
N − 1
2
γ
∫
q
ln
(
r0+ψ+q
2+ϕ¯r(q
2
x−q2y)+γ|ωn|
)
+
N(ϕ¯r − hϕ)2
2g˜
+N
( u˜
2
ρ2ψ−ψρψ
)
. (S.59)
Next, we expand the logarithm in small ϕ¯ to find
s
N
=
γ
2
∫
q
log rq +
ϕ¯2r
2
(1
g˜
− γ
∫
q
q4 cos2(2θ)
2r2q
)
+
u˜
2
ρ2ψ − ψρψ +O(ϕ¯3) , (S.60)
where q = |q|(cos θ, sin θ) and rq = r + q2 + γ|ωn| with r = r0 + ψ. The generating functional of ϕ¯r then reads
W [hϕ¯] =
1
Z
∫
D(ϕ¯r)e−S−ϕ¯rhϕ¯ = exp
[
h2ϕ¯
2N
γ
βL2
(1
g˜
− γ
∫
q
q4 cos2(2θ)
2r2q
)−1]
(S.61)
and the bare nematic susceptibility χnem,0 in Eq. (S.57) follows to
χnem,0 =
N
2
T
∑
ωn
∫ Λ
0
d2q
(2pi)2
q4 cos2(2θ)
(r + q2 + γ|ωn|)2 =
N
(2pi)2γ
∫ γΛω
0
dω
∫ Λ
0
dq
ω(r + q2)q5
[(r + q2)2 + ω2]2
coth
( ω
2γT
)
. (S.62)
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FIG. S.3. (Left) Nematic susceptibility χnem,0/N with cutoff dependent normalization factor N = NΛ4/(64pi2γ) as a function
of r˜ = r/Λ2 and T˜ = γT/Λ2. We observe that for fixed temperature T , the susceptibility increases as r ∝ ξ−2 decreases (see
panel on the upper right). This shows that Ne´el fluctuations enhance the nematic susceptibility. As a function of temperature,
we observe that χnem,0/N starts out from a non-zero value at T = 0 that is equal to χnem,0(r = 0, T = 0)/N = 1 at the
quantum critical point and smaller for r > 0. The finite-temperature behavior of χnem,0[r(T ), T ]/N depends on microscopic
details as expected for a non-universal quantity. The panel on the lower right shows the finite-T behavior above the quantum
critical point for different values of the slope r(T ) = aγT , a = {0.5, 2, 4}. For a < pi (a > pi) the susceptibility first increases
(decreases) linearly as a function of T , at larger T it decays to zero. It reaches a maximum when r˜ ≈ 1, which marks the
transition into the lattice high-T regime.
In the final step we have gone from summation over Matsubara frequencies to integration along the real frequency
axis, and performed the angular integration over θ. Note that while ωn has units of energy, the integration variable
ω is dimensionless by expressing energies in units of γ−1. While we must keep both momentum and frequency cutoff
Λ and γΛω finite when we solve for r(r0, T ) in the following section (using the large-N approximation), we may take
the limit γΛω →∞ in Eq. (S.62). This allows us to exactly perform the momentum and frequency integrations and
completely absorb the cutoff Λ by expressing χnem,0 in terms of the (dimensionless) variables r˜ = r/Λ
2 and T˜ = γT/Λ2
as
χnem,0 =
NΛ4
64pi2γ
[
4piT˜
[2r˜ + 1
r˜ + 1
+ 2r˜ log
r˜
r˜ + 1
]
+ 2ψ
(
1 +
r˜ + 1
2piT˜
)
− 8piT˜
{
log Γ
( r˜ + 1 + 2piT˜
2piT˜
)
+ 2piT˜
[
ψ(−2)
(
1 +
r˜
2piT˜
)
− ψ(−2)
(
1 +
r + 1
2piT˜
)]}]
. (S.63)
In Fig. S.3, we show χnem,0/N , where N = NΛ4/(64pi2γ) as a function of r˜ = r/Λ2 and T˜ = T/Λ2. Note that
N ≡ χnem,0(r = 0, T = 0) is the value of the susceptibility at the quantum critical point. Along a path of constant
temperature, the nematic susceptibility increases as r decreases, which is also shown in the upper right panel of
Fig. S.3. Decreasing r ∝ ξ−2 implies an increasing magnetic Ne´el correlation length as one approaches the T = 0
quantum critical point or the renormalized classical regime with exponentially large magnetic correlation length at
T > 0. The nematic susceptibility thus increases as a result of larger magnetic Ne´el fluctuations. Our analysis also
reveals that while for classical spins χnem,0 vanishes as T → 0, quantum fluctuations render the zero temperature
limit of χnem,0 finite.
To plot χnem,0 along a path of constant r0, which controls the distance to the quantum critical point beyond
which Ne´el order disappears, one needs to solve for the renormalized mass parameter r(T, r0). At finite temperatures
above the quantum critical point, one finds r(T, r0,c) = aγT ∝ T with a non-universal proportionality constant a
that depends on microscopic details of the system. As shown in the lower right panel of Fig. S.3, the shape of
χnem,0 crucially depends on the value of the slope parameter a, which controls the relative importance of quantum
and thermal fluctuations. For small values of a < pi, χnem,0 develops a pronounced finite-temperature peak, whose
amplitude increases with decreasing a. This behavior of χnem,0 closely resembles the behavior found within the
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classical Monte-Carlo simulations (see Fig. 2 of the main text), and show that thermal fluctuations are dominant for
a < pi. In contrast, for larger values a > pi, χnem,0 peaks at T = 0 and is a monotonically decreasing function for
finite T , showing the dominance of quantum fluctuations in this case.
S2.B. Large-N analysis of the nematic susceptibility
In order to determine the effective mass parameter r(T, δr0) as a function of temperature T and distance to the
quantum critical point δr0 = r0 − r0,c, we consider the limit of large-N , where the partition function is governed by
the saddle point of the action in Eq. (S.55). Finding the saddle-point of the action in Eq. (S.59) in the absence of
nematic order, leads to the well-known large-N self-consistency equations [4, 5]: rM = 0 with r = r0 +ψ; ρψ = γψ/u
and
r = r0 + uM
2 +
u
2
∫
q
1
r + q2 + γ|ωn| (S.64)
The equation requires a finite frequency cutoff Λω. For the results of χnem,0 in Fig. 3 of the main text, we have
therefore numerically solved these equations for finite momentum Λ and (dimensionless) frequency cutoffs γΛω, which
yields r(r0, T ) shown in Fig. S.4. The qualitative behavior of χnem,0 as discussed in the previous section does not
depend on the exact value of γΛω and Λ as long as both cutoffs are much larger than r, γT  Λ, γΛ. The parameters
used in Fig. 3 of the main text and Fig. S.4 are for panels (a) δr0 = {−|r0,c|, 0, |r0,c|}, with u/γ = 50, Λ = 10, and
γΛω = 100; for panels (b) they are γT/Λ
2 = {10−6, 0.1, 0.2}, u/γ = 5, Λ = 10, and γΛω = 100.
S3. Spin-wave treatment of t− J −K model at half-filling
At half-filling the Hamiltonian in Eq. (1) of the main text describes localized Cu spins interacting via nearest-
neighbor Heisenberg exchange interaction J and a biquadratic exchange interaction K. Additional weaker next-nearest
neighboring and ring-exchange terms may be added to obtain agreement with the experimental spin-wave spectra [6].
Since these terms do not change our conclusions, we do not explicitly consider them below. Note that we include a
realistic ferromagnetic exchange coupling J2 = −0.1J in our Monte-Carlo simulations (see Fig. 2 of the main text).
We now show that the biquadratic spin exchange term ∝ K does not modify the spin-wave spectrum. Adding such
a term in the Hamiltonian is thus fully consistent with previous experimental results of the spin-wave spectrum. We
derive our results starting from the J-K model spin Hamiltonian in Eq. (1) of the main text
H =
J
2
NL∑
i=1
δ4∑
δν=δ1
SiSi+δν −
K
4S2
NL∑
i=1
[
Si
(
Si+xˆ + Si−xˆ − Si+yˆ − Si−yˆ
)]2
. (S.65)
Here, {δν} = {±xˆ,±yˆ} connect nearest-neighbors Cu sites. Let us calculate the spin-wave spectrum around the Ne´el
state. As this corresponds to a large-S limit, we have rescaled the biquadratic term. We follow the standard procedure
of Holstein-Primakoff spin-wave calculations [7] and begin with defining local triads n1,Ri =
(
cos(Q ·Ri), 0,− sin(Q ·
Ri)
)
, n2 =
(
0, 1, 0
)
and n3.Ri =
(
sin(Q ·Ri), 0, cos(Q ·Ri)
)
with Ne´el ordering wavevector Q = (pi, pi). Expressing
the spins in terms of this local coordinate system Si =
∑
α S˜
α
i nα,Ri , the Hamiltonian takes the form (suppressing
the tilde)
H =
J
2
∑
i,δν ,α,β
Sαi S
β
i+δν
nαβ,δν +
K
4S2
∑
i
∑
α,β
[
nαβ,δνS
α
i
(
Sβi+xˆ + S
β
i−xˆ − Sβi+yˆ − Sβi−yˆ
)]2
(S.66)
with nαβ,δν = δαβ(−δxα + δyα − δzα). A transformation to momentum space via Si = 1√NL
∑
p∈BZ e
ip·RiSp yields
H = 2J
∑
p
∑
α
fpS
α
pS
α
−pn
α
α,δν +
K
NLS2
∑
p,q,k
∑
α,β
Sαp+kS
α
−pS
β
q−kS
β
−qn
α
α,δνn
β
β,δν
(
cos px− cos py)(cos qx− cos qy) , (S.67)
where we have defined the lattice function fp =
1
4
∑
δν
e−ipδν = 12 (cos px+ cos py). To obtain the spin-wave spectrum,
we now express spin operators in terms of Holstein-Primakoff bosons Sxq =
√
S
2
(
b†−q + bq
)
, Syq = i
√
S
2
(
b†−q− bq
)
and
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FIG. S.4. Large-N solutions for the “mass” parameter r(r0, T ) ∝ ξ−2, where ξ is the magnetic correlation length for Ne´el order.
This parameter controls the distance to criticality. The resulting nematic susceptibilities are shown in Fig. 3 of the main text.
Panels (a) and (b) correspond to same panels in Fig. 3 of the main text. The left panel (a) shows r as a function of temperature
at fixed distance to criticality δr0, as depicted in the schematic diagram with vertical paths corresponding to different values
of δr0. For δr0 > 0 (red), r approaches a finite value as T → 0 corresponding to a finite magnetic correlation length in the
quantum disordered phase. In contrast, for δr0 ≤ 0 (yellow, green), r → 0 as T → 0. Approaching the quantum critical point
(yellow), one finds r = aγT with non-universal slope a that depends among others on the size of the interactions u/γ. Larger
u/γ yields a larger a. Approaching the magnetically ordered phase (green), we observe a change in functional behavior of r(T )
as we cross from the quantum critical to the renormalized classical regime. In the quantum critical regime at higher T , one
finds r(T ) ∝ T . In contrast, in the renormalized classical regime at lower T , it holds r(T ) ∝ T exp(−∆(δr0)/T ), where ∆
depends on the spin stiffness in the ordered phase (rigidity towards magnetic fluctuations) [5]. The right panel (b) corresponds
to changing δr0 at fixed temperature T . In an experiment, this corresponds, for example, to tuning the chemical composition or
pressure. Importantly, we observe that r ∝ ξ−2 is a monotonously decreasing function for decreasing δr0, i.e., approaching the
quantum critical point or the renormalized classical region. While in two dimensions the Hohenberg-Mermin-Wagner theorem
ensures a finite correlation length r > 0 at any finite temperature T , one finds that r(T ) becomes exponentially small, because
ξ becomes exponentially large, in the renormalized classical regime to the left of the dashed line. From Fig. 2 of the main
text, we conclude that the nematic susceptibility χnem increases if r decreases or ξ increases, which shows that larger Ne´el
fluctuations enhance the nematic response.
Szq =
√
NLSδq,0 − 1√NL
∑
k b
†
k−qbk. The classical ground state energy follows as the O(S2)-term to H(S
2)/(NLS
2) =
−2J . Note that the energy of the biquadratic term vanishes in the Ne´el state.
The next lowest order in S is quadratic in the bosons and yields upon diagonalization the spin-wave spectrum.
Keeping the quadratic terms, yields
H
(S)
J = 2JS
∑
q
(
2b†qbq − fq(b†−qb†q + bqb−q)
)
(S.68)
H
(S)
K = 0 , (S.69)
Most importantly, according to Eq. (S.69), the biquadratic term does not contribute to the spin-wave spectrum at
order O(S). Intuitively, the vanishing of the biquadratic contribution to the spin-wave spectrum follows from the
observation that inserting the classical spin state into one of the factors Si(Si+xˆ + Si−xˆ − Si+yˆ − Si−yˆ) gives zero,
because the term in the brackets vanishes in the Ne´el state. More explicit, this result can be seen already from
Eq. (S.67): to obtain a term of O(S) the term in the bracket has to be of order S3 in order to combine with the
prefactor K/S2 to a term of O(S). There are two possibilities, which both vanish: (i) zzzz terms, i.e., selecting
3 Kronecker symbols and selecting one term of the form
∑
k b
†
k−qbk (from S
z
q). The Kronecker symbols enforce
p = q = k = 0 and therefore cos px − cos py = 0 and cos qx − cos qy = 0. The other possibility are (ii) terms of the
form (zzxx + zzyy+xxzz+yyzz), i.e., selecting two Kronecker symbols and two Sx, Sy terms. The Kronecker symbols
give either p = k = 0 or q = k = 0 and thus one of the cos-terms vanishes: cos px − cos py = 0 or cos qx − cos qy = 0.
We finally want to note that at half-filling, where the spin operators Si =
1
2
∑
α,β d
†
iασαβdiβ become regular spin-
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1/2 operators, one can transform the biquadratic exchange term into a sum of bilinear spin exchange terms. Such
an identity does not hold away from half-filling when there exists a finite number of holes on Cu sites, and one must
include the projection operators in the definition of the fermionic operators d˜†iα = (1− niα¯)d†iα.
At half-filling, using the well-known relations for spin-1/2 operators
(
Si ·Sj
)2
= 316− 12Si ·Sj and
(
Si ·Sj
)(
Si ·Sk
)
=
1
4Sj ·Sk + i2Si · (Sj ×Sk), one may rewrite the biquadratic term as a sum of three bilinear spin exchange terms such
that the spin Hamiltonian in Eq. (S.65) takes the form
H =
1
2
(
J +
K
4S2
)∑
i
∑
δ
Si · Si+δ + K
8S2
∑
i
∑
δ′
Si · Si+δ′ − K
16S2
∑
i
∑
δ′′
Si · Si+δ′′ . (S.70)
Importantly, Monte-Carlo simulation results for the Hamiltonian (S.70) show the same enhancement of the nematic
susceptibility χnem as a function of K as results for the Hamiltonian in Eq. (S.65) with the original biquadratic
term. Interestingly, there now appears a non-zero contribution of the K-dependent exchange terms to the spin-wave
spectrum. This explicitly shows that using the above spin transformation rules valid for spin-1/2 does not commute
with taking the large-S limit to derive the spin-wave spectrum.
S4. Details on the Monte-Carlo simulations
The Monte Carlo simulations were carried out at 100 equally spaced temperature points in the interval 0.001 <
T/J < 2.971. We applied a combination of single-move Metropolis Monte Carlo steps and non-local parallel-tempering-
exchange steps between neighboring temperature configurations. The simulations shown in Fig. 2 of the main text were
carried out for systems of 40 × 40 spins and biquadratic exchange couplings K/J = {0.0, 0, 35, 0.45}. We consider
a ferromagnetic next-nearest-neighbor exchange coupling J2 = −0.1J as well. Note that the ground state phase
transition in the classical model between Ne´el and collinear order occurs at J/2 = J2 +K. Following thermalization,
the averages were computed for each temperature with at least 4.5× 106 Monte Carlo sweeps (MCS). The error bars
were estimated by using the well-known Jackknife procedure.
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