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Abstract
For any 0 < t < 1 we construct a Weak Thresholding Greedy Algorithm with weakness parameter t
which converges in L1(0, 1) with respect to the Haar system, i. e. the Haar system is a ‘good non quasi-
greedy basis’.
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1. Introduction
Let Ψ = {ψk}+∞k=1 be a basis in a Banach space X and infk∈N ‖ψk‖X > 0. For any f ∈ X we
have
f =
+∞∑
k=1
ck( f,Ψ)ψk, (1)
where ck( f,Ψ) → 0 for k → +∞. Let 0 < t ≤ 1 be given. We define Λt0 = ∅ then for each
m ≥ 1 we inductively define the sets Λtm ⊂ N to satisfy
#Λtm = m, Λtm−1 ⊂ Λtm and min
k∈Λtm
|ck( f,Ψ)| ≥ t · max
k 6∈Λtm
|ck( f,Ψ)|.
I Supported by EC FP6 MC-ToK programme SPADE2, MTKD-CT-2004-014508.
∗ Corresponding address: Institute of Mathematics, Polish Academy of Sciences, 00-956 Warsaw, ul. Sniadeckich 8,
Poland.
E-mail address: gogyan@instmath.sci.am.
0021-9045/$ - see front matter c© 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jat.2008.08.017
50 S. Gogyan / Journal of Approximation Theory 161 (2009) 49–64
Note that the sets Λtm are not uniquely determined. Denote the set of all such sequences
{Λtm}+∞m=1 by Dt ( f ). For any Λ = {Λtk}+∞k=1 ∈ Dt ( f ) we put
G tm( f ) = G tm( f,Ψ) = G tm( f,Ψ ,Λ) =
∑
k∈Λtm
ck( f,Ψ)ψk .
This non-linear method of approximation was considered in [4] and is known as Weak
Thresholding Greedy Algorithm (WTGA) with the weakness parameter t . For t = 1 this
algorithm is called Thresholding Greedy Algorithm or Greedy Algorithm. For Greedy Algorithm
we write D( f ) and Gm( f ).
In fact Gm( f ) can be realized by the following procedure: take the expansion (1) and form a
sum of m terms with the biggest |ck( f,Ψ)|. If the basis Ψ is unconditional, then obviously
‖Gm( f,Ψ ,Λ)‖X ≤ C · ‖ f ‖X , (2)
with a constant C independent of f,m and Λ.
Definition 1. A basisΨ = {ψk}+∞k=1 is called quasi-greedy for X if there exists a constant C such
that for any f ∈ X and for any Λ ∈ D( f ) the inequality (2) holds for any m ∈ N.
As it was noted in [5] in the above definition of quasi-greedy basis the expression ‘for any
f ∈ X and for any Λ ∈ D( f )’ can be replaced equivalently by ‘for any f ∈ X there exists
Λ ∈ D( f ) such that’.
The following theorem was proved in [9].
Theorem A ([9]). A basis Ψ = {ψk}+∞k=1 is quasi-greedy for X if and only if for any f ∈ X
there exists Λ ∈ D( f ) such that
lim
m→+∞ ‖ f − Gm( f,Ψ ,Λ)‖X = 0.
If the basis is quasi-greedy then Gm( f,Ψ ,Λ)→ f as m →+∞ for any Λ ∈ D( f ).
It was proved in [6] (see also [7]) that for a quasi-greedy basis the sequence {G tm( f )}+∞m=1
converges to f .
Theorem B ([6]). LetΨ be a quasi-greedy basis for a Banach space X. Then for any 0 < t ≤ 1,
f ∈ X and Λ ∈ Dt ( f )
G tm( f,Ψ ,Λ)→ f as m →+∞.
Theorem C ([6]). Let Ψ be a quasi-greedy basis for a Banach space X. Then for a fixed
0 < t ≤ 1 and any m ∈ N we have that for any f ∈ X and Λ ∈ Dt ( f )
‖G tm( f,Ψ ,Λ)‖X ≤ C(t)‖ f ‖X .
In this paper we study WTGA in L1(0, 1) with regard to the Haar system. Let us remind the
definition of the Haar system. We will normalize it in L1(0, 1). The function values at the points
of discontinuity are not important for us, so we change those values for simplicity of definition.
We denote ∆1 = [0, 1]. An interval [ j−12i , j2i ); j = 1, 2, . . . 2i , i = 0, 1, 2, . . . will be called a
dyadic interval and will be denoted by∆2i+ j . The left part of the dyadic interval [ j−12i , j2i ) is the
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dyadic interval [ 2 j−2
2i+1 ,
2 j−1
2i+1 ) and the right part is the dyadic interval [ 2 j−12i+1 , 2 j2i+1 ). Therefore for
any n ≥ 2 we have
∆n = ∆2n−1 ∪∆2n .
The intervals ∆2n−1 and ∆2n are called sons of ∆n . Interval ∆n is called father of intervals
∆2n−1 and ∆2n . The Haar function associated with ∆1 is the function h1 = h∆1 ≡ 1 and the
Haar function associated with ∆n; n = 2i + j, j = 1, 2, . . . 2i , i = 0, 1, 2, . . . is the function
hn(x) = h∆n (x) =
2
i , for x ∈ ∆2n−1;
−2i , for x ∈ ∆2n;
0, otherwise.
It is clear that∫ 1
0
hn(t)dt = 0 and
∫ 1
0
|hn(t)|dt = 1.
The Haar system is the set of functions H = {hn}+∞n=1. The coefficients cn( f,H) are
determined by formulas
c[0,1]( f,H) = c1( f,H) =
∫ 1
0
f (x)dx,
c∆n ( f,H) = cn( f,H) =
∫
∆2n−1
f (x)dx −
∫
∆2n
f (x)dx, n ≥ 2. (3)
For an efficiency of Greedy Algorithm in L p(0, 1)with 1 < p < +∞with respect to the Haar
system we refer the reader to [8]. Here we shall only note that in L p(0, 1) with 1 < p < +∞ the
Haar system is an unconditional basis and so for any f ∈ L p(0, 1), the Greedy Algorithm with
respect to the normalized in L p(0, 1) Haar system converges to f . But the situation in L1(0, 1)
is different. It was shown in [1] that the Haar system is not a quasi-greedy basis in L1(0, 1), i. e.
there exists f ∈ L1(0, 1) such that for any Λ ∈ D( f ) the sequence {Gm( f,H,Λ)}+∞m=1 does not
converge to f .
We prove that the Haar system is a good ‘non quasi-greedy’ basis.
Theorem 1. For any 0 < t < 1 and for any f ∈ L1(0, 1) there exists Λ ∈ Dt ( f ) such that
{G tm( f,H,Λ)} converges to f .
Remark 1. Of course Theorem 1 is not valid for t = 1. Also one can not replace the expression
‘there exists Λ ∈ Dt ( f ) such that’ by ‘for every Λ ∈ Dt ( f )’ in Theorem 1.
Moreover, we give a method of construction of the sequence {G tm( f,H,Λ)}+∞m=1.
2. Definition of the algorithm
Let us denote cn( f ) = c∆n ( f ) = cn( f,H). For any f ∈ L1(0, 1) we define the sequence
{G˜m( f )}+∞m=1 inductively. We put G˜0 = G˜0( f ) = 0. Then for each m ≥ 1 we define G˜m( f ) in
the following way
(1) Pick km ∈ N as the smallest natural number for which
|ckm ( f − G˜m−1)| = max
i∈N
|ci ( f − G˜m−1)|.
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(2) Define sm as the smallest natural number to satisfy:∆km ⊆ ∆sm and such that for any dyadic
interval ∆km ⊆ I ⊆ ∆sm one has
|cI( f − G˜m−1)| ≥ t |ckm ( f − G˜m−1)|.
(3) Denote
G˜m( f ) = G˜m = G˜m−1 + csm ( f )hsm .
Remark 2. If sm < km then km+1 = km in the next step and ∆sm+1 is a son of ∆sm .
Note that {G˜m( f )}+∞m=1 = {G tm( f,Λ)}+∞m=1 for some Λ ∈ Dt ( f ). Similarly to the proof of
Theorem A one can prove the following.
Proposition 1. Let 0 < t < 1 be given. If for each f ∈ L1(0, 1) and for each m ∈ N one has
‖G˜m( f )‖L1(0,1) ≤ C‖ f ‖L1(0,1) (4)
with a constant C independent of f and m then for any f ∈ L1(0, 1)
lim
m→+∞ ‖ f − G˜m( f )‖L1(0,1) = 0.
3. Notations and auxiliary results
Let us denote by ‖ f ‖∆ the L1 norm of f on ∆, i. e.,
‖ f ‖∆ =
∫
∆
| f (t)|dt
and use the abbreviation ‖ f ‖ in the particular case∆ = [0, 1]. Let us recall that the Haar system
is a monotone basis in L1(0, 1), that is, ‖Sm( f )‖ ≥ ‖Sn( f )‖ if m > n, where Sm( f ) = Sm( f,H)
is the m-th partial sum of (1).
We shall need the following Lemma from [2]
Lemma 1 ([2, Lemma 1]). Let f ∈ L1(0, 1) and k ∈ N. Then
‖ f ‖∆k ≥ |cn( f )|, for any n with ∆n ⊆ ∆k .
It is easy to check that for any natural n ∈ N (see [2, the proof of (8)])
‖Sn−1( f )‖∆n ≤ 1 for any f with max
k∈N
|ck( f )| ≤ 1. (5)
For any function f ∈ L1(0, 1) and any interval [a, b) we denote
L1( f, [a, b))(x) =

f (x), x 6∈
[
a + b
2
, b
)
f
(
x − b − a
2
)
, x ∈
[
a + b
2
, b
)
,
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and
L2( f, [a, b))(x) =

f (x), x 6∈
[
a,
a + b
2
)
f
(
x + b − a
2
)
, x ∈
[
a,
a + b
2
)
.
In fact the operator L1 ‘copies’ the function from the interval [a, a+b2 ) to [ a+b2 , b) and L2
‘copies’ from [ a+b2 , b) to [a, a+b2 ).
Lemma 2 ([2, Lemma 2]). Let f, g ∈ L1(0, 1), ‖ f + g‖ > 0 and let the constant B be defined
by
‖ f ‖ = B‖ f + g‖. (6)
Then for any interval ∆ = [a, b) at least one of the following two inequalities holds
‖L1( f,∆)‖ ≥ B‖L1( f + g,∆)‖, (7)
‖L2( f,∆)‖ ≥ B‖L2( f + g,∆)‖. (8)
Moreover, the equalities in (7) and (8) hold simultaneously.
Let f, g ∈ L1(0, 1) and ‖ f + g‖ > 0. Denote
L(( f, g),∆) =
{
(L1( f,∆), L1(g,∆)), if (6) and (7) hold and ‖L1( f + g,∆)‖ > 0,
(L2( f,∆), L2(g,∆)), otherwise.
Denote sp( f ) = {∆k : k ∈ N, ck( f ) 6= 0}.
Lemma 3. Let f, g ∈ L1(0, 1) and n ≥ 2 be such that
(i) cn( f ) = cn(g) = 0,
(ii) sp( f ) ∩ sp(g) = ∅,
(iii) ‖ f ‖ > 0, ‖ f + g‖ > 0.
Let also ( f ′, g′) = L(( f, g),∆n). Next let j = 2n − 1 if f ′ = L2( f,∆n), g′ = L2(g,∆n)
and j = 2n if f ′ = L1( f,∆n), g′ = L1(g,∆n). Then we have
(1) cn( f ′) = cn(g′) = 0,
(2) If ∆k 6⊆ ∆ j then c∆k ( f ′) = c∆k ( f ) and c∆k (g′) = c∆k (g),
(3) If ∆k ⊆ ∆ j then c∆k ( f ′) = c∆k±m(∆ j )( f ); c∆k (g′) = c∆k±m(∆ j )(g) where ‘+’
corresponds to the case j = 2n − 1 and ‘−’ to the case j = 2n.
(4) sp( f ′) ∩ sp(g′) = ∅,
(5) ‖ f ′‖ > 0, ‖ f ′ + g′‖ > 0,
(6) ‖ f ‖‖ f+g‖ ≤ ‖ f
′‖
‖ f ′+g′‖ .
Proof. The Items (1)–(3) follow immediately from the definitions of f ′ and g′ and from (3).
The Item (4) follows from the items (1)–(3). Thus it remains to prove the items (5) and (6).
Since ‖ f ‖ > 0 and ‖ f + g‖ > 0 we can determine the constant B > 0 from (6). If
( f ′, g′) = (L1( f,∆n), L1(g,∆n)), then we have (7) and ‖ f ′ + g′‖ > 0, therefore (5) and
(6) hold. If ( f ′, g′) = (L2( f,∆n), L2(g,∆n)), then either (7) is false, or ‖L1( f + g,∆n)‖ = 0.
Let us consider these two cases separately.
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CASE 1. ‖L1( f,∆n)‖ < B‖L1( f + g,∆n)‖. According to Lemma 2 we have
‖ f ′‖ > B‖ f ′ + g′‖.
This implies that ‖ f ′‖ > 0. Since sp( f ′) ∩ sp(g′) = ∅ we have ‖ f ′ + g′‖ > 0 and therefore
(5)–(6) hold.
CASE 2. ‖L1( f + g,∆n)‖ = 0. It is clear that sp(L1( f,∆n)) ∩ sp(L1(g,∆n)) = ∅ and
cn(L1( f,∆n)) = cn(L1(g,∆n)) = 0. Hence L1( f,∆n) = L1(g,∆n) = 0, and
f (x) = g(x) = 0 for any x 6∈ ∆2n .
Thus ‖ f ′‖ = 2‖ f ‖ > 0 and ‖ f ′ + g′‖ = 2‖ f + g‖ > 0. Therefore we obtain
‖ f ′‖
‖ f ′ + g′‖ =
‖ f ‖
‖ f + g‖ .
Lemma 3 is proved. 
4. Collections of dyadic intervals
Definition 2. Let I, J be two dyadic intervals, J ⊆ I. By chain C(I,J ) we mean the set of
all dyadic intervals K such that J ⊆ K ⊆ I.
Note that I is a maximal element of C(I,J )with respect to inclusion. The interval I is called
the bottom interval of C(I,J ).
Definition 3. The finite set of dyadic intervals S is called a generalized chain iff there exists
Imax ∈ S such that for any J ∈ S one has
(a) J ⊆ Imax ,
(b) C(Imax ,J ) ⊆ S.
The interval Imax is the maximal element of S with respect to inclusion. It is called the bottom
interval of the generalized chain S . If Imax 6= ∆2 then the father of Imax is called the father of
the generalized chain S.
Example 1. The set {∆3,∆5,∆9,∆10,∆18} is not a chain, but it is a generalized chain with the
bottom interval ∆3. The father of this generalized chain is ∆2.
Example 2. The set {∆3,∆5,∆9,∆12,∆23,∆24} is neither a chain nor a generalized chain.
It is clear that any chain is a generalized chain.
Lemma 4. The union of generalized chains S1 and S2 with bottom interval I1 and I2
respectively is a generalized chain iff either S1 ∩ S2 6= ∅ or the father of I1 belongs to S2
or the father of I2 belongs to S1. The bottom interval of the generalized chain S1 ∪ S2 is either
I1 or I2.
Proof of Lemma 4. CASE 1. Let S1 ∩ S2 6= ∅. Without loss of generality we can assume
m(I1) ≤ m(I2). Then for some dyadic interval J we have J ∈ S1 ∩ S2. Thus C(I1,J ) ⊆
C(I2,J ) which implies I1 ⊆ I2 and I1 ∈ S2. Let us show that S1 ∪ S2 is a generalized
chain with the bottom interval I2. For K ∈ S1 we have K ⊆ I1 ⊆ I2 and C(I2,K) =
C(I1,K) ∪ C(I2, I1) ⊆ S1 ∪ S2. Therefore S1 ∪ S2 is a generalized chain with the bottom
interval I2.
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CASE 2. Let S1∩S2 = ∅ and let the father of I1 belong to S2. Let J be the father of I1. Then
{J } ∪ S1 is a generalized chain with the bottom interval J . Since (S1 ∪ {J })⋂S2 = {J } 6= ∅
by applying CASE 1 for generalized chains S1 ∪ {J } and S2 (note that m(J ) ≤ m(I2)) we
conclude that S1 ∪ {J } ∪ S2 = S1 ∪ S2 is a generalized chain with the bottom interval I2.
CASE 3. Let S1 ∩ S2 = ∅ and let the father of I2 belong to S1. Similarly to CASE 2 we get
that S1 ∪ S2 is a generalized chain with the bottom interval I1.
CASE 4. Let S1 ∩ S2 = ∅ and let the father of I2 do not belong to S1 as well as the father of
I1 do not belong to S2. To complete the proof of Lemma 4 we have to show that S1 ∪S2 is not a
generalized chain. Suppose the opposite, let S1 ∪ S2 be a generalized chain with bottom interval
J . Then either J ∈ S1 or J ∈ S2. Without loss of generality we can assume J ∈ S1. Then it
is clear that J = I1 and I2 ⊆ J . The father of I2 does not belong to S2 because of definition
of I2 and it does not belong to S1 because of assumption. Therefore the father of I2 does not
belong to S1 ∪ S2. But from other hand using that S1 ∩ S2 = ∅ we get
I2 ( J ,
which means that the father of I2 belongs to C(J , I2). Therefore it belongs to S1 ∪ S2 (we
supposed that S1 ∪ S2 is a generalized chain). Lemma 4 is proved. 
Definition 4. Let S be a finite set of dyadic intervals. We will say that {R1, . . . ,Rk} is a minimal
generalized chain representation (MGCHR) iff
(a) S =⋃ki=1Ri ,
(b) Ri is a generalized chain for any 1 ≤ i ≤ k,
(c) Ri ∪R j is not generalized chain for any 1 ≤ i < j ≤ k.
It follows from Lemma 4 that any finite set S has a unique (up to the order) MGCHR. One
can get it by the following procedure: as a starting point we consider each member of S as
one generalized chain. So we have |S| disjoint generalized chains. In each step if there exists
generalized chain whose father belongs to other generalized chain, then we are gluing those two
generalized chains into one. By Lemma 4 we get generalized chain. So in each step quantity of
chains is decreasing by 1. Therefore at some step we will get disjoint generalized chains with
property, that father of each generalized chain does not belong to another generalized chain.
According to Lemma 4 it means that our collection of generalized chains is the MGCHR of S.
Remark 3. Dyadic interval ∆2 = [0, 1) does not have a father and therefore any generalized
chain with bottom interval ∆2 does not have a father. But for any dyadic interval I one has
I ⊆ ∆2 therefore our arguments given above are correct. But in the next section we make some
assumption to guarantee that ∆2 does not belong to the collection of dyadic intervals under
consideration, which will guarantee that any interval from that collection has a father. This will
be helpful not in the proof, but in notations.
Not that the set discussed in Example 2 has MGCHR {{∆3,∆5,∆9,∆18}, {∆12,∆23,∆24}}.
Definition 5. Let S be a finite set of dyadic intervals and I ∈ S . We will say that J is a son of
I with respect to S iff
(a) J ∈ S and J ( I,
(b) there is no interval K ∈ S with property J ( K ( I.
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The set of all sons of I with respect to S will be denoted by son(I,S). In other words sons
of I with respect to S are maximal with respect to inclusion intervals from {J ∈ S : J ( I}.
For any P ⊂ S we put
son(P,S) =
⋃
I∈P
son(I,S)
and
sonk+1(P,S) = son(sonk(P,S),S).
Let us define the following sets
(1) Λ1(S) = {I ∈ S : son(I,S) = ∅},
(2) Λ2(S) = {I ∈ S : |son(I,S)| = 1},
(3) Λ3(S) = {I ∈ S : |son(I,S)| ≥ 2}.
By induction on |S| it is easy to check that (see [3, Lemma 2] for the proof) for any finite set
of dyadic intervals S one has
|Λ3(S)| < |Λ1(S)|. (9)
5. Convergence of WTGA
It is sufficient to prove boundedness estimate (4) for f ∈ L1(0, 1) with c1( f ) = c2( f ) = 0
(see Remark 3) and ‖ f − G˜m( f )‖ > 0. Let us denote
p = G˜m( f )
max{|cn( f − G˜m( f ))| : n ∈ N}
and
q = f − G˜m( f )
max{|cn( f − G˜m( f ))| : n ∈ N}
.
Denote also
M = {∆n : cn(p) = 0 and |c2n−1(p)| + |c2n(p)| > 0}
and
q˜ = q −
∑
I∈M
cI(q)hI .
It follows from definitions of p and q˜ that
|cJ (p)| ≥ t for any J ∈ sp(p) (10)
and
|cJ (q)| ≤ 1; |cJ (q˜)| ≤ 1 for any dyadic interval J . (11)
Let {k j }mj=1 and {s j }mj=1 be defined as in the definition of the algorithm. Then sp(p) =⋃m
j=1{∆s j }. Remark 2 means that sp(p) can be constructed in the following way: we determine
k1 and s1 to satisfy conditions of definition of the algorithm, then we take all intervals of
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C(∆s1 ,∆k1). Next we determine ki2 and si2 from conditions of definition of the algorithm. Finally
we take all intervals of C(∆si2 ,∆ki2 ) and so on. But the last ‘chosen’ chain can be ‘uncompleted’.
That happens iff km 6= sm .
Lemma 5. Let p, q, M, {k j }mj=1 and {s j }mj=1 be defined as above. Let {R1, . . . ,Rb} be the
MGCHR of sp(p) and let Ii is the father of Ri . Then
(1) M =⋃bi=1 Ii ,
(2) For each 1 ≤ i ≤ b there exists J ⊂ Ii such that |cJ (p + q)| ≥ 1.
(3) There is at most one index i0; 1 ≤ i0 ≤ b, such that for each generalized chain Ri with
i 6= i0; 1 ≤ i ≤ b there exists J ∈ Ri such that
|cJ (p)| ≥ 1 and t |cJ (p)| > |cIi (p + q)|.
Proof of Lemma 5. Item (1) follows from definitions of M and {R1, . . . ,Rb}. Let us prove
items (2) and (3). Let K be a bottom interval of Ri . Since K ∈ sp(p) we obtain K = ∆sr for
some 1 ≤ r ≤ m. Then, because of definition of algorithm we have ∆kr ⊆ ∆sr and
|c∆kr (p + q)| =
|c∆kr ( f )|
max{|cn( f − G˜m( f ))| : n ∈ N}
= max{|cn( f − G˜r−1( f ))| : n ∈ N}
max{|cn( f − G˜m( f ))| : n ∈ N}
≥ 1.
Item (2) is proved. If ∆sm 6∈ Ri then ∆kr ∈ Ri ⊆ sp(p) (completed chain) and therefore
c∆kr (p + q) can be replaced by c∆kr (p) in the above formula. The last statement in (3) also
follows (for J one has to write ∆kr ) from the definition of algorithm. Lemma 5 is proved. 
Idea of proof of Theorem 1. The proof is carried out in two parts. First, using Lemmas 1 and 5
we show that ‖p + q˜‖ ≤ C1‖p + q‖ (Lemmas 6 and 7). Then, using properties of operator L ,
Lemmas 1, 3 and 5 we show that
‖p‖
‖p + q˜‖ ≤ 5t
−1 + 2.
Lemma 6. Let p, q and M be defined as above. Then
‖p + q‖ > 1− t
8
|M|.
Proof. We will split the proof into two cases.
CASE 1. |Λ1(M)| ≥ |M|6 . Note that intervals I ∈ Λ1(M) are disjoint. By Lemma 1 and (1)
and (2) statements of Lemma 5 we obtain
‖p + q‖ ≥
∑
I∈Λ1(M)
‖p + q‖I ≥ |Λ1(M)| ≥ |M|6 >
1− t
8
|M|.
CASE 2. |Λ1(M)| < |M|6 . Combining this and (9) we get
|Λ2(M)| > 2|M|3 . (12)
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From the definition of Λ1(M) it follows that |Λ1(M)| ≥ 1 for any M 6= ∅. Therefore in this
case we have
|M| > 6. (13)
For I ∈ Λ2(M) let K (I) be the unique son of I with respect to M. Let I˜ is the father of
generalized chain of MGCHR of sp(p) for which item (3) of Lemma 5 does not hold (if item 3
of Lemma 5 is satisfied for each generalized chain then we put I˜ = ∅). Let us prove that for each
I ∈ Λ2(M) with I 6= I˜ one has
‖p + q‖I\K (I) ≥ 1− t4 .
Since I 6= I˜ then according to item (3) of Lemma 5 there exists J such that
|cJ (p)| ≥ 1 and t |cJ (p)| > |cI(p + q)| (14)
and
C(I,J ) \ {I} ⊆ sp(p).
It follows from here that J 6⊆ K (I). If J ∩ K (I) = ∅ then from Lemma 1 and from (14) we
get
‖p + q‖I\K (I) ≥ ‖p + q‖J ≥ |cJ (p)| ≥ 1 > 1− t4 .
It remains to consider the case when K (I) ( J .
Let us enumerate members of chain C(I,J ) by I = I1 ⊃ I2 ⊃ · · · ⊃ Ik+1 = J ;m(J ) =
2−km(I) and put di = cIi (p + q) i = 1, . . . , k + 1. It follows from sp(p) ∩ sp(q) = ∅ that
dk+1 = cJ (p + q) = cJ (p). According to (14) we have |dk+1| ≥ 1 and t |dk+1| > |d1|.
Denote δ = m(I) and H = 1
δ
∫
I(p(x) + q(x))dx . By the monotonicity of the Haar system
we get
‖p + q‖I\K (I) ≥
∣∣∣H − e1
δ
∣∣∣ · δ
2
+
∣∣∣∣H + e1δ − 2e2δ
∣∣∣∣ · δ4 +
∣∣∣∣H + e1δ + 2e2δ − 4e3δ
∣∣∣∣ · δ8
+ · · · +
∣∣∣∣H + e1δ + 2e2δ + · · · + 2k−1ekδ − 2kek+1δ
∣∣∣∣ · δ2k+1 (15)
where ei = ±di ; i = 1, 2, . . . , k + 1 and therefore
|ek+1| ≥ 1 and |e1| < t |ek+1|. (16)
Using the trivial inequality |a − b| + 12 |a + b − c| ≥ |a − c2 | (k times) we obtain from (15)
that
‖p + q‖I\K (I) ≥ |Hδ − e1|2 +
|Hδ + e1 − 2e2|
4
+ |Hδ + e1 + 2e2 − 4e3|
8
+ · · · + |Hδ + e1 + 2e2 + · · · + 2
k−1ek − 2kek+1|
2k+1
≥ |Hδ − e1|
2
+ |Hδ + e1 − 2e2|
4
+ |Hδ + e1 + 2e2 − 4e3|
8
+ · · · + |Hδ + e1 + 2e2 + · · · + 2
k−2ek−1 − 2k−1ek+1|
2k
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≥ · · · ≥ |Hδ − e1|
2
+ |Hδ + e1 − 2e2|
4
+ |Hδ + e1 + 2e2 − 4ek+1|
8
≥ |Hδ − e1|
2
+ |Hδ + e1 − 2ek+1|
4
≥ |Hδ − ek+1|
2
.
Then (15) and (16) give
‖p + q‖I\K (I) ≥ 12 max{|Hδ − e1|, |Hδ − ek+1|} ≥
|e1 − ek+1|
4
≥ 1− t
4
.
Note that sets I \ K (I) are disjoint. Combining this with (12) and (13) we conclude
‖p + q‖ >
(
2|M|
3
− 1
)
· 1− t
4
>
1− t
8
|M|.
Lemma 6 is proved. 
Lemma 7. Let p, q, q˜ and M be defined as above. Then
‖p + q˜‖
‖p + q‖ ≤ 1+
8
1− t .
Proof of Lemma 7. Using (11) we get
‖q − q˜‖ =
∥∥∥∥∥ ∑I∈M cI(q)hI
∥∥∥∥∥ ≤ |M|.
Combining this with Lemma 6 we conclude
‖p + q˜‖ ≤ ‖p + q‖ + ‖q − q˜‖ ≤ ‖p + q‖ + |M| ≤
(
1+ 8
1− t
)
‖p + q‖.
Lemma 7 is proved. 
For any f ∈ L1(0, 1) and for any dyadic interval I denote
PI( f ) =
∑
n:∆n 6⊆I
cn( f )hn .
Proof of Theorem 1. If ‖ f − G˜m( f )‖ = 0 then (4) holds with C = 1. Let us consider the case
when ‖ f − G˜m( f )‖ > 0. Without loss of generality we can assume that c1( f ) = c2( f ) = 0.
Let us define p, q, q˜ and M as above. We denote the members of M by Ii and arrange them to
have |I1| ≤ |I2| ≤ · · · ≤ |Is |. It follows from definitions of p, q˜ and M that
‖p‖ > 0, ‖p + q˜‖ > 0,
sp(p) ∩ sp(q˜) = ∅
and
cIi (p) = cIi (q˜) = 0 for any 1 ≤ i ≤ s.
Denote
(p1, q1) = L(p, q˜, I1)
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and let V1 be a son of I1 where the values of functions p and q˜ do not coincide with values of
functions p1 and q1 respectively, i. e. V1 is the left half of I1 if (p1, q1) = (L2(p, I1), L2(q˜, I1))
and V1 is the right half of I1 if (p1, q1) = (L1(p, I1), L1(q˜, I1)).
According to Lemma 3 we get
cIi (p1) = cIi (q1) = 0 for any 1 ≤ i ≤ s, (17)
cJ (p1) = cJ (p) and cJ (q1) = cJ (q˜) for any J 6⊆ V1, (18)
cJ (p1) = cJ±m(V1)(p) and cJ (q1) = cJ±m(V1)(q˜) for any J ⊆ V1, (19)
sp(p1) ∩ sp(q1) = ∅, (20)
‖p1‖ > 0, ‖p1 + q1‖ > 0, (21)
and
‖p‖
‖p + q˜‖ ≤
‖p1‖
‖p1 + q1‖ . (22)
It follows from (10), (11), (18) and (19) that
|cJ (p1)| ≥ t for each J ∈ sp(p1), (23)
and
|cJ (q1)| ≤ 1 for each dyadic interval J . (24)
Note that the MGCHR of sp(p1) can be constructed from the MGCHR of sp(p) by the
following way:
(1) remove all generalized chains whose bottom intervals ⊆ V1,
(2) add ‘copies’ of generalized chains whose bottom intervals ⊆ I1 \ V1.
Denote
(p2, q2) = L(p1, q1, I2)
and let V2 be a son of I2 where the values of functions p1 and q1 do not coincide with values of
functions p2 and q2 respectively. The MGCHR of sp(p2) can be constructed from the MGCHR
of sp(p1) by the procedure given above. Just let us note that if we remove some generalized
chain, then we remove also its ‘copies’.
According to Lemma 3 and (17)–(22) we get
cIi (p2) = cIi (q2) = 0 for any 2 ≤ i ≤ s
cJ (p2) = cJ (p1) and cJ (q2) = cJ (q1) for any J 6⊆ V2, (25)
cJ (p2) = cJ±m(V2)(p1) and cJ (q2) = cJ±m(V2)(q1) for any J ⊆ V2, (26)
sp(p2) ∩ sp(q2) = ∅,
‖p2‖ > 0, ‖p2 + q2‖ > 0
and
‖p‖
‖p + q˜‖ ≤
‖p1‖
‖p1 + q1‖ ≤
‖p2‖
‖p2 + q2‖ .
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From (23)–(26) follow
|cJ (p2)| ≥ t for each J ∈ sp(p2),
and
|cJ (q2)| ≤ 1 for each dyadic interval J .
Let us inductively for k = 3, . . . , s determine functions pk , qk as
(pk, qk) = L(pk−1, qk−1, Ik),
and let Vk be a son of Ik where the values of functions pk−1 and qk−1 do not coincide with values
of functions pk and qk respectively.
For functions pk and qk we have
cIi (pk) = cIi (qk) = 0 for any k ≤ i ≤ s
cJ (pk) = cJ (pk−1) and cJ (qk) = cJ (qk−1) for any I 6⊆ Vk,
cJ (pk) = cJ±m(Vk )(pk−1) and cJ (qk) = cJ±m(Vk )(qk−1) for any J ⊆ Vk,
sp(pk) ∩ sp(qk) = ∅,
‖pk‖ > 0, ‖pk + qk‖ > 0,
‖p‖
‖p + q˜‖ ≤
‖pk‖
‖pk + qk‖ .
It follows from these estimates that
|cJ (pk)| ≥ t for each J ∈ sp(pk),
and
|cJ (qk)| ≤ 1 for each dyadic interval J .
Finally let us put
p′ = ps and q ′ = qs .
For p′ and q ′ we have
sp(p′) ∩ sp(q ′) = ∅
‖p′‖ > 0 ‖p′ + q ′‖ > 0, (27)
‖p‖
‖p + q˜‖ ≤
‖p′‖
‖p′ + q ′‖ , (28)
|cJ (p′)| ≥ t for each J ∈ sp(p′), (29)
and
|cJ (q ′)| ≤ 1 for each dyadic interval J . (30)
According to the procedure of construction of MGCHR of sp(pk); k = 1, . . . , s and (27)
we conclude that sp(p′) 6= ∅ and the MGCHR of sp(p′) is a collection of some members of
MGCHR of sp(p) (original generalized chains) and their copies.
Let us denote the set of fathers of members of MGCHR of sp(p′) by S. For each I ∈ S
one can say that there are exactly 2 generalized chains from MGCHR of sp(p′) whose father
is I. Also, on the left half of interval I the function p′ (resp. q ′) is itself a copy from the right
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half, i. e., p′ = L1(p′, I) = L2(p′, I) and q ′ = L1(q ′, I) = L2(q ′, I). Let us note that
cI(p′) = cI(q ′) = 0.
Let cI(p′) 6= 0. Then I belongs to some generalized chain of MGCHR of sp(p′) and
therefore there exists J ∈ S such that I ⊂ J . So we conclude that
supp(p′) ⊆
⋃
I∈S
I. (31)
We will say that I ∈ S has order k if
sonk(I,S) 6= ∅ and sonk+1(I,S) = ∅.
Let us prove that for any I ∈ S
‖p′‖I <
(
5t−1 + 2
)
‖p′ + q ′‖I − 2t − 8. (32)
We use induction on order of I. Suppose the order of I is 0. Let I+ and I− be sons of I.
Then because of definition of S we have I+, I− ∈ sp(p′). Therefore according to Lemma 1 and
(29) we get
‖p′ + q ′‖I = ‖p′ + q ′‖I+ + ‖p′ + q ′‖I− ≥ 2t.
It follows from (5) and (30) that
‖PI(q ′)‖I ≤ 1.
Since the order of I is equal to 0 then for any J ⊂ I+ (resp. J ⊂ I−) with cJ (p′) 6= 0 one
get C(I+,J ) ⊂ sp(p′) (resp. C(I−,J ) ⊂ sp(p′)). Therefore by using the monotonicity of the
Haar system we get
‖p′ + q ′‖I ≥ ‖p′ + PI(q ′)‖I .
Combining the above inequalities we conclude
(5t−1 + 2)‖p′ + q ′‖I ≥ (5t−1 + 1)‖p′ + q ′‖I + ‖p′ + PI(q ′)‖I
≥ 10+ 2t + ‖p′ + PI(q ′)‖I > ‖p′‖I + 2t + 9.
Assume now that (32) holds for all intervals with order ≤ k. We will prove the estimate
for interval I ∈ S with order k + 1. Let I+ and I− be sons of I. Note that p′|I+ is a
shift to m(I+) of p′|I− . Therefore the amount of sons of I with respect to S is even. Let
son(I,S) = {J1,J2, . . . ,J2s} where Ji ⊂ I+ for 1 ≤ i ≤ s and Ji ⊂ I− for s + 1 ≤ i ≤ 2s.
Intervals Ji are disjoint, their orders are ≤ k and Ji ∈ S, therefore
‖p′‖Ji ≤ (5t−1 + 2)‖p′ + q ′‖Ji − 2t − 8 for all i = 1, 2, . . . s. (33)
Denote D = I+ \
(⋃s
i=1 Ji
)
and
α = PJ1(PJ2(. . .PJs (p′) . . .)),
β = PJ1(PJ2(. . .PJs (q ′) . . .)).
For α and β we have
α = p′ and β = q ′ on D. (34)
We get from (5) and (30) that
‖β‖Ji ≤ 1 for any 1 ≤ i ≤ s. (35)
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According to (5) and the monotonicity of the Haar system it is easy to check that
‖α + β‖I+ ≥ ‖α + PI+(β)‖I+ ≥ ‖α‖I+ − 1. (36)
Now using (35) we have
‖α + β‖I+\D ≤ ‖α‖I+\D + ‖β‖I+\D
= ‖α‖I+\D +
s∑
i=1
‖β‖Ji ≤ ‖α‖I+\D + s.
We get by applying (34) and (36)
‖p′ + q ′‖D = ‖α + β‖D = ‖α + β‖I+ − ‖α + β‖I+\D
≥ ‖α‖I+ − 1− ‖α‖I+\D − s = ‖α‖D − s − 1 = ‖p′‖D − s − 1.
Next we conclude by using (33)
‖p′‖I+ = ‖p′‖D +
s∑
i=1
‖p′‖Ji
≤ ‖p′ + q ′‖D + s + 1+ (5t−1 + 2)
s∑
i=1
‖p′ + q ′‖Ji − s(2t + 8)
≤ (5t−1 + 2)‖p′ + q ′‖I+ − 2t − 6.
We have from the definitions of p′ and q ′
‖p′‖I+ = ‖p′‖I− and ‖p′ + q ′‖I+ = ‖p′ + q ′‖I−
Therefore
‖p′‖I = 2‖p′‖I+ ≤ (5t−1 + 2)‖p′ + q ′‖I − 4t − 12 < (5t−1 + 2)‖p′ + q ′‖I − 2t − 8.
Thus (32) holds.
Denote B = ⋃I∈S I. We can represent the set B as a union of some disjoint intervals from
S. Hence
‖p′‖B < (5t−1 + 2)‖p′ + q ′‖B .
By (31) on the set [0, 1] \ B we have p′ = 0. Therefore
‖p′‖ < (5t−1 + 2)‖p′ + q ′‖.
According to (28) and Lemma 7 and definitions of p and q we conclude that
‖G˜m( f )‖
‖ f ‖ ≤
(
5t−1 + 2
)
·
(
1+ 8
1− t
)
.
Theorem 1 is proved. 
Remark 4. One can prove that
‖G˜m( f )‖
‖ f ‖ ≤ 4
(
1+ 8
1− t
)
<
36
1− t .
Moreover,the multiplier (1− t)−1 is optimal and can not be improved.
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