Abstract-
I. INTRODUCTION
Crohn's disease (also known as regional enteritis) is a chronic, episodic, inflammatory condition of the gastrointestinal tract characterized by transmural inflammation (affecting the entire wall of the involved bowel) and skip lesions (areas of inflammation with areas of normal lining in between). Crohn's disease is a type of inflammatory bowel disease (IBD) and can affect any part of the gastrointestinal tract from mouth to anus. As a result, the symptoms of Crohn's disease can vary among affected individuals. The exact cause of Crohn's disease is unknown. However, research shows that the inflammation seen in the people with Crohns disease involves several factors: the genes the patient has inherited, the immune system itself, and the environment [1] . In other words, genetic factor has been invoked in the pathogenesis of the disease.
Although the Crohn's disease cannot easily be treated, it can be avoided if people at high risk change their living style, such as their diet. But how can we tell the susceptibility of people to the disease before symptoms are found and help them make informed decisions about their health? With the development of DNA microarray technique, it is possible to access the human genetic information related to specific diseases. Assessing the association between DNA variants and disease has been used widely to identify regions of the genome and candidate genes that contribute to disease [2] .
99.9% of one individual's DNA sequences are identical to that of another person. Over 80% of this 0.1% difference will be Single Nucleotide Polymorphisms (SNP) and they promise to significantly advance our ability to understand and treat human disease. A SNP is a single base substitution of one nucleotide with another. Each individual has many single nucleotide polymorphisms that together create a unique DNA pattern for that person. It is important to study SNPs because they represent genetic differences among human beings. Genome-wide association studies require knowledge about common genetic variations and the ability to genotype a sufficiently comprehensive set of variants in a large patient sample [3] . High-throughput SNP genotyping technologies make massive genotype data, with a large number of individuals, publicly available. Accessibility of genetic data makes genome-wide association studies for complex diseases possible.
Success stories when dealing with diseases caused by a single SNP or gene, sometimes called monogenic diseases, have been reported [4] . However, most complex diseases, such as psychiatric disorders, are characterized by a nonmendelian, multifactorial genetic contribution with a number of susceptible genes interacting with each other [5] . A fundamental issue in the analysis of SNP data is to define the unit of genetic function that influences disease risk. Is it a single SNP, a regulatory motif, an encoded protein subunit, a combination of SNPs in a combination of genes, an interacting protein complex, a metabolic or a physiological pathway [6] ? In general, it may be impossible to associate a single SNP or gene with a disease because a disease may be caused by completely different modifications of alternative pathways, and each gene only makes a small contribution. This makes the identification of genetic factors difficult. Multi-SNP interaction analysis is more reliable but it is computationally infeasible. An exhaustive search among multi-SNP combination is computationally infeasible even for a small number of SNPs. Furthermore, there are no reliable tools applicable to large genome ranges that could rule out or confirm association with a disease.
It's important to search for informative SNPs among a huge number of SNPs. These informative SNPs are assumed to be associated with genetic diseases. Tag SNPs generated by the multiple linear regression based method [7] are good informative SNPs, but they are reconstruction-oriented instead of disease-oriented. Although the combinatorial search method [8] for finding disease-associated multi-SNP combinations has a better result, the exhaustive search is still very slow.
Multivariate adaptive regression spline models [9] , [10] are used to detect associations between diseases and SNPs with some degree of success. However, the number of selected predictors is limited, and the type of possible interactions must be specified in advance. Multifactor dimensionality reduction methods [11] , [12] are developed specifically to find gene-gene interactions among SNPs, but they are not applicable to a large set of SNPs.
Random forest model has been explored in disease association studies [13] , but it was applied on simulated casecontrol data in which the interacting model among SNPs and the number of associated SNPs are specified, thus making the association model simple and the association is relatively easier to detect. For real data, such as Crohn's disease [14] , multi-SNP interaction is much more complex which involves more SNPs.
In Section II of this paper, we propose an optimum random forest model for searching the disease-associated multi-SNP combination for given case-control data. In the optimum random forest model, we generate a forest for each variable (e.g. SNP) instead of randomly selecting some variables to grow the classification tree. We can find the best classifier (a combination of SNPs which includes the SNP) for each SNP, then we may have M classifiers if the length of the genotype is M . We rank classifiers according to their prediction rate, and the SNP with a higher prediction rates is more diseaseassociated.
The association of multi-SNP combination can be measured by the disease susceptibility prediction rate. In Section III we address the disease susceptibility prediction problem [15] , [16] , [17] , [18] . The goal of disease susceptibility prediction is to assess accumulated information targeted to predicting susceptibility to complex diseases with significantly high accuracy and statistical power. The problem is based on the association study we described above. The Disease-associated multi-SNP combination found in association studies can be used to predict the susceptibility to diseases. On the other side, the prediction results can be used to evaluate the accuracy of the association studies. Higher prediction rates means the higher reliability of the the association studies.
The proposed method is applied to analysis the genetic data of the Crohn's disease. We find the disease-associated multi-SNP combination and apply it to predict the susceptibility. The accuracy of the prediction is higher than that of all previously known methods. It can be also applied in disease prevention and control in the near future. For example, after training the available case-control genome data, we can find those significant SNPs which are well associated with the disease. When a patient comes, and we obtain his/her genetic data, we don't need to check the whole sequence, but only disease-associated SNPS instead. This will save a lot of money and time for diagnosis and can be done before the onset of diseases. Therefore, treatment could start earlier to prevent or delay the occurrence of the disease.
II. DISEASE ASSOCIATION SEARCH FOR CROHN'S DISEASE
In this section we first give an overview of the random forest tree and classification tree, then we will describe the genetic model. Next we formulate the problem of searching for the disease-associated multi-SNP combination and propose the optimum random forest algorithm.
A. Classification Trees and Random Forests
In machine learning, a Random Forest is a classifier that consists of many classification trees. A different bootstrap sample from the original data is used to construct a tree. Therefore, about one-third of the cases are left out of the bootstrap sample and not used in the construction of the tree. Cross-validation is not required because the one-third oob (out-of-bag) data is used to get an unbiased estimate of the classification error as trees are added to the forest. It is also used to get estimates of the importance of variables. After each tree is built, we compute the proximities or each terminal node.
In every classification tree in the forest, put down the oob samples and compute the importance score for each tree based on the number of votes cast for the correct class. This is the importance score for variable m. All variables can be ranked and those important variables can be found in this way.
Random forest is a sophisticated method in data mining to solve classification problems, and it can be used efficiently in disease association studies to find most disease-associated variables such as SNPs that may be responsible for diseases.
B. Genetic Model
The case-control sample populations consist of N individuals which are represented in genotype with M SNPs. Each SNP attains one of the three values 0,1, or 2. The sample G is an (0, 1, 2)-valued N × M matrix, where each row corresponds to an individual, each column corresponds to a SNP.
The sample G has 2 classes, case and control, and M variables. Each of M is represented as a SNP. To construct a classification tree, we split the sample S into 3 child nodes, depending on the value (0, 1, 2) of the variable (SNP) on split site (loci). We grow the tree to the largest possible extent. The construction of the classification tree for case-control sample is illustrated in Fig. 1 . The relationship of a leaf to the tree on which it grows can be described by the hierarchy of splits of branches (starting from the trunk) leading to the last branch from which the leaf hangs. The collection of split site is a Multi-SNPs combination (MSC), which can be viewed as a multi-SNP interaction for the disease. In this example, MSC = {5, 9, 3} and m = 3, which is a collection of 3 SNPs, represented as its loci.
C. Most Disease-associated Multi-SNPs Combination Problem
To fully understand the basis of complex diseases, it is important to identify the critical genetic factors involved, which is a combination of multiple SNPs. For a given sample G, S is the set of all SNPs (denoted by loci) for the sample, and a multi-SNPs combination (MSC) is a subset of S. In disease associations, we need to find a MSC which is a combination of the m SNPs that are most associated with the disease. The problem can be formulated as follows:
Most Disease-associated Multi-SNPs Problem. Given a sample G with a set of SNPs S, find the most diseaseassociated multi-SNPs combination (MDMSC) which consists of the most m disease-associated SNPs such that the sample is classified correctly by the MDMSC with high confidence.
Although there are many statistical methods to detect the most disease associated SNPs, such as odds ratio or risk rates, the result is not satisfactory [16] . We decide to search the MDMSC based on the random forest.
D. Optimum Random Forest
We generate a MSC for each SNP, the size of the MSC should be much less than the number of SNPs set S (m M ). The MSC i (i = 1, 2, . . . , M) must include the i th SNP and the other (m−1) SNPs can be randomly chosen from S. In this way, the M MSCs will cover all SNPs in the sample.
For each MSC, we grow many trees, by permuting the order of the MSC and the training sample. We run all the testing samples down these trees to get the classifier for each sample in the training set, then we can get a classification rate for each tree of a MSC. The classification rate for the MSC is that of the tree whose rate is the highest, and this tree is the best tree. Each member(SNP) of the MSC i is assigned a weight w i,j (j ∈ MSC) based on the accuracy. The weights for SNPs in the same MSC are the same. All SNPs in all other MSCs will be also assigned a weight. If a SNP is not a member of MSC i , then w i,j = 0.
The weight for each SNP W j (j = 1, 2, . . . , M) in M is the sum of weights from all MSCs.
In the general random forest (GRF) algorithm, the MSC is selected completely randomly and m M . It may miss some important SNPs if they are not chosen for any MSC. In our optimum random forest (ORF) algorithm, this scenario can be avoided because we generate at least one MSC for each SNP. On the other hand, in GRF, the classifier (forest) consists of trees where there is a correlation between any two trees in the forest, and the correlation will decrease the rate of the classifier. But in ORF, we generate a cluster by permuting the order of the MSC and samples for each tree and the prediction for testing samples is on this cluster only, which is completely independent from the other trees. In this way, we extinguish the correlation among trees. All SNPs are sorted according to their weights. The most disease-associated SNP is the one with the highest weight. The MDMSC consists of the first N SNPs in the sorted set. The contribution to diseases of each SNP is quantified by its weight, but in GRF there is no way tell the difference of contribution among SNPs.
III. DISEASE SUSCEPTIBILITY PREDICTION
In this section we show how to apply the optimum random forest to the disease susceptibility prediction problem based on the MDMSC we obtained from above.
In Optimum Random Forest (ORF), we use random forest to choose those most disease-associated SNPs. The selected disease-associated multi-SNPs combination (MDMSC) (a collection of m SNPs) is used to build the optimum random forest. The m variables are used to split the sample. We may use the same MDMSC to grow many trees and choose the best tree (classifier) to predict the disease status of the testing genotype. The best tree has the highest prediction rate in the training set. Since the training set is different when the testing individual is left out, the MSC and the best classifier are different too. The Optimum Random Forest algorithm is illustrated in Fig.2 .
Input:
Training genotype set 
Output:
Disease status of the test genotype s(gt).
Fig. 2. Optimum Random Forest Prediction Algorithm
To measure the association of the selected MDMSC, we compare the method described above with several universal prediction methods which includes Closest Genotype Neighbor (CN), Support Vector Machine Algorithm (SVM), Gen- eral Random Forest (GRF), Most Reliable 2 SNP Prediction (MR2) and LP-based Prediction Algorithm (LP) [16] . These methods are adaptations of general computer-intelligence classifying techniques and they also use a combination of multi-SNPs for susceptibility prediction.
IV. RESULTS & DISCUSSION In this section we first describe the genetic data of the Crohn's disease and then discuss our experimental results.
A. Data Set
The genetic data is derived from the 616 kilobase region of human Chromosome 5q31 that may contain a genetic variant responsible for Crohn's disease by genotyping 103 SNPs for 129 trios [14] . All offspring belong to the case population, while almost all parents belong to the control population. In the entire data, there are 144 case and 243 control individuals. The missing genotype data and haplotypes have been inferred using the 2SNP phasing method [19] .
B. Results
The normalized weights of 103 SNPs are shown in Fig.  3 . SNPs with higher weights are more associated with the disease.
In Table I we compare the optimum random forest (ORF) method with the other 5 methods. The best accuracy is achieved by ORF is 74.4%. From the results we can find that the ORF has the best result since we select the most disease-associated multi-SNPs to build the random forest for prediction. Because these SNPs are well associated with the disease, the random forest may produce a good classifier to reflect the association. 
V. CONCLUSIONS
In this paper, we discuss the potential of applying random forest on disease association studies. The proposed genetic susceptibility prediction method based on the optimum random forest is shown to have a high prediction rate and the multi-SNPs being selected to build the random forest are well associated with diseases. In our future work we are going to continue validation of the proposed method with a fast solver.
