Abstract Two-dimensional (2D) numerical simulations of thermochemical nonequilibrium inductively coupled plasma (ICP) flows inside a 10-kW inductively coupled plasma wind tunnel (ICPWT) were carried out with nitrogen as the working gas. Compressible axisymmetric NavierStokes (N-S) equations coupled with magnetic vector potential equations were solved. A fourtemperature model including an improved electron-vibration relaxation time was used to model the internal energy exchange between electron and heavy particles. The third-order accuracy electron transport properties (3rd AETP) were applied to the simulations. A hybrid chemical kinetic model was adopted to model the chemical nonequilibrium process. The flow characteristics such as thermal nonequilibrium, inductive discharge, effects of Lorentz force were made clear through the present study. It was clarified that the thermal nonequilibrium model played an important role in properly predicting the temperature field. The prediction accuracy can be improved by applying the 3rd AETP to the simulation for this ICPWT.
Introduction
Inductively coupled plasma (ICP) flow is one of the important high-enthalpy thermal sources in the aerospace industry. It is generated by means of the radio-frequency (RF) inductive discharge of operating gases in ICP wind tunnels (ICPWTs). Because there is no contact between the heating element and working gas, the produced ICP flow is highly pure. This advantage and the high-enthalpy property make ICP flows the preferred sources to develop the thermal protection systems (TPSs) of reentry vehicles, study nitridation reactions on the ablator surfaces [1] , investigate variations of electron dynamics [2] , prepare nanoparticles of intermetallic compounds [3] , etc.
Numerical investigation using computational fluid dynamics is an attractive approach to study the heating mechanism and flow fields of ICP facilities [4] . Thus far, many numerical simulations have been performed for argon and air ICP flows [5−11] . For the pure nitrogen ICP flow, Barnes and Nikdel [12] first applied a linearized energy-balance equation to obtain the temperature and velocity distributions for an ICP discharge. However, the coupling between electromagnetic and aerodynamic fields was not considered in their work. Punjabi et al. [13] comprehensively examined the flow fields of an ICP torch with the electromagnetic equations solved under the hypothesis of local thermal and chemical equilibrium. This hypothesis is very useful for studying the transport of mass, momentum and energy, but limited to some restricted conditions such as atmospheric pressure condition. Tanaka et al. [14] numerically studied the chemical nonequilibrium ICP flows by using Dunn-Lordi's chemical model [15] . They revealed that the chemical nonequilibrium model played an important role in predicting the distributions of particle compositions near the wall, while the thermal nonequilibrium model was not taken into account in their work.
Recently, a four-temperature model considering internal energy exchanges was developed to study the thermal nonequilibrium process of an arc-heated flow [16] . Note that for the electron-vibration energy relaxation time, Lee's previous theoretical data [17] were used in this four-temperature model. According to the new works of Bourdon et al. [18] and Kim et al. [19] , more accurate electron-vibration relaxation time was available recently.
As for an ICP simulation, transport properties of the working gas serve as important and indispensable components in the modeling procedure. In the last decade, for simplicity, the first-order formula of ChapmanEnskog approximation was widely used to calculate the transport properties such as electrical conductivity and electron thermal conductivity for ICP flows [8, 14] . However, because of the tight coupling between aerodynamic and electromagnetic fields in the ICP simulation, the electrical conductivity will significantly affect the distributions of Joule heating rate and Lorentz force. Therefore, it is better to compute the electron transport properties using the high-order perturbation technique of Chapman-Enskog theory [20] , though the calculation with high-order technique needs much more collision integral data and is complex. With the development of molecular and atom theory, recently Ghorui et al. [21] gave a method to calculate different kinds of collision integrals for interactions between charged species. Laricchiuta et al. [22] also tabulated some transport coefficients to evaluate the collision cross-sections for interactions between electron and neutral species. Therefore, the high-order electron transport properties for nitrogen became achievable through their works.
In this study, we focus on the effects of the thermal nonequilibrium model and high-accuracy electron transport properties on the nitrogen ICP flow in a 10-kW ICPWT. A four-temperature model with a modified electron-vibration relaxation time was employed to determine the temperature field and thermochemical state of the ICP flow. The third-order electron transport properties were calculated and applied in the present study. Since the RF inductive discharge plays an important role in the coil region, we introduced the magnetic vector potential equations [7] to describe the heating process induced by the RF discharge. The whole flow field was described by the axisymmetric compressible N-S equations coupled with a hybrid chemical model that combines Dunn-Kang's and Park's chemical reaction models. In the induction torch, the electromagnetic and flow fields were bridged through the Joule heating rate and Lorentz force. As the first step, we numerically simulate a nitrogen ICP flow and discuss its basic flow properties. Thereafter, we compare the numerical results obtained under the local thermal equilibrium and thermal nonequilibrium assumptions. Next, we compare the simulated results with experimental data to validate the numerical methods used presently. Finally, the effects of different order electrical conductivities on the flow fields are investigated and discussed.
Modeling procedure
The geometry and computational mesh of the 10-kW ICPWT are illustrated in Fig. 1 . Fig. 1(a) shows the far-field grid system used for solving the electromagnetic equations; Fig. 1(b) shows the flowfield mesh of the ICP torch that is used to bridge the electromagnetic and entire flow fields of this ICPWT; Fig. 1(c) illustrates the geometry and mesh of the whole flow field including the ICP torch, extended tube and vacuum chamber. For the electromagnetic field calculation, the far-field grid that consists of 126×66 nodes covers the region of −100 mm≤x≤320 mm and 0 mm≤y≤187 mm. The inductive coil turns 3 times around the discharge torch with a diameter of 8 mm, and is located in 90 mm≤x≤125 mm, y =52.5 mm with an axial interval of 17.5 mm. A non-uniform grid is used with the mesh being concentrated in the coil region to take care of the coupling between electromagnetic and flow fields. The driving frequency of the coil current for this 10-kW ICPWT is 4.0 MHz. As for the mesh of the flow field, the computational domain is constructed the same as the structure de-signed in the experiment [23] . A thin orifice plate with an inner radius of 25 mm and wall thickness of 1.5 mm is positioned at x = 320 mm. Because of difficulties in constructing the computational grid in such a narrow space, the wall thickness of the orifice was enlarged and specified from x = 320 mm to 340 mm in the computation. The influence of this enlargement on the flow field is thought to be negligible. The total axial length of the computational domain is kept identical with that in the corresponding experiment.
Governing equations
In this study, the following assumptions are employed:
a. The flow is laminar, steady, and axisymmetric. b. The test gas is nitrogen. c. The flow field is in thermochemical nonequilibrium and the temperature is separated into translational T tr , rotational T rot , vibrational T vib and electron T e temperatures. The electronic excitation temperature is assumed to be equilibrated with the electron temperature.
d. The Lorentz force and magnetic field induced by plasma are considered. Gravity is ignored.
Taking into account the assumptions mentioned above, the system of the governing equations, which consist of total mass, momentum, total energy, species mass, vibrational energy, rotational energy and electron-energy conservations, can be written in the vector form as:
The conservative vector Q, flux vectors F , F υ and source-term vector W in Eq. (1) can be written as follows: 
The gas state equation is:
The internal energy is defined as:
Translational (E tr ), rotational (E rot ), vibrational (E vib ) and electron energy (E e ) are given by:
where Θ vib,s is the vibrational characteristic temperature.
Magnetic vector potential equations
The electromagnetic fields of an RF inductive discharge governed by the Maxwell equations can be solved by following equations:
Here the displacement current density was neglected. The total charge density was also assumed to be zero due to the electric neutrality of a plasma flow. E, H, J , µ 0 are the electric-field intensity, magnetic-field intensity, total current density, and magnetic permittivity of the vacuum, respectively. The magnetic-field intensity can be expressed by the magnetic vector potential A that satisfies [7] :
Substituting Eq. (15) into Eq. (13) yields:
Since the vector potential A is oscillating with the angular frequency of a coil current ω. A can be expressed in a Fourier mode, and then Eq. (16) becomes:
where ω = 2πf . f , A 0 , i denote the driving frequency of the coil current, amplitude of the vector potential, and complex factor (i = √ −1), respectively.
Substituting Eq. (15) into Eq. (14) as well as using the Coulomb's gauge ∇ · A = 0, we obtain:
For an ICP flow, the total current density J includes two parts: J = J coil + J ind , where J coil is the current density in the coil, and J ind is the current density in the plasma. Considering the simplified Ohm's law for a plasma flow, and then using Eq. (17), we obtain:
Then Eq. (18) becomes:
For the cylindrical induction plasma torch, the coil current can be assumed to be composed of parallel rings. So it is reasonable to assume the vector potential has only the tangential component [7] i.e., A = (A R , A θ , A z ) = (0, A θ , 0). To take into account the phase differences between the electromagnetic field generated by the coil current and that induced by the plasma, the tangential vector potential A θ stands for a complex variable, i.e., A θ = A R + iA I . Finally, the magnetic vector-potential equations are expressed as:
If the amplitude of sinusoidal coil current I is given, the amplitude of the current density J c can be calculated by J c = I/ πR 2 c , where R c is the radius of the coil. Thus, the tangential vector potential A θ and electric field E θ can be calculated by Eqs. (21), (22) and (17), respectively. Then the bridge terms of the electromagnetic and flow fields such as the Joule heating rate S joule and Lorentz forces F Li (e.g., F Lx , F Ly ) can be obtained. The Joule heating rate that is derived from Ohm's law is defined as:
Lorentz forces can be expressed as:
where Re[ ] denotes the real part of the term in the bracket. The tangential electric field is expressed as
H * represents the complex conjugate of magnetic field intensity H. The axial and radial components of µ 0 H (magnetic flux density B = µ 0 H) are expressed as [13] :
Transport properties
The transport properties for nitrogen were calculated using the Chapman-Enskog theory [24] . The viscosity µ and translational, rotational, vibrational thermal conductivity for nitrogen were calculated according to the Yos's formula [25] . The collision integrals required to compute the viscosity and abovementioned thermal conductivities were evaluated using the methods and data in Ref. [26] . For a nonequilibrium plasma, Fertig et al. [27, 28] gave an improved value of the collision integral data for N-e − , which were adopted in the present calculation. The diffusion coefficients were given by the formula of Curtiss and Hirschfelder [29] . Ambipolar diffusion was assumed for charged species, Previously, the first-order accuracy electron transport properties (electrical conductivity and electron thermal conductivity) were usually used for nitrogen and air ICP plasma simulations [8, 14] . The expression of the first order electrical conductivity is written as [14] :
where n e , n j are the number densities of electron and chemical species,Q
is the collision integral of the momentum transfer cross section between the electron and chemical species, and e, k respectively denote the electric charge and Boltzmann constant. In the present study, we use the third-order formula of Sonine polynomial terms to evaluate electrical conductivity and electron thermal conductivity, which are respectively expressed as follows [20] : 2 . (28) where q mn (m, n=0-2) are functions of number density of species and several kinds of the collision cross sectionsQ (l,s) ei (l=1-2, s=1-5) between electron and other chemical species [20] . For the interactions between electron and charged species, the collision cross sections were computed according to the shielded Coulomb potential described in Refs. [20, 21] ; while for the interactions between electron and neutral species, the collision cross sections were computed according to Laricchiuta work [22] . To validate the present computational methods, the electrical conductivities with the 1 st and 3 rd order accuracies were compared with each other, and also compared with other researchers' results under atmospheric pressure. For comparison, first we used the partition functions, chemical reaction rates, and characteristic temperatures of nitrogen species given in Ref. [30] to calculate the equilibrium compositions of nitrogen under atmospheric pressure, and then we computed Eqs. (26)- (28) under the atmospheric pressure condition. From Fig. 2 , it can be seen that the present third-order electrical conductivity shows good agreement with the recent work of Colombo et al. [31] and the theoretical data of Capitelli et al [32] . In contrast, it is higher than Gupta's first order electrical conductivity as the temperature is higher than 9000 K.
Chemical reactions
Previously, Dunn-Lordi's chemical model was used for the nitrogen ICP simulation [14] . Note that later an improved chemical model was developed by Dunn and Kang through experimental and theoretical studies [34] . Park also studied some dissociation reactions (e.g., N 2 + e Colombo et al Fig.2 Comparison of electrical conductivity for nitrogen among the works of Colombo et al. [31] , Asinovsky et al. [33] , Capitelli et al. [32] , Gupta et al. [26] , and the present work nonequilibrium plasma simulations [35] . Therefore, in this work a hybrid chemical model that combines the works of Dunn-Kang and Park was used to model the ionization and dissociation processes of a nitrogen flow. Table 1 . The forward chemical reaction rate k f,r was determined with an Arrheniustype form:
The coefficients of the reaction rate C r , n and θ r were taken from the works of Park and Dunn-Kang [34, 35] . The backward reaction rate k b,r was evaluated from the corresponding equilibrium constant K eq :
The equilibrium constants, being functions of temperature and pressure, were calculated using the curvefit formula [30] . The net production rate of chemical species s (ω s ) due to reactions can be written as: 
Internal energy-exchange model
Internal energy transfer due to elastic and inelastic collisions among electron, molecules, and atoms was modeled and added to the corresponding electron, vibrational, and rotational energy equations. The internal energy-exchange rates S int in the source-term vector W were expressed as follows:
The chemical energy loss due to dissociation/ionization reactions (e.g.,
) and energy transfer between each of the internal energy modes (i.e., translation-rotation (T-R), translationvibration (T-V), translation-electron (T-e), rotationvibration (R-V), and rotation-electron (R-e)) were considered and evaluated by the same formulas given in Ref. [16] . Modifications were done on the electronvibration energy exchange (Q e−V ) with newly available methods. Detailed description of the electron-vibration energy exchange is given below.
Electron-vibration energy exchange
The term Q e−V models the energy transfer between electrons and the vibrational mode of molecules, and is evaluated in the Landau-Teller form [36] :
where τ N2−e is the vibrational relaxation time of molecular nitrogen during collisions with electrons, derived by Lee [17] :
In Eq. (36), k e−V 0,j is the vibrational excitation rate coefficient from the vibrational state 0 to the state j. Lee gave the curve-fit formula for the electron-vibration relaxation time τ N2−e and suggested that it could be used for highly ionized plasma simulations such as the modeling of a high-power arc-heated flow. Alternatively, Bourdon and Vervisch [18] proposed an improved expression for calculating τ N2−e in the temperature range of 3000-20000 K. Good agreement between the experimental and theoretical data for τ N2−e was seen in their work. On the other hand, out of the above temperature range, recently Kim [19] modeled the coefficient k e−V 0,j and gave a fitting formula to calculate the relaxation time. Therefore in the present study, we use the improved method and data given in Refs. [18, 19] to calculate the electron-vibration relaxation time. The differences between the electron-vibration relaxation time in Lee's work and in the present work are shown in Fig. 3 . 
Numerical methods and boundary conditions
To numerically solve the flow-field equations, the abovementioned differential equations were discretized by a finite volume method. Exploiting the advantages of arbitrary body-fitted grids, we transformed the Cartesian coordinate system into a generalized coordinate system in the computational domain. The convective terms were evaluated by the SLAU (simple low-dissipation advection upwind splitting method scheme) [37, 38] , and the viscous terms were calculated using the second-order central difference method. To achieve higher order accuracy, Van Leer's MUSCL (monotonic upstream-centered scheme for conservation laws) limiter was used for the inviscid numerical fluxes [39] . In addition, when the chemical kinetic model is considered, a robust and effective time integration method is needed to overcome the stiffness in timescale between the chemical reactions and the fluid motion. Thus, the point-implicit lower and upper symmetric Gauss-Seidel method [40, 41] was employed to achieve stable calculation and rapid convergence. Because of the considerably smaller values of electronic mass and energy compared with those of the other species, numerical stiffness tended to arise in solving the electron-energy equation. To avoid this stiffness, we uncoupled the electron-energy equation from the other flow-field equations and then solved the electron temperature instead of the electron energy by a standard line relaxation method to obtain the electron temperature at each time step. The OpenMP technique was used to accelerate the calculations.
The electromagnetic equations were discretized by the finite difference formulation. The numerical flux was evaluated by the second-order central difference method. The under-relaxation method was used to solve the magnetic vector-potential equations. The relaxation coefficient was set to be 0.1, and the relative residual of the vector-potential equations was set to be less than 10 −5 at each time step. To control the total discharge power dissipated into the plasma, the computational input power defined as P c = S joule dV was integrated over control volumes in the flow field of the torch. The coil current was updated at each time step to enforce the computational input power P c to be equal to the total experimental input power P (e.g., P =10 kW). To achieve a stable calculation, we introduced the following method to update the coil current at the (n + 1)th time step: I n+1 = I n + ∆I n , ∆I n = β (P/P n c − 1) I n , where β was defined in the program flow chart Fig. 4 .
The flow-field boundary conditions for the inlet, outlet, torch wall, extended tube wall, vertical wall (x=400 mm, 75.0 mm< y < 150.0 mm in Fig. 1(c) ), and vacuum chamber wall were set in the same way as described in our previous work [42] . Because of severe deformation of the grids near the orifice wall, numerical error seemed easy to occur here. Therefore, a constant wall-temperature being 1000 K was used at the orifice exit (x = 340 mm, 25.0 mm≤y≤75.0 mm). As for the boundary conditions for solving the magnetic vector-potential equations, the outer boundaries, which locate at x = −100 mm; x = 320 mm; y = 187 mm in Fig. 1(a) , were set far enough from the coil position so that the intensity of electromagnetic field is sufficiently small to be given as zero along these boundaries. The effects of different positions of these far field boundaries were tested and eliminated before the beginning of this calculation. The axisymmetric boundary condition was imposed on the center axis. 
Results and discussion
In this study, thermochemical nonequilibrium ICP flows with the test gas being nitrogen were modeled and studied. First of all, flow properties of the ICP flow for the baseline case under an input power P =10 kW, mass flow rateṁ=0.625 g/s, chamber pressure p ch =3.9 kPa, and f =4.0 MHz will be shown and discussed. Second, the modeling results under the local thermal equilibrium and thermal nonequilibrium assumptions will be compared and analyzed. Third, we will compare the computed results with corresponding experimental data such as photographs of visible plasma shapes and measured temperatures. Finally, the simulated results by using the first-and third-order electrical conductivities will be compared with each other, because the application of different order electrical conductivity in an ICP simulation relates to the numerical scheme rather than thermochemical nonequilibrium. Therefore, the detailed analyses on the effects of electrical conductivity on the flow fields are given in the Appendix A.
3.1 Flow properties in the 10-kW ICP wind tunnel Fig. 5 shows the computational results of temperature distributions. Fig. 5(a) shows the distributions of the translational and electron temperatures; Fig. 5(b) shows the rotational and vibrational temperatures in the ICP torch; Fig. 5(c) shows the distribution of the translational temperature in the whole flow field for the baseline case. As shown in Fig. 5(a) , the maximum electron temperature is about 3651 K higher than the maximum translational temperature (6912.5 K) near the position (x, y) = (114 mm, 28.5 mm). Similar temperature difference between the vibrational and rotational temperatures is found in Fig. 5(b) . The four temperatures do not equilibrate with each other in the coil region. It is confirmed that in the coil region the plasma flow is in thermal nonequilibrium. The maximum nonequilibrium degree θ = T e /T tr is about 1.53 there. The mechanism that leads to the differences between the electron and the translational, rotational temperatures is as follows. The electrical energy transferred to the plasma is primarily absorbed by the lightest and most mobile charged particles, i.e., the electrons. Due to relatively small input power and stable property of nitrogen, only a few electrons were found under these working conditions (see Fig. 8 ). Therefore the total momentum and energy of electrons are small. So the energy exchange between electrons and heavy species in elastic collisions is insufficient under these working conditions. Thus, it is possible that the electron temperature remains different from the temperatures of atoms and molecules. Fig. 6 shows the radial profiles of the four temperatures at x=114 mm in the coil region. Due to the dense electric field induced by the RF coil current and a negative radial Lorentz force in the coil region, large Joule heating was deposited in the region of x=110-118 mm, y=26-30 mm. Thus, the maximum electron temperature appears in this region. From the center axis to y=28.5 mm, the electron and vibrational temperatures increase gradually and are different from the translational, rotational temperatures. From y=28.5 mm to the torch wall, because the cooling water always flows on the quartz-tube wall, much heat flux is transferred to the wall and brought away by the cold water. Therefore, near the torch wall the four temperatures rapidly decrease. Furthermore, as seen from Fig. 6 , the vibrational temperature seems almost equal to the electron temperature in the high temperature region, but differs a lot from the translational and rotational temperatures. The reasons leading to this phenomenon are as follows: for a diatomic molecular gas, because the cross section of a diatomic molecule is larger than that of an atom, the electrons will preferentially transfer some energy to the heavy molecules through elastic collisions. On the other hand, due to the relatively small mole fraction of the electron under these working conditions (see Fig. 8 ), collisions between the molecules and electrons do not lead to rotational excitation, because a small amount of electrons possess small momentum. The rotational transitions occur preferentially when colliding particles have a similar mass or the electrons possess sufficiently large energy and momentum [30] . However, the vibrational excitation can be achieved because the vibrational excitation requires only the transfer of energy. According to the investigations of cross section and rate coefficients for such electron-impact vibrational excitation, Lee [17] has revealed that the relaxation time for equalization between the vibrational temperature of N 2 and electron temperature, which is shown in Fig. 2 , is very short in the electron-temperature range of 5000-15000 K. The translational temperature, which was controlled by the total energy equation, denotes mean kinetic energy. Only a few electrons hardly cause large variations of the translational temperature. Therefore, in the high temperature region, the vibrational temperature almost equals the electron temperature, but differs from the translational and rotational temperatures. Fig. 7 shows the axial profiles of the four temperatures at y=28.5 mm in the torch and in the extended tube. As can be seen, the electron temperature rises rapidly from the torch inlet and reaches a peak value between the second and third coils. In the coil region, the thermal nonequilibrium degree of the flow dramatically increases first and then decreases from x=114 mm. On the other hand, near the torch exit, because of thermal diffusion and energy transfer in the region downstream of the coil, the four temperatures begin to equilibrate with each other. The flow tends to be in local thermal equilibrium from x=190 mm in the torch. The mole fraction of chemical species at the axial position of x=114 mm is illustrated in Fig. 8 . Because of high ionization energy of atomic nitrogen, few electronimpact ionization reactions occur in the coil region. The mole fraction of electron remains small even at the highest temperature position. Atomic nitrogen is the dominant chemical species before y=27 mm at this axial position. 65.3% molecular nitrogen has been dis-sociated to form atoms and ions near the center axis. 
Effects of the thermal nonequilibrium model on the flow field
In this section, we give a comparison between the numerical results obtained under the assumption of local thermal equilibrium (one-temperature model, i.e., 1T model) and thermal nonequilibrium (four-temperature model, i.e., 4T model) under the operating conditions of an input power P =10 kW, mass flow ratė m=0.625 g/s, and chamber pressure p ch =7.2 kPa in the 10-kW ICPWT. Fig. 9 shows the comparison of translational temperature obtained by the 1T and 4T models. We can see that in the result of 1T model, the plasma flow shifts downward greatly in the coil region when it is compared with the result obtained from the 4T model. This is caused by the bigger axial Lorentz force in the 1T model case. Table 2 shows the comparisons of the computed maximum temperatures, Lorentz forces, electric field, etc. The relative deviation is defined as z 1T − z 4T /z 4T where z denotes temperatures, Lorentz forces, and electric field parameters, etc. As shown in Table 2 , when the 1T model was used, the maximum axial Lorentz force is larger than the force obtained from the 4T model. Therefore, under the 1T model the plasma flow was pushed to the far downward position in the coil region. Furthermore, regarding the 1T model, the electron temperature was assumed to be identical with the heavy particle's average temperature T tr . This assumption is valid in highpressure conditions e.g. atmospheric pressure condition, in which the internal energy exchange between electrons and other species can sufficiently carry on through frequent elastic collisions. Compared with the atmospheric pressure, the working pressure of the 1T-model case (p ch =7.2 kPa) is low. Therefore the assumption of local thermal equilibrium for this low pressure case would result in big numerical errors on the evaluation of temperature field. Because the chemical reaction rates and magnetic vector potential equations were highly related to the electron and translational temperatures, the numerical errors caused by the 1T model would be accumulated on the computations of chemical reactions and electromagnetic equations, and then transferred to the whole flow field. As illustrated in Table 2 , the relative errors of T tr , F Lx and E I between the 1T and 4T model cases are as large as 21.8%, 30.3%, and 98.9%. 
Comparison with experimental data
Recently, the optical emission spectroscopies of excited molecules N 2 (1+), N 2 (2+) and N + 2 (1−) were measured and fitted with the theoretical spectra to determine flow temperature in the 10 kW ICPWT [43, 44] . In this section, we make qualitative and quantitative comparisons between the numerical and experimental results, respectively. First of all, we give qualitative comparison between the simulated high-temperature column and the bright visible plasma in the experiment [44] for the baseline case. Fig. 10(a) shows the comparison between the computed translational temperature (left) and the experimental plasma core (right) in the torch. It is seen that the computed high-temperature region (T ≥5500 K) shows a similar shape to that of the bright visible plasma in the experiment. Both in the simulation and in the experiment, the plasma flames seem broaden a little in the radial direction near the third turn of the coil. Fig. 10(b) shows the comparison between the computed translational temperature (left) and the experimental plasma column (right) in the chamber. Similar shape of high-temperature columns can also be seen in the chamber between the simulation and experiment. Second, the quantitative comparisons between the simulated and measured temperatures along the radial and axial directions are given, respectively. (1) Along the radial direction, Fig. 11 shows the comparison of the simulated and measured temperatures at x=135 mm for case 1. The operating conditions of case 1 were defined the same as the experimental conditions [43] : P =10 kW,ṁ=0.65 g/s, p ch =3.5 kPa, f =4.0 MHz. As can be seen from Fig. 11 , the computed and measured temperatures show good agreements with each other within y ≤ 15 mm. (2) Along the axial direction, Fig. 12 compares the simulated and measured temperatures on the center axis for baseline case and case 2. The operating conditions of case 2 were defined as [43] : P =10 kW,ṁ=0.82 g/s, p ch =4.3 kPa, f =4.0 MHz in the experiment and simulation. For case 2, the simulated temperatures agree well with the measured ones at x=117 mm, 135 mm, but the disagreement is seen at the position x=99 mm on the center axis. For baseline case, agreement can be observed at x=99 mm. While at x=117 mm, 135 mm the simulated temperatures seem about 1500 K higher than the measured ones. Generally, on the center axis the maximum relative errors between the simulated and measured temperatures are within 28.5% for these two cases. Because the effects of turbulence and radiation in the coil region were not considered in the present study, they may be the reasons for these discrepancies on the center axis. This issue will be studied further in the future. 
Conclusions
Numerical simulations were carried out to study the plasma flows in the 10-kW ICPWT with nitrogen as the working gas. Detailed distributions of the flow field and thermal nonequilibrium mechanism of the nitrogen ICP flow were determined and analyzed. In the 10-kW ICPWT, due to the insufficient energy exchange between electrons and heavy particles, the plasma flow tends to be in thermal nonequilibrium in the discharge region, while near the center axis, in the downstream of the torch, and in the vacuum chamber, the flow approximates local thermal equilibrium. In the inductive coil region, collisions of molecules with only a few electrons do not lead to rotational excitation but result in vibrational excitation. Short electron-vibration relaxation time leads to equalization of vibrational temperature and electron temperature in the high temperature region. Through comparisons between the numerical results obtained under the local thermal equilibrium and nonequilibrium assumptions, the four-temperature model was observed to play an important role in properly predicting the flow field for the 10-kW ICPWT. Through qualitative and quantitative comparisons, it is revealed that the simulated results generally agree with the experimental data. It was also clarified that the electron transport properties with the third-order accuracy are necessary to improve the modeling accuracy for the nitrogen plasma simulation in the 10-kW ICPWT.
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Appendix A: Effects of different order electrical conductivities on the flow field
In this section, the effects of electrical conductivities with the first-(σ 1st ) and third-order (σ 3rd ) accuracies on the flow field are investigated. Fig. 13 shows the distributions of the first-and the third-order electrical conductivities on the center axis for the baseline case. Note that here the third-order electrical conductivity was used to calculate the Joule heating rate and Lorentz forces in Eqs. (23)- (25) . The first-order electrical conductivity was computed by Eq. (26), but it was not used in the electromagnetic field calculation. As can be seen from Fig. 13 , the maximum σ 1st is about 160 S/m smaller than the maximum σ 3rd at the axial position of x=140 mm, though the same pressure, translational temperature, and number density of chemical species were used to evaluate the electrical conductivities in Eqs. (26) and (27) . Because the first-order formula Eq. (26) was derived under the chemical equilibrium assumption [45] , and only the first-order ordinary diffusion coefficient was used in Eq. (26) [20] , thus, in chemical nonequilibrium or high temperature conditions the first-order formula of electrical conductivity seems apt to lose its accuracy.
In addition, we also performed another calculation marked as case 3. The operating conditions of case 3 were identical with those of the baseline case, but the first-order electrical conductivity as described in Ref. [26] was used in the calculations of Eqs. (21)- (25) . Fig. 14 compares the simulated temperatures for baseline case and case 3 along the center axis. As can be seen in the figure, on one hand, the computed four temperatures (T tr , T rot , T vib and T e ) seem to equilibrate with each other for these two cases along the center axis. It implies that the plasma flow tends to be local thermal equilibrium there; on the other hand, the maximum T tr calculated by the third-order electrical conductivity (baseline case) is about 661.6 K lower than the one calculated by the first-order electrical conductivity (case 3). This can be explained by the total energy conservation law, i.e., the fixed total computational input power was dissipated into the plasma flow. From Fig. 13 , we knew that Eq. (26) possessing a first-order accuracy usually underestimates the electrical conductivity. Moreover, because the computational input power is functions of the electric field and electrical conductivity that is related to the translational and electron temperatures, in case 3 the maximum electric field and electrical conductivity would be forced to increase to keep the total energy conservation. Therefore, the maximum translational and electron temperatures obtained by the first-order electrical conductivity for case 3 became higher than the temperatures obtained for baseline case under the same input power condition. Table 3 shows comparisons of the numerical results for baseline case and case 3. The relative deviation is defined as z 1st − z 3rd /z 3rd . The superscript 3 rd and 1 st indicate the baseline case and case 3, respectively. As shown in the table, the obtained flow-field and electric-field variables such as the maximum translational temperature, radial Lorentz force, and imaginary part of the electric field for case 3 are 9.6%, 14.1% and 26.2% higher than those of the baseline case. These results imply that it is necessary to adopt the thirdorder accuracy electrical conductivity to improve the prediction accuracy for the nitrogen ICP simulation. 
