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Abstract: Time series classification has been extensively explored in many fields of study. 
Most methods are based on the historical or current information extracted from data. 
However, if interest is in a specific future time period, methods that directly relate to 
forecasts of time series are much more appropriate. An approach to time series classification 
is proposed based on a polarization measure of forecast densities of time series. By fitting 
autoregressive models, forecast replicates of each time series are obtained via the bias-
corrected bootstrap, and a stationarity correction is considered when necessary. Kernel 
estimators are then employed to approximate forecast densities, and discrepancies of forecast 
densities of pairs of time series are estimated by a polarization measure, which evaluates the 
extent to which two densities overlap. Following the distributional properties of the 
polarization measure, a discriminant rule and a clustering method are proposed to conduct 
supervised and unsupervised classification, respectively. The proposed methodology is 
applied to both simulated and real data sets, and the results show desirable properties.  
Keywords: Time series classification, Forecast densities, Bias-corrected bootstrap, 
Polarization measures 
 
1      Introduction 
Time series classification techniques have been applied in a wide range of fields. For 
applications in economics and finance, see Liu and Maharaj (2013), Salcedo et al. (2012), 
Maharaj and D’Urso (2010), Miskiewicz and Ausloos (2008), Ausloos and Lambiotte (2007), 
Dose and Cincotti (2005), Basalto et al. (2005), Pattarin et al. (2004); for environmental 
applications see Macchiato et al. (1995), Cowpertwait and Cox (1992); for gene studies see 
Douzal-Chouakria et al. (2009), Liu et al. (2008), Park et al. (2008), Scrucca (2007), Liang 
(2007), Kim et al. (2006); for applications in health sciences see Alonso et al. (2012), Slaets 
et al. (2012), Volant et al. (2012); for studies in astronomy, see Harvill et al. (2013). Most 
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approaches to time series classification are either feature-based or model-based, producing 
classification solutions based on historical or current information extracted from time series. 
However, these approaches ignore information about future values of time series, which 
might show quite different behaviour in particular cases. For example, if one is studying 
reductions in CO2 emissions towards the Kyoto Protocol targets, historical or current-
information-based approaches to classification are not appropriate, and methods based 
directly on forecasts should be employed.  
The aim of this paper is to develop a new future-information-based approach to time series 
classification that can be applied in a broad range of circumstances. In contrast to most 
existing classification methods, rather than focusing on historical and/or current information 
our approach is based on future information extracted from observed time series. In particular, 
we develop a new time series classification methodology based on forecast densities, which 
can be implemented in either a supervised or an unsupervised manner. 
 
Figure 1: An illustrative plot of Alonso et al. (2006) 
Figure 1 of Alonso et al. (2006), which is reproduced above, illustrates a crucial 
consideration in time series classification problems: in order to select an appropriate approach, 
the purpose of classification should be taken into account in the first place. This figure shows 
three time series, where the first and second series are generated from the same model but 
with different realised values, while the second and third series are generated from different 
models but with similar most recent values. If these series are clustered based on their 
underlying models or most recent values, the first pair (first and second) or the second pair 
(second and third) of these series should be grouped together, respectively. On the other hand, 
while the first and third series are generated by different models and their most recent values 
are different, they have very similar future values. As a consequence, these two series should 
be grouped into the same cluster if research interest is in future values. This illustrates that 
classification based on observed values of time series or on the underlying models that 
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generate time series can produce very different results to those which concentrate on the 
future behaviour of time series. Therefore, if interest is on how the forecasts at a specific 
future time period can be grouped, those methods that directly relate to forecasts are much 
more appropriate. Alonso et al. (2006) argued that in particular, these “forecast-related” 
methods are especially appropriate if interest is either in the long term convergence or 
divergence of time series, or on whether some specified level is going to be reached. 
The advantages of forecast-density-based time series classification methods are obvious. 
Alonso et al. (2006) stated that compared with approaches based on cross-sectional 
information in the data, forecast-density-based methods are dynamic, taking into account 
evolutions of time series. In addition, these approaches reduce the high-dimension 3D 
problem into a more tractable 2D structure (for details, see Figure 2 of Alonso et al., 2006) 
without losing any valuable knowledge, as forecast densities include information from both 
present and past observations of time series. In addition, forecast densities are much more 
informative than point forecasts, as they explicitly take into account the variability in 
forecasts. Forecast-density-based approaches are able to discriminate between time series 
with the same or similar point forecasts but different underlying generating models. For 
example, forecast-density-based approaches can be used to capture differences between 
models that differ only in the distribution of the disturbance term, for instance, the difference 
between a Gaussian innovation and a Student-t innovation (different level of kurtosis) or the 
difference between a Gaussian innovation and a centred Exponential innovation (different 
skewness characteristics). 
Motivated by these advantages, Alonso et al. (2006) developed an approach to time series 
clustering based on estimated forecast densities of observed time series. Their approach 
involves the following three steps. In Step 1, forecast replicates are obtained using a 
smoothed sieve bootstrap procedure, which is based on residual resampling from an 
autoregressive approximation. In Step 2, these bootstrap forecast replicates are used to 
approximate the unknown forecast distribution by utilizing kernel estimators. Then for any 
two observed series, a squared 2L  distance is estimated by 
   dxxfxfD j hTi hT XXij
2* ))(ˆ)(ˆ(ˆ *)(*)( , 
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where )(ˆ *)( xf i
hTX 
 and )(ˆ *)( xf j
hTX 
 are the h -step-ahead forecast density estimates of the i
th
 and j
th
 
observed series, respectively. Alonso et al. (2006) proved that *ˆ ijD  is a consistent estimator of 
ijD , where ijD  is the distance between the true underlying forecast densities of the i
th
 and j
th
 
observed series. The dissimilarity matrix is then obtained as  ** ˆˆ ijDD   for mji ,,1,   
where m  is the number of the observed series. 
*Dˆ  is then used to carry out the clustering 
process. In Step 3, *Dˆ  is incorporated in an agglomerative hierarchical method with single 
linkage, and then a dendrogram is produced. Simulation studies in Alonso et al. (2006) 
showed that the proposed method outperforms the classical Box-Jenkins methodology (Box 
and Jenkins, 1976), especially for short term forecasts and when disturbance terms are non-
Gaussian. An application to CO2 emissions data demonstrates the importance of considering 
future information when undertaking such a classification study. Following Alonso et al. 
(2006), Scotto et al. (2009) applied this method to data on regional sea-level variability in the 
Baltic Sea in terms of future relative heights at 3-month and 6-month horizons. Results 
showed desirable performance of such a forecast-density-based approach. 
Vilar et al. (2010) extended the work of Alonso et al. (2006). They considered non-
parametric approximations to the true autoregressive functions without any assumptions on 
parametric models for the true autoregressive structure of time series. To obtain bootstrap 
forecasts, they employed a technique that involves mimicking the generating process using a 
non-parametric estimator of the autoregressive function and bootstrap resampling of non-
parametric residuals. As a result, this clustering procedure is useful for classifying non-linear 
autoregressive time series, including some parametric models such as exponential 
autoregressive models, bilinear models, threshold autoregressive models, and some others. 
After obtaining bootstrap forecast replicates, forecast densities can be estimated using kernel 
density estimation techniques, and distances between pairs of observed series can be 
estimated by    dxxfxfD
u
XXiju j bT
i
bT
)(ˆ)(ˆˆ *)(*)(
*
, , where )(
ˆ
*)( xf i
bTX 
 and )(ˆ *)( xf j
bTX 
 are the b -step-
ahead forecast density estimates of the i
th
 and j
th
 observed series respectively, and 2,1u . 
Theorems 1 and 2 of this article showed the consistency of both *,1
ˆ
ijD  and 
*
,2
ˆ
ijD . A 
dissimilarity matrix can then be obtained based on *,1
ˆ
ijD  or 
*
,2
ˆ
ijD , and the clustering structure 
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of the observed series can be produced by employing an agglomerative hierarchical clustering 
algorithm.  
While the two forecast-density-based methods of Alonso et al. (2006) and Vilar et al. (2010) 
tend to perform well in practice, they have several limitations. First, for any pair of time 
series under consideration, these two methods only provide point estimates of distance 
between two forecast densities (namely the 1L  and 2L  distances). Although these estimators 
can be seen as adequate approximations to the true distances, there is no means of 
undertaking statistical inference on these distance estimators, meaning one cannot provide 
any information about the statistical significance of estimated distances. Significance testing 
would be a valuable tool in determining whether observed differences indicate time series are 
likely to belong to different groups. Secondly, by applying hierarchical clustering algorithms 
to the estimated distances these two methods produce dendrograms as clustering solutions. 
Given that the significance of distance estimates is unknown, it is hard to know if the 
generated clusters are distinct. To produce distinct and informative clusters, one should look 
for approaches that are not only able to tell how much the difference between two densities is, 
but that are also able to conduct statistical inference on these differences. Thirdly, Vilar et al. 
(2010) stated that the 2L  distance only produces good clustering results when forecasts are 
not very far apart, since it removes the effect of distance between point forecasts and only the 
shape of forecast densities governs this distance. Last but not least, these two methods are 
limited to cluster analysis (unsupervised classification), while in certain situations it may be 
more appropriate to use methodologies that utilise discriminant analysis (supervised 
classification). For instance, a geologist may need to determine if particular seismic 
recordings are generated by an earthquake or a mining explosion; a cardiologist may need to 
diagnose if the electrocardiogram data of a patient represent some type of heart disease 
(myocardial infarction, cardiomyopathy, etc.). 
The main contribution of this paper is to address these limitations of Alonso et al. (2006) and 
Vilar et al. (2010), and to propose a classification methodology that can be applied in either a 
supervised or an unsupervised manner, producing distinct and informative solutions with 
known statistical properties of forecast-density distance estimators. In particular, this paper 
considers a polarization measure of densities proposed by Anderson (2004). Polarization is 
the process by which a group is divided into two subgroups, with fewer and fewer members 
holding an intermediate position. It has been widely used in various fields of study, see for 
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instance, Anderson et al. (2009), Mizuno et al. (2005), Duclos et al. (2004), Esteban and Ray 
(1994), and Weitzman (1970). Most relevantly, Anderson et al. (2012) proposed a 
nonparametric estimator of the polarization measure of Anderson (2004), and provide its 
distributional properties. When such an estimator is applied, the alienation of pairs of 
densities can be evaluated and inference can be conducted. Hypothesis tests of distance 
estimates are carried out in order to generate distinct clusters, and following the 
recommendation of Maharaj (2000), the associated p-values are incorporated into an 
agglomerative algorithm to group time series only when their forecast densities are not 
significantly different. Past studies (e.g. Liu and Maharaj, 2013) have demonstrated that when 
following this approach the clusters that are produced tend to be favourably distinct. As an 
extension to supervised classification, a discrimination rule is proposed for classifying an 
observed time series into one of two known groups.  
The rest of this paper is organized as follows: in Section 2, details of the proposed 
methodology are provided, and the performance of the proposed methodology is assessed in 
Section 3 by conducting simulation studies. An application to real time series is considered in 
Section 4 and conclusions are drawn in Section 5. 
 
2      Polarization of forecast densities 
In this section a new approach to classifying time series based on a polarization measure of 
forecast densities is proposed. The steps can be outlined as follows: 
Phase 1: For each time series, obtain n bootstrap forecast replicates at each of the forecast 
horizons that are of interest, by fitting autoregressive (AR) models; 
Phase 2: For each time series, use the bootstrap forecast replicates to estimate forecast 
densities. Then for each pair of time series compute the polarization measure for the 
estimated forecast densities.  
Phase 3: Using the estimated polarization values, the time series are classified in either a 
supervised or an unsupervised manner, by following a proposed discrimination rule or 
conducting hypothesis tests, respectively.  
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2.1      Obtaining bootstrap forecast replicates by AR modelling with bias-correction 
Suppose tY  is a real valued stationary process that can be approximated by the following 
AR( p ) model:  
tptptt uYYY    ...110 ,                                                                                                (1) 
where tu  is assumed to be i.i.d. normal with zero mean and constant variance, and the AR 
order p is assumed to be finite and known. Note that the assumptions of normality of tu  and 
known AR order p  will be relaxed later. As stated by Thombs and Schucany (1990), when 
the bootstrap is used to estimate the conditional distribution of htY  , where ,2,1h , the 
forward AR model (1) is not applicable for generating bootstrap replicates. They claimed that 
for AR( p ) models the distribution of htY   conditional on all past observations is the same as 
the conditional distribution of htY   given the last p  values. Therefore, in order to simulate the 
conditional distribution of htY   effectively, one should conditionally fix the last p  
observations when generating bootstrap replicates, and in this case the backward 
representation, as an alternative to the forward AR model, is suggested. The backward form 
of an AR( p ) model can be expressed as follows, where tY  is related to its future values: 
tptptt vYYY    ...110 .                                                                                                (2) 
It is important to note that the correlation structures of (1) and (2) are identical, following 
Thombs and Schucany (1990). Note that since tu  is assumed to be i.i.d. normal, the backward 
disturbance term tv  is also i.i.d. normal, and this validates the use of the backward AR model 
in a bootstrap resampling scheme. To generate bootstrap replicates using the backward model, 
the last p  values of the observed series are the starting values of the recursive generating 
process. This ensures that the generated bootstrap replicates have the same last p  values of 
the series and the same correlation structure. Kim (2004a) argued that the backward 
parameters should be estimated directly from the backward model using the least squares 
method, in order to achieve better small sample properties.   
Now let ),,,( 10  p  , and denote )
ˆ,,ˆ,ˆ(ˆ 10  p  , )
~
,,
~
,
~
(
~
10
 p  , which are the 
least squares estimators for   of the forward and backward AR models, respectively. In 
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finite samples, bias-correction of the least squares estimators is considered in order to achieve 
better small sample properties (Liu and Maharaj, 2013; Kim et al., 2011; Kim et al., 2010; 
Clements and Kim, 2007; Kim, 2004b; Kim, 2001). Following Kilian (1998a), the biases of 
ˆ  and 
~
 are )ˆ(ˆ   E  and )
~
(~   E , respectively. ˆ  can be approximated based 
on B  bootstrap replicates such that  ˆˆˆ **  , where 


B
b
bB
1
*1* ˆˆ  , and *ˆb  is estimated 
from thb  bootstrap replication. Therefore, the bias-corrected estimator is  
*** ˆˆ2ˆˆˆ  c .                                                                                                            (3) 
Similarly, the bias-corrected estimator of 
~
 is 
*** ~~2~
~~
 c ,                                                                                                           (4) 
where *~  and *
~
  are obtained in an analogous manner. Kilian (1998a) stated that this 
approximation is accurate to first order, and the higher order biases can be approximated by 
iterating this bias estimation procedure, though their magnitude is typically small and of 
rapidly diminishing order. It should be stressed that after the bias-correction, c*ˆ  may not 
satisfy the stationarity condition. To overcome this problem, stationarity-correction of the 
coefficient estimates is implemented, following Kim et al. (2010).  
We then consider relaxing two assumptions that were imposed earlier, namely the normality 
assumption of the disturbance term tu  in the forward AR model, and the assumption of 
known AR order p. An important fact is that for non-Gaussian tu ’s, even if they are still i.i.d., 
the backward residuals are merely uncorrelated but not independent, and this invalidates the 
asymptotic properties of bootstrap resampling. Thombs and Schucany (1990) argued that the 
necessarily i.i.d. bootstrap resampling should be used only in those models in which the 
disturbances themselves are i.i.d., and therefore if tu ’s are non-Gaussian i.i.d., one may 
explore resampling only the forward residuals and solving for the associated backward 
residuals. To solve this problem, Breidt et al. (1992) proposed a method of obtaining i.i.d. 
backward residuals, which was further investigated by McCullough (1994). On this basis, the 
normality assumption of the forward disturbance term can be relaxed, and the method of 
Breidt et al. (1992) is applied when necessary.  
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The assumption of known AR order can be relaxed by assuming p to be unknown. The 
unknown p is estimated using the Bayesian Information Criterion (BIC). The following three 
steps are then implemented to obtain bootstrap forecast replicates: 
Step 1a: Given a realization ),,,( 21 tTtTt YYY   of (1) with length T , estimate the AR order 
p using the BIC, denoted pˆ , and compute )ˆ,,ˆ,ˆ(ˆ ˆ10  p   and )
~
,,
~
,
~
(
~
ˆ10
 p   which 
are the least squares estimates of the forward and backward AR models (1) and (2), 
respectively. Then obtain the associated forward residuals of ˆ , denoted tuˆ . These residuals 
are rescaled by )ˆ2()ˆ( pTpT   as suggested by Stine (1987). Then obtain *tu  as a 
collection of random draws from tuˆ  with replacement.  
Step 1b: Using the standard nonparametric bootstrap, generate B pseudo-series from the 
backward AR model (2), and then following (4) compute the bootstrap bias-corrected 
estimates of the backward AR model, denoted )
~
,,
~
,
~
(
~ *
ˆ
*
1
*
0
*  cp
ccc   , and implement the 
stationarity-correction if necessary.  
Step 2a: Generate a pseudo series *tY  using the backward AR model 
**
ˆ
*
ˆ
*
1
*
1
*
0
* ~...
~~
tpt
c
pt
cc
t vYYY    , 
where the pˆ  starting values are equal to the last pˆ  values of the observed series, and *tv  is 
obtained from *tu  using the method of Breidt et al. (1992) as described above. Given the 
generated pseudo series *tY , estimate its AR order, denoted *p , and compute the AR 
parameter estimates of the forward model (1), denoted )ˆ,,ˆ,ˆ(ˆ ***
**
1
**
0
**  p  . Again, 
following the standard nonparametric bootstrap, generate B pseudo-series with the same order 
p* to obtain the bootstrap bias-corrected estimates )ˆ,,ˆ,ˆ(ˆ ***
**
1
**
0
**  cp
ccc    following (3), 
and implement the stationarity-correction if necessary.  
Step 2b: Using the bootstrap bias-corrected coefficients in Step 2a, the h-step-ahead forecast 
of the pseudo series 
*
tY  is obtained as follows: 
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**
*)(
**
*
*
)1(
**
1
**
0
* ˆˆˆ
htpht
c
pht
cc
ht uYYY     ,                                                                         (5) 
where * htu   is a random draw from tuˆ  with replacement, and jtjt YY  
*  for 0j . Note that 
the estimation of *p  is called the endogenous lag order bootstrap algorithm proposed by 
Kilian (1998b), who argued that this algorithm leads to better small sample properties of 
forecasts. This argument is supported by Kim (2004a).  
Step 3: Repeat Step 2a, b n times (say 1000n ), then n bootstrap forecast replicates of * htY   
are generated. These forecast replicates are used for approximating the true density of htY  , 
and a bootstrap cumulative distribution function is obtained, denoted *,
ˆ
hYF . 
It should be stressed that the values of n and B are not necessarily the same, as they represent 
the numbers of replicates in different bootstrap loops. n denotes the number of replicates in 
the “outer loop”, which generates n bootstrap forecast replicates. B is the number of replicates 
in the “inner loop”, which is employed to bias-correct the AR coefficients for each pseudo-
series generated in the “outer loop”. For the “outer loop”, the estimated AR order p* is 
allowed to vary from one pseudo-series to another as stated in Step 2b, but for the “inner 
loop” the AR order is held constant so that the bias-corrections using (3) and (4) become 
feasible. 
An examination of the asymptotic validity of the proposed method is provided here. From (5) 
it can be seen that the variability of the future values * htY   is influenced by two terms: the 
bias-corrected coefficient estimates )ˆ,,ˆ,ˆ(ˆ ***
**
1
**
0
**  cp
ccc   , and the resampling of the 
residuals. The following theorem establishes the asymptotic validity of the proposed method. 
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Theorem 1. Let ),,,( 21 tTtTt YYY   be a realization of (1) with length T . 0)( tuE , 
)(

tuE  for some 2 . Then along almost all sample sequences, conditionally on the 
data, as T , (a)  c**ˆ  in conditional probability, and (b) htht YY  
*  in distribution. 
The proof of this theorem is based on several related previous works, and it is given in the 
appendix. The second part of Theorem 1 implies that the bootstrap cumulative distribution 
function of  htY   converges weakly to the true CDF of htY  , and this result validates the use of 
the distribution of *htY   as an approximation of the true distribution.  
Remarks.  
1. Models (1) and (2) assume that the AR order p is finite. Despite being relatively restrictive, 
we believe that imposing such an assumption is reasonable and appropriate in this context. 
Without such an assumption, the bootstrap-after-bootstrap bias-correction technique would 
become infeasible. To date, all bias-correction techniques for AR coefficients assume p to be 
finite (Shaman and Stine 1988; Stine and Shaman 1989; Kilian 1998a, b; Kim 2004a, b; Kim 
et al., 2011; etc) and the theoretical basis for bias-corrected bootstrap for infinite-order AR 
models has not been fully established. In other words, the benefit of the bias-correction 
comes at a price that it requires a more restrictive model.  
Despite being more restrictive, the finite-order AR model with bias-correction has substantial 
benefits when the sample size is not very large. This is evidenced by our simulation results, 
which lead to the conclusion that incorporating the bias-correction noticeably improves the 
performance of the forecast-density-based method. Further support can be found in Kim et al. 
(2011). Nonetheless, if the sample size is so large that the effect of bias-correction becomes 
negligible, one can turn to other methods, such as that of Alonso et al. (2006), who adopt the 
more flexible AR(∞) model without bias-correction. 
In the simulation study, however, we still consider MA and ARMA models to evaluate the 
robustness of the proposed method. Simulation results demonstrate good robustness: the 
proposed method performs well when working with those non-autoregressive models.  
2. Note that models (1) and (2) are restricted to stationary time series. If the observed series 
possess non-stationary components, two additional steps should be incorporated: first, 
transform the series to achieve stationarity and obtain bootstrap forecast replicates of these 
12 
transformed series using the method described above; then these forecast replicates are 
reversed accordingly in order to obtain the forecast replicates of the original series. A typical 
example is given by Alonso et al. (2006), who differentiate the series d times before fitting an 
autoregressive model.  
 
2.2      Estimating polarization measures of forecast densities 
Anderson (2004) proposed an overlap measure of two probability densities as an index of 
convergence and a function of its negative as a measure of alienation. It is defined as 



 dyygyf )}(),(min{ . 
That is,   evaluates how much the two densities have in common. Note that 10  , and 
1  evaluates the extent to which the distributions are alienated.   is a unit-free measure. 
Note also that dxxgxf


 )()()2/1(1 . An important property of   is that it is 
invariant to monotonic transformations of X  and Y , which implies that for a strictly 
increasing differentiable transformation  , if )(XX    and )(YY    with densities f  
and g  respectively, then 


 dttgtf )}(),(min{  . 
Anderson et al. (2012) developed a nonparametric estimator for  , with its asymptotic 
distributional properties provided. For two d-dimensional random vectors X  and Y , given a 
sample of size n   ),(,),,( 11 nn YXYX  ,   is estimated by  
 C nn dxxgxf )}(),(min{ˆ , 
where 


n
i
ihn XxK
n
xf
1
)(
1
)(  and 


n
i
ihn YxK
n
xg
1
)(
1
)(  are the multivariate kernel 
estimators. In practice,    

C
n
n
n
n
i
inin xdF
xf
xg
XfXg
n
)(}
)(
)(
,1min{)()(,1min
1ˆ
1
 .  
The asymptotic properties of ˆ  depend on the contact set of the two distributions, namely 
 0)()(:,  xgxfRxC dgf , as well as its complements  )()(: xgxfxC f   and 
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 )()(: xgxfxCg  . The bias of ˆ , denoted na , is related to these sets. Theorem 2 of 
Anderson et al. (2012) states that under seven assumptions (A1 – A7 in their paper), the 
following property holds: 
  ),0(ˆ  Nn bc  , and  ˆ  in probability,  
where nan
bc ˆˆˆ   is the bias-corrected estimator of  , naˆ  is the estimated bias of ˆ , 
and ˆ  is the asymptotic variance estimator of  . Refer to Anderson et al. (2012) for details 
of computing bcˆ , naˆ  and ˆ . Hypothesis tests on 
bcˆ  can be performed based on its 
asymptotic distribution. 
 
2.3      Forecast-density-based classification methods of time series  
In this section, two classification methods are proposed: a discrimination rule and a clustering 
approach. They allow time series to be classified in either a supervised or an unsupervised 
manner, respectively. 
Firstly, a discrimination rule is proposed, which inherits the idea of Corduas (2004). We 
propose to classify a newly observed time series into one of two known groups, each of 
which contain a number of time series that are assumed to have the same forecast density. 
Realistic examples of a group of series that are assumed to have the same forecast density 
include the ECG data sets (Corduas and Piccolo, 2008; Ge et al., 2002; Kalpakis et al., 2001; 
Bozzola et al., 1996) where time series in each diagnostic class form a training set, and the 
study of Baltic sea-level data (Scotto et al., 2009) where time series of locations from the 
same sub-basin are expected to have the same forecast density. 
Consider two known groups, denoted 1G  and 2G , that can be characterized by two processes 
tY1  and tY2 , respectively. It is assumed that the stochastic process tY  belongs to one of these 
two groups, represented by the following two hypotheses: 
1H : tY  and tY1  have the same forecast density at horizon h, i.e. 1,, 1 hYY tt , 
2H : tY  and tY2  have the same forecast density at horizon h, i.e. 1,, 2 hYY tt , 
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where hYY tt ,, 1  denotes the polarization between the h-step-ahead forecast density of tY  and the 
h-step-ahead forecast densities of tY1  and tY2 , respectively. Now consider an observed time 
series of length T , denoted  t
Ttii
Y
1
, which is to be classified into one of the two known 
groups. At the forecast horizon h, let bc hYY tt ,, 1ˆ  and 
bc
hYY tt ,, 2
ˆ  be the bias-corrected estimates of the 
polarization between the forecast density of  t
Ttii
Y
1
 and the forecast densities of tY1  and tY2 , 
respectively. Define bc hYY
bc
hYY tttt
D ,,,, 21
ˆˆ   , which is a discrimination statistic based on the 
polarization measure. The following rule is proposed: 
Polarization-based discrimination rule. If 0D ,  
t
Ttii
Y
1
 is classified into the first group 
1G ; otherwise, it is classified into the second group 2G . 
It can be seen that if 0D , the forecast density of the observed series is closer to that of tY1 , 
otherwise it overlaps more with that of tY2 . The observed series is thus assigned to the group 
with which the overlap in forecast densities is greater. 
The following theorem establishes the asymptotic validity of the proposed polarization-based 
discrimination rule: 
Theorem 2. The misclassification probabilities of D  are asymptotically zero, i.e. 
0)|0Pr( 1  HD  and 0)|0Pr( 2  HD  as n . 
The proof of Theorem 2 is given in the appendix.  
It should be stressed that the processes tY1  and tY2  are unknown in applied work. Corduas 
(2004) suggested that they can be approximated by using learning samples, which 
respectively contain a number of observed series that are correctly classified with respect to 
the corresponding groups. For example, considering the earthquake and explosion data which 
have been extensively studied by many researchers (see, for instance, Maharaj and Alonso, 
2007; Shumway, 2003; Kakizawa et al., 1998), the eight earthquake series and eight mining 
explosion series form two learning samples respectively. Based on the learning samples, a 
feasible way to approximate forecast densities of tY1  and tY2  is to consider the centroid of 
each group, which minimizes the within-group heterogeneity in terms of the forecast 
densities.  
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Secondly, we introduce a forecast-density-based clustering method using hypothesis tests, 
following the recommendation of Maharaj (2000). In particular, we are interested in testing 
the equality of forecast densities for two observed time series, which can be expressed as 
follows: 
1: ,0 hijH   versus 1: ,1 hijH  ,  
where hij ,  denotes the extent to which the two forecast densities of the i
th
 and j
th
 time series 
overlap at forecast horizon h . The null hypothesis is that the two forecast densities are 
identical. Under H0, the test statistic and its asymptotic distribution is given by 
 
)1,0(
ˆ
1ˆ
00
,
N
p
n bchij




, 
where bchij ,ˆ  is the bias-corrected estimator of hij , , and 0
2
0 pˆ  is the limiting variance under the 
null hypothesis. For various kernels, 20  has been calculated and reported by Anderson et al. 
(2012), and 0pˆ  is the estimate of 0p  where )Pr()Pr( ,,0 gfgf CYCXp  . H0 is rejected 
if the test statistic is less than z , where z  is the critical value of standard normal 
distribution at the significance level  . If 0H  is rejected, it is concluded that the two 
underlying forecast densities are significantly different, and that the corresponding time series 
have significantly different future behaviours at the specified forecast horizon.  
The test results for pairs of time series can be used for clustering. According to Maharaj 
(2000), the following clustering algorithm can be used: given a specified forecast horizon of 
interest, the proposed test is implemented for each pair of series and the associated p-values 
are obtained. These p-values are employed in the clustering algorithm described by the 
flowchart in Figure 3 of Maharaj (2000). This algorithm takes the agglomerative algorithmic 
approach to hierarchical clustering: it will only group together those series for which the 
associated p-values are greater than the nominal level of significance. In other words, only 
those series whose forecast densities are not significantly different will be grouped together. 
Using this approach, a reliable clustering structure can be produced according to the 
dissimilarities of the future behaviour of the observed series.  
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3      Simulation Studies 
In this section simulation studies are carried out to assess the performance of the proposed 
forecast-density-based classification methodology. This section consists of two parts: firstly, 
a study of supervised classification of simulated time series is designed to evaluate the 
proposed polarization-based discrimination rule; secondly, the performance of the 
hypothesis-test-based clustering approach is assessed, including a study of distributional 
properties of the test statistic and an assessment of the clustering solutions that are produced. 
The following models are considered: 
Model 1: ttt uYY  15.0 , 
Model 2: ttt uYY  13.0 , 
Model 3: ttt uYY  19.0 , 
Model 4: tttt uYYY   21 2.06.0 , 
Model 5: 21 6.08.0   tttt uuuY , 
Model 6: 11 2.08.0   tttt uuYY , 
and three innovation distributions are of interest: standard Gaussian, Student-t with 3 degrees 
of freedom, and centered exponential 1)1( Exp . If not otherwise mentioned, tu  follows 
standard Gaussian distribution. Time series with lengths 50, 100, and 200 are simulated, and 
the forecasts are obtained at 1-, 2- and 3-step-ahead forecast horizons. Bias-correction of the 
AR coefficients is implemented on the basis of 1000 bootstrap replications, and 1000 
simulation trials are carried out for each case to assess the overall performance.  
 
3.1    Evaluating the performance of the polarization-based discrimination approach 
The performance of the polarization-based discrimination approach proposed in Section 2 is 
evaluated here. Given a realization ),,,( 21 tTtTt YYY   with length T, it is assumed that this 
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realization belongs to one of two known groups 1G  and 2G , each of which is characterized 
by one of the above models. The following seven sets of models are considered: 
Set 1        1G = Model 1, 2G = Model 2. 
Set 2        1G = Model 1, 2G = Model 3. 
Set 3        1G = Model 1, 2G = Model 4. 
Set 4        1G = Model 1, 2G = Model 5. 
Set 5        1G = Model 1, 2G = Model 6. 
Set 6        1G = Model 1 with Gaussian errors, 2G = Model 1 with Student-t errors. 
Set 7        1G = Model 1 with Gaussian errors, 2G = Model 1 with centered exponential errors. 
Note that it is possible to generate two series from two different models that have the same 
forecast density, since the forecast density depends on not only the model but also the last 
values in the sample. For instance, if one series is generated from Model 1 with a final value 
of 0.3 while another is from Model 2 with a final value of 0.5, both point forecasts will be 
0.15. Given that both models have the same error distribution, the forecast densities will 
therefore be the same. Although this is very rare in our simulation studies, we discard those 
pairs of simulated series if the last values lead to the same point forecast when the models are 
assumed to have the same error distribution.  
For each group in each set, 1000 simulation trials are implemented. In each trial, one series is 
generated from the corresponding group, and the proposed discrimination rule is applied to it. 
Based on the calculated discrimination statistic D , this generated series is classified into 
group 1G  or 2G . By repeating this process, the performance of the proposed discrimination 
method is evaluated using the proportions of incorrect classifications to estimate 
misclassification probabilities )|0Pr( 1HD   and )|0Pr( 2HD  . Table 1 reports the 
observed misclassification probabilities for the proposed discrimination rule. 
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Table 1: The observed misclassification probabilities 
Forecast 
Horizon 
Series 
Length 
Type of 
Misclassification 
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 
 
 
 
h=1 
 
50 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.068 
0.071 
0.052 
0.053 
0.059 
0.068 
0.065 
0.069 
0.042 
0.060 
0.003 
0.007 
0.000 
0.009 
100 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.022 
0.015 
0.008 
0.011 
0.004 
0.000 
0.023 
0.013 
0.016 
0.008 
0.000 
0.000 
0.000 
0.000 
200 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
 
 
 
h=2 
 
50 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.100 
0.092 
0.097 
0.110 
0.095 
0.105 
0.096 
0.103 
0.104 
0.107 
0.089 
0.072 
0.085 
0.087 
100 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.059 
0.057 
0.070 
0.066 
0.059 
0.051 
0.072 
0.060 
0.084 
0.075 
0.029 
0.027 
0.031 
0.021 
200 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.009 
0.008 
0.017 
0.011 
0.010 
0.009 
0.005 
0.019 
0.020 
0.012 
0.000 
0.000 
0.000 
0.003 
 
 
 
h=3 
 
50 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.152 
0.143 
0.157 
0.169 
0.189 
0.174 
0.160 
0.166 
0.185 
0.191 
0.108 
0.090 
0.087 
0.086 
100 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.096 
0.097 
0.104 
0.113 
0.118 
0.125 
0.137 
0.145 
0.129 
0.140 
0.053 
0.036 
0.039 
0.032 
200 
)|0Pr( 1HD   
)|0Pr( 2HD   
0.048 
0.064 
0.057 
0.070 
0.066 
0.054 
0.053 
0.069 
0.060 
0.058 
0.013 
0.010 
0.008 
0.004 
 
It is clear from Table 1 that the performance of the proposed discrimination rule tends to 
improve when larger series lengths and shorter forecast horizons are considered. This is in 
accordance with expectations. An important and interesting observation is that the proposed 
discrimination rule appears to produce more reliable results when discriminating between the 
models with different error distributions, as the estimated misclassification rates for Sets 6 
and 7 are always smaller than those of the other sets. This supports the claim of Alonso et al. 
(2006) that the forecast-density-based classification methods are especially useful for 
discriminating between time series with the same or similar point forecasts but different 
disturbance distributions.  
Looking specifically at the 1-step-ahead forecasts, the proposed discrimination method seems 
to produce desirable classification results. For the series with length 50, all estimated 
misclassification probabilities are lower than 10%. Taking such a small series length into 
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consideration, these values indicate a reasonably good performance of the proposed 
discrimination method. For the series with length 100, all estimated misclassification 
probabilities are no greater than 2%, while for length 200 the proposed discrimination rule 
always achieved the correct decision, as all estimated misclassification rates are zero. At a 2-
step-ahead forecast horizon, for length 50 the estimated misclassification rates are in the 
range from 7.9% to 12.0%. For lengths 100 and 200, the performance of the proposed 
discrimination rule is very good, as most of the estimated misclassification rates are around 
5% or below. With a 3-step-ahead forecast horizon, the proposed discrimination rule shows 
relatively poor performance for all sets when the series length is 50 and for Sets 1 to 5 when 
the series length is 100. For 200 series length, the proposed discrimination rule tends to be 
reliable, as all misclassification probabilities are no greater than 7%. A conclusion can then 
be drawn that the proposed discrimination rule works very well at a 1-step-ahead forecast 
horizon, and at a 2-step-ahead forecast horizon it achieves desirable classification 
performance when the series length is 100 or 200, but not so well for T = 50. To obtain 
favourable classification results at a 3-step-ahead forecast horizon or longer, sufficiently large 
series lengths are required. 
 
3.2      Evaluating the performance of the hypothesis-based clustering approach 
Two aspects are considered here: the distributional properties of the test statistic, and the 
overall effectiveness of clustering. First we look at the estimated size and power of the 
hypothesis test. One would hope that the size estimates are fairly close to the nominal 
significance level and the power estimates are fairly close to 1. Secondly, the simulated time 
series of different types are clustered, and we evaluate the clustering accuracy. 
In order to estimate the size of the test, pairs of series under 1:0 hH   need to be generated, 
i.e. for each pair the two series should have identical underlying forecast densities. To 
achieve this, pairs of series are generated from the same model. For the AR models, the last 
p  values of the two series should be identical. This is because for AR( p ) models the 
distribution of the h-step-ahead forecast is conditional on the last p  values, and the forecast 
density conditional on all past observations is the same as the forecast density given the last 
p  values (Thombs and Schucany, 1990). Pairs of series that follow the same AR process and 
have the same ending values are generated using the backward AR( p ) representation. By 
20 
using the backward AR( p ) representation, one can obtain two simulated series using the 
same starting values (the last p  values), and these series will have the same correlation 
structure as the series generated from the forward AR( p ) representation.  
Table 2: Size estimates for different processes, series lengths and forecast horizons 
Forecast 
Horizon 
Series 
Length 
Model 1 Model 2 Model 3 Model 4 Model 1 
ut ~ t3 
Model 1 
ut ~ exp(1)-1 
 
h=1 
50 0.057 0.066 0.062 0.057 0.064 0.067 
100 0.059 0.061 0.049 0.059 0.058 0.061 
200 0.044 0.048 0.051 0.053 0.060 0.056 
 
h=2 
50 0.088 0.080 0.083 0.073 0.090 0.085 
100 0.071 0.074 0.069 0.075 0.081 0.070 
200 0.066 0.055 0.059 0.054 0.061 0.062 
 
h=3 
50 0.134 0.149 0.138 0.120 0.147 0.143 
100 0.113 0.107 0.105 0.098 0.121 0.108 
200 0.088 0.093 0.077 0.079 0.096 0.094 
 
Table 2 reports the size estimates for the six models mentioned earlier. These size estimates 
are obtained based on the nominal 5% level of significance. We observe that, as before, the 
size estimates tend to improve when longer series lengths and shorter forecast horizons are 
considered. At a 1-step-ahead forecast horizon, most of size estimates are reasonably close to 
the nominal 5% level of significance, especially for the longer series length. At a 2-step-
ahead forecast horizon, the size estimates show a greater departure from the nominal 5% 
level, but most of them tend to be acceptable. At a 3-step-ahead forecast horizon, the 
proposed hypothesis test shows poor performance, especially for series lengths 50 and 100. It 
appears that for relatively short forecast horizons the size estimates are acceptable, but for 
longer horizons the length of series needs to be relatively large. 
To assess power of the test, pairs of series under 1:1 hH   need to be generated, i.e. for each 
pair the two series should have different underlying forecast densities. The following sets of 
models are considered: 
Set 1: Model 1 versus Model 2. 
Set 2: Model 1 versus Model 3. 
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Set 3: Model 1 versus Model 4. 
Set 4: Model 1 versus Model 5. 
Set 5: Model 1 versus Model 6. 
In addition, to determine if the proposed test can capture the discrepancy between 
distributions with different kurtosis or skewness, pairs of series are generated from the 
following )2(AR  model with different distributions for the innovations: 
Model 7: tttt uYYY   21 5.075.0 ,  
and another two sets are considered, which follow the simulation design of Alonso et al. 
(2006): 
Set 6: Model 7 with Gaussian errors versus Model 7 with Student-t errors, and 
Set 7: Model 7 with Gaussian errors versus Model 7 with centered exponential errors. 
 
Table 3: Power estimates for different processes, series lengths and forecast horizons 
Forecast 
Horizon 
Series 
Length 
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 
 
h=1 
50 0.990 0.970 0.968 0.954 0.954 0.989 0.984 
100 0.986 0.985 0.973 0.978 0.966 1.000 1.000 
200 1.000 1.000 1.000 0.992 0.985 1.000 1.000 
 
h=2 
50 0.958 0.974 0.965 0.961 0.944 0.972 0.976 
100 0.960 0.975 0.962 0.971 0.943 0.980 0.989 
200 0.981 0.979 0.983 0.970 0.973 1.000 1.000 
 
h=3 
50 0.942 0.937 0.960 0.921 0.946 0.963 0.955 
100 0.922 0.956 0.969 0.958 0.949 0.982 0.980 
200 0.975 0.971 0.977 0.957 0.980 1.000 1.000 
 
Table 3 shows the power estimates for different series lengths and forecast horizons. Observe 
that at all forecast horizons the power estimates are very high, most being greater than 0.95. 
This indicates that the proposed hypothesis test performs reasonably well when 
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discriminating between forecast densities. In general, these power estimates improve as series 
length increases. Compared with the size estimates, power estimates are less affected by 
forecast horizons; they do not show obvious dependence on the length of forecast horizons. 
Moreover, the proposed test tends to discriminate well between forecast densities when the 
underlying models have different error distributions, especially when series lengths are 
reasonably large. 
Next, we consider a couple of models which generate non-stationary series, in order to 
determine whether for these kinds of series the proposed methodology could successfully 
classify series based on forecast densities. Series with different trends are generated from the 
following two models: 
Model 8: tt utY 1,1 2.020  , and 
Model 9: tt utY 2,2 6.020  , 
where 98,,2,1 t . For each pair of series, the distributions of tu1  and tu2  are assumed to be 
the same. Each generated series is decomposed as Trend + Noise, while the trend is removed 
before applying the proposed method and back-transformed afterwards. For both series 
forecast densities are estimated at 1-, 2- and 3-step-ahead forecast horizons, i.e. the densities 
of 99,1Y , 100,1Y , 101,1Y  and 99,2Y , 100,2Y , 101,2Y  are estimated. Note that when 100t  (at the 2-
step-ahead forecast horizon), tuY 1100,1 40  and tuY 2100,2 40 . Since the distributions of 
tu1  and tu2  are assumed to be the same, the densities of 100,1Y  and 100,2Y  are identical, and in 
this case the null hypothesis of the proposed test should not be rejected. At the other two 
forecast horizons, the densities of 1Y  and 2Y  are different, and in these cases the null 
hypothesis should be rejected. 1000 simulation repetitions are implemented, and then the 
frequencies of rejecting 1:0 hH   are obtained.  
Table 4: Frequencies of rejecting 1:0 hH   
Error Distribution 1-step-ahead 2-step-ahead 3-step-ahead 
N(0,1) 1.000 0.057 1.000 
t3 0.988 0.066 0.981 
Exp(1) – 1 1.000 0.063 0.968 
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Table 4 presents the observed rejection frequencies for different innovation distributions and 
forecast horizons. At the 2-step-ahead forecast horizon these frequencies are reasonably close 
to the nominal 5% level of significance, especially for 1)1( Exp  errors. At the 1- and 3-step-
ahead forecast horizons, for all three types of error distribution the proposed test is able to 
well recognize the difference between the two forecast densities. It is concluded that the 
proposed test is able to react reasonably well to the changes in the discrepancy between 
forecast densities corresponding to the changes in forecast horizons.  
Moving on from the test procedure, we now look at results showing the clustering 
performance of the proposed method. Time series with different generating processes are 
simulated. The following two groups of processes are considered: 
Group 1:  
tt uY  , )1,0(~ Nut , 
ttt uYY  15.0 , )1,0(~ Nut , 
ttt uYY  19.0 , )1,0(~ Nut , and 
tttt uYYY   21 2.06.0 , )1,0(~ Nut . 
Group 2 
tt utY  2.020 , )1,0(~ Nut , 
tt utY  6.020 , )1,0(~ Nut , 
tt utY  2.020 , 3~ tut , and 
tt utY  6.020 , 1)1(~ Exput . 
From each model in each group, four series are simulated. The clustering performance of the 
proposed methodology is evaluated by determining if the sixteen generated series in each 
group can be successfully classified. For Group 1 series lengths 50, 100 and 200 are 
considered, while for Group 2, T=98. For both groups the clustering performance is 
examined at 1-, 2- and 3-step-ahead forecast horizons. Note that at the 2-step-ahead forecast 
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horizon in Group 2, three clusters should be identified with 8, 4 and 4 members, respectively. 
This is because the underlying 2-step-ahead forecast densities of Models 1 and 2 are the same.  
For each group, the proposed hypothesis test is applied to all pairs of time series, and the 
associated p-values are observed. The series are clustered using the algorithm proposed by 
Maharaj (2000), with a 5% significance level. To compare our clustering approach with an 
alternative method, we consider the forecast-density-based clustering method proposed by 
Alonso et al. (2006). In both cases the clustering performance is assessed by the Rand Index 
proposed by Rand (1971), which represents the proportion of the total number of pairs of data 
values that have been correctly clustered. 500 simulation repetitions are carried out, and the 
average Rand index values are observed. Table 5 displays these average Rand index values 
for different series lengths and forecast horizons. The bold numbers are the results of our 
approach, while the numbers in parentheses are those of Alonso et al.’s method. 
Table 5: Average Rand Index values 
 1-step-ahead 2-step-ahead 3-step-ahead 
Group 1, 50T  0.857 (0.559) 0.672 (0.502) 0.523 (0.361) 
Group 1, 100T  0.924 (0.870) 0.753 (0.704) 0.606 (0.512) 
Group 1, 200T  0.965 (0.949) 0.893 (0.886) 0.748 (0.720) 
Group 2, 98T  0.971 (0.937) 0.859 (0.848) 0.604 (0.587) 
 
It is evident from Table 5 that as the forecast horizon becomes longer the average Rand Index 
values decrease in all cases, while as the series length increases both methods tend to achieve 
better clustering performance. When applying the proposed clustering method, all average 
Rand Index values obtained on the basis of 1-step-ahead forecasts are greater than 0.9 except 
for the case of Group 1 with T = 50. At a 2-step-ahead forecast horizon, the proposed method 
tends to achieve reasonably good performance when the series length is relatively large 
( 200T ), or when classifying time series with different error distributions (the case for 
Group 2). When considering the 3-step-ahead forecast horizon, the average Rand Index 
values are much lower than those of 1- and 2-step-ahead forecast horizons. Comparing these 
results with those of the method proposed by Alonso et al. (2006) demonstrates the 
superiority of our approach. This superiority is not as clear-cut when the length of the series 
is relatively large (T = 200), but it is substantial when the sample size is small. Especially for 
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Group 1 with T = 50 or 100, the average Rand Index values produced by our method are 
noticeably higher than their counterparts. One possible reason is that when obtaining forecast 
replicates using AR models, our method includes bias-correction of the AR coefficient 
estimates but this is not included in the framework of Alonso et al. (2006). This would 
explain why their method produces similar results as ours for longer series lengths where the 
bias is less critical, but not in small samples. 
Taking all simulation results into consideration, we can summarize as follows. First, when 
dealing with time series with the same error distribution, the proposed methodology tends to 
achieve reasonably good performance at a 1-step-ahead forecast horizon, while at a 2-step-
ahead forecast horizon the performance remains acceptable only if the series length is not too 
short. At longer forecast horizons, the performance of this method appears to deteriorate 
further. On the other hand, when discriminating between time series generated from the 
models with different innovation distributions, the proposed method tends to produce 
reasonably good results at both 1- and 2-step-ahead forecast horizons, but not always at 3-
step-ahead forecast horizon. The results suggest that classifying time series with a focus on 
longer term forecast horizons should only be attempted when one has a reasonably large 
number of observations. In addition, although the proposed method is based on a finite-order 
AR model, results related to those MA and ARMA models show reasonable robustness to 
non-autoregressive processes.  
 
4      Application 
In this section we illustrate the usefulness of the proposed methodology with an application to 
some commonly analysed economic data. The data series considered in this study consists of 
annual real GDP per capita from 1950 to 2011 for the following eight European countries: 
Austria (AUT), Belgium (BEL), Finland (FIN), France (FRA), Italy (ITA), Luxembourg 
(LUX), Switzerland (CHE) and the United Kingdom (GBR). We are interested in the annual 
percentage changes of real GDP per capita, which is represented by the first difference in the 
logarithm. The GDP growth data are presented in Figure 2. As the appropriate grouping of 
these eight countries is unknown, the proposed forecast-density-based clustering method is 
applied to this data set. First, the pairwise polarization estimates are obtained, and then the 
proposed hypothesis test is applied to each pair of series to produce a clustering solution 
26 
using the associated p-values. We aim to cluster these eight European countries based on the 
information obtained at the 2-step-ahead forecast horizon. That is, we wish to determine 
which countries will have similar economic behaviour in the year 2013, in terms of GDP 
growth rates. The null hypothesis of interest is 1:0 hH  , where 2h .  
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Figure 2: The first-order differenced logarithmic annual real GDP per capita of eight 
European countries 
Table 6: The associated p-values of pairs of the eight countries 
 AUT BEL FIN FRA ITA LUX CHE GBR 
AUT         
BEL 0.031        
FIN 0.000 0.000       
FRA 0.000 0.039 0.000      
ITA 0.004 0.118 0.000 0.135     
LUX 0.000 0.000 0.000 0.000 0.000    
CHE 0.068 0.007 0.000 0.005 0.007 0.000   
GBR 0.007 0.070 0.000 0.147 0.122 0.000 0.000  
 
Table 6 reports the associated p-values of pairwise hypothesis tests. At the 5% level of 
significance, the null hypothesis cannot be rejected for the following pairs of countries: 
Austria and Switzerland, Belgium and Italy, Belgium and the United Kingdom, France and 
Italy, France and the United Kingdom, and Italy and the United Kingdom. At the 1% 
significance level, Austria and Belgium do not have significantly different forecast densities, 
nor do Belgium and France. Both the 5% and 1% significance levels suggest the following 
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clustering structure: firstly, FRA, ITA and GBR are grouped together, joined later by BEL. 
Then AUT and CHE form a two-member cluster. As all the associated p-values of FIN and 
LUX are smaller than any reasonable level of significance, these two countries form their 
own clusters. In summary, the following four clusters are identified: {BEL, FRA, ITA, GBR}, 
{AUT, CHE}, {FIN} and {LUX}. It can be seen from this clustering structure that those 
countries whose estimated forecast densities are not significantly different have been 
successfully grouped together, while those with significantly different forecast densities have 
been kept separate. The clusters appear to be reasonably distinct, and hence the proposed 
clustering method is working well if one is looking for a clear grouping of time series. 
To demonstrate the desirable performance of the forecast-density-based methods, our 
clustering solution is compared to a clustering formed based only on the point forecasts. 
Figure 3 presents the clustering solutions generated by four linkage methods using the point 
forecasts of 2013. These clustering structures are considerably different from those based on 
the forecast densities. For example, all linkage methods cluster Luxembourg with the United 
Kingdom first and then with the group of BEL, FRA and ITA, while the forecast-density-
based clustering approach incorporating hypothesis tests does not tend to do so. This 
disagreement can be clearly explained by Figure 4, which displays the estimated forecast 
densities of the eight countries. It is obvious that while the point forecast of LUX is rather 
close to that of GBR (as well as those of BEL, FRA and ITA), its estimated forecast density 
presents much fatter tails. Distinguishing LUX from GBR, BEL, FRA and ITA thus appears 
to be a much more reasonable clustering solution. This highlights the effectiveness of the 
proposed forecast-density-based approach: even if the observed time series have similar point 
forecasts, the proposed method can successfully capture differences in the variability of the 
observations.  
The clustering produced in this example can be informative for macroeconomic analyses.  
The recommended clustering suggests that Belgium, France, Italy and Great Britain will have 
similar two-step ahead forecast density behaviour. This is consistent with a view that these 
four countries have shared similar recent macroeconomic fortunes. Similarly, Austria and 
Switzerland share common recent features, so can be clustered together, while Finland and 
Luxemburg appear to have quite unique macroeconomic stories. More generally, the finding 
of four distinct clusters among nations all supposedly tightly integrated through the EU, 
suggests that their economic fortunes are not inextricably linked. Moreover, this example 
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illustrates why clustering decisions should not be made based upon point forecasts only. As 
noted earlier, LUX and GBR have rather close point forecasts in 2013, but Figure 4 has 
demonstrated an obvious alienation of their forecast densities. Therefore, although point 
forecasts of percentage changes in real GDP per capita of these two countries are similar, 
they are likely to be driven by different factors so ought not to be classified together.  
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Figure 3: Clustering solutions produced by linkage methods using point forecasts 
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Figure 4: Plots of the estimated forecast densities 
 
5      Concluding remarks 
A new approach to classifying time series is proposed on the basis of measuring the 
polarization of forecast densities. If interest is centered on classifying time series according to 
their future behaviour, this is an attractive approach to carrying out classification tasks. One 
of the novel contributions of this paper is that the proposed methodology is able to test for the 
statistical significance of the difference between two forecast densities. As a consequence, the 
classification results tend to be distinct. The second novel contribution is that in addition to a 
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clustering method, a rule for discrimination is developed. This enables both supervised and 
unsupervised classification of time series based on future information. The methodology is 
also able to classify time series with different lengths. 
The application to data on GDP growth rates from eight European countries demonstrates 
how much useful information can be discarded if the clustering method relies only on point 
forecasts, and how the clustering solution could be misleading. The example highlights the 
clear advantages of clustering based on forecast densities.  The clusters produced by the 
approach presented in this paper tend to be very distinct.  
One limitation associated with this study is that the proposed methodology cannot strictly be 
applied if the observed time series cannot be made stationary after transformation. In addition, 
to this point the methodology is restricted to classifying univariate time series. A valuable 
extension of our proposal would be to generalize the forecast-density-based classification 
approach to multivariate cases. To our knowledge, there are no studies of multivariate time 
series classification based on future behaviour patterns. Research is currently being 
undertaken by the authors to address this issue. 
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Appendix 
Proof of Theorem 1, Part (a). First, consider the situation where the true autoregressive order 
p  is known. According to Theorem 1 of Freedman (1984) and Theorem 3.1 of Thombs and 
Schucany (1990), we have 
 *ˆ  in conditional probability, 
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where )ˆ,,ˆ,ˆ(ˆ **1
*
0
*  p   represents the parameter estimates that are obtained from the 
bootstrap pseudo series without considering bias-correction, and ),,,( 10  p  . Hence, 
without considering bias-correction the asymptotic validity of the bootstrap algorithm is 
established. Kilian (1998a) stated that the bootstrap bias-correction method approximates the 
bias of ˆ , the least squares estimator, to order )( 1TOp , and ˆ  converges to   at rate 
2/1T . 
As a result, the effect of the bias-correction in (3) or (4) is negligible asymptotically. Also, 
both Kilian (1998a) and Kim et al. (2010) proved that the stationarity-correction does not 
alter the asymptotic validity of *ˆ . Therefore, under the assumption of known autoregressive 
order p , the bias-corrected and possibly stationarity-corrected AR estimator converges to   
in conditional probability.  
Kilian (1998b) stated that if the assumption of known AR order p  is relaxed and p  is 
estimated by a consistent estimation criterion, the following result holds: 
pp ˆ  almost surely, 
which implies that the AR order estimate pˆ  obtained by the BIC and the true order p  are 
asymptotically identical. Furthermore, the endogenous lag order algorithm described in Step 
2 above does not affect the asymptotic validity. As claimed by Kilian (1998b), by knowing 
that pp ˆ  almost surely, it must be true that pp ˆ*  almost surely in the bootstrap world, 
since *p  and pˆ  play the same roles of pˆ  and p  respectively. Consequently, it is true that  
pp *  almost surely, 
and therefore the same asymptotic property of *ˆ  holds for c**ˆ , namely,  c**ˆ  in 
conditional probability. 
Proof of Theorem 1, Part (b). This section follows the proof of Theorem 1 of Pascual et al. 
(2004). Recall Eq. (5) that 
**
*)(
**
*
*
)1(
**
1
**
0
* ˆˆˆ
htpht
c
pht
cc
ht uYYY     ,  
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where jtjt YY  
*  for 0j . The aim is to rewrite the right hand side of (5) in terms of fixed, 
known values jtY   where 0j , independent residuals 
*
htu   where 0h , and bias-corrected 
coefficients c**ˆ . For h = 1, (5) becomes  
*
11*
**
*
**
1
**
0
*
1
ˆˆˆ
  tpt
c
pt
cc
t uYYY   .                                                                              (A1) 
It has been shown in Part (a) that  c**ˆ  in conditional probability. Furthermore, 
Freedman (1984) proved that * htu   converges to htu   in distribution. By Slutsky’s theorem, it 
follows immediately that 1
*
1   t
d
t YY . 
For h = 2, (5) becomes 
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22*
**
*
**
2
*
1
**
1
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0
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ˆˆˆˆ
  tpt
c
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c
t
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t uYYYY   .                                                              (A2) 
Substitute (A1) into (A2): 
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and similarly one can rewrite 2tY  as 
21112,22,12,02 )()()(   ttttt uuYfYffY   , 
where )(, lkf  is a function of coefficients for the (k+1)
th
 term at l-step-ahead forecast horizon. 
Given Part (a), it is true that 1*
**
2*,1
**
2,2
**
2,1
**
2,0 )
ˆ()ˆ()ˆ()ˆ(   pt
c
pt
c
t
cc YfYfYff    
converge in conditional probability to 12,12,22,12,0 )()()()(   ptptt YfYfYff   . In 
addition, as * 1
**
1
ˆ
t
cu  and * 2tu  are independent, it follows Freedman (1984) and Part (a) that 
*
2
*
1
**
1
ˆ
  tt
c uu  converges to 211   tt uu  in distribution. Therefore, by Slutsky’s theorem, it is 
true that 2
*
2   t
d
t YY .  
In general, for h > 2 one can rewrite * htY   as 
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1
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,1
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1
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,11*
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and htY   as 
hththhthpthpthhht uugugYfYffY   1,11,11,,1,0 )()()()()(   , 
where )(, lmg  is a function of coefficients for the m
th
 residual term at l-step-ahead forecast 
horizon. Following Pascual et al. (2004), )()ˆ( ,
**
,  lk
pc
lk ff   and )()
ˆ( ,
**
,  lm
pc
lm gg  . 
Since jtY  ’s are fixed, known values when 0j  and the residual terms are mutually 
independent, following Part (a), Freedman (1984) and Slutsky’s theorem, ht
d
ht YY  
* . 
Proof of Theorem 2. This proof follows the theoretical work of Anderson et al. (2009) and 
Anderson et al. (2012). By Theorem 2 of Anderson et al. (2012), the following results hold: 
  ),0(ˆ 1,,,, 11  Nn hYYbc hYY tttt  , and   ),0(ˆ 2,,,, 22  Nn hYYbc hYY tttt  , 
where 1  and 2  are asymptotic variances of their corresponding polarization measures.  
Anderson et al. (2009) provided distributional properties of “changes in the degree of 
convergence”, which is defined as follows: 
21
ˆˆˆ   , 
where 1ˆ  and 2ˆ  are the estimates of polarization measures 1  and 2 , respectively. For 
independently sampled observations without assuming 21   , the following result holds: 
),(ˆ 2121 VVN   , 
where V1 and V2 are the asymptotic variances. This result applies in our case, as the bootstrap 
replicates for computing bc hYY tt ,, 1ˆ  and 
bc
hYY tt ,, 2
ˆ  are generated independently. Therefore, the 
following asymptotic distribution is valid: 
  ),0()( ,,,, 21   NDn hYYhYY tttt  ,                                                                                (A3) 
where bc hYY
bc
hYY tttt
D ,,,, 21
ˆˆ    as previously defined, and 21   . 
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Under 1H , (A3) becomes   ),0()1( ,, 2   NDn hYY tt  . Therefore, the misclassification 
probability is 
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2/1
,,
1
1
)|0Pr( 2



 hYY ttnHD , 
where )(  represents the cumulative distribution function (CDF) of a standard normal 
variable. Note that )1,0[,, 2 hYY tt . Therefore, as n  tends to infinity, 
    2/1,, 12  hYY ttn , and    01
2/1
,, 2
  hYY ttn . 
Under 2H , (A3) becomes   ),0()1( ,, 1   NDn hYY tt  . Therefore, the misclassification 
probability is 
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and for the same reasons,    011 2/1,, 1 

 hYY ttn  as n . This concludes the proof. 
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