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Let (A0, A1) and (B0, B1) be two interpolation couples and let T: (A0, A1)W
(B0, B1) be a K-quasilinear operator. The boundedness of the operator from A0 to
B0 implies K(t, Ta; B0, B1) [M0 ||a||A0 and the boundedness of the operator from
A1 to B1 implies K(t, Ta; B1, B0) [M1 ||a||A1 , a ¥ A0 5 A1. We consider perturba-
tions of these two inequalities in the form
K(ct, Ta; B0, B1) [M0 ||a||A0+e0K(t, Ta; B0, B1)
and
K(ct, Ta; B1, B0) [M1 ||a||A1+e1K(t, Ta; B1, B0).
We prove that similar to the classical case for c > 1 and 0 [ ej [ 1 we get for all
0 < h < 1 and for all 0 < q [.
||Ta||(B0, B1)h, q [ C(M0, M1, h, q) ||a||(A0, A1)h, q .
If we take B0=L1(Q), B1=L.(Q), c=2, and ej=1, where Q is a cube in Rn,
we get a theorem of Bennett, DeVore, and Sharpley. We prove that if ej > 1
we continue to get an interpolation theorem, but the interpolation holds for
(log+ e0)/(log c) < h < 1−(log+ e1)/(log c). This is the first instance of an inter-
polation theorem which holds for a subinterval of 0 < h < 1. Bennett, DeVore and
Sharpley identified a ‘‘weak L.’’ class as the rearrangement invariant span of
BMO(Q). This prompts the natural question of the existence of abstract ‘‘weak
type’’ classes near the endpoints of interpolation scales. As we note below, there
have been previous attempts to develop the theory of such classes. The construc-
tion was, however, too rigid, and necessitated the precise identification of the
K-functional for the interpolation couple. We define these classes here in a way
which allows for the identification K-functionals up to multiplicative equivalence.
This opens the door to applications of the theory to most interpolation couples,
leading to stronger interpolation theorems even for some well known spaces.
© 2002 Elsevier Science (USA)
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1. INTRODUCTION
Bennett et al. [1] proved the following interpolation theorem: If T is a
sublinear operator and if
sup
t > 0
t(Tf)g (t) [M0 ||f||L1 (1.1)
and
sup
t > 0
11
t
F t
0
(Tf)g (s) ds−(Tf)g (t)2 [M1 ||f||L. (1.2)
then for all 1 < p <. we have
||Tf ||Lp [ C(p) M
1
p
0
M1−
1
p
1 ||f||Lp. (1.3)
They also showed that for functions, g, defined on a cube Q in Rn, the
condition
sup
t > 0
51
t
F t
0
gg(s) ds−gg(t)6 <.
is equivalent to g being equimeasurable with a function which is in
BMO(Q).
The interpolation theorem was later incorporated in real interpolation
theory; see [6, 7, 11, 12]. Here we offer generalizations of the constructions
in these papers. The new approach is far more flexible and the added
flexibility enables us to prove several theorems which were inaccessible
before. Most importantly the interpolation theorems in all previous works
on the subject required a precise identification of the K-functional.
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Using the results of this work enables one to prove an interpolation
theorem using any expression equivalent to the K-functional. This allows
the identification of endpoints conditions akin to (1.2) for many more
interpolation couples. Another noteworthy aspect of the generalization is
that in some cases the endpoint conditions imply continuity of the operator
only on a subinterval of the interpolation scale, see the statement of
Theorem 2.1 and Example 2.9.
Let (A0, A1) and (B0, B1) be two interpolation couples. Let T: A0+A1
W B0+B1 be a linear operator, and assume that T is a bounded operator
from Aj to Bj. The boundedness of the operator from A0 to B0 implies for
all a ¥ A0 5 A1
K(t, Ta; B0, B1) [M0 ||a||A0 (1.4)
and the boundedness of the operator from A1 to B1 implies
t−1K(t, Ta; B0, B1) [M1 ||a||A1 . (1.5)
We will see below that
1
t
F t
0
(Ta)g (s) ds−(Ta)g (t) [M ||a||A0
is equivalent to
K(2t, Ta; L., L1) [M0 ||a||A0+K(t, Ta; L
., L1). (1.6)
We will consider operators, T, which satisfy a more general condition:
K(ct, Ta; B0, B1) [M0 ||a||A0+eK(t, Ta; B0, B1)
in place of (1.4). This can be viewed as a perturbation of the continuity
condition (1.4). The interpolation theorem (1.3) thus becomes a special
case of Theorem 2.8 below.
In a subsequent paper we shall examine the interpolation theorem when
the perturbation of continuity is expressed by the E-functional.
All interpolation couples in this paper are interpolation couples of
Banach groups. The results also apply to interpolation couples of Banach
semigroups with some additional conditions, but a full discussion of this
extension would take us too far afield.
We will assume the standard results of interpolation theory as stated
in [3].
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2. PERTURBED CONTINUITY, THE K-METHOD
Throughout, C will denote a generic constant which depends on
e0, e1, c, r, h, q, g.
The main theorem we prove is a generalization of the following one:
Theorem 2.1. Let (A0, A1) and (B0, B1) be two interpolation couples.
Let
T: A0+A1 W B0+B1
be a linear operator. Assume that for all a ¥ A0 5 A1
K(ct, Ta; B0, B1) [M0 ||a||A0+e0K(t, Ta; B0, B1)
and
K(ct, Ta; B1, B0) [M1 ||a||A1+e1K(t, Ta; B1, B0),
where c > 1, and e0, e1 satisfy 0 [ e0, e1 < c and e0e1 < c.
Then for all h so that
log+ e0
log c
< h < 1−
log+ e1
log c
and 0 < q [., we have
||Ta||(B0, B1)h, q [ CM
1−h
0 M
h
1 ||a||(A0, A1)h, q .
The proof of the theorem depends on the following technical lemma:
Lemma 2.2. Let g be a non-negative function on R+ which satisfies:
1. For all t > 0
1
a
g(t) [ g(2t) [ ag(t). (2.1)
2. For some c > 1, e0, e1 such that 0 < e0, e1 < c and e0e1 < c and
0 < r <. we have constants c0, c1 so that for all t > 0
g(ct) [ [c r0+e r0g r(t)]
1
r (2.2)
and
cg(t) [ [c r1t r+e r1g r(ct)]
1
r. (2.3)
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Then for all h so that
log+ e0
log c
[ h [ 1−
log+ e1
log c
(2.4)
we have
t−hg(t) [ Cc1−h0 ch1 . (2.5)
Proof. Let us denote
G(t)=t−hg(t).
We then have
G r(ct) [ (ct)−hr c r0+e r0c−rhG r(t)
and
G r(t) [
c r1
c r
t (1−h) r+e r1c
−(1−h) rG r(ct).
Therefore if e0 [ ch and h \ 0, i.e., if
h \
log+ e0
log c
then
G r(cnt) [ (cnt)−hr c r0+e r0c−hrG r(cn−1t) [ (cnt)−hr c r0+Gr(cn−1t)
[ (cnt)−hr c r0+(cn−1t)−hr c r0+Gr(cn−2t) [ · · ·
[ (cnt)−hr c r0 C
n−1
k=0
ekr0 +G
r(t) [ Cc r0t−hr+Gr(t).
Similarly, if e1 [ c (1−h) and 1−h \ 0, i.e., if
h [ 1−
log+ e1
log c
then
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G r(c−nt) [
c r1
c r
(c−nt) (1−h) r+Gr(c−n+1t)
[
c r1
c r
(c−nt) (1−h) r+
c r1
c r
(c−n+1t) (1−h) r+Gr(c−n+2t)
[ · · ·
[
c r1
c r
c−n(1−h) rt (1−h) r C
n−1
k=0
ekr1 +G
r(t)
[ C
c r1
c r
(c−(1−h)e1)nr t (1−h) r+Gr(t)
[ Ccr1t (1−h) r+Gr(t).
By (2.2) and (2.3), for all t > 0
G r(t) [
c r1
c r
t (1−h) r+e r1c
−(1−h) rG r(ct)
[
c r1
c r
t (1−h) r+e r1c
−(1−h) r(c r0(ct)
−hr+e r0c
−hrG r(t))
=
c r1
c r
t (1−h) r+e r1c
−rc r0t
−hr+e r0e
r
1c
−rG r(t)
and since e0e1 < c, we have
G r(t) [
1
c r− e r0e
r
1
(c r1t
(1−h) r+e r1c
r
0t
−hr).
Let us choose t0=c0/c1. Then
G(t0) [ 1 e r1+1
c r− e r0e
r
1
2 1r c1−h0 ch1 .
We therefore have
G(cnt0) [ Cc r0t−hr0 +Gr(t0) [ Cc1−h0 ch1
and
G(c−nt0) [ [Cc r1t (1−h) r0 +Gr(t0)]
1
r [ Cc1−h0 ch1 .
Estimate (2.5) now follows from (2.1). L
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Definition 2.3. Let (A0, A1) be an interpolation couple. We define for
a ¥ A0+A1 and for g(t, a) &K(t, a; A0, A1), 0 < r <., 0 [ e <., and
1 < c <.,
||a||WK(A0, A1; e, c, r, g)=sup
t > 0
[g r(ct, a)− e rg r(t, a)]
1
r
+
and
WK(A0, A1; e, c, r, g)={a ¥ A0+A1 | ||a||WK(A0, A1; e, c, r, g) <.} .
We will denoteWK(A0, A1; e, c, r, K) by WK(A0, A1; e, c, r).
It might appear that we have an excessive number of parameters in the
description of the classes. It will become apparent in the sequel that the
parameters allow us to give precise information on the classes WK. For
example, the introduction of g is useful since in most cases we know K up
to equivalence only and the transformation from g to K changes the value
of e for which the inequality
||a||WK(A0, A1; e, c, r, g) <.
holds. See, for example, Section 4.3.
For the proof of the next theorem we will need to use the least concave
majorant of g.
Definition 2.4. Let f: R+W R+. We denote the least concave majorant
of f by f
¢
. We will also denote for 0 < r <.,
Conr f(t)=[[f r (s
1
r)] ¢]
1
r (t r).
We will see that
WK(A0, A1; e, c, r, g) ıWK(A0, A1; e, c, r, Conr g) . (2.6)
Since g¢ is concave and positive, it is a non-decreasing function. This
implies that Conr g is a non-decreasing function.
We postpone the proof of (2.6) to Section 3.
We recall the characterization of the Gagliardo completion of A0 in
A0+A1, see [5, p. 123],
Ac, A0+A10 ={a ¥ A0+A1 | sup
t > 0
K(t, a; A0, A1) <.} .
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Theorem 2.5. If e < 1, then
WK(A0, A1; e, c, r, g)=A
c, A0+A1
0 .
Proof. Since
Ac, A0+A10 ıWK(A0, A1; e, c, r, g) ıWK(A0, A1; e, c, r, Conr g)
it suffices to show that
WK(A0, A1; e, c, r, Conr g) ı Ac, A0+A10 .
If a ¥WK(A0, A1; e, c, r, Conr g), then
(Conr g) r (ct, a) [ ||a|| rWK(A0, A1; e, c, r, Conr g)+e
r(Conr g) r (t, a)
[ ||a|| rWK(A0, A1; e, c, r, Conr g)+e
r(Conr g) r (ct, a)
so that
Conr g(ct, a) [
||a||WK(A0, A1; e, c, r, Conr g)
(1− e r)
1
r
and since Conr g &K, we have
K(t, a; A0, A1) [
C ||a||WK(A0, A1; e, c, r, Conr g)
(1− e r)
1
r
. L
Definition 2.6. Let f be defined on R+. We denote
f2(t)=tf 11
t
2 .
We recall
K(t, a; A0, A1)=K2 (t, a; A1, A0)
so that
g &K(t, a; A0, A1). g˜ &K(t, a; A1, A0).
Definition 2.7. Let (A0, A1) and (B0, B1) be two interpolation couples.
We say that
T: A0+A1 W B0+B1
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is a K-quasilinear operator if for someM> 0, for all aj ¥ Aj, we have
K(t, T(a0+a1); B0, B1) [M(K(t, Ta0; B0, B1)+K(t, Ta1; B0, B1)).
Theorem 2.8. Let (A0, A1) and (B0, B1) be two interpolation couples.
Let
T: A0+A1 W B0+B1
be a K-quasilinear operator. Assume that
g &K( · , · ; B0, B1) (2.7)
and that for all a ¥ A0 2 A1
||Ta||WK(B0, B1; e0, c, r, g) [M0 ||a||A0 (2.8)
and
||Ta||WK(B1, B0; e1, c, r, g˜) [M1 ||a||A1 , (2.9)
where 0 < r <., c > 1, e0, e1 satisfy 0 [ e0, e1 < c and e0e1 < c. Then for all h
so that
log+ e0
log c
< h < 1−
log+ e1
log c
(2.10)
and 0 < q [., we have
||Ta||(B0, B1)h, q [ CM
1−h
0 M
h
1 ||a||(A0, A1)h, q .
Proof. From (2.7) it follows that (2.1) holds. From (2.8) it follows that
g(ct, Ta) [ (Mr0 ||a|| rA0+e
r
0g
r(t, Ta))
1
r
and from (2.9) it follows that
g˜(ct, Ta) [ (M r1 ||a|| rA1+e
r
1 g˜
r(t, Ta))
1
r.
Thus
cg(t, Ta) [ (c rM r1 ||a|| rA1 t
r+e r1g
r(ct, Ta))
1
r.
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From Lemma 2.2, for all h which satisfies (2.10) we have for all a ¥
A0 5 A1
t−hg(t, Ta) [ CM1−h0 Mh1 ||a||1−hA0 ||a||
h
A1 .
This implies
t−hK(t, Ta; B0, B1) [ CM1−h0 Mh1 ||a||1−hA0 ||a||
h
A1 .
By reiteration, see [10, Theorem 5.8], we have for all h which satisfy (2.10)
and for all 0 < q [.,
||Ta||(B0, B1)h, q [ CM
1−h
0 M
h
1 ||a||(A0, A1)h, q . L
The interpolation theorem we just proved, if e0 > 1 or e1 > 1, holds in a
subinterval of (0, 1). This seems to be a new phenomenon in interpolation
theory, and so it might be reasonable to ask if the interpolation holds in all
of (0, 1). The following example shows that indeed (2.10) is necessary.
Example 2.9. Let 0 < h0 < h1 < 1 and let
f(t)=˛ th1 if 0 < t [ 1,
th0 if 1 [ t.
Let k be the right derivative of f. Thus
k(t)=˛h1th1 −1 if 0 < t < 1,
h0th0 −1 if 1 [ t.
Clearly k is a right-continuous decreasing function and so it is its own non-
increasing rearrangement. Thus
K(t, k; L1, L.)=F t
0
k(s) ds=f(t).
Let us see that
k ¥WK(L1, L.; 2h0, 2, 1) 5WK(L., L1; 21−h1, 2, 1).
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The statement k ¥WK(L1, L.; 2h0, 2, 1) follows from
f(2t)−2h0f(t) [ c0.
The statement k ¥WK(L., L1; 21−h1, 2, 1) follows from
2f(t)−21−h1f(2t) [ c1t.
Both statements are easily verified.
Let T be the operator defined on R: Ta=ak. Clearly
T: (R, | · |)WWK(L1, L.; 2h0, 2, 1) 5WK(L., L1; 21−h1, 2, 1).
Since we also have 2h021−h1 < 2, from the interpolation theorem follows
T: (R, | · |)W (L1, L.)h, q=L 1 11−h , q2
for all 0 < q [. and all
log+ 2h0
log 2
< h < 1−
log+ 21−h1
log 2
i.e., for all h0 < h < h1. It is easy to see that the last inequality is necessary
for k ¥ L( 11−h , q) for any q <..
Theorem 2.10.
||a||WK(A0, (A0, A1)h, q; e, ch, q, g1) [ C ||a||WK(A0, A1; e, c, q, g), (2.11)
where
g1(t, a)=t 1F.
t
1
h
(s−hg(s, a))q
ds
s
2 1q.
Proof. It follows from Holmstedt’s theorem that
g1 &K( · , · ; A0, (A0, A1)h, q).
If a ¥WK(A0, A1; e, c, q, g), then
g(ct, a) [ (||a||qWK(A0, A1; e, c, q, g)+e
qgq(t, a))
1
q
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and so
gq1(c
ht, a)=chqtq F.
ct
1
h
(s−hg(s, a)q)
ds
s
=tq F.
t
1
h
(s−hg(cs, a)q)
ds
s
[
1
hq
||a||qWK(A0, A1; e, c, q, g)+e
qtq F.
t
1
h
(s−hg(s, a)q)
ds
s
=C ||a||qWK(A0, A1; e, c, q, g)+e
qgq1(t, a),
i.e., (2.11) holds. L
For e=1 we also have a reverse inequality.
Theorem 2.11. Let g(t, a) be a non-decreasing function and g( · , · ) &
K( · , · ; A0, A1). Then
||a||WK(A0, A1; 1, c, q, g2) [ ||a||WK(A0, (A0, A1)h, q; 1, ch, q, g1), (2.12)
where
g1(t, a)=t 1F.
t
1
h
(s−hg(s, a))q
ds
s
2 1q
and
g2(t, a)=th 1F 2t
t
s−hqgq(s)
ds
s
2 1q.
Proof. It is easy to see that
g2(t, a) & g(t, a) &K(t, a; A0, A1).
If a ¥WK(A0, (A0, A1)h, q; 1, ch, q, g1) then for all t > 0
gq1(c
ht, a)−gq1(t, a) [ ||a||qWK(A0, (A0, A1)h, q; 1, ch, q, g1).
But
gq1(c
ht, a)−gq1(t, a)=c
hqtq F.
ct
1
h
s−hqgq(s, a)
ds
s
−tq F.
t
1
h
s−hqgq(s, a)
ds
s
=tq F.
t
1
h
s−hq[gq(cs, a)−gq(s, a)]
ds
s
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=tq F 2t
1
h
t
1
h
s−hqgq(cs, a)
ds
s
−tq F 2t
1
h
t
1
h
s−hqgq(s, a)
ds
s
+tq F.
2t
1
h
s−hq[gq(cs, a)−gq(s, a)]
ds
s
=chqtq F 2ct
1
h
ct
1
h
s−hqgq(s, a)
ds
s
−tq F 2t
1
h
t
1
h
s−hqgq(s, a)
ds
s
+tq F.
2t
1
h
s−hq[gq(cs, a)−gq(s, a)]
ds
s
=[gq2(ct
1
h)−gq2(t)]+t
q F.
2t
1
h
s−hq[gq(cs, a)−gq(s, a)]
ds
s
.
But since g is a non-decreasing function of t, g(cs) \ g(s) for all s, so that
gq2(ct
1
h)−gq2(t
1
h) [ gq1(cht, a)−gq1(t, a) [ ||a||qWK(A0, (A0, A1)h, q; 1, ch, q, g1)
and hence (2.12) holds. L
Inside the interpolation scale the WK spaces for an appropriate choice of
the parameters give us the usual ‘‘weak’’ spaces:
Theorem 2.12. Let
g(t, a)=1F t 1h
0
(s−hK(s, a; A0, A1)q
ds
s
2 1q.
Then
(A0, A1)h,.=WK((A0, A1)h, q, A1; 1, c, q, g).
Proof. From Holmstedt’s theorem we know
g &K( · , · ; (A0, A1)h, q, A1).
We have
gq(ct, a)−gq(t, a)=F (ct)
1
h
0
(s−hK(s, a; A0, A1))q
ds
s
−F t
1
h
0
(s−hK(s, a; A0, A1))q
ds
s
=F (ct)
1
h
t
1
h
(s−hK(s, a; A0, A1))q
ds
s
& ||a||Ah,. . L
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Theorem 2.13 (Reiteration Theorem). Let (A0, A1) and (B0, B1) be two
interpolation couples. Let
T: A0+A1 W B0+(B0, B1)h, q
be a K-quasilinear operator which satisfies
||Ta||WK(B0, B1; e, c, q, g) [M0 ||a||A0 (2.13)
and
||Ta||(B0, B1)h, q [M1 ||a||A1 (2.14)
where
log+ e
log c
< h < 1
and c > 1, 0 [ e < c, 0 < q <.. Then for
log+ e
h log c
< l < 1
we have for all 0 < q1 [.,
||Ta||(B0, B1)lh, q1 [ CM
1−l
0 M
l
1 ||a||(A0, A1)l, q1 .
Proof. From (2.11) and (2.13) it follows that
||Ta||WK(B0, (B0, B1)h, q; e, ch, q, g1) [ CM0 ||a||A0 .
Together with (2.14) and Theorem 2.8 we have for
log+ e
h log c
< l < 1
the desired inequality
||Ta||(B0, B1)lh, q1 [ C ||Ta||(B0, (B0, B1)h, q)l, q1 [ CM
1−l
0 M
l
1 ||a||(A0, A1)l, q1 . L
We can give characterizations of WK(A0, A1; 1, c, 1) and of WK(A1, A0;
1, c, 1) in terms of familiar spaces.
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Theorem 2.14. Let DR stand for right-derivative. Then
c−1
c
||DRK( · , a; A0, A1)||L(1,.) [ ||a||WK(A0, A1; 1, c, 1)
[ (c−1) ||DRK( · , a; A0, A1) ||L(1,.).
Proof. Since K( · , a) is a concave function, it is absolutely continuous,
its derivative exists except on a countable set of points, and the derivative is
non-increasing. The right derivative exists at all points and is right contin-
uous. Thus
||f||WK(A0, A1; 1, c, 1)=sup
t > 0
(K(ct, a)−K(t, a))=sup
t > 0
F ct
t
DRK(s, a) ds
[ (c−1) sup
t > 0
tDRK(t, a)=(c−1) ||DRK( · , a) ||L(1,.).
On the other hand
sup
t > 0
F ct
t
DRK(s, a) ds \ (c−1) sup
t > 0
tDRK(ct, a)=
c−1
c
||DRK( · , a)||L(1,.). L
Lemma 2.15. If f: R+W R+ is a locally integrable non-increasing func-
tion, then for every c > 1
||f||BMO(R+) [ sup
t > 0
11
t
F t
0
f−
1
(c−1) t
F ct
t
f2 [ 2c2
c−1
||f||BMO(R+)
and
1
2
||f||BMO(R+) [ sup
t > 0
11
t
F t
0
f−f(t)2 [ 8 ||f||BMO(R+).
Proof.
1
t
F t
0
f−
1
(c−1) t
F ct
t
f [
1
t
F t
0
:f(u)− 1
ct
F ct
0
f : du
+
1
(c−1) t
F ct
t
:f(u)− 1
ct
F ct
0
f : du
INTERPOLATION WITH PERTURBED CONTINUITY 89
[ 11+ 1
c−1
2 1
t
F ct
0
:f(u)− 1
ct
F ct
0
f : du
=
c2
c−1
1 1
ct
F ct
0
:f(u)− 1
ct
F ct
0
f : du2
[
c2
c−1
inf
c ¥ R
1 1
ct
F ct
0
|f(u)−c| du+
1
ct
F ct
0
|f(u)−c| du)
[
2c2
c−1
||f||BMO(R+).
Conversely, let 0 [ t1 < t2
inf
c ¥ R
1
t2−t1
F t2
t1
|f−c| [
1
t2−t1
F t2
t1
|f−f(t2)|=
1
t2−t1
F t2
t1
f(u) du−f(t2)
[
1
t2−t1
F t2
t1
f(u) du−
1
(c−1) t2
F ct2
t2
f(u) du
[
1
t2
F t2
0
f(u) du−
1
(c−1) t2
F ct2
t2
f(u) du
[ sup
t > 0
11
t
F t
0
f−
1
(c−1) t
F ct
t
f2
so that
||f||BMO(R+) [ sup
t > 0
11
t
F t
0
f−
1
(c−1) t
F ct
t
f2 .
The second equivalence follows from the first. Since f is non-increasing we
have
1
t
F t
0
f(s) ds−f(t) [
1
t
F t
0
f(s) ds−
1
t
F 2t
t
f(s) ds [
1
t
F t
0
f(s) ds−f(2t)
[
1
t
F t
0
f(s) ds+
1
t
F 2t
t
f(s) ds−2f(2t)
=2 1 1
2t
F 2t
0
f(s) ds−f(2t)2
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so that
sup
t > 0
11
t
F t
0
f(s) ds−f(t)2 [ sup
t > 0
11
t
F t
0
f(s) ds−
1
t
F 2t
t
f(s) ds2
[ 2 sup
t > 0
11
t
F t
0
f(s) ds−f(t)2 . L
Theorem 2.16. a ¥WK (A1, A0; 1, c, 1) iff K(0+, a; A0, A1)=0 and
DRK( · , a; A0, A1) ¥ BMO(R+). Moreover,
c−1
c
||DRK( · , a; A0, A1)||BMO(R+)
[ ||a||WK(A1, A0; 1, c, 1) [ 2c ||DRK( · , a; A0, A1)||BMO(R+). (2.15)
Proof. If a ¥WK(A1, A0; 1, c, 1) then
cK(t, a; A0, A1)−K(ct, a; A0, A1) [ t ||a||WK(A1, A0; 1, c, 1).
Since K is a non-decreasing function, K(0+, a; A0, A1) exists, and from the
inequality above we get that K(0+, a; A0, A1)=0.We also have
||a||WK(A1, A0; 1, c, 1)
=sup
t > 0
(K2 (ct, a; A0, A1)−K2 (t, a; A0, A1))
=sup
t > 0
1
ct
(cK(t, a; A0, A1)−K(ct, a; A0, A1))
=sup
t > 0
1
ct
1c F t
0
DRK(s, a; A0, A1) ds−F
ct
0
DRK(s, a; A0, A1) ds2
=sup
t > 0
1
ct
1 (c−1) F t
0
DRK(s, a; A0, A1) ds−F
ct
t
DRK(s, a; A0, A1) ds2
=
c−1
c
sup
t > 0
11
t
F t
0
DRK(s, a; A0, A1) ds−
1
(c−1) t
F ct
t
DRK(s, a; A0, A1) ds2
so that (2.15) follows by Lemma 2.15.
Conversely if K(0+, a; A0, A1)=0 and DRK( · , a; A0, A1) ¥ BMO(R+),
then the calculation above proves
||a||WK(A1, A0; 1, c, 1) [ 2c ||DRK( · , a; A0, A1)||BMO(R+). L
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Definition 2.17. Let f: R+W R+. We say that f belongs to the
Zygmund class on R+, f ¥ Z(R+), if
||f||Z(R+)= sup
0 [ t1 < t2 <.
:f(t1)+f(t2)−2f 1 t1+t22 2:
t2−t1
<..
Lemma 2.18. Let f: R+W R+ be concave and assume also that
f(0+)=0. Then
f ¥ Z(R+). DR f ¥ BMO(R+).
Proof. Since f(0+)=0, we have
f(t)=F t
0
DR f(s) ds.
If f ¥ Z(R+), then
2f(t)−f(0)−f(2t) [ t ||f||Z(R+).
Thus
F t
0
DR f(s) ds−F
2t
t
DR f(s) ds=2 F
t
0
DR f(s) ds−F
2t
0
DR f(s) ds [ ||f||Z(R+)t
so that
||DR f||BMO(R+) [ ||f||Z(R+).
The proof of the converse is similar. L
From the previous lemma and Theorem 2.16 we get:
Theorem 2.19. a ¥WK(A1, A0; 1, c, 1) iff K(0+, a; A0, A1)=0 and K(· , a;
A0, A1) ¥ Z(R+).
3. LEAST CONCAVE MAJORANTS AND AN IMPROVED
INTERPOLATION THEOREM
Theorem 3.1. Let f: R+W R+. The least concave majorant of f is
given by
f
¢
(t)=inf
s > 0
sup
u > 0
t+s
u+s
f(u). (3.1)
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Proof. Let us denote
H(t, u, s, f)=
t+s
u+s
f(u).
Since H(t, t, s, f)=f(t), we have
inf
s > 0
sup
u > 0
t+s
u+s
f(u) \ f(t).
Since for each s > 0
sup
u > 0
t+s
u+s
f(u)=11+t
s
2 sup
u > 0
s
u+s
f(u)
is an affine function of t, taking the infimum over s gives us a concave
function which, as we just saw, majorizes f. We therefore have
inf
s > 0
sup
u > 0
t+s
u+s
f(u) \ f
¢
(t).
A concave and non-negative function on R+ has to be non-decreasing.
Thus if k is a concave majorant of f it has to be a non-decreasing function.
If L is a supported line of k then it, too, has to be non-decreasing. It also
has to be non-negative for all t since it majorizes k which majorizes f. Thus
if a supported line has the equation L(t)=at+b then we must have
a, b \ 0. For any t0 a supported line of k at t0, Lt0 , satisfies Lt0 (t0)=k(t0).
Thus
f
¢
(t0)=inf{k(t0) | f(t) [ k(t) -t \ 0 and k is concave}
\ inf{L(t0) | f(t) [ L(t) -t \ 0, and L(t)=at+b, a, b \ 0} .
But all L so that f(t) [ L(t), t \ 0 are themselves concave majorants of f
so that we have
f
¢
(t0)=inf{L(t0) | f(t) [ L(t) -t \ 0, and L(t)=at+b, a, b \ 0} .
For such lines
H(t, u, s, L)=
t+s
u+s
(au+b).
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This is the ratio of two affine functions in u and its singular point u=−s is
outside R+ so that it is monotone in R+. Thus
sup
u > 0
H(t, u, s, L)=max{H(t, ., s, L); H(t, 0, s, L)}
=max 3a(t+s); (t+s) b
s
4
and
inf
s > 0
(sup
u > 0
H(t, u, s, L))=inf
s > 0
1max 3a(t+s); (t+s) b
s
42 .
Let us assume a > 0 and b \ 0. Then a(t+s) is an increasing function of s
and b(1+ts ) is a non-increasing function of s so that
inf
s > 0
1max 3a(t+s); (t+s) b
s
42
is achieved at s0 which is the positive solution of
a(t+s)=
(t+s) b
s
,
i.e., at s0=
b
a . At this point the value of the function is at+b. Thus if
L(u)=au+b with a > 0 and b \ 0 then
inf
s > 0
sup
u > 0
t+s
u+s
L(u)=L(t).
If a=0 we get the same conclusion trivially.
Let us assume that f has a concave majorant. Thus f has an affine func-
tion which majorizes it, L(t)=at+b with a, b \ 0. Taking the infimum of
all such L we get f
¢
. On the other hand from f [ L it follows that
inf
s > 0
sup
u > 0
t+s
u+s
f(u) [ inf
s > 0
sup
u > 0
t+s
u+s
L(u)=L(t).
Taking the infimum of all such L we therefore have
inf
s > 0
sup
u > 0
t+s
u+s
f(u) [ f
¢
(t).
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Thus
f
¢
(t) [ inf
s > 0
sup
u > 0
t+s
u+s
f(u) [ f
¢
(t).
We have shown that if there is a concave majorant for f then the least
concave majorant is given by (3.1).
We still need to show that if no concave majorant exists, then
inf
s > 0
sup
u > 0
t+s
u+s
f(u)=.. (3.2)
If there is no concave majorant for f, then there is no affine function
L(t)=at+b with a, b \ 0 which majorizes f. But suppose that for some
t0 > 0
inf
s > 0
sup
u > 0
t0+s
u+s
f(u) <.
then for some s0
C=sup
u > 0
t0+s0
u+s0
f(u) <..
This implies that for all u
f(u) [ C
u+s0
t0+s0
and we found an affine function L(t)=at+b with a, b \ 0 which majorizes
f, a contradiction. Thus (3.2) holds. L
Corollary 3.2. For all 0 < r <. we have
Conr f(t) & f
¢
(t). (3.3)
Proof.
Conr f(t)=[[f r(u
1
r)] ¢]
1
r (t r)=inf
s > 0
sup
u > 0
51 t r+s
s+u
2 f r(u 1r)6 1r
=inf
s > 0
sup
u > 0
51 t r+sr
s r+ur
2 1r f(u)6 & inf
s > 0
sup
u > 0
5 t+s
s+u
f(u)6=f¢(t). L
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Definition 3.3.
Kr(t, a; A0, A1)=inf{(||a0 ||
r
A0+t
r ||a1 ||
r
A1 )
1
r | a=a0+a1} . (3.4)
Thus3
3 The definition above is somewhat different than that in [3]: instead of the expression on
the right-hand side of (3.4), Bergh and Löfstrom take inf{(||a0 ||
r
A0+t ||a1 ||
r
A1 )
1/r | a=a0+a1}.
K(t, a; A0, A1)=K1(t, a; A0, A1) &Kr(t, a; A0, A1).
Theorem 3.4.
Conr Kr(t, a; A0, A1)=Kr(t, a; A0, A1). (3.5)
Proof. Since K rr(t
1/r, a; A0, A1) is the infimum of affine functions, it is a
concave function. Therefore
[K rr(s
1
r, a; A0, A1)] ¢ (t)=K
r
r (t
1
r, a; A0, A1)
and so (3.5) holds. L
Theorem 3.5.
WK(A0, A1; e, c, r, g) ıWK(A0, A1; e, c, r, Conr g) . (3.6)
Proof. Let a ¥WK(A0, A1; e, c, r, g). We have
[Conr g] r (t
1
r, a)=[gr(s
1
r, a)] ¢ (t)=inf
s > 0
sup
u > 0
t+s
u+s
g r(s
1
r, a).
From the definition it is clear that f [ g 2 Conr f [ Conr g.
Since Kr &K and g &K( · , a; A0, A1), we have
1
b
g(t, a) [Kr(t, a; A0, A1) [ bg(t, a)
so that
1
b
Conr g(t, a) [ Conr Kr(t, a; A0, A1) [ b Conr g(t, a).
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By (3.5)
1
b
Conr g(t, a) [Kr(t, a; A0, A1) [ b Conr g(t, a).
Since a ¥WK(A0, A1; e, c, r, g), for c=||a||WK(A0, A1; e, c, r, g) we have
g r(cu, a) [ c r+e rg r(u, a). (3.7)
Hence
g r(cu
1
r, a) [ c r+e rg r(u 1r, a)
and so
[gr(cu
1
r, a)] ¢ (t) [ c r+e r[gr(u 1r, a)] ¢ (t),
i.e.,
[g r(cu
1
r, a)] ¢ (t) [ c r+e r[Conr g] r (t
1
r, a).
But
[gr(cu
1
r, a)] ¢ (t)=inf
s > 0
sup
u > 0
t+s
s+u
g r(cu
1
r, a)
=inf
s > 0
sup
u > 0
c rt+c rs
c rs+c ru
g r((c ru)
1
r, a)
=inf
s > 0
sup
u > 0
c rt+s
s+u
g r(u
1
r, a)=[Conr g] r (ct
1
r, a).
Thus from (3.7) it follows that
[Conr g] r (ct, a) [ c r+e r[Conr g] r (t, a)
proving (3.6). L
Theorem 2.8 has in its hypotheses that
||Ta||WK(B0, B1; e0, c, r, g) [M0 ||a||A0
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and
||Ta||WK(B1, B0; e1, c, r, g˜) [M1 ||a||A1 .
By the corollary it follows that if these hypotheses are satisfied then also
||Ta||WK(B0, B1; e0, c, r, Conr g) [M0 ||a||A0
and
||Ta||WK(B1, B0; e1, c, r, Conr g˜) [M1 ||a||A1 .
However, to apply Theorem 2.8 we need Conr g˜=(Conr g)˜. This turns
out to be the case:
Theorem 3.6. Conr g˜=(Conr g)˜.
Proof.
[Conr(g˜)] r 11t 2=infs > 0 supu > 0
1
t r
+s
u+s
ug r 1 1
u
1
r
2=1
t r
inf
s > 0
sup
u > 0
1+trs
1
u
+s
1
u
g r(u
1
r)
=
1
t r
inf
s > 0
sup
u > 0
1+trs
1+us
g r(u
1
r)=
1
t r
inf
s > 0
sup
u > 0
1
s
+tr
1
s
+u
g r(u
1
r)
=
1
t r
inf
s > 0
sup
u > 0
s+tr
s+u
g r(u
1
r)=
1
t r
[Conr g]r (t)
and the theorem is proved. L
We can now prove an improved interpolation theorem:
Theorem 3.7. Let (A0, A1) and (B0, B1) be two interpolation couples.
Let
T: A0+A1 W B0+B1
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be a K-quasilinear operator. Assume that
g¢ &K( · , · ; B0, B1) (3.8)
and that for all a ¥ A0 5 A1
sup
t > 0
(g r(ct, Ta)− e r0g
r(t, Ta)) [M r0 ||a|| rA0 (3.9)
and
sup
t > 0
t−r 5g r(t, Ta)−1 e1
c
2 r g r(ct, Ta)6 [M r1 ||a|| rA1 , (3.10)
where 0 < r <., c > 1, e0, e1 satisfy 0 [ e0, e1 < c and e0e1 < c. Then for all h
so that
log+ e0
log c
< h < 1−
log+ e1
log c
(3.11)
and 0 < q [., we have
||Ta||(B0, B1)h, q [ CM
1−h
0 M
h
1 ||a||(A0, A1)h, q .
Proof. From (3.8) and (3.3) follows that
Conr g &K( · , · ; B0, B1).
We saw that (3.9) implies
||Ta||WK(B0, B1; e0, c, r, Conr g) [M0 ||a||A0
and (3.10) implies
||Ta||WK(B0, B1; e0, c, r, Conr g˜) [M1 ||a||A1 .
We also saw that Conr(g˜)=(Conr g)˜ so that we have the hypotheses of
Theorem 2.8 with Conr g in place of g. Thus the conclusion, which is
independent of the function parameter, g, holds. L
Note that
g &K( · , · ; B0, B1)2 g
¢ &K( · , · ; B0, B1)
so that indeed we have a stronger version of Theorem 2.8.
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4. APPLICATIONS
4.1. WK for (L1, L.)
As a simple application of the results of the previous section we show
that the interpolation theorem of [1] follows from our results.
Theorem 4.1. Let f be a measurable function. Then
sup
t > 0
11
t
F t
0
fg(s) ds−fg(t)2 <.
iff
sup
t > 0
(K(2t, f; L., L1)−K(t, f; L., L1)) <..
Proof. It is well known that
K(t, f; L1, L.)=F t
0
fg(s) ds
so that
sup
t > 0
(K(2t, f; L., L1)−K(t, f; L., L1))
=sup
t > 0
12tK 1 1
2t
, f; L1, L.2−tK 11
t
, f; L1, L.22
=sup
u > 0
11
u
K(u, f; L1, L.)−
1
2u
K(2u, f; L1, L.)2
=sup
u > 0
11
u
F u
0
fg(s) ds−
1
2u
F 2u
0
fg(s) ds2
=
1
2
sup
u > 0
11
u
F u
0
fg(s) ds−
1
u
F 2u
u
fg(s) ds2 .
By Lemma 2.15
sup
u > 0
11
u
F u
0
fg(s) ds−
1
u
F 2u
u
fg(s) ds2 & ||fg||BMO(R+)
& sup
t > 0
11
t
F t
0
fg(s) ds−fg(t)2 . L
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Condition (1.2) is therefore equivalent to
||Tf||WK(L., L1; 1, 2, 1) [M1 ||f||L..
The proof that (1.1) is equivalent to
||Tf||WK(L1, L.; 1, 2, 1) [M0 ||f||L1
is trivial:
||Tf||WK(L1, L.; 1, 2, 1)=sup
t > 0
1F 2t
0
(Tf)g (s) ds−F t
0
(Tf)g (s) ds2
=sup
t > 0
F 2t
t
(Tf)g (s) ds.
But
t(Tf)g (2t) [ F 2t
t
(Tf)g (s) ds [ t(Tf)g (t)
so that
1
2 ||Tf||L(1,.) [ ||Tf||WK(L1, L.; 1, 2, 1) [ ||Tf||L(1,.).
Thus the interpolation theorem in [1] follows from Theorem 2.8.
Note also that by Theorem 2.16, f ¥WK(L., L1; 1, 2, 1) iff fg=DRK(· , f;
L1, L.) ¥ BMO(R+) and
||fg||BMO(R+) [ ||f||WK(L., L1; 1, 2, 1) [ 8 ||f
g||BMO(R+).
4.2. WK for (B(M), Lip(M))
Let (M, r) be a metric space. We denote by B(M) the space of bounded
functions onM. The modulus of continuity of a function, f, is defined
w(t, f)=sup{|f(x)−f(y)| | r(x, y) [ t} .
We recall the definition of Hölder spaces:
||f||Hh(M)=sup
t > 0
t−hw(t, f)
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and
Hh(M)={f | ||f||Hh(M) <.}.
The space H1(M) is, of course, the Lipschitz space on M and is denoted
Lip(M).
It is well known, see [5, p. 301; 8], that
K(t, f; B(M), Lip(M))=12 w
¢ (2t, f). (4.1)
Under some conditions onM, in particular whenM=Rn we have
K(t, f; B(M), Lip(M)) & w(t, f).
We return to this point in the next example.
From (4.1) follows a well known result:
Theorem 4.2.
(B(M), Lip(M))h,.=Hh(M).
Proof.
||f||(B(M), Lip(M))h,.=sup
t > 0
t−hK(t, f; B(M), Lip(M))
=12 sup
t > 0
t−hw¢ (2t, f)=2h−1 sup
t > 0
t−hw¢ (t, f).
But since f(t)=th is a concave function,
w(t, f) [ cth. w¢ (t, f) [ cth
so that
sup
t > 0
t−hw¢ (t, f)=sup
t > 0
t−hw(t, f)
and thus
||f||(B(M), Lip(M))h,.=2
h−1 sup
t > 0
t−hw(t, f)=2h−1 ||f||Hh(M). L
From Theorem 3.7 follows:
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Theorem 4.34. Let (A0, A1) be an interpolation couple. Let
4 We state the hypotheses of the theorem using w rather than the more general w¢ since in
practice we calculate w, not w¢ .
T: A0+A1 W B(M)+Lip(M)
be a K-quasilinear operator. Assume that for all a ¥ A0 5 A1
sup
t > 0
(w(2t, Ta)−w(t, Ta)) [M0 ||a||A0 (4.2)
and
sup
t > 0
t−1(2w(t, Ta)−w(2t, Ta)) [M1 ||a||A1 . (4.3)
Then for all 0 < h < 1 and 0 < q [., we have
||Ta||(B(M), Lip(M))h, q [ CM
1−h
0 M
h
1 ||a||(A0, A1)h, q .
In conjunction with Theorem 4.2 we get in particular
||Ta||Hh(M) [ CM
1−h
0 M
h
1 ||a||(A0, A1)h,. .
The classical interpolation theorem gives the same conclusions but instead
of (4.2) one requires
||Ta||B(M) [M0 ||a||A0 (4.4)
which implies
sup
t > 0
w(t, Ta) [ CM0 ||a||A0 (4.5)
and instead of (4.3) one requires
||Ta||Lip(M) [M1 ||a||A1 (4.6)
which is
sup
t > 0
t−1w(t, Ta) [M1 ||a||A1 . (4.7)
Let us see that in many cases (4.2) is a strictly weaker condition than (4.5)
and that (4.3) is a strictly weaker condition than (4.7).
If the metric space, (M, r) is such that for some x0 ¥M,
{r(y, x0) | y ¥M}=R+
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we take
f(x)=log(1+r(x, x0)) .
Clearly f ¨ B(M). But since concave and non-negative functions on R+ are
subadditive, we have
w(t, f)= sup
r(x, y) [ t
|log(1+r(x, x0))− log(1+r(y, x0))|
[ sup
r(x, y) [ t
log(1+|r(x, x0)−r(y, x0)|)
[ sup
r(x, y) [ t
log(1+r(x, y))=log(1+t).
On the other hand there exists a point y so that r(y, x0)=t and therefore
w(t, f) \ |f(y)−f(x0)|=log(1+t)
and so w(t, f)=log(1+t). Thus
sup
t > 0
(w(2t, f)−w(t, f))=log 2.
In the same metric space we define a second function. To simplify the
notation we define
h(s)=˛ s log(1+s−1) if s ] 0,
0 if s=0,
and consider the function
g(x)=h(r(x, x0)) .
Since h is a concave and non-negative function on R+, it is subadditive.
and we have
|g(x)−g(y)|=|h(r(x, x0))−h(r(y, x0))|
[ h(|r(x, x0)−r(y, x0)|) [ h(r(x, y))
so that w(t, g) [ h(t). On the other hand, if x is such that r(x, x0)=t we
get
|g(x)−g(x0)|=g(x)=h(t)
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and hence w(t, g)=h(t). Clearly
sup
t > 0
t−1w(t, g)=.
so that g ¨ Lip(M) but
sup
t > 0
(2t)−1 (2w(t, g)−w(2t, g))=log 2.
Note that by Theorem 2.14
f ¥WK(B(M), Lip(M); 1, 2, 1)
iff
DRK( · , f; B(M), Lip(M)) ¥ L(1, .).
Since K(t, f; B(M), Lip(M))=12 w
¢ (2t, f) we have
f ¥WK(B(M), Lip(M); 1, 2, 1)
iff
DRw
¢ ¥ L(1, .).
Similarly from Theorem 2.16, f ¥WK(Lip(M), B(M); 1, 2, 1) iff DRw
¢ ¥
BMO(R+).
4.3. WK for (Lp, W˚
k
p)
In this section 1 [ p [..
Definition 4.4. Let f ¥ Lploc(Rn) and let
Dkhf(x)=C
k
j=0
(−1)k−j 1k
j
2 f(x+jh).
The kth modulus of smoothness in Lp is defined
wk(t, f)Lp=sup
||h|| [ t
||Dkhf||Lp.
However, wk(t, f)L. is denoted by wk(t, f).
Definition 4.5. The homogeneous Sobolev space W˚kp is defined to be
the space of all functions on Rn whose distributional derivatives of order k
belong to Lp. The semi-norm on this space is defined by
||f||W˚kp := C
|a|=k
||Daf||Lp.
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Observe that W˚1.=Lip.
The norms in the spaces W˚kp for p > 1 are also given by the modulus of
smoothness, see [4].
Theorem 4.6.
||f||W˚kp & sup
t > 0
wk(t, f)Lp
tk
. (4.8)
The K-functional between W˚kp and L
p has been calculated for 1 [ p [.
and k \ 1 up to equivalence, see [9],
K(t, f; Lp, W˚kp) & wk(t
1
k, f)Lp.
Let us denote
g(t, f)=wk(t
1
k, f)Lp.
With this choice we get that the norm forWK(Lp, W˚
k
p; 1, 2
k, 1, g) is
||f||WK(Lp, W˚kp; 1, 2k, 1, g)=sup
t > 0
(wk(2t, f)Lp −wk(t, f)Lp)
and the norm forWK(W˚
k
p, L
p; 1, 2k, 1, g˜) is given by
||f||WK(W˚kp, Lp; 1, 2k, 1, g˜)=sup
t > 0
2kwk(t, f)Lp −wk(2t, f)Lp
tk
.
From Theorem 2.8 follows:
Theorem 4.7. If T: A0+A1 W Lp+W˚
k
p is K -quasilinear and satisfies for
all a ¥ A0 5 A1
sup
t > 0
(wk(2t, Ta)Lp −wk(t, Ta)Lp) [M0 ||a||A0 (4.9)
and
sup
t > 0
2kwk(t, Ta)Lp −wk(2t, Ta)Lp
tk
[M1 ||a||A1 (4.10)
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then for all 0 < h < 1 and 0 < q [.
||Ta||(Lp, W˚kp)h, q [ CM
1−h
0 M
h
1 ||a||(A0, A1)h, q . (4.11)
The spaces (Lp, W˚kp)h, q are, of course, the Besov spaces, B˚
hk, q
p . We recall
the definition of the norm in the Besov space,
||f||B˚l, qp =
1F.
0
[t−lwk(t, f)Lp]q
dt
t
2 1q
where k > l.
Note that the example in Section 4.2 shows that for k=1 and p=.
condition (4.9) is strictly weaker than ||Ta||Lp [M0 ||a||A0 .
Let us compare condition (4.10) with the corresponding classical condi-
tions which are used to derive (4.11).
Let us consider the space B˚k,.p . Its norm is
||f||B˚k,.p =sup
t > 0
t−kwk+1(t, f)Lp. (4.12)
From (4.8) and (4.12) it follows that W˚kp ı B˚k,.p . It is well known that
W˚kp ] B˚k,.p .
Theorem 4.8.
B˚k,.p ıWK(W˚kp, Lp; 1, 2, 1, g˜).
Proof. The theorem follows from the inequality
2kwk(t, f)Lp [ Cwk+1(t, f)Lp+wk(2t, f)Lp
which is part of the proof of Marchaud’s inequality; see [2, p. 333]. We
therefore get
sup
t > 0
t−1[2kwk(t
1
k, f)Lp −wk(2t
1
k, f)Lp] [ C sup
t > 0
t−kwk+1(t, f)Lp,
i.e.,
||f||WK(W˚kp, Lp; 1, 2k, 1, g˜) [ C||f||B˚k,.p . L
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We give an example which shows that,
B˚1,.. ]WK(W˚1., L.; 1, 2, 1, w2)
where w=w(t, f).
Let
f(x)=C
.
i=1
log(1+2 i)[2−i−|x−2 i|]+.
The graph of the function is a sequence of triangles whose vertices are
(2 i−2−i, 0), (2 i+2−i, 0), (2 i, 2−i log(1+2 i)).
Let us see first that f ¨ B˚1,.. . Clearly
w2(2−i, f) \ |2f(2 i)−f(2 i−2−i)−f(2 i+2−i)|
=2(2−i) log(1+2 i)
so that
sup
i
w2(2−i, f)
2−i
\ 2 log(1+2 i)
and so is not bounded.
To show that f ¥WK(W˚1., L.; 1, 2, 1, w2) we need to calculate w(t, f)=
w1(t, f). Let
fi(x)=log(1+2 i)[2−i−|x−2 i|]+.
Let f(s)=s log(1+1s ) so that f is increasing and
f(t)
t is decreasing.
Clearly if t > 1, then
2w(t, f)−w(2t, f)
t
[
2w(t, f)
t
[
4
t
sup
x ¥ R
f(x) [ 4 sup
x ¥ R
f(x). (4.13)
If t [ 1, then
w(t, f)=sup
|h| [ t
sup
x ¥ R
|f(x+h)−f(x)|=sup
i \ 1
w(t, fi)
=sup
i \ 1
min{fi(2 i), 2 ifi(2 i) t}
=sup
i \ 1
min{2−i, t} · log(1+2 i)
=sup
i \ 1
f(2−i) min{1, 2 it} .
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Let 2−j [ t [ 2−j+1. If i < j, then
f(2−i) min{1, 2 it}=2 itf(2−i) [ 2 j−1tf(2−j+1).
If i > j, then
f(2−i) min{1, 2 it}=f(2−i) [ f(2−j).
Therefore if 2−j [ t [ 2−j+1, then
w(t, f)=max{2 j−1tf(2−j+1), f(2−j)}
so that
2w(t, f)−w(2t, f)
=2max{2 j−1tf(2−j+1), f(2−j)}−max{2 j−22tf(2−j+2), f(2−j+1)}
=max{2 jtf(2−j+1), 2f(2−j)}−max{2 j−1tf(2−j+2), f(2−j+1)}
[max{2f(2−j)−f(2−j+1); 2 j−1t[2f(2−j+1)−f(2−j+2)]}.
Since 2f(t)−f(2t) [ t log 2, we have
2f(2−j)−f(2−j+1) [ 2−j log 2 [ t log 2
and
2 j−1t[2f(2−j+1)−f(2−j+2)] [ 2 j−1t2−j+1log 2=t log 2.
Therefore, for t [ 1 we have
2w(t, f)−w(2t, f)
t
[ log 2
which, together with (4.13), gives us f ¥WK(W˚1., L.; 1, 2, 1, w2). L
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