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Abstract
In this work we study multiplicity of nontrivial solution for
the following class of differential inclusion problems with non-
homogeneous Neumann condition through Orlicz-Sobolev spaces,{ −div(φ(|∇u|)∇u)+ φ(|u|)u ∈ λ∂F (u) in Ω,
∂u
∂ν ∈ µ∂G(u) on ∂Ω,
where Ω ⊂ RN is a domain, N ≥ 2 and ∂F (u) is the generalized
gradient of F (u). The main tools used are Variational Methods for
Locally Lipschitz Functional and Critical Point Theory.
2000 AMS Subject Classification: 35A15, 35J25, 34A36.
Key words and phrases: quasilinear equations, non-smooth
functionals, Orlicz-Sobolev.
1 Introduction and prerequisites
Let Ω ⊂ RN , N ≥ 2, be a bounded domain with smooth boundary ∂Ω
and consider a continuous function φ : (0,+∞)→ (0,+∞). For λ, µ > 0, we
study existence of nonnegative solutions for the differential inclusion problem
with non-homogeneous Neumann condition
(Pλ,µ)
{ −div(φ(| ∇u |)∇u)+ φ(|u|)u ∈ λ∂F (u) in Ω,
∂u
∂ν
∈ µ∂G(u(x)) on ∂Ω,
∗Jefferson A. Santos Partially supported by CNPq-Brazil grant Casadinho/Procad
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2where F,G : R→ R are locally Lipschitz and
∂F (t) = {s ∈ R; F o(t; r) ≥ sr, r ∈ R},
where F o(t; r) denotes the generalized directional derivative of t 7→ F (t)
in the direction of r, that is
F o(t; r) = lim sup
y→t, s→0
F (y + sr)− F (y)
s
.
Analogously, we define ∂G(t) and Go(t; r).
It is well know (see e.g. [11, 23]) that if F is of class C1, then
∂F (t) = {F ′(t)}.
In this case, one has an equation in (Pλ,µ), instead of an inclusion. We refer
the reader to Clarke [10], Chang [11], Carl, Le and Motreanu [9] and their
references. A few remarks are in order.
Remark 1.1 Krista´ly, Marzantowicz, and Varga [18] studied the problem
(Pλ,µ) for φ(t) = |t|p−2. By using a result of Ricceri [26], they guaranteed the
existence of three critical points for a nonsmooth functional associated to the
problem { −∆pu+ |u|p−2u ∈ λ∂F (u) in Ω,
∂u
∂ν
∈ µ∂G(u) on ∂Ω.
The study of nonlinear partial differential equations with discontinuous
nonlinearities is motivated by various real-life phenomena coming from
Mechanics and Mathematical Physics. Problems from the latter had been
treated by several authors, such as Pucci and Serrin [24], Ricceri [26, 27],
Marano and Motreanu [20, 22], Arcoya and Carmona [4], Bonanno [5, 6],
Gasin´ski and Papageorgiou [16], Krista´ly [19], Bonanno and Candito [7],
Alves and Nascimento [3]. More recently, Alves, Gonc¸alves and Santos [2]
established existence of nontrivial solutions for the problem
−div(φ(|∇u|)∇u)− b(u)u ∈ λ∂F (x, u) in Ω,
where λ > 0 is a parameter and φ : [0,+∞) → [0,+∞) is a C1-function
satisfying
(φ1) lim
s→0+
sφ(s) = 0 and lim
s→+∞
sφ(s) = +∞,
3(φ2) s 7→ sφ(s) is increasing in [0,∞),
(φ3) ℓ ≤ φ(t)t
2
Φ(t)
≤ m, t > 0, l, m > 0 and Φ(t) = ∫ |t|
0
sφ(s)ds,
where b is a continous function and F , locally Lipschitz.
In general, φ is not a power function, not even homogeneous, but it is
convex. Thus, in general, Orlicz-Sobolev spaces, rather than Sobolev spaces,
are used in the study of problems like (Pλ,µ). For instance, in Elasticity and
Geometry, some authors (cf. Fukagai and Narukawa [15], Dacorogna [13])
deal the with de problem where φ is given by
φ(t) = 2α(1 + t2)α−1, t > 0, (1.1)
1 < α < N
N−2 . In this case the corresponding Orlicz-Sobolev space is actually
equal to a Sobolev space. On the other hand, the function
φ(t) = ptp−2 ln(1 + t) +
tp−1
t+ 1
, t > 0.
where
√
1+4N−1
2
< p < N − 1, gives an example where the Orlicz-Sobolev
space is not equal to a Sobolev space. These remarks follow by applying a
result in [25].
The main result of this paper is the following
Theorem 1.1 Let F,G : R→ R be locally Lipschitz functions satisfying the
conditions
(F1) there is c1 > 0 such that
|ξ| ≤ c1(1 + b(|t|)|t|), ξ ∈ ∂F (t), t ∈ R,
with b : (0,+∞]→ R a C1 function verifying
m < b0 ≤ b(t)t
2
B(t)
≤ b1 < l∗, (b1)
for all t > 0, with
(b(t)t)′ > 0, t > 0, (b2)
and B(t) =
∫ |t|
0
b(s)s ds;
4(F2) lim
t→0
max{|ξ|; ξ ∈ ∂F (t)}
φ(|t|)|t| = 0,
(F3) lim sup
|t|→+∞
F (t)
Φ(t)
≤ 0;
(F4) assume that F (0) = 0 and there is t0 ∈ R \ {0} such that F (t0) > 0;
(G1) there is c2 > 0 such that
|ξ| ≤ c2(1 + b(|s|)|s|), ξ ∈ ∂G(s), s ∈ R,
where b : (0,+∞) → (0,+∞) satisfies (b1) − (b2), with
B(t) =
∫ |t|
0
b(s)s ds, b0 = b0 and b1 = b1, 1 < b0 ≤ b1 < l∗ = l(N−1)N−l .
Then there exists a nondegenerate compact interval [a, b] ⊂ (0,+∞) and a
number r > 0 such that for every λ ∈ [a, b], there is µ0 ∈ (0, λ+ 1] such that
for each µ ∈ [0, µ0], the problem (Pλ,µ) has at least three distinct solutions
with W 1,Φ-norms less than r.
Here, a function u ∈ W 1,Φ(Ω) is a solution of the problem (Pλ,µ), if there
are ξF ∈ LB˜(Ω) and ξG ∈ LB˜(∂Ω), such that for all v ∈ W 1,Φ(Ω) we have∫
Ω
φ(| ∇u |)∇u∇v + φ(|u|)uvdx = λ
∫
Ω
ξF vdx+ µ
∫
∂Ω
ξGvdx.
Moreover,
ξF (x) ∈ ∂F (u(x)) and ξG(x) ∈ ∂G(u(x)) for a.e. x ∈ Ω.
The proof of Theorem 1.1 rests upon variational techniques and consists
in finding critical points of the energy functional associated to (Pλ,µ), defined
for each u ∈ W 1,Φ(Ω) as
Jλ,µ(u) =
∫
Ω
Φ(|∇u|) + Φ(|u|)dx− λ
∫
Ω
F (u)dx− µ
∫
∂Ω
G(u)dx. (1.2)
Due to the generality of problem (Pλ,µ), Jλ,µ is only locally Lipschitz
continuous. The solutions are obtained applying an extension of the Three
Critical Points Theorem, due to Krista´ly, Marzantowicz and Varga [18],
for locally Lipschitz functions. To apply this theorem, it was necessary,
5among other things, to develop a new Chain Rule Theorem and a compact
embedding between W 1,Φ(Ω) and Orlicz spaces defined over ∂Ω. We believe
these tools are new, since we could find nothing related in the literature.
This paper is divided in three more sections. In the next, we give the
basics of nonsmooth functionals on Banach spaces and new Chain Rule
Theorem (Theorem 2.1); in the third section, we present nonsmooth Ricceri’s
theorem and some aspects of Orlicz-Sobolev spaces; finally, in Section 4, we
present an application of the results shown in the previous sections to a
differential inclusion problem with nonhomogeneous boundary condition and
a new compact embedding (Theorem 4.1).
2 Basics on Nonsmooth Functionals on
Banach Spaces
Let X be a Banach space and I : X → R be a locally Lipschitz functional,
or I ∈ Liploc(X,R) for short, that is, given u ∈ X , there are an open
neighborhood V = Vu ⊂ X and a constant K = KV > 0 such that
| I(v2)− I(v1) |≤ K‖v2 − v1‖, v1, v2 ∈ V.
The directional derivative of I at u in the direction of v ∈ X is defined by
I0(u; v) = lim sup
h→0, λ→0+
I(u+ h+ λv)− I(u+ h)
λ
.
It follows that I0(u; .) is subadditive and positively homogeneous, that is,
I0(u; v1 + v2) ≤ I0(u; v1) + I0(u; v2)
and
I0(u;λv) = λI0(u; v),
where u, v, v1, v2 ∈ X and λ > 0. As a byproduct,
| I0(u; v1)− I0(u; v2) |≤ I0(u; v1 − v2) ≤ K‖v1 − v2‖X ,
for some K = Ku > 0. In addition, I
0(u; .) is continuous and convex. The
generalized gradient of I at u is the set
∂I(u) =
{
µ ∈ X∗; 〈µ, v〉 ≤ I0(u; v), v ∈ X}.
Since I0(u; 0) = 0, ∂I(u) is the subdifferential of I0(u; 0). Further properties,
definitions and remarks are given below (cf. [11], [9] for proofs):
6(S1) ∂I(u) ⊂ X∗ is convex, nonempty and weak*-compact;
(S2) mI(u) := min
{‖µ‖X∗; µ ∈ ∂I(u)};
(S3) ∂I(u) =
{
I ′(u)
}
, if I ∈ C1(X,R);
(S4) A point u0 ∈ X is a critical point of I if 0 ∈ ∂I(u0);
(S5) c ∈ R is a critical value of I if there is a critical point u0 of I
such that I(u0) = c, and we set
Kc = {u ∈ X ; 0 ∈ ∂I(u), I(u) = c};
(S6) If u0 is a local minimum of I, then it is a critical point of I.
The support function of a nonempty subset Σ of X∗, X being such that
X ⊂ X∗∗, is the function σΣ : X → R ∪ {+∞} defined by
σΣ(v) = sup{〈ξ, v〉; ξ ∈ Σ}.
(S7) Let Σ,∆ be nonempty weak
∗-closed convex subsets of X∗. Then
Σ ⊂ ∆ if, and only if, σΣ(v) ≤ σ∆(v), v ∈ X ;
(S8) I
0(u; v) = max{〈µ, v〉;µ ∈ ∂I(u)}, which means I0(u; .) is the support
function of ∂I(u);
(S9) If I ∈ C1(X,R), then ∂(I + J)(u) = ∂I(u) + ∂J(u);
(S10) The map ∂I is weak*-closed, in the sense that if {(uj, ξj)} ∈ (X,X∗)
is a sequence such that ξj ∈ ∂I(uj) and uj → u, then ξ ∈ ∂I(u);
(S11) (u, v) 7→ I0(u; v) is upper semicontinuous;
(S12) The set-valued map x 7→ ∂f(x) is upper semicontinuous, that is, for
every x0 ∈ X and every ǫ > 0, there is δ = δ(x0, ǫ) > 0 such that for
each x with ‖x−x0‖X < δ and for each ξ ∈ ∂f(x) there is a ξ0 ∈ ∂f(x0)
such that ‖ξ − ξ0‖X∗ < ǫ
The first result in this article is a version of Chain Rule theorem. We point
out that this result is a different version of that in the books of Rockafellar
and Wets [28] and Clarke [10], where one has g of class C1 and f a locally
Lipschitz function. We observe that we didn’t find this kind of result in the
literature.
7Theorem 2.1 Let f : X → R, and let g : R→ R be function. Suppose that
f is Lipschitz in a neighborhood of x and that g is strictly differentiable near
f(u). Then F = g ◦ f is Lipschitz in a neighborhood of x, and one has
∂F (u) ⊂ g′(f(u))∂f(u), u ∈ X. (2.1)
Remark 2.1 The meaning of (2.1) is that every element z of ∂F (u) can be
represented as
〈z, v〉 = g′(f(u))(〈ξ, v〉), v ∈ X,
for some ξ ∈ ∂f(u).
Proof of theorem 2.1: We begin noticing that
g′(f(x)).∂f(x) = {g′(f(x)).ξ ∈ X∗; ξ ∈ ∂f(x)}, x ∈ X.
For every x, v ∈ X , let
q0(x, v) := max{g′(f(x))〈ξ, v〉; ξ ∈ ∂f(x)}.
The relation above defines a support function for g′(f(x)).∂f(x).
Claim 2.1 The set g′(f(x)).∂f(x) ⊂ X∗ is convex and weakly-* closed.
The convexity of g′(f(x)).∂f(x) follows from that of ∂f(x). For the weak-*
closedness, let (ξˆn) ⊂ g′(f(x)).∂f(x) be such that ξˆn ∗⇀ φˆ, where ∗⇀ stands
for weak* convergence. Note that ξˆn = g
′(f(x)).ξn, where (ξn) ⊂ ∂f(x).
Thus ‖ξn‖∗ ≤ K(x), where K(x) > 0 is the Lipschitz constant of f at x,
and (ξn) ⊂ BK(x). Since BK(x) is weakly-* compact, there is a subsequence
(ξj) ⊂ (ξn) such that ξj ∗⇀ ξ ∈ BK(x). Using the weak-* closedness of ∂f(x),
we have ξ ∈ ∂f(x). Then ξˆj = g′(f(x))ξj ∗⇀ g′(f(x))ξ ∈ g′(f(x))∂f(x), and,
by uniqueness of weak-* limit, φˆ = g′(f(x))ξ ∈ g′(f(x)).∂f(x), finishing the
proof of the claim.
Next, let F 0(x; v) and q0(x; v) be the support functions of ∂F (x) and
g′(f(x)).∂f(x), respectively. Then, to demonstrate the desired inclusion, it
suffices to show that F 0(x; v) ≤ q0(x; v), for all x, v ∈ X (see S7). To this
end, consider ǫ > 0 and v 6= 0 (since for v = 0, F 0(x; 0) = 0 = q0(x; 0) and
the conclusion follows). Now define qǫ := sup{g′(y).〈ξ, v〉; ξ ∈ ∂f(Bǫ(x)), y ∈
(f(x) − ǫ, f(x) + ǫ)}. Observe that F ∈ Liploc(X,R), since g ∈ C1. By
8definition of lim sup, there are hǫ ∈ X, λǫ > 0, with hǫ → 0 and λǫ → 0+,
such that x+ hǫ, x+ hǫ + λǫv ∈ Bǫ(x),
F 0(x; v)− ǫ ≤ F (x+ hǫ + λǫv)− F (x+ hǫ)
λǫ
and f(x+ hǫ + λǫv), f(x+ hǫ) ∈ (f(x)− ǫ, f(x) + ǫ), since f is continuous.
By Mean Value theorem, there is zǫ such that
g(f(x+ hǫ + λǫv))− g(f(x+ hǫ)) = g′(zǫ)(f(x+ hǫ + λǫv)− f(x+ hǫ)).
On the other hand, by Lebourg’s Mean Value theorem,
f(x+ hǫ + λǫv)− f(x+ hǫ) = 〈ξǫ, λǫv〉,
for ξǫ ∈ ∂f(wǫ), with wǫ ∈ [x+ hǫ, x+ hǫ + λǫv]. Then
F 0(x; v)− ǫ ≤ g′(zǫ)〈ξǫ, v〉 ≤ qǫ(x; v), (2.2)
since, in particular, zǫ ∈ (f(x)− ǫ, f(x) + ǫ).
Claim 2.2 limǫ→0 qǫ(x; v) = q0(x; v), for x, v ∈ X.
It suffices to show that given σ′ > 0, there is ǫ0 > 0 such that
q0(x, v)− σ′ ≤ qǫ(x, v) ≤ q0(x, v) + σ′, ∀ǫ ∈ (0, ǫ0).
Observe that
q0(x, v)− σ′ ≤ q0(x, v) ≤ qǫ(x, v). (2.3)
Let us fix δ > 0 and choose ǫ1 > 0 such that
f(Bǫ(x)) ⊂ (f(x)− δ, f(x) + δ), ∀ǫ ∈ (0, ǫ1). (2.4)
By the continuity of g′, there is ρ > 0 such that
g′
(
(f(x)− ρ, f(x) + ρ)) ⊂ (g′(f(x))− δ, g′(f(x)) + δ). (2.5)
Since ∂f is lower semicontinuous (see S12), there is ǫ2 > 0 such that for all
y ∈ Bǫ2(x) and ξ ∈ ∂f(x), there is ξ0 ∈ ∂f(y) verifying ‖ξ− ξ0‖ ≤ δ, that is,
∂f(Bǫ2(x)) ⊂ Bδ + ∂f(x) = Bδ(∂f(x)). (2.6)
9For ǫ ∈ (0,min{ǫ1, ǫ2, ρ}), by (2.5) and (2.6),
qǫ(x, v) = max{g′(y).〈ξ, v〉; ξ ∈ ∂f(Bǫ(x)), y ∈ (f(x)− ǫ, f(x) + ǫ)}
≤ sup{g′(y).〈ξ, v〉; ξ ∈ Bδ + ∂f(x), g′(y) ∈ (g′(f(x))− δ, g′(f(x)) + δ)}.
Thus
qǫ(x, v) ≤ sup{g′(y)〈ξ, v〉; ξ ∈ Bδ, g′(y) ∈ (−δ, δ)}
+ sup{g′(y)〈ξ, v〉; ξ ∈ Bδ, g′(y) ∈ {g′(f(x))} }
+ sup{g′(y)〈ξ, v〉; ξ ∈ ∂f(x), g′(y) ∈ (−δ, δ)}
+ sup{g′(y)〈ξ, v〉; ξ ∈ ∂f(x), g′(y) ∈ {g′(f(x))} },
which implies
qǫ(x, v) ≤ sup{|g′(y)|.‖ξ‖∗‖v‖; ξ ∈ Bδ, g′(y) ∈ (−δ, δ)}
+ sup{|g′(y)|.‖ξ‖∗‖v‖; ξ ∈ Bδ, g′(y) ∈ {g′(f(x))} }
+ sup{|g′(y)|.‖ξ‖∗‖v‖; ξ ∈ ∂f(x), g′(y) ∈ (−δ, δ)}
+ q0(x, v)
≤δ2‖v‖+ |g′(y)|δ‖v‖+ δK(x)‖v‖+ q0(x, v).
Taking the limit δ → 0+,
qǫ(x, v) ≤ q0(x, v) ≤ q0(x, v) + σ′. (2.7)
Therefore we conclude Claim 2.2 by (2.3) and (2.7).
Finally, taking the limit ǫ→ 0+ on (2.2),
F 0(x, v) ≤ q0(x, v),
and, by Claim 2.1, if follows that
∂F (x) ⊂ g′(f(x)).∂f(x).
As in [11], we say that I satisfies the nonsmooth Palais-Smale
condition at level c ∈ R (nonsmooth (PS)c−condition for short), if
every sequence {un} ⊂ X such that
I(un)→ c and mI(un)→ 0,
has a strongly convergent subsequence.
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3 Nonsmooth Ricceri’s multiplicity theorem
and a review on Orlicz-Sobolev spaces
The next theorem is similar to [18, Theorem 2.1] and its proof will be omitted.
For every τ ≥ 0, let Gτ denote the class of functions
Gτ = {g ∈ C1(R,R) is bounded, and g(t) = t for any t ∈ [−τ, τ ]}.
Theorem 3.1 Let (X, ‖ . ‖) be a real reflexive Banach space and X˜i i = 1, 2
be two Banach spaces such that the embeddings X →֒ X˜i are compact. Let Γ
be a real interval, Φ1 : X → R+ is sequentially weakly lower semicontinuous,
such that
η˜0(‖ u ‖) ≤ Φ1(u) ≤ η˜1(‖ u ‖), u ∈ X,
with η˜i : [0,∞) → [0,∞) (i = 1, 2) nondecreasing and let Φi+1 : X˜i → R
(i = 1, 2) be two locally Lipschitz functions such that
Ĵλ,µ = Φ1 + λΦ2 + µg ◦ Φ3
restricted to X satisfies the (PS)c-condition for every c ∈ R, λ ∈ Γ,
µ ∈ [0, |λ| + 1] and g ∈ Gτ , τ ≥ 0. Assume that Φ1 + λΦ2 is coercive
on X for all λ ∈ Γ, and that there is ρ ∈ R such that
sup
λ∈ Γ
inf
x∈ X
[Φ1(u) + λ(Φ2(u) + ρ)] < inf
u∈ X
sup
λ∈ Γ
[Φ1(u) + λ(Φ2(u) + ρ)].
Then there are a non-empty open set A ⊂ Γ and r > 0 with the property that
for every λ ∈ A there is µ0 ∈ (0, |λ| + 1] such that, for each µ ∈ [0, µ0], the
functional
Jλ,µ = Φ1 + λΦ2 + µΦ3
has at least three critical points in X whose norms are less than r.
Let a be a real-valued function defined on [0,∞) and having the following
properties:
(i) a(0) = 0, a(t) > 0 if t > 0, and lim
t→∞
a(t) =∞;
(ii) a is nondecreasing, that is, s > t implies a(s) ≥ a(t);
(iii) a is right continuous, that is, lim
s→t+
a(s) = a(t).
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Then the real-valued function A defined on R by
A(t) =
∫ |t|
0
a(s) ds
is called an N-function. For a N-function A and an open set Ω ⊆ RN , the
Orlicz space LA(Ω) is well known (see [1]). When A satisfies ∆2-condition,
that is, when there are t0 ≥ 0 and K > 0 such that A(2t) ≤ KA(t), for all
t ≥ t0, the space LA(Ω) is the vectorial space of the measurable functions
u : Ω→ R such that ∫
Ω
A(|u|) dx <∞.
The space LA(Ω) endowed with Luxemburg norm
|u|A = inf
{
λ > 0 :
∫
Ω
A
( |u|
λ
)
dx ≤ 1
}
is a Banach space. The complement function of A, denoted by A˜, is given
by its the Legendre transformation
A˜(s) = max
t≥0
{st− A(t)} for s ≥ 0.
One can show that A is the complement of A˜, and we have
st ≤ A(t) + A˜(s).
Using the above inequality, known as Young’s inequality, it is possible to
prove the following Ho¨lder type inequality∣∣∣∣∫
Ω
uv dx
∣∣∣∣≤ 2|u|A|v|A˜, ∀ u ∈ LA(Ω) and v ∈ LA˜(Ω).
It is worth noticing that the LA(Ω) is reflexive if, and only if, A and A˜ satisfy
the ∆2-condition, with
(LA(Ω), | · |A,Ω)∗=
(
LA˜(Ω), ‖ · ‖A˜,Ω
)
,
(
LA˜(Ω), | · |A˜,Ω
)∗
=(LA(Ω), ‖ · ‖A,Ω) .
The Orlicz-Sobolev space W 1,A(Ω), also denoted by W 1LA(Ω), is defined
in the same way of Sobolev spaces. The usual Orlicz-Sobolev norm of
W 1,A(Ω) is
‖u‖ = |u|A + |∇u|A.
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It follows that W 1,A(Ω) is a reflexive and separable Banach space, since A
and A˜ satisfy the ∆2-condition. Moreover, the ∆2-condition also implies that
un → u in LA(Ω)⇐⇒
∫
Ω
A(|un − u|)→ 0 (3.1)
and
un → u in W 1,A(Ω)⇐⇒
∫
Ω
A(|un − u|)→ 0 and
∫
Ω
A(|∇un −∇u|)→ 0.
(3.2)
Another important function related to function Φ, is the Sobolev
conjugate function A∗ of A defined by
A−1∗ (t) =
∫ t
0
A−1(s)
s(N+1)/N
ds, t > 0.
Let Ω be a smooth bounded domain of RN . If Ψ is any N-function
increasing essentially more slowly than A∗ near infinity, then the imbedding
W 1LA(Ω) →֒ LΨ(Ω) exists and is compact (see [1]).
Moreover, we have the following result, due to [12, Theorem 6.1(i)].
Proposition 3.1 Let Ω be a Lipschitz domain in RN , 1 ≤ κ < N and A be
a Young function such that∫ 1
0
(
t
A(t)
) κ
N−κ
dt <∞.
Let
AT (t) :=
∫ H−1(t)
0
(
A(τ)
τ
)N−2
N−1
H(τ)
1
1−N dτ, t ≥ 0, (3.3)
where
H(r) :=
(∫ r
0
(
t
A(t)
) 1
N−1
dt
)N−1
N
. (3.4)
Assume that ∫ ∞
1
(
t
A(t)
) κ
N−κ
dt =∞.
Then there is a constant C = C(Ω, κ) > 0 such that
‖Tr u‖LAT (∂Ω) ≤ C‖u‖Wκ,A(Ω), (3.5)
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for every u ∈ W κ,A(Ω). Moreover, LAT (∂Ω) is the optimal Orlicz space in
(3.5), in the sense that if (3.5) holds with AT replaced by another Young
function Υ, then LAT (∂Ω)→ LΥ(∂Ω).
4 Application to a differential inclusion with
nonhomogeneous boundary condition
For λ, µ > 0, we consider the following differential inclusion problem, with
nonhomogeneous Neumann condition:
(Pλ,µ)
{ −div(φ(| ∇u |)∇u)− φ(|u|)u ∈ λ∂F (u(x)) in Ω,
∂u
∂ν
∈ µ∂G(u(x)) on W 1,Φ(Ω),
where Ω ⊂ RN is a bounded smooth domain with N ≥ 2 and the function
φ(t)t is increasing in (0,+∞), that is,
(φ1) lim
s→0+
sφ(s) = 0 and lim
s→+∞
sφ(s) = +∞,
(φ2) s 7→ sφ(s) is increasing in [0,∞),
(φ3) ℓ ≤ φ(t)t
2
Φ(t)
≤ m, t > 0, l, m > 0,
where Φ(t) =
∫ |t|
0
φ(s)s ds, l ≤ m < l∗, l∗ = lN
N − l and m
∗ =
mN
N −m .
With these hypotheses, we have that Φ is a N -function satisfying the
∆2-condition. Next, we show some examples of functions Φ, for which the
related function φ(t)t = Φ′(t), for t ≥ 0, verifies the conditions (φ1)− (φ3):
i) Φ(t) = |t|p, for 1 < p < N ;
ii) Φ(t) = |t|p + |t|q, for 1 < p ≤ q < N and q ∈ (p, p∗), with p∗ = Np
N − p ;
iii) Φ(t) = (1 + |t|2)γ − 1, for γ ∈ (1,min{N
2
, N
N−2});
iv) Φ(t) = |t|pln(1 + |t|), for 1 < p0 < p < N − 1 with p0 = −1 +
√
1 + 4N
2
.
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From now on, we will assume that F : R→ R is a locally Lipschitz function
satisfying
(F1) there is c2 > 0 such that
|ξ| ≤ c1(1 + b(|t|)|t|), ξ ∈ ∂F (t), t ∈ R,
with b : (0,+∞]→ R a C1 function such that
m < b0 ≤ b(t)t
2
B(t)
≤ b1 < l∗, (b1)
for all t > 0, with
(b(t)t)′ > 0, t > 0, (b2)
and B(t) =
∫ |t|
0
b(s)s ds;
(F2) lim
t→0
max{|ξ|; ξ ∈ ∂F (t)}
φ(|t|)|t| = 0;
(F3) lim sup
|t|→+∞
F (t)
Φ(t)
≤ 0;
(F4) F (0) = 0 and there is t0 ∈ R such that
F (t0) > 0.
Let also G : R→ R be another locally Lipschitz function satisfying
(G1) there is c2 > 0 such that
|ξ| ≤ c2(1 + b(|s|)|s|), ξ ∈ ∂G(s), s ∈ R,
where b : (0,+∞) → (0,+∞) verifies (b1), (b2), with B(t) =∫ |t|
0
b(s)s ds, b0 = b0 and b1 = b1, 1 < b0 ≤ b1 < l∗ = l(N−1)N−l .
Since F and G are locally Lipschitz, by (F1) and (F2), Φ2 : LB(Ω)→ R
and Φ3 : LB(∂Ω)→ R given by
Φ2(u) = −
∫
Ω
F (u)dx, Φ3(u) = −
∫
∂Ω
G(u)dx
15
are well-defined locally Lipschitz functionals. Moreover, due to Alves,
Gonc¸alves and Santos [2], we have
∂Φ2(u) ⊂ −
∫
Ω
∂F (u)dx, u ∈ LB(Ω) (4.1)
and
∂Φ3(u) ⊂ −
∫
∂Ω
∂G(u)dx u ∈ LB(∂Ω). (4.2)
Let Jλ,µ : W
1,Φ(Ω)→ R given by
Jλ,µ(u) = Φ1(u) + λΦ2(u) + µΦ3(u), u ∈ W 1,Φ(Ω),
be the energy functional associated to the problem (Pλ,µ), where
Φ1(u) =
∫
Ω
Φ(|∇u|) + Φ(u) dx is a C1 functional with derivative
〈Φ′1(u), v〉 =
∫
Ω
φ(| ∇u |)∇u∇v dx+
∫
Ω
φ(| u |)uv dx, u, v ∈ W 1,Φ(Ω).
Note that Jλ,µ ∈ Liploc(W 1,Φ(Ω),R). To prove the above theorem, we
need the following auxiliary results. Under assumptions (φ1) − (φ3), the
inequalities listed in the following lemmas are valid. For demonstrations, see
[14].
Lemma 4.1 Let, for t ≥ 0, ξ0(t) = min{tl, tm} and ξ1(t) = max{tl, tm}.
Then
Φ(t)ξ0(ρ) ≤ Φ(tρ) ≤ Φ(t)ξ1(ρ),
ξ0(‖u‖Φ) ≤
∫
Ω
Φ(|∇u|) dx ≤ ξ1(‖u‖Φ), ∀u ∈ W 1,Φ(Ω).
Lemma 4.2 Let, for t ≥ 0, η0(t) = min{tb0 , tb1}, η1(t) = max{tb0 , tb1},
η0(t) = min{tb0 , tb1} and η1(t) = max{tb0 , tb1}. Then
η0(|u|B) ≤
∫
Ω
B(u)dx ≤ η1(|u|B),
η0(|u|B) ≤
∫
Ω
B(u)dx ≤ η1(|u|B),
B(s)η0(t) ≤ B(st) ≤ B(s)η1(t), s, t ∈ R,
B(s)η0(t) ≤ B(st) ≤ B(s)η1(t), s, t ∈ R.
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Lemma 4.3 For every s > 0, we have
Φ˜
(
Φ(s)
s
)
≤ Φ(s) and Φ˜(φ(s)s) ≤ Φ(2s).
The next result is a version of Brezis-Lieb’s Lemma [8] for Orlicz-Sobolev
spaces and the proof can be found in [17].
Lemma 4.4 Let Ω ⊂ RN open set and Φ : R → [0,∞) an N-
function satisfies ∆2−condition. If the complementary function Φ˜ satisfies
∆2−condition, (fn) is a bounded sequence in LΦ(Ω) such that
fn(x)→ f(x) a.e. x ∈ Ω,
then
fn ⇀ f in LΦ(Ω).
Corollary 4.1 The embeddings W 1,Φ(Ω) →֒ LB(Ω) and W 1,Φ(Ω) →֒ LΦ(Ω)
are compact.
Proof: It is sufficient to show that B increases essentially more slowly than
Φ∗ near infinity. Indeed,
B(kt)
Φ∗(t)
≤ B(1)η1(kt)
ξ2(t)
= B(1)kb1tb1−l
∗
, k > 0.
Since b1 < l
∗, we get
lim
t→+∞
B(kt)
Φ∗(t)
= 0.
Analogously, we get the same conclusion for Φ.
Theorem 4.1 The embedding W 1,Φ(Ω) →֒ LB(∂Ω) is compact.
Proof: Following Theorem 3.1, we need to show that B increases essentially
more slowly than ΦT near infinity.
Claim 4.1 There are constants c1, c2 ∈ R, c2 > 0, such that, for t large
enough,
ΦT (t) ≥ c1 + c2tl
∗
. (4.3)
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Assuming the claim is proved, we have, by Lema 4.2, for t large enough,
B(kt)
ΦT (t)
≤ B(1)η1(kt)
c1 + c2tl
∗
≤ B(1)k
b1tb1
c1 + c2tl
∗
,
which goes to zero as t goes to infinity. Then B increases essentially more
slowly than ΦT near infinity and, by Theorem 3.1, we have W
1,Φ(Ω) →֒
LB(∂Ω) compactly.
Now we prove the claim. By Lemma 4.1,
Φ(1)tl ≤ Φ(t) ≤ Φ(1)tm, t ≥ 1,
and then
t1−m
Φ(1)
≤ t
Φ(t)
≤ t
1−l
Φ(1)
, t ≥ 1. (4.4)
By (3.4) and (4.4),(∫ r
0
(
t1−m
Φ(1)
) 1
N−1
)N−1
N
≤ H(r) ≤
(∫ r
0
(
t1−l
Φ(1)
) 1
N−1
)N−1
N
, r ≥ 1. (4.5)
Note that(∫ r
0
(
t1−l
Φ(1)
) 1
N−1
dt
)N−1
N
=
(
1
Φ(1)
1
N−1
)N−1
N (∫ r
0
t
1−l
N−1dt
)N−1
N
=
1
Φ(1)
1
N
(
1
1 + 1−l
N−1
r
N−l
N−1
)N−1
N
=
1
Φ(1)
1
N
(
N − 1
N − l
)N−1
N
r
N−l
N . (4.6)
Analogously, we have(∫ r
0
(
t1−m
Φ(1)
) 1
N−1
dt
)N−1
N
=
1
Φ(1)
1
N
(
N − 1
N −m
)N−1
N
r
N−m
N . (4.7)
By (4.5) - (4.7),
1
Φ(1)
1
N
(
N − 1
N −m
)N−1
n
r
N−m
N ≤ H(r) ≤ 1
Φ(1)
1
N
(
N − 1
N − l
)N−1
N
r
N−l
N .
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Letting
cm,N :=
1
Φ(1)
1
N
(
N − 1
N −m
)N−1
N
, cl,N :=
1
Φ(1)
1
N
(
N − 1
N − l
)N−1
N
,
we can rewrite the last inequalities as
cm,Nr
N−m
N ≤ H(r) ≤ cl,NrN−lN . (4.8)
Setting cΦ :=
∫ 1
0
(
Φ(τ)
τ
)N−2
N−1
H(τ)
1
1−N dτ , c˜1l,N := cl,N
1
1−NΦ(1)
N−2
N−1 , we have, by
(3.3) and (4.8), for t large enough, using the inequality preceding (4.4),
ΦT (t) ≥
∫ 1
0
(
Φ(τ)
τ
)N−2
N−1
H(τ)
1
1−N dτ +
∫ H−1(t)
1
(
Φ(τ)
τ
)N−2
N−1
H(τ)
1
1−N dτ
≥ cΦ +
∫ H−1(t)
1
Φ(τ)
N−2
N−1 cl,N
1
1−N τ{ l−NN(1−N)−N−2N−1}dτ
= cΦ + cl,N
1
1−N
∫ H−1(t)
1
Φ(τ)
N−2
N−1 τ
l−N(N−1)
N(N−1) dτ
≥ cΦ + cl,N 11−NΦ(1)
N−2
N−1
∫ H−1(t)
1
τ
l(N−2)
N−1 τ
l−N(N−1)
N(N−1) dτ
= cΦ + c˜
1
l,N
∫ H−1(t)
1
τ
l+Nl(N−2)
N(N−1)
−1
dτ
= cΦ + c˜
1
l,N
(
1
l+Nl(N−2)
N(N−1)
τ
l+Nl(N−2)
N(N−1)
) ∣∣∣τ=H−1(t)
τ=1
= cΦ + c˜
1
l,N
N(N − 1)
l +Nl(N − 2)H
−1(t)
l+Nl(N−2)
N(N−1) − c˜1l,N
N(N − 1)
m+Nl(N − 2) .
Now, let
c˜2l,N := cΦ − c˜3l,N
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and
c˜3l,N := c˜
1
l,N
N(N − 1)
m+Nl(N − 2)
= cl,N
1
1−NΦ(1)
N−2
N−1
N(N − 1)
l +Nl(N − 2)
= Φ(1)
1
N(N−1)
(
N − 1
N − l
)− 1
N
Φ(1)
N−2
N−1
N(N − 1)
l +Nl(N − 2)
= Φ(1)
N(N−2)+1
N(N−1)
N(N − 1)N−1N (N − l) 1N
l +Nl(N − 2) > 0.
So, for t large enough,
ΦT (t) ≥ c˜2l,N + c˜3l,NH−1(t)
l+Nl(N−2)
N(N−1) . (4.9)
On the other hand, by (4.8), we have, for t = H(r) large enough,
t ≤ (N − 1)
N−1
N
A(1)
1
N (N − l)N−1N
H−1(t)
N−l
N ,
and then
H−1(t) ≥ Φ(1)
1
N−l (N − l)N−1N−l
(N − 1)N−1N−l
t
N
N−l . (4.10)
From (4.9) and (4.10), for t large enough,
ΦT (t) ≥ c˜2l,N + c˜4l,N t
l+Nl(N−2)
(N−l)(N−1) , (4.11)
where
c˜4l,N := c˜
3
l,N
(
Φ(1)
1
N−l
(
N − l
N − 1
)N−1
N−l
) l+Nl(N−2)
(N−l)(N−1)
.
Now observe that
l +Nl(N − 2)
(N − l)(N − 1) =
−l(N − 1) +Nl(N − 1)
(N − l)(N − 1)
=
l(N − 1)
N − l =: l
∗
. (4.12)
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Finally, by (4.11) and (4.12),
ΦT (t) ≥ c˜2l,N + c˜4l,N tl
∗
,
for t large enough.
Remark 4.1 By Theorem 4.1, if B(t) = |t|p, with 1 ≤ p < l∗, the embedding
W 1,Φ(Ω) →֒ Lp(∂Ω) is compact.
Proposition 4.1 The following limit holds:
lim
t→0+
inf{Φ2(u); u ∈ W 1,Φ(Ω), Φ1(u) < t}
t
= 0.
Proof: Applying Lebourg’s mean value theorem and using (F1) − (F2), for
ǫ > 0, there is K = Kǫ > 0 such that
| F (t) |≤ mǫΦ(t) +KB(t), t ∈ R. (4.13)
By (4.13) and Corollary 4.1, we have
Φ2(u) ≥ −ǫmΦ1(u)− cǫη1(‖u‖). (4.14)
For t > 0, set St = {u ∈ W 1,Φ(Ω); Φ1(u) < t}. Using (4.14), we obtain
0 ≥ Φ2(u)
t
≥ −ǫm− cǫ
t
t
b0−m
m .
Taking the limit t→ 0+, since ǫ > 0 is arbitrary, the desired limit follows.
Proof of Theorem 1.1: For t > 0, let
β(t) = inf
{
Φ2(u); u ∈ W 1,Φ(Ω), Φ1(u) < t
}
.
Note that β(t) ≤ 0 and, by Proposition 4.1,
lim
t→0+
β(t)
t
= 0. (4.15)
Now consider the function u0 ≡ t0 in Ω, t0 given by (F4). Then u0 ∈ W 1,Φ(Ω).
Note that t0 6= 0 (since F (0) = 0), so Φ2(u0) < 0. Therefore it is possible to
choose a number η > 0 such that
0 < η < −Φ2(u0)
Φ1(u0)
.
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By (4.15), there is t1 ∈ (0,Φ1(u0)) such that −β(t1) < ηt1. Thus,
− β(t1)
t1
< −Φ2(u0)
Φ1(u0)
. (4.16)
Due to the choice of t1 and using (4.16), we conclude that there is ρ0 > 0
such that
− β(t1) < ρ0 < −t1Φ2(u0)
Φ1(u0)
< −Φ2(u0). (4.17)
Now let ϕ : W 1,Φ(Ω)× I → R be defined by
ϕ(u, λ) = Φ1(u) + λΦ2(u) + λρ0, u ∈ W 1,Φ(Ω), λ ∈ I,
where I = [0,+∞). We assert that ϕ satisfies the inequality
sup
λ∈I
inf
u∈W 1,Φ(Ω)
ϕ(u, λ) < inf
u∈W 1,Φ(Ω)
sup
λ∈I
ϕ(u, λ). (4.18)
Indeed, the function
I ∋ λ 7→ inf
u∈W 1,Φ(Ω)
ϕ(u, λ)
is upper semicontinuous on I. It follows from (4.17) that
lim
λ→+∞
inf
u∈W 1,Φ(Ω)
ϕ(u, λ) ≤ lim
λ→+∞
(Φ1(u0) + λ(ρ0 + Φ2(u0)) = −∞.
Thus we find an element λ0 ∈ I such that
sup
λ∈I
inf
u∈W 1,Φ(Ω)
ϕ(u, λ) = inf
u∈W 1,Φ(Ω)
ϕ(u, λ0). (4.19)
Since −β(t1) < ρ0, it follows from the definition of β that, for all u ∈ W 1,Φ(Ω)
with Φ1(u) < t1, −Φ2(u) < ρ0. Hence
t1 ≤ inf
{
Φ1(u); u ∈ W 1,Φ(Ω), −Φ2(u) ≥ ρ0
}
. (4.20)
On the other hand
inf
u∈W 1,Φ(Ω)
sup
λ∈I
ϕ(u, λ) = inf
u∈W 1,Φ(Ω)
(
Φ1(u) + sup
λ∈I
(λρ0 + λΦ2(u))
)
= inf
u∈W 1,Φ(Ω)
{Φ1(u);−Φ2(u) ≥ ρ0} .
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Thus, (4.20) is equivalent to
t1 ≤ inf
u∈W 1,Φ(Ω)
sup
λ∈I
ϕ(u, λ). (4.21)
There are two cases to consider. For λ0 ∈ [0, t1ρ0 ),
inf
u∈W 1,Φ(Ω)
ϕ(u, λ0) ≤ ϕ(0, λ0) = λ0ρ0 < t1.
Combining this inequality with (4.19) and (4.21), (4.18) follows; if t1
ρ0
≤ λ0,
then, from (4.17),
inf
u∈W 1,Φ(Ω)
ϕ(u, λ0) ≤ Φ1(u0) + λ0(ρ0 + Φ2(u0))
≤ − t1
ρ0
Φ2(u0) +
t1
ρ0
(ρ0 + Φ2(u0)) = t1,
and we conclude (4.18) by another application of (4.19) and (4.21). Fix
g ∈ Gτ . Now we are in the position to apply Theorem 3.1: we choose
X = W 1,Φ(Ω), X˜1 = LB(Ω), X˜2 = LB(∂Ω), Γ = I = [0,+∞), and c ∈ R.
We shall prove that the functional J˜λ,µ : W
1,Φ(Ω)→ R given by
J˜λ,µ(u) = Φ1(u) + λΦ2(u) + µ(g ◦ Φ3)(u), u ∈ W 1,Φ(Ω),
satisfies the (PS)c condition. By (S3), (S7)−(S9) and Theorem 2.1, we have,
for every u, v ∈ W 1,Φ(Ω) and w ∈ ∂J˜λ,µ(u),
〈w, v〉 = 〈Φ′1(u), v〉+ λ〈ξF , v〉+ µg′ (Φ3(u)) 〈ξG, v〉, (4.22)
for some ξF ∈ ∂Φ2(u) and ξG ∈ ∂Φ3(u). First of all, let us observe that
Φ1 + λΦ2 is coercive on W
1,Φ(Ω), due to (F3); thus, the functional J˜λ,µ is
also coercive on W 1,Φ(Ω). Consequently, it is enough to consider a bounded
sequence {un} ⊂W 1,Φ(Ω) such that
J˜λ,µ(un)→ cλ,µ and mλ,µ(un)→ 0. (4.23)
Assuming ‖wn‖∗ = mλ,µ(un), there are ξFn ∈ ∂Φ2(un) and ξGn ∈ ∂Φ3(u) such
that
〈wn, v〉 = 〈Φ′1(un), v〉+ λ〈ξFn , v〉+ µg′ (Φ3(un)) 〈ξGn , v〉,
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for any v ∈ W 1,Φ(Ω). By the boundedness of the sequence {un} in W 1,Φ(Ω),
which is a reflexive space, we have, from Corollary 4.1 and Theorem 4.1,
u ∈ W 1,Φ(Ω) such that
un ⇀ u em W
1,Φ(Ω),
un → u em LB(Ω),
un → u em LB(∂Ω)
and
un(x)→ u(x) a.e. x ∈ Ω
Claim 1: {ξFn } ⊂ ∂F (un) is bounded in LB˜(Ω) and {g′ (Φ3(un)) ξGn } is
bounded in L˜B(∂Ω), where {ξGn } ⊂ ∂G(un).
By (F1) and Lemmas 4.2 and 4.3, we have∫
Ω
B˜(ξFn ) ≤ c | Ω | +c
∫
Ω
B˜(b(|un|)un)
≤ c+ c
∫
Ω
B(un)
≤ c+ cη1(|un|B)
≤ c+ cη(‖un‖) ≤ c, n ∈ N, (4.24)
where c > 0. Another application of Lemmas 4.2 and 4.3 and using (G1),
Ho¨lder’s inequality and Corollary 4.1 gives
∣∣〈ξGn , v〉∣∣ = ∣∣∣∣∫
∂Ω
ξGn v
∣∣∣∣
≤ c2
∫
∂Ω
(1 + b(|un|)|un|)|v|
≤ c(1 + |un|B,∂Ω)|v|B,∂Ω
≤ c(1 + ‖un‖)‖v‖ ≤ c‖v‖. (4.25)
By Lebourg’s Theorem and (G1), there is c > 0 such that
|G(t)| ≤ c(1 + b(|t|)|t|2).
Thus, arguing as in (4.25),
|Φ3(un)| ≤ c+ cη1(|un|B,∂Ω) ≤ c+ cη1(‖un‖) ≤ c,
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for any n ∈ N. Since g ∈ C1, we have∣∣g′(Φ3(un))〈ξGn , v〉∣∣ ≤ c|g′(Φ3(un))| ‖v‖ ≤ c‖v‖,
for any n ∈ N. Then {g′(Φ3(un))ξGn } is bounded in L˜B(∂Ω).
Using (4.22) with v = un − u, we obtain
on(1) = 〈Φ′1(un), un − u〉 − λ
∫
Ω
ξFn (un − u)− µg′(Φ3(un))
∫
∂Ω
ξGn (un − u).
(4.26)
From Claim 1,∣∣∣∣λ ∫
Ω
ξFn (un−u) +µg′(Φ3(un))
∫
∂Ω
ξGn (un − u)
∣∣∣∣ ≤
≤λ|ξFn |B˜|un − u|B + µ
∣∣g′(Φ3(un))ξGn ∣∣˜B,∂Ω |un − u|B,∂Ω
≤cλ|un − u|B + cµ|un − u|B,∂Ω → 0. (4.27)
By lemma 4.3∫
Ω
Φ˜ (φ(un)un) ≤
∫
Ω
Φ(2un) ≤ 2m
∫
Ω
Φ(un) ≤ 2mξ1(|un|Φ) ≤ c,
which implies∣∣∣∣∫
Ω
φ(|un|)un(un − u)
∣∣∣∣ ≤ |φ(un)un|Φ˜|un − u|Φ ≤ c|un − u|Φ → 0. (4.28)
Combining (4.26)-(4.28),∣∣∣∣∫
Ω
φ(| ∇un |)∇un∇(un − u)
∣∣∣∣→ 0. (4.29)
Since, for some subsequence,
∂un
∂xi
⇀
∂u
∂xi
in LΦ(Ω),
we have that ∫
Ω
φ(| ∇u |)∇u∇(un − u)→ 0. (4.30)
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From (4.29) and (4.30),
0 ≤
∫
Ω
(φ(|∇un|)∇un − φ(|∇u|)∇u) (∇un −∇u)→ 0.
Applying a result due to Dal Maso and Murat [21], we obtain
∇un →∇u a.e. Ω.
Now, using Lebesgue’s Theorem, we obtain
un → u in W 1,Φ(Ω). (4.31)
It remains to apply Theorem 3.1 in order to obtain the conclusion.
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